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Evaluating Evaporative Cooling Assisted Solid Desiccant
Dehumidification System for Agricultural Storage Application
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Abstract: The study aims to investigate Maisotsenko cycle evaporative cooling assisted solid desiccant
air-conditioning (M-DAC) system for agricultural storage application. Conventional air-conditioning
(AC) systems used for this application are refrigeration-based which are expensive as they consume
excessive amount of primary-energy. In this regard, the study developed a lab-scale solid silica
gel-based desiccant AC (DAC) system. Thermodynamic performance of the developed system
was investigated using various adsorption/dehumidification and desorption/regeneration cycles.
The system possesses maximum adsorption potential i.e., 4.88 g/kg-DA at higher regeneration
temperature of 72.6 ◦C and long cycle time i.e., 60 min:60 min. Moreover, the system’s energy
consumption performance was investigated from viewpoints of maximum latent, sensible, and
total heat as well as latent heat ratio (LHR), which were found to be 0.64 kW, 1.16 kW, and 1.80 kW,
respectively with maximum LHR of 0.49. Additionally, the study compared standalone DAC (S-DAC),
and M-DAC system thermodynamically to investigate the feasibility of these systems from the
viewpoints of temperature and relative humidity ranges, cooling potential (Qp), and coefficient of
performance (COP). The S-DAC system showed temperature and relative humidity ranging from
39 ◦C to 48 ◦C, and 35% to 66%, respectively, with Qp and COP of 17.55 kJ/kg, and 0.37, respectively.
Conversely, the M-DAC system showed temperature and relative humidity ranging from 17 ◦C
to 25 ◦C, and 76% to 98%, respectively, with Qp and COP of 41.80 kJ/kg, and 0.87, respectively.
Additionally, the study investigated respiratory heat generation rate (Qres), and heat transfer rate
(Qrate) by agricultural products at different temperature gradient (∆T) and air velocity. The Qres and
Qrate by the products were increased with ∆T and air velocity, respectively, thereby generating heat
loads in the storage house. Therefore, the study suggests that the M-DAC system could be a potential
AC option for agricultural storage application.

Keywords: evaporative cooling; desiccant dehumidification; agricultural storage; air conditioning;
system performance
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1. Introduction

The world’s population has grown rapidly over the past few decades and is predicted
to move to about 9.8 billion by 2050. Due to this population growth, the demand for food
will rise about 70% by 2050 [1]. The agriculture sector plays a significant role in managing
global food demand. Being an agriculture-dependent country, Pakistan produces 13.67 mil-
lion tonnes of fruits and vegetables, but about 35–40% of total production is lost owing
to post-harvest losses [2]. The post-harvest losses refer to degradation of quality as well
as quantity of the agricultural products. One of the most important reasons for the post-
harvest losses is high amount of moisture content available in the agricultural products [3,4].
Moreover, several factors are responsible for the post-harvest losses as shown in Figure 1 [5].
After harvesting, fruits and vegetables perform respiration, transpiration, and ripening
processes. These decay processes of agricultural products can be minimized by providing
optimum storage conditions i.e., temperature and relative humidity [6]. Conventional
storage techniques are equipped with refrigeration-based systems which consume huge
amount of primary energy as well as degrading the environment by utilization of harm-
ful refrigerants [7]. Moreover, these systems are incapable of providing the appropriate
temperature and relative humidity conditions especially for agricultural products [8]. In
this regard, alternative energy-efficient and environment-friendly options are available
including evaporative cooling (EC), and desiccant air-conditioning (DAC) systems. The
EC options are direct EC, indirect EC, and Maisotsenko cycle EC (MEC) systems i.e., an
advanced form of the indirect EC [9]. The MEC system thermodynamically lowers the
ambient air temperature by utilizing psychrometric accessible renewable energy [10]. Two
thermodynamic operations which involve EC and heat transfer stipulate a cooling effect
where ambient air almost approaches the dew point temperature rather than wet bulb tem-
perature [9,11]. The MEC system has been investigated in literature for heating, ventilation,
and air-conditioning applications [12–16]. However, the potential of the standalone EC
systems is limited in humid areas [16,17]. Therefore, to overcome this limitation, the DAC
system is an emerging option because of its potential to provide promising results in humid
climates [18–20].

Figure 1. Major categories for causes of post-harvest losses, reproduced from ref. [5].

The main component of the DAC system is desiccant material which adsorb moisture
from ambient/process air and thereby dehumidify the air. The adsorption/dehumidification
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and desorption/humidification processes are mainly dependent on characteristics of
adsorbents [21–23]. The DAC systems are energy efficient as they are operated or regen-
erated with thermal energy that could be available through low-grade waste heat and
renewable energy sources. Niu et al. [24] experimentally compared the energy saving
potential of the DAC system with conventional refrigeration-based AC system. The study
concluded that the DAC system had a maximum energy saving potential of about 58.9% [24].
Jia et al. [25] conducted an experimental study on the DAC system’s ability to remove
moisture from the air and its energy saving potential as compared with a conventional AC
system. The study showed an energy saving potential of about 37.5% as compared with a
conventional AC system [25]. Similar studies are reported in the literature which showed
good energy saving potential by the DAC systems for various AC applications [26–29].
However, the standalone DAC (S-DAC) system i.e., without the integration of MEC with
the DAC system, could not achieve appropriate temperature and relative humidity con-
ditions particularly for agricultural product storage [9,30–32]. In this regard, an MEC
system integrated with a DAC (M-DAC) system combines characteristics of both S-DAC
and MEC systems, and thereby has potential to achieve sensible load via MEC and latent
load through the DAC system [8]. The M-DAC system has been investigated in litera-
ture for various agricultural applications which involve greenhouse AC [33,34], livestock
AC [35,36], and poultry AC [37–40]. The M-DAC system has shown promising results for
these agricultural applications.

In this study, a lab-scale solid silica gel-based DAC system was developed. The per-
formance of the developed system was investigated thermodynamically, using various
adsorption/dehumidification and desorption/regeneration cycles. Furthermore, perfor-
mance of the developed system regarding energy consumption was investigated from
the viewpoints of latent heat (QL), sensible heat (QS), and total heat (QT) as well as latent
heat ratio (LHR). The study proposed two kinds of AC system involving standalone DAC,
and MEC-assisted DAC systems for potential application in agricultural product storage.
A thermodynamic analysis was conducted for both systems to explore applicability of
these systems considering temperature and relative humidity conditions, cooling potential
(Qp), and coefficient of performance (COP). In addition, the study investigates respiratory
heat generation rate (Qres) and heat transfer rate (Qrate) to investigate heat loads by the
agricultural products.

Temperature/Humidity Requirements for Agricultural Storage Application

The storage and handling of agricultural products is one of the key issues of the
21st century because of the intricate mechanisms of transpiration, respiration as well as
chilling injury. Appropriate temperature and relative humidity conditions are a primary
concern to reduce post-harvest losses. The shelf life of agricultural products is a function of
storage temperature. The storage temperature effect on the shelf life of fruits and vegetables
is represented in Figure 2. A higher storage temperature reduces the shelf life of fruits and
vegetables, while a lower storage temperature could increase the shelf life as represented in
Figure 2. Moreover, the quality, composition, and texture of the products are significantly
influenced by the temperature [41–43]. Figure 3 shows the effect of storage temperature on
quality of peach, Boston-type lettuce, and asparagus. As the storage temperature increases
the quality of the products decreases.

After harvesting, fruits and vegetables behave like living organisms and perform
respiration processes according to Equation (1) available in ref. [46]. When ambient air
oxygen combines with the product’s conserved sugar/starch, carbon dioxide and water
are generated, thereby releasing respiration heat. In order to minimize respiration rate, the
agricultural products should be stored at low oxygen level. However, as the temperature
rises, the respiration rate increases, thereby reducing the shelf life of the product. The
influence of temperature on respiration rate by some fruits and vegetables is shown in
Figure 4. The effect of temperature on some fruits is shown in Figure 4a, which shows respi-
ration rate increases with temperature. Similarly, the effect of temperature on vegetables in
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Figure 4b shows that the respiration rate increases with temperature. This respiration rate
increases heat i.e., respiratory heat in a storage house. The quantity of moisture present in
the ambient air, expressed as relative humidity, is the primary driver of water loss from
harvested goods. The agricultural products preserve their nutritional quality, flavour,
and appearance at high relative humidity. In contrast, shrivelling occurs at low relative
humidity ranges because of excessive transpiration [47,48]. In this regard, the optimum
temperature and relative humidity conditions for fruits and vegetables are available in
refs. [19,49] ranging from −5 ◦C to 25 ◦C, and 85% to 95%, respectively. Figure 5 represents
the optimum temperature and relative humidity zones for storage of fruits and vegetables
with the climatic conditions of Multan.

C6H12O6 + 6O2 → +6CO2 + 6H2O + respiration heat (1)

Figure 2. Effect of storage temperature on shelf life of some (a) fruits, and (b) vegetables, reproduced
from ref. [44].

Figure 3. Effect of temperature on the quality (a) peach, (b) Boston-type lettuce, and (c) asparagus.
The dotted lines represent acceptable limits of the product, reproduced from ref. [45].
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Figure 4. Effect of temperature on respiration rate of some (a) fruits, and (b) vegetables, data obtained
from ref. [50].

Figure 5. Optimum temperature and humidity zones for storage of fruits and vegetables at climatic
conditions of Multan.

2. Proposed Systems
2.1. Standalone Desiccant Air-Conditioning (S-DAC) System

Referring to the Figure 6a, components of the S-DAC system consist of desiccant block,
a sensible heat exchanger (SHX), and a heating source. Ambient/process air is entered into
the block during the adsorption process and gets dehumidified, which thereby increases
the temperature of the air due to the release of the heat of adsorption. After that, the
dehumidified air is entered into the SHX which ideally reduces the temperature to ambient
air temperature. During the desorption process of the S-DAC system, ambient air was
utilized as a return air and directed towards the SHX, which thereby gets heated. Then,
this processed heated air enters a heat source which can be operated with thermal energy
options like low-grade waste heat as well as renewable energy options such as solar thermal
heat and biogas/biomass, etc. In the end, this heated air is directed to a desiccant block
which carries away water vapours from the desiccant material to regenerate and hence
remove humid air.
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Figure 6. Working scheme of proposed (a) standalone DAC (S-DAC), and (b) M-cycle integrated
DAC (M-DAC) system.

2.2. M-Cycle Integrated Desiccant Air-Conditioning (M-DAC) System Collection

Referring to Figure 6b, components of the M-DAC system consist of desiccant block,
SHX, MEC, and a heating source. Ambient air is directed into the block during the ad-
sorption process of the M-DAC system and gets dehumidified, thereby increasing the
temperature due to the release of the heat of adsorption. After that, the dehumidified air is
directed towards the SHX which decreases the process air temperature to nearly that of
the ambient air without change in the humidity ratio. This cooled process air is further
directed towards the MEC which lowers the process air temperature sensibly which could
be supplied to the agriculture storage house. During the desorption process of the M-DAC
system, ambient air, as a return air, is employed and enters the SHX, which thereby gets
heated. Then, this processed heated air is directed towards the heat source which can be
operated with thermal energy options like low-grade waste heat and renewable energy
options such as solar thermal heat and biogas/biomass, etc. In the end, this heated air
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is directed towards desiccant block which carries away water vapours from the block to
regenerate it and hence remove the humid air.

3. Materials and Methods
3.1. Experimental Setup

The solid silica gel-based DAC system was developed at laboratory scale. The ex-
perimental setup was mainly consisted of solid silica gel, sieves, heat exchanger (i.e., fan
heater), temperature, relative humidity, pressure, and velocity (anemometer) measuring
sensors. Figure 7a shows the photographic view of the developed experimental setup. The
sieves are fabricated by using polyacrylic plastic material frame and mesh to support the
material and easy crossing of air. A total of 18 sieves were used to develop the desiccant
unit and each sieve has a dimension of 220 mm × 145 mm × 3 mm and carrying ~68 g
of silica gel. These sieves are stacked over each other to form a desiccant unit and then
insulated on the sides. The important parameters for desiccant unit and silica gel used in
this study is shown in Table 1. The fan was used to continuously throw the process air
at velocity of about 3.5 m/s, resulting in a mass flow rate (

.
ma) of about 0.14 kg/s. The

temperature, relative humidity, and pressure sensors were placed at the inlet and outlet
sides of the desiccant unit to measure the experimental conditions. The measurement range
and absolute accuracy for temperature, relative humidity, pressure, and velocity sensors is
about −40 ◦C to 80 ◦C; ±2 ◦C, 0% to 100%; ±5%, 75 kPa to 110 kPa; ±0.3 kPa, and 0.3 m/s
to 30 m/s; ±1.5 m/s, respectively.

Figure 7. (a) Photographic view of the developed experimental system, and (b) working scheme of
the developed experimental system.

7
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Table 1. Important parameters of desiccant unit and silica gel used in this study.

Parameters Symbol Value Unit

Parameters related to desiccant unit

Width W 0.145 m

Length L 0.220 m

Height H 0.045 m

Total silica gel 1.22 kg

Parameters related to silica gel

Molar mass M 60.08 g/kg

Bulk density ρb 919.5 kg/m3

Specific heat capacity Cp 0.85 kJ/kg·K
Specific surface area SSA 750–850 m2/g

Pore size ϕ 2–2.6 nm

Heat of adsorption ∆h 2800 kJ/kg

Thermal conduction k 0.175 W/m·K

The experimental process is divided into two stages: desorption/regeneration and
adsorption/dehumidification. Figure 7b shows a schematic representation of the developed
experimental system. During the regeneration process, hot air (achieved by heat exchanger)
is supplied to the desiccant unit to primarily reactivate the adsorbent. After that, the
dehumidification process commences, and process air is directed to the desiccant unit
and moisture adsorbs on the material’s surface because of its hygroscopic nature, thereby
increasing the temperature of process air due to the release of heat of adsorption [51].
In this study, four desorption as well as adsorption cycles were conducted at different
regeneration temperatures. The regeneration temperature was set at 68 ◦C, 69.2 ◦C, 70.5 ◦C,
and 72.6 ◦C for cycles 1, 2, 3 and 4, respectively. Figure 8 shows the performance of
the experimental system at different regeneration temperatures by conducting various
desorption/adsorption cycles. The system has shown maximum dehumidification potential
at higher regeneration temperature of 72.6 ◦C. In this regard, the study focuses on the
desorption and adsorption cycle-4 to thermodynamically explore the performance of
the system.

Ideally, the adsorption process follows isenthalpic behaviour, which means that the
heat of water vapor condensation following the vapor stage to liquid stage is the same as the
heat of adsorption. However, experimental studies have shown that the heat of adsorption
is higher than the ideal adsorption heat because of the isosteric heat of adsorption [51,52].
The difference between an ideal isenthalpic line and the actual dehumidification line
is mainly due to the type of adsorption mechanism and interaction between adsorbent
pairs. Figure 9 represents the psychrometric behaviour of the ideal and experimental
dehumidification line and cyclic behaviour of proposed DAC systems. The points 1–8 were
calculated by considering the experimental inlet and outlet conditions.

3.2. Data Reduction

The experimental data of the developed DAC based on various desorption and ad-
sorption cycles were obtained to investigate the performance thermodynamically. The inlet
and outlet air conditions of both desorption and adsorption cycles were measured during
the experiments. After that, Equation (2) was used to calculate the output air condition of
the SHX [19,53]. The modelled Equation (3) of the MEC was used to calculate the perfor-
mance of the MEC system [36,54]. Ambient air as a return air was used to increase the air

8
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temperature to some extent by Equation (4). Maximum desorption potential (∆Xdes) and
adsorption (∆Xads) potential were calculated from Equations (5) and (6) [31].

T3,DB = T2,DB − εSHX(T2,DB − T1,DB) (2)

T4,DB = 6.70 + 0.2630(T3,DB) + 0.5298(X3) (3)

T6,DB = T5,DB + εSHX(T2,DB − T5,DB) (4)

∆Xdes = Xin, des − Xout,des (5)

∆Xads = Xin, ads − Xout,ads (6)

where, the subscripts 1–6, and DB, are process air conditions represented in Figure 6, and
dry-bulb, respectively. T is air temperature (◦C), εSHX is the effectiveness of sensible heat
exchanger defined by the American Society of Heating, Refrigerating, and Air-Conditioning
Engineers (ASHRAE) [46], X is humidity ratio (g/kg-DA), ∆Xdes is desorption potential
(g/kg-DA), ∆Xads is adsorption potential (g/kg-DA), Xin, des is inlet humidity ratio during
desorption process (g/kg-DA), Xout,des is outlet humidity ratio after desorption process
(g/kg-DA), ∆Xads is adsorption potential (g/kg-DA), Xin, ads is inlet humidity ratio during
adsorption process (g/kg-DA), and Xout, ads is outlet humidity ratio after adsorption process
(g/kg-DA), respectively.

Figure 8. Performance of the experimental system at different regeneration temperatures by conduct-
ing various desorption/adsorption cycles.

The performance of the developed desiccant unit regarding energy consumption can
be evaluated by latent heat ratio (LHR) [55]. The LHR is the ratio of latent heat consumed
to the total energy consumed by the system which is given in Equation (7). The total energy
(QT) consumed by the system was calculated from Equations (8)–(11) based on sensible
heat (QS), latent heat (QL), and electricity consumed by the fan (QF) to supply the process
air [55]. However, Equations (12)–(14) were used to calculate cooling potential (Qp) by
the proposed S-DAC and M-DAC system, respectively. Similarly, Equations (13) and (14)
were used to calculate the coefficient of performance (COP) by the proposed S-DAC, and
M-DAC system, respectively. The air enthalpy was calculated by Equation (15) [46].

LHR =

(
QL
QT

)
(7)
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QT = QS + QL + QF (8)

QS =
.

ma Cp (Tdes,in − Tdes,out) (9)

QL =
.

ma ∆Xads γ =
.

ma (hads,in − hads,out) (10)

QF =

.
VairdP

εF
(11)

Qp, S−DAC = h1 − h3 (12)

Qp, M−DAC = h1 − h4 (13)

COP S−DAC =

.
ma

.
ma

(
Cooling potential

Heat input

)
=

.
ma

.
ma

(
h1 − h3

h6 − h5

)
(14)

COP M−DAC =

.
ma

.
ma

(
Cooling potential

Heat input

)
=

.
ma

.
ma

(
h1 − h3

h7 − h6

)
(15)

h = 1.006TDB + X(2501 + 1.86TDB) (16)

where, LHR is latent heat ratio (-), QL is latent heat consumption (kW), QT is total heat
consumption (kW), QS is sensible heat consumption (kW), QF is electricity consumed
by fan (kW),

.
ma is mass flow rate (kg/s), Cp is specific heat capacity of air (kJ/kg K),

Tdes,in is the inlet temperature of desorption process (K), Tdes,out is the outlet temperature
of the desorption process (K), ∆Xads is adsorption potential (g/kg-DA), γ is latent heat of
vaporization with respect to temperature (kJ/kg), hads,in is inlet enthalpy of adsorption
process (kJ/kg), hads,out is outlet enthalpy of adsorption process (kJ/kg),

.
Vair is volume flow

rate (m3/s), dP is pressure drop (kPa), and εF is efficiency of the fan taken as 70%. The
subscripts 1, 3, 4, 5, 6, 7 S-DAC, and M-DAC, and DB refer to air states as shown in Figure 6,
standalone desiccant air-conditioning, M-cycle integrated desiccant air-conditioning system,
and dry bulb, respectively. Qp is cooling potential (kJ/kg), h is air enthalpy (kJ/kg), and
COP is coefficient of performance (-), respectively.

Figure 9. Ideal and experimental dehumidification lines and cyclic behaviour of the proposed DAC
systems on Psychrometric/Mollier diagram.

3.3. Uncertainty Analysis

In the experimentation process, there are always errors in calculating/measuring
variables due to the inaccuracy of instruments, design limitations, ambient conditions,

10
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observations, human errors, and other associated important factors. After experiments, an
uncertainty analysis was performed to determine the level of uncertainty in estimating the
variables (temperature, relative humidity). Estimating the experimental uncertainty gives
confidence in the calculated results. The method is named as the root of the sum of square
methods and Equation (17) is used to measure the uncertainty [56–58].

σR =

√(
∂R

∂N1
α1

)2
+

(
∂R

∂N2
α2

)2
+ · · ·+

(
∂R

∂Nn
αN

)2
(17)

where, σR is the total uncertainty (%) and α1–αN represent the uncertainty in independent
variables, N1–Nn represent the independent variables R is given a function of the inde-
pendent variable. Table 2 shows the uncertainty analysis of various parameters used in
this study.

Table 2. Uncertainty analysis of various parameters used in this study.

Parameter Symbol Value

Temperature T ±2.6%
Relative humidity RH ±5.1%

Pressure P ±1.6%
Velocity V ±3.4%

Humidity ratio X ±1.6%
Enthalpy h ±2.9%

Cooling potential Qp ±5.1%
Coefficient of performance COP ±2.7%

Sensible heat QS ±2.2%
Latent heat QL ±5.4%

Latent heat ratio LHR ±5.37%

3.4. Heat Load Calculations for Agricultural Storage Application

The storage of agricultural products offers considerable challenges as they generate
heat during storage by consuming oxygen and emitting carbon dioxide, water vapours
and heat transfer between product and ambient air. The respiratory process varies with
temperature as well as type of the product. Becker et al. [59] developed a relationship
of measuring respiratory heat generation rate as a function of the temperature of the
agricultural product, given by Equation (18). Furthermore, heat is removed from the
product due to heat transfer between product and ambient air which was calculated by
Equation (19) [60].

Qres =
10.7 f
3600

(
9T
5

+ 32
)g

(18)

Qrate = hs × As × ∆T = hs × As × (Ts − Ta) (19)

where, Qres is respiratory heat generation rate (W/kg), T is temperature of the product (◦C),
f and g are respiratory coefficients depending upon the agricultural product. Table 3 shows
the respiratory coefficients of some selected fruits and vegetables. Qrate is heat transfer
rate from the product (W), hs is surface heat transfer coefficient (W/m2 ◦C), As is surface
area covered by a product (m2), ∆T is temperature difference between product surface and
ambient air (◦C), Ts is surface temperature of product (◦C), and Ta ambient or surrounding
air temperature (◦C). The hs vary with velocity of ambient air, product orientation and
geometry. Several studies have investigated the hs against ambient air velocity, and the As
for various agricultural products presented in Table 4. In this principle, behavior of the
Qrate from the agricultural products has been explored by considering literature data of hs
against air velocity, and As.
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Table 3. Respiratory coefficients of some fruits and vegetables, reproduced from ref. [59].

Product
Respiration Coefficients

f g

Fruits

Apple 5.687 × 10−4 2.5977
Grape 7.056 × 10−5 3.033

Orange 2.8050 × 10−4 2.6840
Pear 6.3614 × 10−5 3.2037

Tomato 2.0074 × 10−4 2.8350

Vegetables

Cabbage 6.0803 × 10−4 2.6183
Carrot 0.050018 1.7926
Onion 3.668 × 10−4 2.538
Potato 0.01709 1.769

Table 4. Surface heat transfer coefficient with air velocity, and surface area for some fruits and vegetables.

Product Air Velocity
(m/s)

Surface Heat Transfer
Coeff., hs (W/m2 ◦C)

Surface Area, As
(m2) Reference

Fruits

Apple

0 11.1

0.0116 [60,61]
0.39 17
0.91 27.3

2 45.3
5.1 53.4

Grape

1 30.7

0.0008 [60,62,63]
1.25 33.8
1.5 37.8

1.75 40.7
2 42.3

Orange 0.11 66.4
0.01622 [60,64,65]0.33 69.3

Pear

1 12.6

0.007598 [60,62,66]
1.25 14.2
1.5 15.8

1.75 16.1
2 19.5

Tomato

1 10.9

0.008 [60,62,67]
1.25 13.1
1.5 13.6

1.75 14.9
2 17.3

Vegetables

Cabbage 0.431 53.8033 0.000415 [68,69]
Carrot 0.0158 547 0.007758 [70,71]
Onion 0.431 54.6125 0.001404 [61,72]
Potato 0.431 39.0599 0.000134 [69,73]

4. Results and Discussion

The performance of the desiccant unit was examined thermodynamically for various
desorption and adsorption cycles. Figure 10 shows experimental desorption and adsorp-
tion cycles profiles of temperature for the developed DAC system at different desorption
temperatures (Tdes). The switching time of 1:1 (equal time for both stages) was consid-
ered for the desorption and adsorption cycles. These cycles were conducted to explore
optimum switching time, and desorption/regeneration temperature for higher coefficient

12
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of performance and maximum adsorption potential. The temperature cycles represent
that 20 min:20 min, 30 min:30 min, 45 min:45 min, and 60 min:60 min was set for the
desorption and adsorption cycle 1, 2, 3 and 4, respectively. The outlet temperature (after
adsorption process) ranges from 39 ◦C to 62 ◦C (cycle-1), 37 ◦C to 57 ◦C (cycle-2), 43 ◦C
to 59 ◦C (cycle-3), and 44 ◦C to 63 ◦C (cycle-4), respectively. The process air temperature
increases due to release of heat of adsorption. Figure 11 shows experimental desorption
and adsorption cycles profiles of relative humidity for the DAC system. The outlet relative
humidity (after adsorption process) ranges from 17% to 35% (cycle-1), 22% to 40% (cycle-2),
23% to 43% (cycle-3), and 20% to 38% (cycle-4), respectively.

Figure 10. Experimental desorption/regeneration and adsorption/dehumidification cycle profiles of
temperature for the DAC system at different desorption temperature (Tdes).

Figure 11. Experimental desorption/regeneration and adsorption/dehumidification cycle profiles of
relative humidity for the DAC system at different desorption temperature (Tdes).

Figure 12 shows experimental desorption and adsorption cycle profiles of humidity ra-
tio for the developed DAC system. The adsorption cycle-4 represents maximum adsorption
potential due to higher desorption temperature. Figure 13 shows desorption and adsorp-
tion potential (∆X) in different experimental cycles. In the desorption process, the amount
of water vapours desorbed increases rapidly, and then reduces when saturation pressure
of the process air and desiccant material surface approach equilibrium. Consequently,
when the adsorption process starts, the amount of water vapours adsorbed is quite high,
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but gradually decreases and becomes steady due to saturation condition of the desiccant
material. In Figure 13, the 60 min adsorption cycle-4 represents the maximum adsorption
potential of 4.8 g/kg-DA via desiccant unit at desorption temperature of 72.6 ◦C, thereby
showing the significance of switching time for the system and desorption temperature,
which are the most important parameters for the feasibility of the DAC system [19]. More-
over, Aleem et al. [53] investigated the performance of laboratory scale silica gel-based
DAC system thermodynamically. According to the results, maximum adsorption potential
and coefficient of performance was observed at higher desorption temperature of 70 ◦C
and 60 min:60 min cycle time. In this regard, the adsorption cycle-4 has been explored for
performance evaluation of the developed system.

Figure 12. Experimental desorption/regeneration and adsorption/dehumidification cycle profiles of
humidity ratio for the DAC system at different desorption temperature (Tdes).

Figure 13. Adsorption and desorption potential in various experimental adsorption and desorption
cycles of the DAC system at different desorption temperatures (Tdes).

The performance of the developed desiccant unit regarding energy consumption was
explored from viewpoints of latent heat (QL), sensible heat (QS), total heat (QT) consumed
by the system, and latent heat ratio (LHR) as shown in Figure 14. The QL consumed by
the system during the adsorption process varied between 0.02 kWh and 0.64 kWh. The QS
consumed by the system during desorption process varied between 0.20 kW and 1.16 kW.
The QS was higher due to heat provided for desorption of water vapours from the desiccant
material to regenerate it. The energy consumed to reach the high desorption temperature
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of 72.6 ◦C directly influenced the total energy consumed by the system. In this regard, the
QT consumed by the system varied between 0.15 kW and 1.80 kW during both adsorption
and desorption processes. However, the QT consumption could be reduced by maintaining
a lower desorption temperature while, according to the experimental results, a higher
desorption temperature was necessary for maximum adsorption potential. The electricity
consumed by the fan was found to be 6.38 W. The LHR by the developed system varied
between 0.02 and 0.49. The proposed air-conditioning (AC) systems are energy-efficient as
compared with conventional refrigeration-based AC systems as discussed in Section 1.

Figure 14. Latent heat (QL), sensible heat (QS), and total heat (QT) consumed by the experimental
system, and latent heat ratio (LHR) achieved by the system during desorption and adsorption cycle-4.

Figure 15 shows temperature and relative humidity profiles for the adsorption cycle-4
using S-DAC, and M-DAC system. The temperature and relative humidity of the S-DAC
system ranges between 39 ◦C and 48 ◦C, and 35% and 66%, respectively. Therefore, the
S-DAC system was unable to achieve the appropriate temperature and relative humidity
conditions for storage of the agricultural products. Similarly, the temperature and relative
humidity of the M-DAC system ranges from 17 ◦C to 25 ◦C, and 76% to 98%, respectively,
and could thereby be a potential option for the storage of agricultural products. The tem-
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perature and relative humidity profiles of the S-DAC, and M-DAC system for adsorption
cycle-1, cycle-2, and cycle-3 is available in Appendix A: Figures A1–A3, respectively.

Figure 15. Profiles of temperature and relative humidity by the proposed S-DAC, and M-DAC system
for adsorption cycle-4.

Figure 16 shows the cooling potential (Qp) of the S-DAC, and M-DAC systems for
adsorption cycle-4. The Qp of the S-DAC, and M-DAC systems varied between 3.30 kJ/kg
and 17.50 kJ/kg, and 29.40 kJ/kg to 41.80 kJ/kg, respectively. Figure 17 shows COP of
the S-DAC and M-DAC systems for adsorption cycle-4. The COP for S-DAC and M-DAC
systems varied between 0.058 and 0.368, and 0.513 and 0.868, respectively. Figure 18
shows psychrometric representation for performance of the proposed DAC systems. In
Figure 18, the S-DAC system could not achieve appropriate temperature and relative
humidity conditions for the storage of agricultural products. In contrast, the M-DAC
system has achieved appropriate temperature and relative humidity conditions for the
storage of agricultural products. Therefore, the M-DAC system could be utilized for the
potential application of agricultural products storage.

Figure 16. Profiles of cooling potential (Qp) by the proposed S-DAC, and M-DAC systems for
adsorption cycle-4.
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Figure 17. Profiles of COP by the proposed S-DAC, and M-DAC systems for adsorption cycle-4.

Figure 18. Psychrometric representation of process air and product air by the proposed (a) S-DAC,
and (b) M-DAC systems.

The fruits and vegetables respire as living organism by emitting carbon dioxide to
surrounding environment, thereby causing respiratory heat generation (Qres). The Qres vary
with temperature and type of the product. Figure 19 shows the effect of temperature on
the Qres by some fruits and vegetables. The Qres increases with temperature, hence during
storage respiration process should be kept as low as possible to avoid heat generation
from the product. In addition, heat is removed from the product due to the Qrate between
product and ambient or surrounding air i.e., the difference between surface temperature of
product and surrounding air temperature (∆T), and velocity of air.

Figure 20 shows the effect of the ∆T and air velocity on the Qrate by some selected
fruits (apple, grape, orange, pear, and tomato). The Qrate by fruits increases with increase in
air velocity and ∆T. In case of apple the Qrate at 0.91 m/s, with ∆T of 5 ◦C was 1.58 W, but at
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same velocity with ∆T of 10 ◦C, 15 ◦C, and 20 ◦C, the Qrate was 3.16 W, 4.75 W, and 6.33 W,
respectively. A similarly increasing trend of the Qrate at different air velocity and ∆T was
observed by other selected fruits. Likewise, Figure 21 shows the effect of ∆T on the Qrate
by some selected vegetables (cabbage, carrot, onion, and potato). The Qrate by vegetables
increases with ∆T. In case of cabbage, Qrate at 0.431 m/s with ∆T of 5 ◦C was 0.116 W, but at
same velocity with ∆T of 10 ◦C, 15 ◦C, and 20 ◦C the Qrate was 0.22 W, 0.33 W, and 0.45 W,
respectively. A comparable trend was observed for other selected vegetables. Furthermore,
higher air velocities and higher relative humidity of surrounding air caused wilting of
fruits and vegetables. The appropriate air velocity is varied with size of storage house. The
recommended air velocity is about 0.003 m/s for storage house having area of 10 m2, and
relative humidity of about 90% to 95% [50].

Figure 19. Effect of temperature on respiration rate (Qres) by some (a) fruits, and (b) vegetables.

Figure 20. Effect of temperature gradient (∆T) and air velocity on the heat transfer rate (Qrate) by
(a) apple, (b) grape, (c) orange, (d) pear, and (e) tomato.
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Figure 21. Effect of temperature gradient (∆T) on the heat transfer rate (Qrate) by (a) cabbage,
(b) carrot, (c) onion, and (d) potato.

5. Conclusions

The present study aims to evaluate the Maisotsenko cycle evaporative cooling assisted
solid desiccant air-conditioning (M-DAC) system for agricultural storage application. The
agricultural products required appropriate temperature and relative humidity conditions
for their efficient storage to avoid post-harvest losses. In this regard, the air-conditioning
(AC) system is principally required to optimize the temperature and relative humidity
conditions, which could potentially reduce post-harvest losses. Therefore, in this study,
a lab-scale solid silica gel-based desiccant AC (DAC) system was developed. The per-
formance of the developed system was investigated thermodynamically, using various
adsorption/dehumidification and desorption/regeneration cycles. The system possesses
better performance in terms of adsorption potential (Qp) i.e., 4.88 g/kg-DA at higher des-
orption temperature i.e., 72.6 ◦C and comparatively long cycle time i.e., 60 min:60 min.
Furthermore, performance of the developed system regarding energy consumption was
investigated from viewpoints of latent heat (QL), sensible heat (QS), and total heat (QT)
as well as latent heat ratio (LHR). The maximum consumption of QL, QS, and QT, by the
system was found to be 0.64 kW, 1.16 kW, and 1.80 kW, respectively by achieving the
maximum LHR of 0.49.

Furthermore, the study proposed two kinds of AC options involving standalone DAC
(S-DAC), and M-DAC systems to investigate applicability of these systems for agricultural
storage application. The proposed systems were compared thermodynamically from per-
spectives of temperature as well as relative humidity ranges, cooling potential (Qp), and
coefficient of performance (COP). The S-DAC system showed temperature and relative
humidity ranging from 39 ◦C to 48 ◦C, and 35% to 66%, respectively, with Qp and COP of
17.55 kJ/kg, and 0.37, respectively, which were inappropriate conditions for agricultural
storage. Conversely, the M-DAC system showed temperature and relative humidity rang-
ing from 17 ◦C to 25 ◦C, and 76% to 98%, respectively, with Qp and COP of 41.80 kJ/kg, and
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0.87, respectively which lies somehow between appropriate conditions for the agricultural
products storage application. Additionally, the study investigated respiratory heat gen-
eration rate (Qres), and heat transfer rate (Qrate) by some fruits and vegetables at different
temperature gradient (∆T) and air velocity. The Qres and Qrate by the fruits and vegetables
were increased with temperature, and ∆T as well as air velocity, respectively. These heat
loads reduced shelf life and quality of agricultural products. Therefore, the M-DAC system
could be a potential AC option for agricultural storage application.
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Nomenclature

AC air-conditioning
As surface area of product (m2)
COP coefficient of performance
Cp specific heat capacity of air (kJ/kg K)
DAC desiccant air-conditioning
dP pressure drop (kPa)
EC evaporative cooling
f respiratory coefficient (-)
g respiratory coefficient (-)
h air enthalpy (kJ/kg)
hs surface heat transfer coefficient (W/m2 ◦C)
LHR latent heat ratio (LHR)
M-DAC Maisotsenko-Cycle integrated desiccant air-conditioning
MEC Maisotsenko-Cycle evaporative cooling

.
ma mass flow rate (kg/s)
N1–Nn independent variables
p cooling potential (kJ kg)
QT total heat consumption (kW)
QL latent heat consumption (kW)
QS sensible heat consumption (kW)
QF electricity consumption by fan (kW)
Qp cooling potential (kJ/kg)
Qres respiratory heat generation rate (W/kg)
Qrate heat transfer rate (W)
S-DAC standalone desiccant air-conditioning
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SHX sensible heat exchanger
Ta ambient air temperature (◦C)
Ts surface temperature of product (◦C)

.
Vair volume flow rate (m3/s)
X humidity ratio (g/kg-DA)
∆Xads adsorption/dehumidification potential (g/kg-DA)
∆Xdes desorption/regeneration potential (g/kg-DA)
∆T temperature gradient (◦C)
α1–αN uncertainty in independent variables
αR total uncertainty (%)
εF efficiency of fan (%)
εSHX effectiveness of sensible heat exchanger (-)
γ latent heat of vaporization (kJ/kg)
Subscripts
ads adsorption
DB dry bulb
des desorption
in inlet condition
out outlet condition

Appendix A

Figure A1. Profiles of temperature and relative humidity of the S-DAC, and M-DAC system for
adsorption/dehumidification cycle-1.

Figure A2. Profiles of temperature and relative humidity of the S-DAC, and M-DAC system for
adsorption/dehumidification cycle-2.
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Figure A3. Profiles of temperature and relative humidity of the S-DAC, and M-DAC system for
adsorption/dehumidification cycle-3.
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Abstract: A precise microclimate control for dynamic climate changes in greenhouses allows the
industry and researchers to develop a simple, robust, reliable, and intelligent model. Accordingly,
the objective of this investigation was to develop a method that can accurately define the most
suitable environment in the greenhouse for an optimal yield of roses. Herein, an optimal and highly
accurate BO-DNN surrogate model was developed (based on 300 experimental data points) for a
quick and reliable classification of the rose yield environment considering some of the most influential
variables including soil humidity, temperature and humidity of air, CO2 concentration, and light
intensity (lux) into its architecture. Initially, two BO techniques (GP and GBRT) are used for the
tuning process of the hyper-parameters (such as learning rate, batch size, number of dense nodes,
number of dense neurons, number of input nodes, activation function, etc.). After that, an optimal
and simple combination of the hyper-parameters was selected to develop a DNN algorithm based
on 300 data points, which was further used to classify the rose yield environment (the rose yield
environments were classified into four classes such as soil without water, correct environment, too
hot, and very cold environments). The very high accuracy of the proposed surrogate model (0.98)
originated from the introduction of the most vital soil and meteorological parameters as the inputs of
the model. The proposed method can help in identifying intelligent greenhouse environments for
efficient crop yields.

Keywords: greenhouse; microclimate; Bayesian optimization; deep neural network; roses yield;
Gaussian process; gradient boosting

1. Introduction and Motivation
1.1. Introduction

Climate change throughout the globe is affecting agricultural production due to
increasing temperatures, fluctuating precipitation patterns, and rising corban dioxide
concentrations in the atmosphere. In these changing environmental conditions, greenhouse
crop cultivation is preferred compared with open field growing. The cultivation of crops in
the greenhouse prolongs the agricultural growing season, protect yields against weather
variations, offers a reliable growing ecosystem, and thus maximizes productivity. Thus,
it is essential to adopt precision agriculture techniques in order to maintain the ideal
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environmental parameters such as humidity, carbon dioxide, and temperature along with
soil moisture and nutrients in accordance with the crop growth cycle [1,2]. Exposure to
uneven environmental factors produces stress, disease, or even a fall in the crops, resulting
in substantial financial losses to growers [3]. Greenhouse weather control mechanisms
need to consider multivariate and non-linear systems with variables greatly dependent
on the external environment and the design of the greenhouse [4,5], even though the
greenhouse cannot be independently controlled. Thus, developing a precise climate model
in a greenhouse is an essential approach to control these dynamic climate changes and
attain proficient climate management.

Greenhouse environment models can be developed on either the physical laws driving
ecological cycles, or the interpretation of data obtained from such processes. With the
development of high-performance computational systems, several analytical models [6–8]
have been developed. Yet, this methodology may produce inconsistent outcomes when
applied to true environmental conditions due to the complexity of these models and
the frequent need for calculation and the approximation of unmeasurable parameters,
for example, water vapor pressure, biological factors, rate of photosynthesis, soil heat
flux density, and other factors [9]. On the contrary, due to the advancement of existing
computational strategies, deep leaning prediction models based on big data [10] are being
progressively applied to several fields. ANN models are incredible predicting tools [11,12]
because of their capabilities to model systems without making assumptions [13] and
to evaluate nonlinear systems. The most significant benefits of deep learning models
over several classes of nonlinear models is that ANN models can approximate a vast
group of functions with a high level of precision [14]. This approach delivers swift and
reliable results for precision agriculture applications, namely, the climate estimation of
greenhouses [15], the growth of plants, and the detection of stress compared to existing
physical models [6,7].

For the generation and collection of data, smart greenhouses are equipped with IoTs,
wireless sensor networks (WSNs), and actuators [16]. Sensors sense the atmosphere in
the greenhouse and measure temperature, light intensity, humidity, CO2 levels, pressure,
etc. If any irregularity is detected in the environmental conditions of the greenhouse,
the ANN-based central control station directs actuators to execute required actions such
as watering the crops, increasing or decreasing the light intensity, opening and closing
windows, etc.

Besides, an appropriate comprehension of the variations of different parameters
in the greenhouse climate related to the requirements of the particular crop at various
development phases needs more consideration. As rose plants are susceptible to large
variations in temperature, light, and humidity, the cultivation of greenhouse roses in
geographical areas with environmental conditions that are not satisfactorily near the
base prerequisites will encompass added risks and costs of production [17]. Exclusively
relying upon the parameter measurement data from sensors is insufficient to obtain solid
harvests in the greenhouse. Having a profound learning model for forecasting the future
air parameters will assist in keeping up with the climate [18]. For instance, having the
predicted values of temperature, CO2, and humidity assist in maintaining the flower
size and a high yield, and can prevent the growth of pests that harm the rose plants.
Additionally, predicting greenhouse climate changes will help in the event of sensor
breakdown and will reduce the energy utilization in the greenhouse [3].

1.2. Aims and Motivation

Roses are amongst some of the most highly marketed flowers globally and have
ruled the flower market since the 1990s owing to their year-long availability and the
ever-increasing demand in beauty products and from the decoration industry. Roses are a
functional food product similar to barley and other crops [19]. Natural environmental condi-
tions are not always optimum to achieve the growing demand of crop requirements [20,21].
Extreme weather conditions such as exposure to direct sun, hail, biotic, and abiotic stresses
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can critically damage the product quality and yield [22]. Therefore, greenhouses are in-
creasingly being used, since they can adjust the interior environmental parameters through
artificial lights, aeration, and heating and ventilation systems [23]. Thus, crop growing
cycles can be designed based on market demands. The environmental parameters required
for the appropriate growth of roses are relative humidity, CO2 concentration, soil humidity,
air temperature, light intensity, and the electrical conductivity of soil (see Figure 1).
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There are several analytical models for the interpretation of the data collected from
wireless sensor networks or IoTs, but these models may produce inconsistent outcomes
when applied to true environmental conditions due to the high complexity of these models
and the frequent need for calculation and the approximation of unmeasurable parameters.
Based on the aforementioned discussion, it is extremely crucial to develop a method partic-
ularly for AI-based methods [24] that can accurately define the most suitable environment
in the greenhouses for rose yield production. This is because the AI-based methods have
gained lot of success in agriculture during recent years in relation to crop yield production,
detection, precision agriculture, and so on [25–29].

To the best of the authors’ knowledge, only a single study is available in the literature
regarding the use of AI in the rose’s greenhouse environment. This study presents the ANN
and ANFIS methods to forecast the risk level for pests in the rose greenhouse [30]. Other
than this, no study is available in the literature on this subject. The present study is the
first of its kind in classifying the greenhouse environment for rose crops based on AI-based
surrogate models. The proposed models are deep neural networks based on the optimal
set of hyper-parameters defined by the Bayesian optimization scheme. AI-based surrogate
models can be a reliable, simple, and robust solution. For instance, Bayesian optimization
(BO) techniques such as the Gaussian process (GP) and Gradient boosting (GBRT) can be
employed to provide optimal hyper-parameters to be integrated with deep neural networks
(DNN). In line with this, the objective of this study was to develop an optimal and highly
accurate BO-DNN surrogate model (based on 300 experimental data points) for a quick and
reliable classification of the rose yield environment considering some of the most influential
variables including soil humidity, the temperature and humidity of air, CO2 concentration,
and light intensity (lux) into its architecture. The rose yield environments (outputs) are
classified into four classes such as soil without water, correct environment, too hot, and
very cold environments. Initially, two BO techniques (GP and GBRT) were used for the
tuning process of the hyper-parameters (such as learning rate, batch size, number of dense
nodes, number of dense neurons, number of input nodes, activation function, etc.). The
most accurate set of hyper-parameters was selected to build the DNN model based on
300 data points, which was further used to classify the rose yield environment. The very
high accuracy of the proposed surrogate model originates from the introduction of the
most vital soil and meteorological parameters as the inputs of the model.
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2. Materials and Methods
2.1. Data Collection

A total of 300 experimental data points from various sensors regarding soil humidity,
light intensity, temperature, air humidity, and CO2 concentration for 04 different classes
of greenhouse rose yield environments were taken from the open literature [31]. The data
were acquired by an autonomous robot integrating the sensors including soil humidity,
light intensity, temperature, air humidity, and CO2 concentration. Table 1 shows that a
wide range of experimental data have been included in this study to discuss greenhouse
rose yield environments.

Table 1. Investigated parameters and their data range.

Parameter Data Range

Soil humidity (kPa) 124–821
Light intensity (lux) 0–54612.5
Temperature (◦C) 15.9–40.2
Air humidity (%) 39.2–96.9
CO2 concentration (ppm) 34–243
Environment Class 0, 1, 2, and 3

2.2. Data Visualization

The experimental data have been visualized in terms of heat maps, correlation charts,
pairs, and violin plots. The heat map and correlation chart represent the relationship
between input and output features while the data distribution has been visualized by
pairs, violins, and distplot. In addition, the data density for each class has been shown. A
heat map showing the correlation between the input and output variables Figure 2. The
dependency of the various input variables on the output parameters can be visualized by
using a correlation chart as provided Figure 3. The data distribution of the input and output
parameters including the soil humidity, air temperature and humidity, CO2 concentration,
lux (light intensity), and class (output) is represented by a pair plot (see Figure 4). A clearer
picture of the experimental data distribution of various input features with respect to the
only output parameter, class, is highlighted in the violin plots (see Figure 5).
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Herein, the experimental data were distributed into 04 different classes (namely class
0, class 1, class 2, and class 3). The total number of data points for each class is illustrated
in Figure 6.

The density of each input parameter’s acquired data is presented bydistplot (see
Figure 7). The distplot illustrates the data distribution of each parameter in terms of density
distribution.

2.3. Bayesian Optimization Integrated with a Deep Neural Network Algorithm

Algorithms of two different Bayesian optimization schemes, namely, Gaussian process
regression (GPR) and Gradient boosting regression trees (GBRT) integrated with the deep
neural network are illustrated in Figure 8.
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3. Results and Discussion

In this section, the range of the considered hyper-parameters is first provided followed
by the tuning processes of two different Bayesian optimization schemes (GP and GBRT).
Furthermore, the way that the maximum convergence was achieved is explained. In ad-
dition, the optimal combination of the hyper parameters is chosen. The chosen optimal
hyper-parameters are then employed to develop a deep neural network model, which is
then used to classify the greenhouse environments for rose yields. Moreover, the classifica-
tion accuracy of the developed model in terms of a confusion matrix and an accuracy table
is presented. The details of the input features and their impact on the model’s classification
accuracy is evaluated in the sensitivity analysis section. Other than that, individual impact
of each input variable on the model’s classification accuracy is evaluated. More discussions
are presented in the subsequent sections.

3.1. Optimization of the Hyper-Parameters

The considered hyper-parameters were tuned by using two different Bayesian optimiza-
tion schemes (GP and GBRT). The selected hyper-parameters include the learning rate, Adam
decay, input nodes, dense layers, dense nodes, batch size, and activation function. The range
of all the investigated hyper-parameters for the tuning process is given in Table 2.

Table 2. Range of hyper parameters.

Hyper Parameter Investigated Range

Learning rate 0.0001–0.1
Adam decay 0.000001–0.01
Input nodes 1–5
Dense layers 1–10
Dense nodes 1–500
Batch size 1–100
Activation function Softmax, Sigmoid, ReLU, tanh

The range of the considered hyper-parameters along with the hyper-parameter tuning
process by the GBRT and GPR algorithms is depicted in Figures 9 and 10, respectively.
It is worth mentioning that the blue and orange regions represent the strong and weak
dependence of the variable, respectively, while the asterisk sign points towards the optimal
point. For further analysis, the GPR algorithm was considered. Detailed information on the
finally selected architecture of the optimal model (GPR) is tabulated in Table 3. From the
Figure 10, it can be observed that the ‘tanh’ activation function provided optimal results
compared to the Softmax, sigmoid, and ReLU. A comparison between the suitability of
these activation functions is provided in Figure 11.

Table 3. Selected architecture of the optimal model.

Optimization Method Gaussian Process

Learning rate 0.000416
No. of hidden layers 10
No. of neurons in input layer 5
No. of neurons in each hidden layer 265
Activation function tanh
Batch size 36
Adam decay 0.007963
No. of neurons in output layer 4
No. of iterations 80
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Convergence plots for both optimization schemes such as GP and GBRT provide a
clear picture of the way the error was minimized. The initial convergence was reached
very fast because the number of input parameters and the amount of training data affected
the convergence rate, and in this study the model was evaluated for 300 experimental data
points containing five input parameters. For instance, in Figure 12, it can be clearly noticed
that the convergence error for both the GP and GBRT algorithms was minimized at the
fourth call.
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3.2. Training and Developing the Deep Neural Network

The experimental data were distributed into training (80%) and testing (20%) datasets.
The training and validation losses of the developed model are depicted in Figure 13. The
total number of iterations was kept up to 80. Apparently, both of the losses were minimized
until the 36th iteration, so the training process was stopped. This shows that the training
process was computationally economical and quick.
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Figure 14 illustrates the classification performance of the developed model for each
class of the environment. Apparently, the developed model was able to accurately classify
59 out of 60 environments for various classes. This explains how well the model performs
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for different greenhouse environments within the tested range. The classification accuracy
of the selected surrogate model is presented in Table 4.
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Figure 14. Classification performance of the developed model.

Table 4. Classification accuracy description of the selected surrogate model.

Precision Recall F1-Score

0 1.00 1.00 1.00
1 0.80 1.00 0.89
2 1.00 1.00 1.00
3 1.00 0.94 0.97
Accuracy 0.98
Macro Avg. 0.95 0.98 0.96
Weighted Avg. 0.99 0.98 0.98

The performance of the developed model is highlighted in terms of precision, recall,
and F1-score. Precision and recall are the fraction of the relevant instances among the
retrieved instances and the fraction of the relevant instances that were retrieved. Both
precision and recall are therefore based on relevance. The values of precision and recall
from Table 4 show that the proposed model had a high classification efficiency for the rose’s
greenhouse environment. The F1-score from Table 4 also indicates the perfect precision
and recall of the optimal surrogate model. In addition, the overall accuracy of the model
along with the macro and weighted averages are described as well. The final model could
perform the classification task with an overall accuracy of 0.98.

3.3. Sensitivity Analysis

The individual impact of each input variable on the model’s output (i.e., classification
of the greenhouse rose yield environments) is portrayed using the SHAP library. More
particularly, the ways in which the various input features such as soil humidity, tempera-
ture, air humidity, light intensity, and CO2 concentration affected the model’s classification
accuracy are shown in Figure 15. It can be clearly seen that the sensitivity of the different
features was not the same for various classes. However, some of the factors were sensitive
for all the classes. For example, the most influential factor for each class was the soil humid-
ity followed by the temperature. Regarding class 1 (correct environment), the feature with
the most impact was air humidity followed by soil humidity, temperature, light intensity,
and CO2 concentration.
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Figure 15. Individual impact of input variables on the model’s output.

A tabulated performance comparison of the various developed models is illustrated
in Table 5. In the original model, all five input variables were considered for classification
while in the rest of the models, each single variable was dropped and rest of the four
variables were used to classify the rose yield environment. It is obvious that there was
no noticeable impact of dropping a single (any of the variable at a time) variable on the
classification accuracy of the models. All of the developed models were able to perform
the classification task with an overall accuracy of 0.98.

Table 5. Performance comparison of the various developed models.

Model No. Input Features Confusion Heat Map Overall Accuracy

1

soil humidity
light intensity
temperature
air humidity
CO2 concentration
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Table 5. Cont.

Model No. Input Features Confusion Heat Map Overall Accuracy
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4. Conclusions

In the current study, surrogate models were developed that can accurately define
the most suitable environment in greenhouses for rose yield production. In this regard,
Bayesian optimization (BO) techniques such as the Gaussian process (GP) and Gradient
boosting (GBRT) were employed to provide optimal hyper-parameters to be integrated
with deep neural networks (DNN).

- The optimal set of hyper-parameters includes the learning rate (0.000416), the number
of hidden layers (10), the number of neurons in each hidden layer (265), the activation
function (tanh), batch size (36), Adam decay (0.007963), and number of iterations (80).

- An optimal and highly accurate BO-DNN surrogate model (based on 300 experi-
mental data points) was developed for a quick and reliable classification of the rose
yield environment considering the most influential variables including soil humidity,
temperature and humidity of air, CO2 concentration, and light intensity (lux) into its
architecture.

- The proposed surrogate models can accurately classify the rose yield environments
(classified into four classes such as soil without water, correct environment, too hot,
and very cold environments).

- The developed model can classify different roses yield environments with an overall
accuracy of 0.98. The very high accuracy of the proposed surrogate models originates
from the inclusion of the most influential parameters as the inputs of the model.

- This study provides an easy, quick, reliable, and intelligent method to identify and
perform corrective measures to improve the quality of the roses. With the proposed
method, greenhouse environments can be evaluated and selected for an efficient crop
yield of roses and other vegetables and fruits.
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Abstract: Finding a sustainable approach for municipal solid waste (MSW) management is becoming
paramount. However, as with many urban areas in developing countries, the approach applied to
MSW management in Karachi is neither environmentally sustainable nor suitable for public health.
Due to adoption of an inefficient waste management system, society is paying intangible costs such
as damage to public health and environment quality. In order to minimize the environmental impacts
and health issues associated with waste management practices, a sustainable waste management
and disposal strategy is required. The aim of this paper is to present a concept for the development
of new bioreactor landfills for sustainable waste management in Karachi. Furthermore, this paper
contributes to estimation of methane (CH4) emissions from waste disposal sites by employing the
First Order Decay (FOD) Tier 2 model of the Intergovernmental Panel on Climate Change (IPCC)
and determining of the biodegradation rate constant (k) value. The design and operational concept
of bioreactor landfills is formulated for the study area, including estimation of land requirement,
methane production, power generation, and liquid required for recirculation, along with a preliminary
sketch of the proposed bioreactor landfill. This study will be helpful for stockholders, policy makers,
and researchers in planning, development, and further research for establishment of bioreactor
landfill facilities, particularly in the study area as well as more generally in regions with a similar
climate and MSW composition.

Keywords: municipal solid waste; sanitary landfill; open dumps; waste to energy; climate change

1. Introduction

In order to control environmental impacts and maintain better public health, municipal
solid waste (MSW) must be managed in a sustainable way [1]. However, sustainable man-
agement of huge amounts of MSW is a challenge, especially in developing countries, due
to lack of financial and technical resources, increasing population, economic development,
and rapid urbanization [2]. According to the study [3], the financial costs to the public of
negligence are five to ten times higher than the economic costs of efficient management of
the waste. The costs to be paid by society if waste is not managed effectively is a ‘cost of
negligence’ which includes public health costs, the cost of environmental deterioration be-
cause of uncollected wastes, uncontrolled dumping, open burning, and inefficient resource
recovery, productivity loss, flood damage, loss of business and tourism, and long-term
cleanup costs [3].
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Worldwide, about 2.01 billion metric tonnes of MSW are generated yearly, and this
amount is expected to increase more than two- or even three-fold in lower-income coun-
tries by 2050 due to significant economic development and rising populations [4,5]. One
study [3] estimated that two billion members of the global population lack access to regu-
lar waste collection services, and about three billion people have no access to controlled
waste landfilling facilities. Despite many years of rising public awareness, the problem of
uncollected waste disposal continues to exist in developing countries [6]. The rate of waste
collection strongly depends on the income of the citizens in a country. In high-income coun-
tries, the collection rate is close to 100%; however, in lower–middle income and low-income
countries the waste collection rate is about 51% and 39%, respectively [5].

However, governments are presently proceeding towards sustainable methods of
waste disposal after realizing the environmental risks and economical costs of open waste
dumping [7]. In this regard, economic conditions, specific legislation, and the geographical
location of a country has a significant influence on the adoption of certain waste disposal ap-
proaches [8,9]. Generally, effective MSW management practices involve source separation,
door-to-door collection, transportation, storage, separation of organic and inorganic waste
(plastics, glass and metals) at the storage point, material recycling, biological treatment
(anaerobic digestion and composting) of biodegradable wastes, thermal treatment (inciner-
ation) with energy recovery, and final disposal of residual waste residues at landfills [10].

Over the years, approaches to MSW disposal on land have evolved from uncontrolled
open dumping to engineered landfill systems [11]. Land disposal of MSW accounted
for more than 1.5 billion tonnes of the total 2.01 billion tonnes of waste generated glob-
ally in 2016 [5]. The total number of waste disposal sites in operation globally is about
300,000–500,000 [12]. In the recent past, uncontrolled dumping was the main approach to
waste disposal used worldwide [13]. However, open dumping remains in practice as the
main solid waste disposal method for more than half of the global population [14,15].

According to studies [16,17], the MSW generation rate in Karachi is 15,600 tonnes/day,
with 53–60% of this the organic fraction. Typically, organic waste is neglected after sorting of
recyclables from waste mixture. It is neither collected by scavengers, nor do the municipal
authorities utilise it through compositing, anaerobic digestion, or other treatment [17].
Neither municipal authorities nor private companies are willing to separate organic waste
for biological treatment due to the lack of vision and policy to utilize it for energy generation
and the absence of a market for compost products [18]. Hence, this mismanagement
of waste results in the loss of both a valuable energy-containing resource and leads to
environmental and public health issues.

One study [19] estimated that the amount of MSW annually disposed of at dumpsites
(2.2 million tonnes) has the potential to emit about 3.9 million tonnes of carbon dioxide
equivalent (MtCO2-eq.) emissions. In order to minimize the environmental impacts
and health issues associated with open waste disposal in Karachi, a sustainable waste
management and disposal facility is required. This study intends to present a concept for
the development of bioreactor landfills and sustainable waste management in the city.

This paper contributes to estimation of methane (CH4) emissions from waste disposal
sites, determination of the degradation rate constant (k) value under the prevailing climatic
conditions in Karachi and formulation of a design and operational concept for a bioreactor
landfill. Additionally, estimations concerning land requirements, methane production,
power generation, and liquid required for recirculation in order to maintain the required
waste degradation rate in bioreactor landfill conditions are reported in this paper.

2. MSW Landfilling Approaches
2.1. Open Dumps

The open dump method is an elementary level of solid waste disposal, and is identi-
fied with the uncontrolled deposition of waste with only limited or without any control
measures [20]. Overall, 33% of waste is openly disposed of at dumpsites globally, and in
lower income countries (where dumpsites are the leading waste disposal facilities) more
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than 90% of waste is openly disposed of [5,21]. In Pakistan, 70% of waste generated ends
up in dumpsites [17].

The operation of open dumps poses serious threats to the environment and human
health [22]. The environmental and public health damage caused by open disposal of waste
includes ground and surface water contamination through the generation of leachate, contam-
ination of soil by solid waste or leachate, air pollution due to gaseous emissions, provision of
breeding grounds to disease vectors such as mosquitos, flies, and rodents, odour problems,
and uncontrolled methane emissions [23,24]. Furthermore, open burning of MSW, commonly
practiced in developing countries, leads to the release of harmful contaminants including fine
particulates (PM2.5), and damages the air quality in urban areas [25].

2.2. Anaerobic Landfills

Anaerobic sanitary landfills are known as well-designed waste disposal facilities which
do not require any processes to influence waste degradation [26,27]. However, control
measures to minimize environmental and public health effects are incorporated at the
site, including a bottom liner and surface top cover as well as leachate and gas treatment
(heat/power generation or flaring) facilities [26,27].

The sanitary landfill approach is the most popular waste treatment method due to its
high volume handling capacity, low investment, and minimal technical requirements [28].
It has been reported [29] that the biodegradation processes of the organic fraction of
municipal solid waste are slower under anaerobic conditions than under aerobic conditions
in a landfill. Investigation results from old landfills in Germany and other European
countries showed noticeable emission potential from landfills operated under anaerobic
conditions, and it is estimated that gaseous emissions can last at least for thirty years,
and that leachate emissions can last for many decades or even centuries depending on
site-specific conditions [30].

2.3. Semi-Aerobic Landfills

The semi-aerobic is the oldest approach regarding landfill aeration; this method was
developed in the early 1970s in Japan and is known as the “Fukuoka method” [9,31].
The semi-aerobic landfill process is driven by a natural air ventilation mechanism which
provides a speedy waste stabilization solution through the availability of oxygen in the
waste mass without demanding high resources and technology [31]. The semi-aerobic
landfill system can be a suitable method for meeting the sustainability requirements cost-
effectively and with low technical input, especially in developing countries which are
lacking in sustainable waste disposal due to funding issues and technical limitations [32].

A semi-aerobic landfill system consists of a horizontally-installed perforated pipe
network with an adequate slope at the bottom of landfill for leachate collection, with
perforated pipes erected vertically at intersections and at the end of each branch for air
ventilation [9,31]. Furthermore, in a semi aerobic landfill system, air flows through the pipe
network by means of a natural advection process due to temperature differences between
the landfill body and the ambient environment [9,31]. The temperature difference is a result
of exothermic biodegradation of the organic fraction of the waste mass; the release of this
heat can raise the temperature in the waste body by 50–70 ◦C [31].

This temperature difference leads to density differences in the gas inside the landfill,
creating a buoyance force which allows the gas to flow up through the waste mass and vent
out the vertical gas extraction pipes, developing negative pressure as a result that allows
more air to be drawn inside the landfill body through the leachate collection pipes [31,33].
In an aerobic environment, organic matter degrades more effectively than in anaerobic con-
ditions; thus, air circulation through the waste mass results in enhanced waste stabilization
and improved emission quality and quantity [31].

A study on full-scale aeration in semi-aerobic landfills by [34] has shown that the
relationship between airflow rate and ambient temperature is negatively proportional, as
in winter a large flow rate was noticed, while no flow of air was observed in summer. In
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a semi-aerobic landfill system, anaerobic conditions prevail inside the waste mass due to
insufficient air distribution, which promotes methane formation. However, the CO2 and
CH4 emission ratio of a semi-aerobic landfill (4:1) is much lower than an anaerobic landfill
system (1:1) [31].

2.4. Aerated Landfills

In situ aeration is a quite new technology for intensified removal of biodegradable
organic material left in old landfills [35]. For aeration of landfills, two approaches are
applied; one is forced aeration, while in the second air is supplied in natural conditions.
Forced aeration is realized by injection of air into the landfilled waste mass through means
of different types of blowers [36]. The major objective of the aerobic in situ aeration is to
stabilize and change the emission behavior of organic matter deposited in the landfill [37].

Aerobic degradation processes in landfills enable the significantly faster decomposition
of organics (e.g., hydrocarbons) compared with anaerobic processes, resulting in increased
carbon discharge in the gas phase and decreased leachate concentration [38,39].

A study by [35] reported that when landfill gas production is decreased to such a level
that energy generation is not economically feasible and even flaring of extracted gas is not
practical, there will be up to 10–20% residual gas production potential remaining of the
total production potential. Moreover, it may take decades to stabilize the remaining organic
material in the anaerobic environment; by providing aerobic conditions, the residual organic
matter can be degraded in a limited time (<10 years under a conducive environment) [35].

The in situ aeration approach goes beyond the concept of injecting air into the landfill,
including a well design and spacing options for the suitable volume and pressure of air,
air distribution, temperature, and moisture control as well as pollution discharge in the
leachate and gas phases [9]. The major objective of aerobic in situ aeration is to oxidize and
change the emission behavior of organic material deposited in landfill, and in the end to
significantly reduce the emission potential in a more appropriate way [37].

Aerobic degradation processes in landfills enable the significantly faster decomposition
of organics (e.g., hydrocarbon) compared with anaerobic processes; as result, carbon
discharge in the gas phase increases and leachate concentration decreases [38,39]. In all,
nitrogen elimination is the most significant advantage that can be obtained from aeration
technology [40,41]. Several authors [9,42] mention that the aeration of waste material in
the landfill body is an essential and unavoidable pretreatment step in the landfill mining
process to prevent uncontrolled gaseous emissions from waste during excavation activity.
Presently, various approaches and concepts are applied in the aeration of landfills, such
as semi-aerobic landfills, high pressure aeration, low pressure aeration (including active
aeration with and without off-gas extraction), passive aeration via air venting, and energy
self-sufficient landfills [9].

2.5. Bioreactor Landfills

A bioreactor landfill is an engineered and modern shape of a conventional anaero-
bic/aerobic landfill where moisturization of the waste takes place by injecting water (fresh
or wastewater) and recirculating the leachate to optimize waste degradation
processes [43–45]. The recirculation of leachate facilitates cycling of microbes and nu-
trients into the waste mass and maintains an optimal moisture content in the landfilled
waste [46]. The cycling of microbes and nutrients is intended to enhance microbial pro-
cesses for transformation and stabilisation of easily and moderately degradable organic
waste fractions, within the timeframe of 5–10 years for bioreactor process execution [47].

Various studies [48–51] have reported the positive effects of moisturization of the
waste and leachate recycling during landfill operation, which includes speedy waste
biodegradation and stabilization, increasing LFG (methane) production, rapid settlement,
reduced leachate quantity, and leachate treatment cost savings. Furthermore, bioreactor
landfills and their variations represent a sustainable alternative approach to conventional
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sanitary (dry tomb) landfills [52]. However, bioreactors can have drawbacks, e.g., odours
and physical instability of the waste material due to increased moisture [53].

Moreover, establishment of infrastructure for leachate recirculation and/or aeration
may cause increased capital and operational costs [53]. Studies have suggested that the
high upfront costs involved in operation and construction of bioreactor landfills can be
balanced by future economic benefits, including an increase in the active life of the landfill
(waste disposal period), more efficient use of airspace [54], lower minimum leachate
treatment/disposal costs, delay in the need to construct a new cell and cap, savings in the
post-closure care period thanks to less need for monitoring and lower financial guarantee
obligations, and higher efficiency in landfill gas collection, resulting in larger revenues
generated from production [55].

According to [53], the bioreactor approach can be applied when the waste to be de-
posited possesses a high quantity of biodegradable organics. Bioreactor landfills can be
designed as anaerobic, aerobic, semi-aerobic, and hybrid landfills [36,56]. The basic dif-
ferences between these designs of bioreactor landfills are linked with their operations,
layouts, and arrangements for leachate recirculation, landfill gas collection, and (optional)
air injection system [45]. Bioreactor landfills are mostly operated under anaerobic condi-
tions [57,58]. In a hybrid bioreactor landfill, a series of aerobic and anaerobic conditions
are observed [53,59]. The aeration of the bioreactor landfill is realized through injection of
air/oxygen to establish an environment for aerobic biodegradation of the landfilled waste
in order to control methane emissions and accelerate waste stabilization [60].

However, hindrances in oxygen distribution in the waste mass due to high moisture
content and leachate recirculation have been reported by various research studies [61–63].
Moreover, other studies [64,65] have stated that degradation of waste is significantly influenced
by the rate of oxygen distribution. The pros and cons associated with the different waste
disposal approaches discussed in the above sections are summarized in Table 1.

Table 1. Summary of pros and cons of different landfill approaches.

Landfilling Approach Pros Cons Reference

Open disposal No or low cost is involved in the short-term.
Income source for waste scavengers.

Long-term environmental costs such as
uncontrolled emissions of toxic gases due
to open decomposition of waste, ground

water contamination, and soil
contamination due to toxic and
concentrated leachate release.

Public health problems.

[66]

Anaerobic landfills

LFG with high methane concentration can be
used as an energy source.

Relatively low cost is involved in the short
term.

High COD, BOD5 and VFA concentrations
in leachate.

High level of ammonia in leachate.
Formation of hydrogen sulphide (H2S) gas
from the decomposition of gypsum wall

board in waste.
Long duration in waste stabilization.
Long term LFG (methane) emissions.

[59,67]

Semi-aerobic landfills

Promotes waste and leachate stabilization
Reduced biological stabilization time of

landfilled waste.
In situ leachate treatment.

Low-cost system.

Careful management and operation
needed for optimal performance [33,59,68]

Aerobic landfills

Speedy waste stabilization.
No or low methane production with reduced

GHG emissions.
Low or no residual methane emissions.

In situ leachate treatment.
Moisture removal by air stripping.

Nitrogen removal.
Better waste settlement.

High energy demand. [35,59,68]
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3. Methods and Data
3.1. Estimation of Methane Emissions from Waste Disposal Sites in Karachi

The estimations of methane emissions from waste disposal sites in Karachi provided
here are based on the LFG production model by Tabasaran and Rettenberger, (1987) [69] as
given in Equation (1). This model is considered a simple method for prognosis of methane
from waste disposal sites, and depicts the anaerobic degradation of degradable organic
carbon (DOC) as in the first-order decay (FOD) Tier 2 model of the IPCC [70,71]. This model
is used by various studies to estimate landfill gas production rates, such as [37,70]:

Gt = 1.868Corg(0.014T + 0.28)
(

1 − e−kt
)

(1)

where Gt is the LFG production during a specific time, t (m3/tonne fresh waste); Corg is
total organic carbon in waste (kg/tonne); T is the temperature (35 ◦C); k is the degradation
rate constant, (k = ln2/T0.5); and t is the landfill operation time (years).

The Corg was determined by considering the degradable organic content (DOC) ac-
cording to the organic fraction of MSW in Karachi (as reported by [72–74]), and is provided
in Table 2. The degradable organic content (DOC) of MSW used in this study was deter-
mined using Equation (2), as per the Intergovernmental Panel on Climate Change (IPCC),
2001 [75]:

DOC = (0.4 × A) + (0.2 × B) + (0.15 × C) +(0.43 × D) + (0.24 × E) + (0.24 × F) (2)

where A, B, C, D, E, and F represent the fractions of paper, green waste, food waste, wood,
textile, and nappies, respectively, present in MSW generated in Karachi, as shown in Table 3.

Table 2. Composition of MSW generation in Karachi.

Waste Component FW GW Paper Glass Metal Plastic Fines Nappies Textile TP Wood

Fraction in sample [% w/w] 26.10 17.04 7.97 5.6 1.1 8 3.7 9.8 5.57 10 3.11

Table 3. Determination of DOC in the synthetic waste sample using IPCC default values.

Waste Components % DOC Default Value DOC %

Paper (A) 7.97 0.4 3.2

Green waste (B) 17.04 0.2 3.4

Food (C) 26.10 0.15 3.9

Wood (D) 3.11 0.43 1.3

Nappies (E) 9.8 0.24 2.4

Textile (F) 5.57 0.24 1.3

Total 15.5

For selection of the degradation rate constant (k) value of waste disposed at dumpsites
in Karachi, three different k values were analysed. In the first, an average of half-lives of
easily (four years), moderately (nine years), and hardly (twenty years) degradable wastes
were considered. The k value determined in this approach was 0.095/year.

In the second, the default k value 0.05 suggested by IPCC 2000 [76] was applied, and
the third k value for conventional landfills reported in the literature [43,77], 0.04, was used
to model the landfill gas emissions. The data utilized for the estimation of landfill gas
emissions from waste disposal sites in Karachi are provided in Table 4.
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Table 4. Data used for estimation of methane emissions from waste disposal sites in Karachi.

Data Unit Value Reference

MSW generation [tonnes/day] 15,600 [17]

MSW landfilled [%] 70 [17]

MSW landfilled-FM [tonnes/day] 10,920

MSW landfilled-FM [million-tonnes/year] 4

Density of methane [kg/m3] 0.66 [78]

Methane fraction in LFG [%] average 50

Global warming potential of
methane (over 100 years horizon) [CO2-eq] 25 [79,80]

Total DOC in the waste kg/tonne FM 155

Default k value for waste
disposal sites 0.05 [76]

3.2. Estimation of Land Requirement for Bioreactor Landfill

The landfill requirements for bioreactor development were estimated using Equation (3),
as reported by previous studies [81,82]:

Total required disposal area =

[(
Waste quantity (t)
waste density

( t
m3
)
)

/land f ill height (m)

]
(3)

3.3. Estimation of Power Generation from Bioreactor Landfill

The electric power generation from recovered methane during anaerobic operation of
a bioreactor landfill was estimated using Equation (4), as reported by [78,83]:

Pe = Ψ × fmethane × ρ × ω × 1 kWh
3.6 Mj

× ηe. (4)

where Pel. is the electrical power generated (kWh), Ψ is landfill gas collection rate (m3/h),
fmetahne is the methane fraction in landfill gas (%), ρ is the density of methane (0.66 kg/m3),
ω is the calorific value of methane (55.53 MJ/kg), and ηel. is the electrical efficiency of the
gas engine (%).

3.4. Determination of k Value for Waste Degradation in Karachi

The k value is the biodecomposition half-life value in a year (year−1) for landfilled
waste, and is influenced by waste depth, density, pH, and other environmental condi-
tions [77,84]. Several authors have [84–86] reported precipitation as the most significant
parameter in the estimation of k value, because a higher moisture content results in faster
biodegradation of waste. Thus, for the estimation of k value considering the local precipitation
regime, the following Equation (5) provided by [87] and reported by [84] can be used:

k = (3.2 × 10−5 × annual precipitation in mm) + 0.01 (5)

3.5. Estimation of Liquid Required for Bioreactor Landfill

The degradation rate constant (k) value (0.3/year) considered for the proposed biore-
actor landfill was taken from the literature [43,77] and is shown in Table 5. In the case of
a bioreactor landfill where additional liquids are introduced into the landfill, the amount
of additional liquid should be determined and added to the amount of precipitation, as
suggested by Alberta Environment [87]. In this case, the equation for k value would be

k = 3.2 × 10−5 × (AP + AL) + 0.01 (6)
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where AP is the annual precipitation rate in mm and AL is the amount of additional
liquid required.

Table 5. Data used for estimation of designing a bioreactor landfill for Karachi.

Parameter Value Unit Reference

Waste tipping 3700 [tonnes/day]

Waste compaction 0.8 [tonnes/m3]

Landfill height 30 [meters]

Total DOC in the waste 155 kg/tonne FM

DOC loss in pre-treatment 10 [%]

DOC in the waste disposed in
bioreactor landfill 139.9 kg/tonne FM

Landfill gas collection efficiency 50 [%] [88]

k value for bioreactor landfill 0.3 [43,77]

Density of methane 0.66 [kg/m3]

Methane fraction in landfill gas 64 [%]
Average CH4 concentration in LFG

in simulating bioreactor landfill
conditions in Karachi [19]

1 kWh 3.6 [MJ]

Electric efficiency (η) 30 [%] [78]

Calorific value of methane 55.53 [MJ/tonne]

LHV of methane 36.48 [kJ/m3]

4. Proposal for Development of Bioreactor Landfills in Karachi

The conventional sanitary waste landfill method (dry tomb) is not a long-term sustain-
able solution and has negative impacts on the environment and urban sustainability [52,89].
According to one study [11], two major obstacles are associated with conventional (dry
tomb) sanitary landfills; the first is slow gas production, and the second is that the use
of low-permeability daily/intermediate cover layers hinders the free flow of gas during
extraction. Hence, conventional sanitary landfills are not compatible for the landfill gas
recovery and utilization approach and only serve as places for perpetual storage of waste,
occupying valuable land resources [46].

In the development of new landfill sites in Karachi, a hybrid form of the bioreactor
landfill approach can be applied for rapid gas production and waste stabilization. This
approach can be more environmentally sustainable when bioreactor landfill facilities are
planned with aftercare measures (in situ aeration) taken into account and followed by
a decrease in landfill gas production rate. Furthermore, in [56] the hybrid bioreactor
concept is demonstrated to be an efficient technique for enhancing methane production
and achieving landfill completion in a 25–35% shorter time compared to traditional (dry
tomb) anaerobic landfill systems. Furthermore, the results of a study [19] conducted by
simulating bioreactor landfill conditions in the situation of Karachi (MSW composition
and climatic conditions) reported that a bioreactor landfill with post-aeration (a hybrid
bioreactor) showed accelerated methane production higher than that of a conventional
sanitary landfill.

In this context, the present paper proposes a more advanced and environmentally
sustainable solid waste landfill approach, a hybrid bioreactor landfill for future landfills
development in the city. Under this approach, the waste placed in the landfill would
be subjected to aerobic oxidization by means of in situ aeration after completion of an
anaerobic phase when the landfill gas production will be significantly reduced. The post-
aeration phase is intended to accelerate the degradation of the remaining hardly-degradable
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organic material and shorten the aftercare period of the landfill, as reported by various
authors [35,36].

The bioreactor landfill approach without the aftercare option is only better than exist-
ing waste disposal sites in Karachi regarding its environmental performance and landfill
gas generation. Under this approach there will be significant risks to the environment,
such as long-term residual gas emissions even after power generation from landfill gas
can no longer be economically feasible. As the MSW generated in Karachi contains a high
organic fraction and as most of the recyclable material in the solid waste is collected by
waste pickers (or can be systematically collected through the establishment of material re-
covery facilities), leftover organic material can be valorised by methane production through
application of the bioreactor landfill approach. Later, when the gas production reaches
minimal levels, the landfill could be aerated.

Karachi has two major official solid waste landfill sites, known as Jam Chakro
(N = 25°01.675’, E = 67°01.61’) and Gond Pass (N = 25°00.634’, E = 66°55.263’), located
north-west and west of the city, respectively [19,90]. Presently, there is no landfill for the
disposal of solid waste generated in the eastern parts of the city. The absence of an official
designated waste disposal site on the eastern side of the city leads to mismanagement of
waste, and provides reasons to the public for open disposal of the waste on street sides,
vacant plots, drainage channels, and in the Malir river.

Furthermore, transportation of solid waste from the eastern side to officially designated
landfill sites located on the northern side of the city has high costs in terms of both fuel
consumption and time. The Sindh Solid Waste Management Board (SSWMB) is planning
to establish a new sanitary landfill to serve the waste disposal needs of the eastern parts of
the city, for which 3000 acres (1214 hectares) of land have been allocated at the Dhabeji site
(N = 24°48.804’, E = 67°30.567’) [91]. The locations of Jam Chakro and Gond Pass landfill
sites and the future landfill site at Dhabeji are shown in Figure 1.
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According to SSWMB, both the Jam Chakro and Gond Pass waste disposal sites are
operated as controlled landfills, and sanitary landfills are under planning for future waste
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disposal [92].The proposed concept for transformation of waste disposal strategies from
open dumps to sustainable waste disposal in Karachi is illustrated in Figure 2.
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The following sections provide details regarding the proposed approach.

4.1. Estimation of Methane Emissions from Waste Disposal Sites in Karachi

The methane emission potential is estimated using Equation (1), with three different
values of the degradation rate constant (k) considered: 0.095/year, 0.05/year, and 0.04/year.
The results with all three values of the degradation rate constant (k) were similar, ranging
from 438.6 to 446.9 m3/tonne fresh waste (FW) for the estimation of landfill gas over
100 years. For the modelling of methane emissions from waste disposal sites in Karachi,
the middle value of the degradation constant (k) 0.05 suggested by the IPCC (2000) [76]
was used. The comparison of landfill gas emissions with three different values of the
degradation rate constant (k) for LFG emissions over 100 years is shown in Figure 3.

A significant amount of solid waste generated in Karachi is openly burned, either at
community bins in the city or at the landfill sites [93,94]. Therefore, as a result of burning,
the biodegradable fraction (DOC) in the waste can be significantly reduced.

Therefore, the estimations of methane production for waste disposed at landfill sites
in Karachi are made at four different DOC ranges here: first, considering theoretical (100%)
DOC in solid waste with no loss of DOC; second, at 75% DOC (25% DOC loss); third at
50% DOC; and fourth at 25% DOC (75% DOC loss). The estimated cumulative methane
production from waste disposal sites over 100 years at different DOC fractions in the solid
waste disposed of is shown in Figure 4.

Considering the latest waste disposal quantity and data in Table 4, the theoretical
global warming potential (GWP) over time of 100 years for the solid waste annually
disposed (about 4 million tonnes/year) at dumpsites in Karachi is estimated as 7.3 MtCO2-
eq., with a specific GWP of 1.83 tCO2-eq/t fresh mass (FM). Furthermore, at the DOC levels
of 75%, 50% and 25%, the GWP of the waste quantity disposed annually at dumpsites is
estimated as 5.5 MtCO2-eq (1.4 tCO2-eq/t FM), 3.7 MtCO2-eq (0.9 tCO2-eq/t FM), and
1.8 MtCO2-eq (0.5 tCO2-eq/t FM), respectively, over a time of 100 years.

According to the results obtained from this study and modelling of the methane emis-
sion potential of landfilled solid waste, it is evident that the existing dumpsites in Karachi
are causing significant GHG emissions. These waste disposal sites can be transformed
into sanitary landfill facilities and sources of renewable energy generation by extracting
methane-rich landfill gas. Later, captured methane can be utilized for power generation,
transportation, and industrial purposes. After reaching a point where power generation
from produced landfill gas is no longer economically feasible, the waste placed in landfills
can be rapidly stabilized by employing in situ aeration as a landfill aftercare approach.
Given this idea, a sustainable approach is proposed for the development of new landfills
in Karachi.
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4.2. Bioreactor Landfill Operations

The operation of solid waste tipping in a new bioreactor landfill is proposed in ten
phases, and the duration of each phase is assumed to be one year. After ten years of
waste deposition, the whole landfill could be closed and capped by providing a final cover.
Furthermore, in order to minimize leachate generation and initial operational costs the
waste footprint is divided into cells, as recommended by [95].

Hence, the placement of the solid waste at the landfill site is planned by tipping in
small daily cells of one larger cell of landfill and providing a daily cover, as recommended
by the authors of [96]. The proposed operational layout of the new bioreactor landfill for
Karachi is presented in Figure 5.

Solid waste arriving at the landfill would be weighed first at the entrance of the site,
and material would be collected at the material recovery and treatment facility where the
recyclable waste fraction would be separated from the organic and non-recyclable fractions
of the waste. Furthermore, it is proposed that before tipping into the daily cell, waste
material should be pre-treated by means of shredding and in situ aeration to reduce readily
degradable organics and enhance landfill gas production, as recommended by the authors
of [36,97]. A study by Ali et al. [98] recommended at least 27% reduction of volatile solids
(VS) during aerobic pre-treatment in order to realize an early start to methanogenesis and
increase LFG generation in the anaerobic phase.

Later, the anaerobic phase of landfill operation would be initiated to establish favourable
conditions for methane production, with a landfill gas (LFG) capture and utilisation ap-
proach for power generation. At the point in time when the rate of LFG production would
significantly decrease and the methane recovered would not be economically/technically
feasible to utilise for power generation, the aftercare phase (in situ post-aeration) would be
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started for accelerated biodegradation of the remaining (mostly hardly-degradable) organ-
ics in the waste, as proposed by various studies [39,64,99]. The concept of transforming
waste disposal strategies from open dumps to sustainable waste disposal is illustrated in
Figure 6.
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4.3. Estimation of Land Requirement for Bioreactor Landfill

It is assumed that the solid waste will be collected in closed community bins without
initial segregation of recyclables by waste pickers and directly transported to the landfill
site. Taking the total quantity of solid waste coming to the landfill site as 5000 tonnes/day,
25% (about 1300 tonnes/day) of recyclable material will be collected by establishing a
material recovery facility at the landfill site, and only the organic fraction of MSW will be
deposited in the daily cell of the landfill. Furthermore, it is assumed that each daily cell
will receive about 3700 tonnes of solid waste on daily basis. Hence, each phase will be
completed and covered after one year of waste tipping with a total capacity of 1.3 million
tonnes. Overall, it is assumed that 13.5 million tonnes of waste would be accepted at the
landfill facility.

The waste height for a sanitary landfill ranges between 15 and 30 meters (m) [82].
A similar study assumed a waste height of 22 m for the determination of the required
landfill area [82]. However, if the waste height decreases, the area required for waste
disposal increases [82]. In this proposal, the mean height of waste in the bioreactor landfill
is assumed as 30 m, excluding intermediate and final covers. According to one study [52],
the compaction density of the waste achieved by moderate compaction may range from
0.5–0.85 tonnes/m3. This study assumed the specific density of waste to be placed in the
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landfill as 0.8 tonnes/m3, the commonly-used value for compacted waste in sanitary land-
fills [32,82]. The land required for landfill construction was determined using Equation (3).
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By assuming the total waste deposition capacity of a phase as 1.35 million tonnes
of waste, it can be determined that an area of 5.6 ha (56,271 m2) will be required for
construction of each landfill phase, excluding the area required by daily and final covers
and other landfill facilities. This area should be increased by 10–15% for the placement of
daily and final covers [82]. An additional 40–50% area will be required for other facilities
such as a receiving area, treatment facilities, and administration buildings [32,82]. The
land area required by cover material (daily and final covers) was determined to be 0.84 ha
(8440 m2) by assuming 15% of the waste landfilling area. Hence, the total area required for
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waste placement is 6.5 ha for each phase of the landfill. Overall, 65 ha of land area will be
required for tipping the waste during the landfill’s operational life.

Similarly, the area required by the establishment of other facilities (leachate treatment,
LFG process and utilization, road construction, office buildings, etc.) at the landfill site was
determined to be 19.4 ha by assuming 30% of the total area required for waste placement
and cover material. The total land area required to establish a new bioreactor landfill in
Karachi, including waste tipping, cover material, and development of other facilities, is
estimated to be 84 ha.

4.4. Estimation of Methane Production and Power Generation from Bioreactor Landfill

As discussed above in Section 3.2, landfill operation is divided into ten phases; there-
fore, methane production and power generation are estimated from the total amount of
waste assumed to be disposed during the landfill during its life (ten years). The estimation
of methane production from the biodegradation of the organic fraction of the waste in
the landfill was calculated based on the LFG production model using Equation (1). The
data considered for modelling methane production in the bioreactor, such as the k value,
LFG collection rate, methane fraction in LFG, etc., are provided in Table 5. Landfill gas
(methane) production from landfilled waste is modelled by considering a 10% loss in initial
DOC content of 155 kg/tonne FM solid waste material during the pre-treatment phase.

The efficiency of the landfill gas collection system ranges from 13%−80%, with an
average of 50% [88]. In this study, landfill gas collection efficiency is considered to be
50%, as shown in Table 5. Based on the modelled methane production and collection rate,
the anaerobic phase is supposed to be prolonged until 23 years pass due to a significant
reduction in LFG (methane) recovery rate, reaching about 52 m3/h, as shown in Figure 6.
The estimated methane recovery from bioreactor landfill starts from 2572 m3/h in the
first year of anaerobic operation and reaches a maximum rate of 9429 m3/h in ten years
of waste disposal. After closure of landfill, the methane recovery rate gradually decreases
to 52 m3/h thirteen years after closure (23 years of landfill anaerobic operation). The
prognosis of the methane recovery rate during the anaerobic phase is illustrated in Figure 7.

The electric power generation potential of a bioreactor landfill could range from
7.8 MW to a maximum of 28.7 MW during the disposal period, and would be reduced
to 0.16 MW until the 23rd year of landfill anaerobic operation. The estimated power
generation from a bioreactor during the anaerobic operation period is provided in Figure 8.

Moreover, through estimating the specific global warming potential of fresh MSW
disposed at landfill sites in Karachi, the reduction in global warming potential by waste
deposition at each phase of bioreactor landfill operation is estimated as being in the range
of 2.5 MtCO2-eq to 0.6 MtCO2-eq (with different DOC levels, 100% to 25%, in solid waste)
through methane collection and sustainable utilisation via power generation or flaring.
Overall, approximately 25 MtCO2-eq to 6 MtCO2-eq of methane emissions can be controlled
by total waste deposition during the ten year period of bioreactor landfill operation.

4.5. Determination of k Value for Waste Degradation in Karachi

Various researchers have found that the k value increases with higher moisture content
and higher temperature [84,100,101]. The degradation rate constant (k) value for the
biodegradation of the organic fraction of MSW under the climatic conditions (annual
rainfall) of Karachi is determined by understanding the waste decomposition dynamics
using Equation (5) and considering the total annual rainfall, 176 mm, as reported by [19,102].

It can be determined that with the moisture received through rainfall, the k value for
waste degradation at landfill sites in Karachi is 0.016/year. This lower k value is due to low
annual rainfall rates in Karachi. However, a study by authors Amini et al. [77] reported
a k value of 0.1/year for wet cells and 0.08/year for a traditional landfill due to fact that
the study was carried out on a landfill located in Florida, which has relatively high annual
rainfall rates, therefore resulting in a higher k value.
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4.6. Estimation of Liquid Requirement for Bioreactor Landfill

The sources of liquid addition in a landfill may include storm water, groundwater,
infiltrating rainfall, or leachate [47]. In the case of a lower annual precipitation rate, as in
Karachi, additional liquid would be required to introduce moisture and leachate generation
in the bioreactor landfill. Later, leachate can be collected and reintroduced into the landfill
after pre-treatment (nitrification).

As the k value for the bioreactor landfill (0.3/year) and precipitation rate in Karachi
(176 mm) are known, the additional liquid required to maintain the considered k value in the
landfill can be estimated using Equation (6). Similarly, the additional liquid required for a
bioreactor landfill has previously been estimated in [103]. By taking their recommendations
and integrating Equation (6), it is estimated that 9063 mm of liquid will be required annually
in order to maintain a k value of 0.3/year in the bioreactor landfill considering the local
precipitation regime in Karachi.

Hence, in order to maintain the considered degradation rate, it is determined that
434.2 L/tonne waste liquid will be required for the daily amount of waste disposed in a
cell of the bioreactor landfill at a rate of 67 m3/h. Furthermore, it is determined that given
the annual rainfall rate of the city, only 31 m3/day water can be expected to be available as
run-off from the area allocated to every phase of landfill. However, in the monsoon season
(June-September), the run-off collection rate could increase to 77 m3/day due to the higher
precipitation rate in that period. Overall, due to the low annual rainfall rate in the city,
almost all (98%) of the required liquid will have to be supplied.

4.7. Design Componetnts of Bioreactor Landfill

To operate a bioreactor landfill effectively, careful construction and operation of in-
frastructure is required beyond what is necessary in a conventional landfill [55]. The major
infrastructure for an engineered landfill facility, includes bottom liner, daily covers, top
cover, landfill leachate and gas collection system, embankments, berms, and monitoring
systems, and the service life of this infrastructure is assumed to be up to 100 years [12].
Moreover, the design components of a bioreactor landfill include a leachate recirculation
system, air injection system, intermediate covers, and final cap [47,104,105]. The leachate
recirculation includes the collection of leachate from the bottom of the landfill cell for pump-
ing back into the landfill waste mass [52]. The leachate recirculation system may consist of
horizontal distribution pipes/trenches at different depths inside the landfill cell [52].

The landfill gas collection infrastructure consists of gas extraction wells, including a
transmission pipe network and condensate knockout system [104]. The key component
of the landfill gas collection system is a horizontal pipe network installed during the
placement of the waste [104]. However, according to [106] the horizontal gas extraction
pipe network is vulnerable to damage by overburdened pressure from the waste, and is
easily clogged by leachate components. The vertical extraction wells are most commonly
used; while these are easy to install and operate, they are mostly installed after the closure
of a landfill cell [52].

Alternatively, during the aerobic operation phase an existing LFG extraction system
can be utilized for air injection landfill waste mass [89]. The most commonly used bottom
liner system in bioreactor landfills is the composite liner system, which includes a com-
pacted clay liner (CCL) and a flexible membrane liner (FML) [52]. The preliminary design
concept of the bioreactor landfill development in Karachi is presented in Figure 9.
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5. Conclusions and Recommendations

Population growth and increasing commercial activities are cumulatively increasing
the amount of waste generated in Karachi. Additionally, the waste disposal sites in the city
are reaching their saturation point, causing a continual degradation of environment and
public health. Therefore, there is an immediate necessity for development of new sanitary
landfills for sustainable disposal of a huge amount of waste while minimizing the negative
implications associated with its uncontrolled disposal.

Both the former (City District Government of Karachi, CDGK) and present (SSWMB)
authorities responsible for solid waste management have been planning the development
of a new sanitary landfill to serve the solid waste disposal needs of the eastern side of
the city beginning in 2007; however, the planning is at the very initial stage. This delay
in the execution of the planned landfill project can be associated with various political,
administrative, technical, and financial reasons.

Considering the recent progress in sanitary landfill development for Karachi from
SSWMB, this study proposes the approach of a hybrid bioreactor with post-aeration for
aftercare for the development of new sustainable landfills in the city based on the concept
of energy recovery from municipal solid waste. All estimations made here (such as the
quantity and organic fraction of MSW arriving at the landfill, land requirements, timing
of each operation phase, methane production and power generation, etc.) as well as the
proposed design for the development of the bioreactor landfill in the study area are based
on carefully considered assumptions and an extensive literature survey related to the
concept. In conclusion, a comprehensive feasibility study shall be conducted by developing
a pilot-scale bioreactor on the proposed landfill sites in Karachi to confirm the assumptions
taken in this study.

Furthermore, in order to improve the solid waste management situation and opti-
mize the GHG mitigation potential of landfills, this study recommends the adoption of
an integrated solid waste management approach in Karachi, with full financial, legal ad-
ministrative and institutional support. The valorisation of the organic fraction of MSW
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generated in Karachi should be enhanced through separate collection and utilization for
energy generation.
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Abstract: Consumer interest in food quality and safety has shifted over time, as consumers increas-
ingly prefer minimally processed items. As a result, numerous non-thermal approaches have been
implemented due to their potential to preserve the nutritional profile of products along with length-
ening their storability. Microwaving, a green processing technique, volumetrically heats the product
because of the interactions developed between charged ions, polar water molecules of foodstuff
and the incoming electromagnetic waves. The study was mapped out to investigate the effect of
microwave exposure time (60, 90 and 120 s) at fixed power (1000 W) and frequency (2450 MHz) on
physicochemical properties, phytochemical constituents, antioxidant potential and microbial counts
of lemon cordial stored at refrigerated temperature (4 ± 2 ◦C). The mentioned parameters were
analyzed after an interval of 30–90 days. Statistical findings illustrated a highly significant (p ≤ 0.01)
impact of microwave treatment and storage on titratable acidity, pH, total soluble solids, total
phenolic contents, total flavonoids contents, antioxidant potential and total plate count. Sample mi-
crowaved for 120 s showed the highest pH values (2.45 ± 0.050), total soluble solids (56.68 ± 2.612 ◦B)
and antioxidant activity (1212.03 ± 716.5 µg—equivalent of ascorbic acid per 100 mL of cordial);
meanwhile, it exhibited the lowest total plate counts (1.75 ± 0.144 Log 10 CFU/mL). Therefore,
microwaving can be suggested as a suitable alternate to traditional pasteurization techniques as well
as to chemical preservatives.

Keywords: lemon cordial; microwave; preservation; green processing; antioxidant potential

1. Introduction

Prevention of various diseases is possible by including fruits in our diet as they are
an excellent source of minerals, vitamins, antioxidant components and other phytocon-
stituents [1]. Generation of free radicals, which are triggering factors for several acute
and chronic diseases, can be prohibited by the antioxidant potential of the fruits, thus
promoting a healthier life [2]. Elevated levels of plasma carotenoids and vitamin C are
associated with the increased intake of fruits, which ultimately reduces the probability of
diabetes, cardiovascular diseases, neurological disorders and cancer [3,4].

Citrus limon (L.) Burm. f., most commonly known as lemon, a yellow-colored edible
fruit, is the third most widely produced representative of the Rutaceae family and hybrid
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of genus Citrus—just after orange and mandarin—worldwide [5]. Citrus limon can either be
consumed as a fresh fruit, as beverage, as cooking material or for preservation purposes.
Because of its tart flavor, it is most often used in manufacturing of beverages, desserts, ice
creams, salad dressings, jams, jellies, pickles and in several kinds of vegetable and meat
dishes [6,7].

Citrus limon is also a good supplier of a variety of phytoconstituents, including pheno-
lics. Among these phenolics, eriocitrin, coumarins, flavonoids and limonoid glycosides are
present in adequate concentrations [8]. Consumption of Citrus limon has shown reduction
in the risk of several types of cancers, along with cardiovascular disorders [7]. Organic
compounds present in lemons are effective against asthma and can serve as antidepressants
and stress relievers. Moreover, these also stimulate digestion and are effective in case of
flu, fever, boils and in several kinds of ulcers, particularly mouth ulcers [9]. In the past,
when vitamin C was not discovered, the juice extracted from Citrus limon fruit was used for
treatment of scurvy [10]. Additionally, the juice has also served as traditional medicine for
the cure of hypertension, common cold, sore throat, chest pain and rheumatism [11].

Cordial can be defined as sparkling, clear, or syrup concentrated fruit juice formed
by the complete removal of pulp and other suspended particles, and needs to be diluted
upon consumption [12] (Yusof and Chiong). Citrus limon is also cultivated in Pakistan and
it occupies 6th position in terms of area and production [13]. Due to more production and
less utilization, the fruit obtain wasted. In order to overcome the losses, there is a need
to convert them to some value-added products, such as squashes and cordials. The study
focused on making cordial from lemons in order to meet the rising consumer demands
regarding new value-added products.

During the last couple of years, consumers’ interest throughout the entire world has
been changed regarding quality and safety of the food product [14]. They demand mini-
mally processed products that are not only healthy, but are also processed by means of safe
preservation techniques, so that their quality and nutritional profile are not affected [15].

In general, fruit juices are preserved by heating them near the boiling point of water,
or slightly below it, for a set amount of time, to kill or inactivate deterioration-causing
microbes and enzymes. [16]. Although traditional heating methods ensure the safety and
stability of the juices, they greatly affect the phytochemical profiles of the fruit juices, along
with causing a decline in the physical and chemical properties, the nutritional profiling
and the volatile compounds [14,17]. Similarly, chemical preservatives are other means to
extend the shelf life of products, but these chemicals also produce several health complica-
tions in humans, particularly cancer, neurological dysfunction, asthma, hyperactivity and
hypersensitivity, dermatitis, allergies and gastrointestinal and respiratory disorders [18–20].

Due to disadvantages of thermal techniques and chemical preservatives, several novel
non-thermal techniques have been in practice to enhance the shelf stability of processed
products [21,22]. Microwaving, a novel technique, utilizes electromagnetic waves that heat
the product by means of molecular interaction, as generated by the electromagnetic field.
In this technique, there is a direct interaction of food particles with that of the incoming
waves. As a result of this direct contact, penetration of heat is easier within the food, and
thus volumetric heating takes place [23,24]. Microwaving also preserves the nutritional
contents of products to a greater extent, such as the retention of vitamins, thus enhancing
the quality and safety of products through the inactivation of microbes and enzymes within
a short duration [25,26].

Keeping the above benefits in mind, the present research aimed to develop lemon
cordial and to investigate the effect of the microwave technique for preserving lemon
cordial’s physicochemical properties and microbial counts, and to determine the effect of
microwave treatment on the shelf stability of lemon cordial at refrigerated temperature for
a period of 90 days.
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2. Materials and Methods
2.1. Collection of Fruit

Lemons were purchased from a local farm and sorted to separate damaged and
diseased fruits from healthy fruit. Subsequently, the fruits were washed using tap water to
remove dirt and dust.

2.2. Chemicals and Reagents

All the chemicals used in analysis were of analytical grade and purchased from Sigma-
Aldrich (Gillingham, UK), available in the local market.

2.3. Preparation of Lemon Cordial

Extraction of the juice from the fresh fruit was carried out using a manual juice
extractor. After extraction, the juice was filtered through 4 folds of muslin cloth to remove
seeds and juice vesicles to obtain clear filtrate. The remaining ingredients, such as sugar,
water, citric acid and lemon-yellow color, were added to the cleared juice (Table 1) with
constant stirring to obtain lemon cordial (45 ◦brix), following the procedure of [27], with
some modifications.

Table 1. Formulation of lemon cordial.

Ingredients Quantity

Clarified lemon juice 1 L
Sugar 1.5 Kg
Water 500 ml

Citric acid 1 g/1 L
Carboxymethyl cellulose 1 g/1 L
Lemon-yellow coloring 0.1 g/1 L

2.4. Microwave Processing of Lemon Cordial

The cordial was subjected to microwave treatment with a domestic microwave pro-
cessor (Model No: DW- 131A operating at 1000 W power and frequency of 2450 MHz)
for 60, 90 and 120 s. Microwaving of cordial samples (200 mL) was carried out in ster-
ilized beakers (500 mL). Immediately after pasteurization, the product was transferred
and packed in presterilized 250 mL plastic bottles that were immersed in ice cold water to
prevent shrinkage of the bottles and to cool the product instantly, as the temperature after
pasteurization for 120 s reaches 90 ± 2 ◦C. The treated lemon cordial was later stored at
refrigerated temperature (4 ± 2 ◦C) for further study (Figure 1).

2.5. Chemical Preservative

In treatment, T0+ potassium metabisulphite (KMS) was used as preservative to com-
pare the cordial with other treatments, as well as with the control (T0−), without adding
chemical preservatives and microwave application. The treatment plan is depicted in
(Table 2).

Table 2. Treatment plan of lemon cordial.

Treatments Microwave Time
(Seconds)/Preservatives Storage Conditions

T0+ 0.1% (KMS) Temperature (4 ± 2 ◦C)
T0− - Temperature (4 ± 2 ◦C)
T1 60 s Temperature (4 ± 2 ◦C)
T2 90 s Temperature (4 ± 2 ◦C)
T3 120 s Temperature (4 ± 2 ◦C)
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2.6. Physicochemical Analysis

Acidity was accessed through procedure no. 942.15, as mentioned in [28]. pH was
evaluated by using a digital pH meter (AD 1040 Benchtop meter, Adwa, Hungary), as per
method no. 981.12 of [28]. Degree brix were measured using a hand refractometer (Atago,
Japan), according to method no 932.12, as explained by [28].

2.7. Determination of Total Phenolic Contents

Total phenolics of lemon cordial were accessed through a modified Folin–Ciocalteu
reagent method, as explained by [29]. A diluted lemon cordial sample (0.5 mL, or 500 µL)
was used for analysis and absorbance was measured by spectrophotometer at 760 nm.
Gallic acid (in ethanol) was taken as standard, and the findings of total phenolic contents
were indicated as mg of gallic acid equivalents (GAE) per 100 mL of lemon cordial.

2.8. Determination of Total Flavonoids Contents

The total flavonoids of the lemon cordial were accessed by using aluminum chloride
reagent through procedure described by [30]. Diluted lemon cordial samples (0.25 mL
or 250 µL) were used for analysis and absorbance was measured by spectrophotometer
at 510 nm wavelength. Catechin (in ethanol) was taken as standard, and the findings of
total flavonoids were demonstrated as mg of (+)—catechin equivalent (CE) per 100 mL of
lemon cordial.

2.9. Determination of Total Antioxidant Activity

Total antioxidant activity of all the diluted lemon cordial samples was accessed through
the procedure described by [31]. Diluted lemon cordial samples (0.4 mL or 400 µL) were
used for analysis and absorbance was probed through a spectrophotometer at 695 nm
wavelength. Standard calibration curves were made by using ascorbic acid. Findings
of total antioxidant activity were demonstrated as µg ascorbic acid equivalent (AAE)
per mL sample.
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2.10. Microbiological Analysis

Total plate count of all lemon cordial samples was accessed through the [32] standard
method of the Bacteriological Analytical Manual [33]. A measure of 1 mL of lemon cordial
sample was poured in presterilized test tubes with the aid of sterilized pipette. To these
test tubes, 9 mL of normal saline solution was added to make dilutions. Serial dilutions
were made by transferring 1 mL of previously generated dilution to a test tube, containing
9 mL of normal saline as diluent. The prepared dilutions were shaken well to prevent the
settling of suspended materials. Subsequently, the prepared dilutions were sprinkled upon
the control plates for each series of samples. After the media and poured dilutions had
completely solidified, the Petri dishes were inverted and placed in an incubator at 35 ◦C
for 48 h. Plates with colonies between 30 and 300 were compounded with dilution factor
based on the number of colonies that appeared on the plates. The arithmetic average was
calculated as the total plate count per mL.

2.11. Statistical Analysis

Findings of each parameter were statistically analyzed through statistics software.
ANOVA technique and Tukey’s HSD test were employed to determine difference among
means by having the level of significance at 5% confidence interval, according to the method
illustrated by [34].

3. Results and Discussion

The impact of microwave treatments and storage on titratable acidity of lemon cordial
retained at refrigerated temperature is illustrated in (Table 3). Microwaving produced a
highly significant impact (p < 0.01) on titratable acidity, leading to a gradual reduction in the
acidity of lemon cordial. The highest value for acidity was exhibited by T0−, proclaiming
a mean value of 0.38 ± 0.038%, while the lowest was observed in T3, exhibiting a mean
value of 0.32 ± 0.045%. The observations are in conformance with those obtained by
Pandiselvam et al. [35] and Bozkir et al. [36], who reported the same decreasing tendency in
the acidity after the application of microwave treatment on kalparasa and apple juice. They
articulated that increased time and temperature during microwave treatment resulted in
destruction of fermenting microbes, due to which the production of organic acids declines.
Considering the impact of storage on the titratable acidity, it was noticed that titratable
acidity increased gradually throughout the storage duration. The highest mean value of
0.41 ± 0.014% was observed at 90 days, while the lowest mean value of 0.29 ± 0.024% was
examined at 0 days. These results are supported by the findings of Pandiselvam et al. [35],
who reported an increase in titratable acidity of microwave-treated kalparasa (coconut
inflorescence sap) upon refrigeration storage and claimed that an increased production
of organic acids during anaerobic fermentation is responsible for an increase in acidity.
Similarly, Palanisamy et al. [37] reported that increase in the acidity of noni fruit juice
blended squash during storage was caused by the soluble proteins hydrolyzing to free
amino acids, which ultimately resulted in an interlinkage of citric acid in squash. An
increase in acidity during storage in mixed fruit squash and microwaved apple puree was
also communicated by Jothi et al. [38] and Picouet et al. [39], respectively.

Microwave treatment and storage duration both produced a highly significant impact
(p ≤ 0.01) upon the pH of the lemon cordial (Table 4). Gradual increase in the pH of the
lemon cordial upon microwaving was observed. The highest pH value was expressed by
T3, with a mean value of 2.45 ± 0.050, while the lowest was observed in T0−, exhibiting a
mean value of 2.38 ± 0.046. A similar trend for pH was reported by Pandiselvam et al. [35]
in microwave-treated kalparasa, who documented that reduction in the contents of organic
acids of kalparasa, as result of heating, increased the pH. Picouet et al. [39] articulated that
the pH of apple puree, when subjected to microwaving for 35 s at 652 W power, slightly
enhanced from 3.2 to 3.3. Considering the impact of storage on the pH, it was noticed
that it decreased throughout the storage duration. The highest mean value of 2.46 ± 0.027
was noticed at start of study while the lowest mean value of 2.35 ± 0.024 was observed
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at 90 days. The observation of the conducted study correlates with those proposed by
Palanisamy et al. [37], Yadav et al. [40] and Jothi et al. [38]. They claimed that the pH of
noni fruit juice blended squash, guava mango RTS and squash and mixed fruit squash
made from banana, papaya and carrot juice decreased during storage, which was attributed
to the accumulation of acidic compounds—particularly lactic acid and acetic acid—because
of the activity of microbes during natural fermentation process.

Table 3. Titratable acidity (%) of lemon cordial.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 0.33 e–g ± 0.007 0.35 ef ± 0.001 0.39 bc ± 0.004 0.43 a ± 0.003 0.38 A ± 0.038
T0+ 0.30 i ± 0.013 0.34 ef ± 0.004 0.37 d ± 0.010 0.41 a ± 0.004 0.36 B ± 0.044
T1 0.29 ij ± 0.010 0.34 e–g ± 0.004 0.35 de ± 0.006 0.41 ab ± 0.006 0.35 C ± 0.045
T2 0.28 j ± 0.004 0.32 gh ± 0.006 0.34 ef ± 0.004 0.39 bc ± 0.004 0.33 D ± 0.044
T3 0.27 j ± 0.004 0.30 hi ± 0.007 0.33 fg ± 0.004 0.39 c ± 0.004 0.32 E ± 0.045

Means 0.29 D ± 0.024 0.33 C ± 0.017 0.36 B ± 0.024 0.41 A ± 0.014

Values exhibiting similar alphabets are statistically non-significant. T0−—control (lemon cordial with no preser-
vative or treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave treatment (60 s); T2—
microwave treatment (90 s); T3—microwave treatment (120 s).

Table 4. pH of lemon cordial during storage.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 2.43 c–e ± 0.015 2.40 e–g ± 0.015 2.36 g–i ± 0.023 2.32 j ± 0.010 2.38 D ± 0.046
T0+ 2.45 b-d ± 0.012 2.42 d–f ± 0.015 2.38 g–i ± 0.021 2.34 ij ± 0.010 2.40 C ± 0.044
T1 2.46 bc ± 0.012 2.43 c–e ± 0.010 2.38 f–h ± 0.015 2.35 h–j ± 0.010 2.41 BC ± 0.044
T2 2.46 bc ± 0.015 2.44 b–d ± 0.006 2.40 e–g ± 0.006 2.37 g–i ± 0.010 2.42 B ± 0.040
T3 2.50 a ± 0.006 2.48 ab ± 0.006 2.42 d–f ± 0.006 2.38 f–h ± 0.006 2.45 A ± 0.050

Means 2.46 A ± 0.027 2.43 B ± 0.029 2.39 C ± 0.023 2.35 D ± 0.024

Values exhibiting similar small alphabets are statistically non-significant (p > 0.05) whereas similar capital alphabets
represent statistically non-significant (p > 0.05) difference among overall means values. T0−—control (lemon
cordial with no preservative and treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave
treatment (60 s); T2—microwave treatment (90 s); T3—microwave treatment (120 s).

The influences of microwave treatment and storage on the total soluble solids (◦brix)
of lemon cordial at refrigerated temperature are illustrated in (Table 5). The presented data
clearly depicts that microwave as well as storage duration produced a highly significant
impact (p ≤ 0.01) upon the ◦brix of lemon cordial. A gradual increase in the ◦brix of
lemon cordial was observed upon microwaving. The highest ◦brix were exhibited by
T3 expressing a mean value of 56.68 ± 2.612 ◦B while the lowest were observed in T0−,
exhibiting a mean value of 50.83 ± 0.755 ◦B. The observations of the study are supported
by the findings of Sattar et al. [41], Song et al. [42] and Fazaeli et al. [43], who stated an
increment in total soluble solids of functional peach beverage, apple and black mulberry
juice upon microwaving. They figured out that during microwaving, evaporation of water
from the product takes place, and this phenomenon is directly linked to the increase in the
internal temperature of juice. It leads to juice concentration and increase in total soluble
solid contents. Considering the impact of storage, it was noticed that ◦brix of lemon cordial
decreased throughout the storage duration. The highest mean value of 55.28 ± 3.499 ◦B
was noticed at 0 days while the lowest mean value of 51.05 ± 1.746 ◦B was observed
at 90 days. These findings are similar to those reported by Pandiselvam et al. [35] and
Yusof and Chiong [12]. During storage sugars are utilized by the fermenting microbes,
particularly yeast and acetic acid bacteria, as a source of nutrient, thus converting them
into their respective acids and alcohol, along with the liberation of CO2.
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Table 5. ◦Brix of lemon cordial during storage.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 51.83 g ± 0.208 51.13 h ± 0.058 50.33 i ± 0.153 50.00 i ± 0.100 50.83 E ± 0.755
T0+ 51.73 g ± 0.252 51.13 h ± 0.058 50.97 h ± 0.058 50.30 i ± 0.200 51.03 D ± 0.552
T1 55.17 d ± 0.289 51.97 g ± 0.058 50.07 i ± 0.058 49.13 j ± 0.058 51.58 C ± 2.413
T2 56.93 b ± 0.115 53.90 e ± 0.100 53.17 f ± 0.058 51.90 g ± 0.100 53.98 B ± 1.936
T3 60.73 a ± 0.252 56.10 c ± 0.100 56.00 c ± 0.100 53.90 e ± 0.100 56.68 A ± 2.612

Means 55.28 A ± 3.499 52.85 B ± 1.983 52.11 C ± 2.311 51.05 D ± 1.746

Values exhibiting similar small alphabets are statistically non-significant (p > 0.05) whereas similar capital alphabets
represent statistically non-significant (p > 0.05) difference among overall means values. T0−—control (lemon
cordial with no preservative and treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave
treatment (60 s); T2—microwave treatment (90 s); T3—microwave treatment (120 s).

Data demonstrating the influence of microwave treatment and storage on total phe-
nolic contents of lemon cordial during storage at refrigeration temperature is depicted in
(Table 6). Microwave treatment as well as storage duration produced a highly significant
impact (p ≤ 0.01) upon total phenolic contents of lemon cordial. Reduction in total phenolic
contents of lemon cordial was observed upon the application of microwave. The highest val-
ues of total phenolics were exhibited by T0+, expressing a mean value of 399.08 ± 67.745 mg
GAE per 100 mL of cordial, while the lowest were observed in T3, exhibiting a mean value
of 346.42 ± 64.387 mg GAE per 100 mL of cordial. Findings of the conducted study were in
line with those reported by Cheng et al. [44] and Igual et al. [45]. They observed reduction in
total phenolics contents of Citrus unshiu juice and grapefruit juice, respectively. According
to de Souza et al. [46] and Rasoulian et al. [47], electromagnetic radiation generated by mi-
crowaves first liberates bound phenolics from their binding sites, then causes their cleavage
due to increasing temperature, thus changing their composition and stability. In contrast to
the microwave results, the storage data indicate that the total phenolic content increased
considerably during storage. At 90 days, the highest mean value of 451.20 ± 26.940 mg
GAE per 100 mL of cordial was recorded, whereas the lowest value of 281.00 ± 24.474 mg
GAE per 100 mL of cordial was observed at 0 days. Increase in total phenolic contents of
black mulberry juice was observed during storage at 3 different temperatures—5, 15 and
25 ◦C—by Jiang et al. [48]. Pandiselvam et al. [35] and Piljac-Zegarac et al. [49] explained
that there is a possibility some of the peroxidase may survive the pasteurization treatment,
which might promote oxidation, thus elevating the total phenolic contents. Barba et al. [50]
figure out that during storage some products are formed because of Maillard reactions.
These chemicals have antioxidant properties and, when combined with the Folin reagent,
increase the concentration of total phenols.

Table 6. Total phenolic contents (mg GAE per 100 mL) of lemon cordial.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 293.00 l ± 5.196 368.33 gh ± 2.887 410.33 de ± 4.619 460.00 b ± 5.000 382.92 B ± 64.057
T0+ 318.33 k ± 2.887 369.67 gh ± 4.041 413.33 de ± 2.887 495.00 a ± 5.000 399.08 A ± 67.745
T1 280.00 m ± 3.464 358.33 hi ± 2.887 405.00 ef ± 5.196 448.33 b ± 2.887 372.92 C ± 65.228
T2 261.00 n ± 3.464 352.33 i ± 2.887 393.67 f ± 5.774 433.33 c ± 2.887 360.08 D ± 66.904
T3 252.67 n ± 4.619 336.33 j ± 2.887 377.33 g ± 4.619 419.33 d ± 2.309 346.42 E ± 64.387

Means 281.00 D ± 24.474 357.00 C ± 12.867 399.93 B ± 14.175 451.20 A ± 26.940

Values exhibiting similar small alphabets are statistically non-significant (p > 0.05) whereas similar capital alphabets
represent statistically non-significant (p > 0.05) difference among overall means values. T0−—control (lemon
cordial with no preservative and treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave
treatment (60 s); T2—microwave treatment (90 s); T3—microwave treatment (120 s).
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Findings regarding the influence of microwave treatment and storage on the total
flavonoids content of lemon cordial at refrigerated temperature are displayed in (Table 7),
which clearly depicts that the treatments and storage periods had a highly significant impact
(p ≤ 0.01) upon total flavonoid contents. Reduction in total flavonoid contents of lemon
cordial were observed upon the application of microwave treatment. The highest values of
total flavonoids were exhibited by T0+, 178.70 ± 24.472 mg CE per 100 mL of cordial, while
the lowest values were observed in T3, exhibiting a mean value of 118.21 ± 24.078 mg CE
per 100 mL of cordial. Decrease in total flavonoids after microwaving was also reported
by Papoutsis et al. [51], and Igual et al. [45] in Citrus limon L. pomace and grapefruit juice,
respectively. They stated that higher power and long exposure time led to degradation
of heat sensitive polyphenols. Cheng et al. [44] communicated that water serves as a
very important medium for absorbing microwave energy. At higher temperatures and
long exposure time, evaporation of water becomes rapid, thus its ability to preserve the
bioactive compounds is reduced, which, ultimately, drops their concentration. Therefore,
microwave power, time, frequency and temperature play very critical roles in determining
the concentration of these polyphenolic constituents. Storage also caused reduction in
the total flavonoid contents of lemon cordial. The highest total flavonoid contents with
mean value of 174.81 ± 23.349 mg CE per 100 mL of cordial were noticed at 0 days,
while the lowest contents with mean value of 117.04 ± 21.678 mg CE per 100 mL of
cordial was observed at 90 days. When total flavonoid contents were compared to total
phenolic contents during storage, a discrepancy in the data was noticed, indicating that
total flavonoid contents began to decline during storage. A 57% reduction in total flavonoid
contents was observed when comparison was carried out at beginning and at the end of
storage duration. Total flavonoid contents of microwave-treated functional peach beverage
and sugarcane juice also declined during storage. Sattar et al. [41] and Zia et al. [24] stated
that, during storage, generation of free radicals takes place to a greater extent, which
ultimately reduces the total flavonoids contents.

Table 7. Total flavonoid contents (mg CE per 100 mL) of lemon cordial.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 187.65 b ± 5.658 164.20 c–e ± 2.14 151.85 e–g ± 3.70 128.40 jk ± 2.138 158.02 B ± 22.575
T0+ 209.88 a ± 5.658 188.89 b ± 6.415 167.90 cd ± 4.277 148.15 f–h ± 3.70 178.70 A ± 24.472
T1 171.60 c ± 4.277 155.56 d–g ± 3.7 137.04 h–j ± 3.70 116.05 kl ± 4.277 145.06 C ± 21.930
T2 158.02 d–f ± 5.66 143.21 g–i ± 2.14 124.69 jk ± 2.138 106.17 l ± 2.138 133.02 D ± 20.558
T3 146.91 f–h ± 2.14 130.86 ij ± 4.277 108.64 l ± 4.277 86.42 m ± 4.277 118.21 E ± 24.078

Means 174.81 A ± 23.349 156.54 B ± 20.691 138.02 C ± 21.572 117.04 D ± 21.678

Values exhibiting similar small alphabets are statistically non-significant (p > 0.05) whereas similar capital alphabets
represent statistically non-significant (p > 0.05) difference among overall means values. T0−—control (lemon
cordial with no preservative and treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave
treatment (60 s); T2—microwave treatment (90 s); T3—microwave treatment (120 s).

Statistical results indicated highly significant impact (p ≤ 0.01) of microwave treatment,
as well as storage, on the antioxidant activity of lemon cordial stored at refrigerated temper-
ature (Table 8). Increment in total antioxidant activity of lemon cordial was observed upon
the application of microwave. The highest value for total antioxidants was expressed by
T3, depicting a mean value of 1212.03 ± 716.5 µg equivalent of ascorbic acid per 100 mL of
cordial, while the lowest was observed in T0−, exhibiting a mean value of 837.73 ± 427.1 µg
equivalent of ascorbic acid per 100 mL of cordial. Results of the conducted study coincide
with the findings of Martins et al. [52] and Zia et al. [24], who proposed that total antioxi-
dant potential of orange juicemilk beverage and sugarcane juice increased with application
of microwaves, as the enzymes responsible for promoting oxidation are inhibited. Besides,
microwaving also leads to greater extraction of antioxidant compounds from the product to
which they are applied. Storage results revealed reduction in the total antioxidant activity
of lemon cordial. The highest mean value of 1685.22 ± 264.73 µg equivalent of ascorbic
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acid per 100 mL of cordial for total antioxidants was noticed at 0 days, while the lowest
mean value of 337.76 ± 27.03 µg equivalent of ascorbic acid per 100 mL of cordial was
observed at 90 days. During storage, a huge reduction in the total antioxidant activity
was observed. At the end of storage, a fourfold reduction in the antioxidant activity was
recorded. Results are in conformance with the findings of Jiang et al. [48], who stated
that, during storage, loss in vitamin C and flavonoid contents triggers the reduction in
the antioxidant activity of black mulberry juice. Additionally, onset of complex chemical
reactions, particularly polymerization reactions, limits the availability of free hydroxyl
groups, leading to diminished antioxidant potential.

Table 8. Total antioxidant activity (µg equivalent of ascorbic acid per 100 mL) of lemon cordial.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 1378.02 e ± 1.56 1046.49 h ± 0.10 625.76 m ± 1.57 300.65 r ± 0.59 837.73 E ± 427.1
T0+ 1441.08 d ± 2.70 1120.36 g ± 1.56 659.10 l ± 1.56 317.15 q ± 3.25 884.42 D ± 448.7
T1 1683.42 c ± 1.56 1113.15 g ± 1.56 685.52 k ± 4.99 341.11 p ± 4.63 955.80 C ± 523.6
T2 1861.80 b ± 1.56 1316.76 f ± 0.10 703.24 j ± 0.10 359.10 o ± 6.24 1060.22 B ± 601.7
T3 2061.80 a ± 9.49 1683.42 c ± 1.56 732.07 i ± 1.56 370.81 n ± 0.10 1212.03 A ± 716.5

Means 1685.22 A ± 264.73 1256.04 B ± 240.13 681.14 C ± 37.82 337.76 D ± 27.03

Values exhibiting similar small alphabets are statistically non-significant (p > 0.05) whereas similar capital alphabets
represent statistically non-significant (p > 0.05) difference among overall means values. T0−—control (lemon
cordial with no preservative and treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave
treatment (60 s); T2—microwave treatment (90 s); T3—microwave treatment (120 s).

At refrigerated temperature, the influence of microwave and storage on the total plate
count of lemon cordial is presented in (Table 9), which clearly depicts a highly significant
impact (p ≤ 0.01). Reduction in total plate count of lemon cordial was observed, upon
the application of microwave treatment. Lowest values for microbial populations were
expressed by T0+ and T3, exhibiting mean values of 1.72 ± 0.131 Log 10 CFU/mL and
1.75 ± 0.144 Log 10 CFU/mL of cordial, respectively, while highest were observed in
T0−, exhibiting a mean value of 1.83 ± 0.125 Log 10 CFU/mL of cordial. Observations
of the conducted study correlate with investigations of Adulvitayakorn et al. [53] and
Li et al. [54], who emphasized that microwaving causes cell lysis of bacteria due to coupling
of electromagnetic energy. Storage results revealed an increment in the total plate count of
lemon cordial. Lowest mean value of 1.58 ± 0.052 Log 10 CFU/mL of cordial for total plate
count was noticed at 0 days, while highest mean value of 1.93 ± 0.039 Log 10 CFU/mL
of cordial was observed at 90 days. Storage results contradict in a way that total plate
count increased throughout storage. Pradhan et al. [55] claimed that, during storage of
microwave-treated sugarcane juice, enhancement in total plate count was noted.

Table 9. Total plate count Log10 CFU/mL of lemon cordial.

Treatments
Storage (Days)

Means
0 30 60 90

T0− 1.65 ij ± 0.023 1.80 f ± 0.017 1.89 b–d ± 0.012 1.97 a ± 0.012 1.83 A ± 0.125
T0+ 1.53 m ± 0.029 1.71 hi ± 0.023 1.78 fg ± 0.006 1.86 de ± 0.006 1.72 D ± 0.131
T1 1.61 jk ± 0.023 1.79 f ± 0.017 1.89 cd ± 0.012 1.95 ab ± 0.012 1.81 B ± 0.132
T2 1.59 kl ± 0.023 1.77 fg ± 0.017 1.87 de ± 0.012 1.93 a–c ± 0.012 1.79 B ± 0.137
T3 1.54 lm ± 0.029 1.73 gh ± 0.017 1.82 ef ± 0.012 1.91 b–d ± 0.012 1.75 C ± 0.144

Means 1.58 D ± 0.052 1.76 C ± 0.040 1.85 B ± 0.044 1.93 A ± 0.039

Values exhibiting similar small alphabets are statistically non-significant (p > 0.05) whereas similar capital alphabets
represent statistically non-significant (p > 0.05) difference among overall means values. T0−—control (lemon
cordial with no preservative and treatment); T0+—control (lemon cordial preserved with KMS); T1—microwave
treatment (60 s); T2—microwave treatment (90 s); T3—microwave treatment (120 s).
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4. Conclusions

It was observed that microwaving resulted in a nutritious and shelf-stable product,
as it exhibited great antioxidant potential and low microbial counts in formulated lemon
cordial. Furthermore, microwave treatment also enhanced the physicochemical profile of
the constituted lemon cordial; however, at greater exposure time, there was a reduction in
phytochemical constituents. Treatment T3, microwaved for 120 s, showed better results in
terms of physicochemical attributes, antioxidant capacity and microbial counts. It is thus
suggested that microwaving should be used at both laboratory and industrial scales as an
alternative to chemical preservatives and thermal methods, owing to its cost effectiveness
and ease in processing. Additionally, it produces minimally processed products with great
shelf stability and high nutritional value.
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Abstract: The boiling heat transfer performance of porous surfaces greatly depends on the morpho-
logical parameters, liquid thermophysical properties, and pool boiling conditions. Hence, to develop
a predictive model valid for diverse working fluids, it is necessary to incorporate the effects of the
most influential parameters into the architecture of the model. In this regard, two Bayesian opti-
mization algorithms including Gaussian process regression (GPR) and gradient boosting regression
trees (GBRT) are used for tuning the hyper-parameters (number of input and dense nodes, number
of dense layers, activation function, batch size, Adam decay, and learning rate) of the deep neural
network. The optimized model is then employed to perform sensitivity analysis for finding the most
influential parameters in the boiling heat transfer assessment of sintered coated porous surfaces on
copper substrate subjected to a variety of high- and low-wetting working fluids, including water,
dielectric fluids, and refrigerants, under saturated pool boiling conditions and different surface
inclination angles of the heater surface. The model with all the surface morphological features, liquid
thermophysical properties, and pool boiling testing parameters demonstrates the highest correlation
coefficient, R2 = 0.985, for HTC prediction. The superheated wall is noted to have the maximum effect
on the predictive accuracy of the boiling heat transfer coefficient. For example, if the wall superheat
is dropped from the modeling parameters, the lowest prediction of R2 (0.893) is achieved. The
surface morphological features show relatively less influence compared to the liquid thermophysical
properties. The proposed methodology is effective in determining the highly influencing surface and
liquid parameters for the boiling heat transfer assessment of porous surfaces.

Keywords: pool boiling heat transfer coefficient; sintered coated porous surfaces; deep neural
network; Bayesian optimization; gaussian process; gradient boosting regression trees

1. Introduction

Due to rapid advancements in the machining industry, microelectronics devices
have gained popularity. These devices produce large amounts of heat. For the system
safety and health of these devices, the removal of high heat fluxes in minimal space
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has become a challenge. These high heat fluxes cannot be handled by single-phase heat
transfer. With the exploitation of latent heat, two-phase techniques are providing improved
results, and several phase change phenomena are under investigation, for instance pool
boiling, gas-assisted evaporative cooling, and spray cooling. Boiling heat transfer is a
ubiquitous phenomenon because of its large heat-removing ability. Its applications are
diverse, from renewable energy systems to refrigeration industries, desalination, nuclear
reactors, and waste heat recovery plants. Similarly, if there is an uplift in the performance
of the evaporator, it will be reflected in the efficiency of the heat pump. In the past decade,
much research has been carried out to understand the boiling phenomenon.

Boiling heat transfer mainly depends on the surface and liquid thermophysical prop-
erties, and usually there are some constraints on the working fluid [1]. So, the best way
to enhance the heat transfer is to modify the surface geometry [2]. Enhanced surfaces’
morphologies can be changed by using various methods, broadly classified as active and
passive techniques [2]. Surface engineering is performed to encourage rewetting, increase
the nucleation sites, and improve the effective boiling surface area [3]. Advanced additive
manufacturing technique are providing a great deal of flexibility in getting an optimized
porous geometry, and many studies have been conducted on porous surfaces. As reported
by researchers, the boiling performance of enhanced surfaces is improved due to the pres-
ence of a large number of bubble seeding cavities (nucleation sites), facilitating earlier and
more numerous bubble detachment [4,5]. At the same time, porous substrates have also
been able to extend the CHF limit by interrupting the bubbles’ coalescence because of
their having separate liquid–vapor paths, facilitating sustainable liquid replenishment [4].
Leonardo et al. [6] reported on two porous metal foams’ (Ni and Cu) performances with
respect to the heat flux. They found that copper foam showed significant improvement
throughout the boiling curve as compared to the simple surface. They attributed this
enhancement to the improved thermal conductivity of copper. Through visualization,
they found that Ni foam successfully generated many small bubbles at low heat flux and
reduced the ONB; however, at high heat flux, it resisted the early removal of large bubbles,
which deteriorated the heat transfer.

Among various coated surfaces, sintered surfaces have shown promising results with
higher stability [7]. Pastsuzko et al. [8] prepared sintered microporous surfaces and con-
ducted visualization experimentation during the pool boiling of water and FC-72. They
observed 130% and 75% enhancements in heat flux for water and Fc-72, respectively, with
respect to the plain sample. Furthermore, they also developed a simple semi-analytical
model to predict the boiling heat transfer. Halon et al. [9] tested the samples manufac-
tured by Pastsuzko et al. [8] and analyzed the boiling behavior under sub-atmospheric
conditions using water as the working fluid. They also observed enhancement in heat
transfer. However, the best-performing sample under atmospheric conditions was the
worst-performing under sub-atmospheric conditions. Arvind and Satish [10] created three
boiling surfaces to analyze the microchannel performance with varied microporous coat-
ings. During their tests, the maximum degree of enhancement was achieved by the sample
with fully sintered microchannels as compared to the other two surfaces (only fin tops and
channel walls). Xu et al. [11] investigated the role of the shape of the pore opening, coating
thickness and thermal conductivity of the material during the pool boiling of DI water on
open-celled metallic foam-sintered surfaces. They found that the sintered foam sample
performed better than the grooved-shape surface because of the high pore density of the
sintered foam structure. Moreover, the larger grooved samples’ performance was poorer
than the narrow-grooved one’s because of the low capillary force of wide grooves. Jun
et al. [12] conducted a parametric study of the pool boiling of water on sintered copper
surfaces. They studied the particle sizes of 10 µm, 25 µm and 67 µm with different coating
thicknesses. They observed a plausible increase in heat transfer coefficient (HTC) and
critical heat flux (CHF). As compared to the plain sample, the maximum enhancement
in HTC was 8× at a particle size of 67 µm with a coating thickness of 296 µm, and the
highest reported improvement in CHF was 2× at the particle size of 67 µm and coating
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thickness of 428 µm. Within their tested range, both HTC and CHF increased as the particle
size or coating thickness increased. Another research group [13] prepared honeycomb
porous structures with and without radial gradient by electrodeposition and sintering
in a reducing environment. They tested the samples in the pool boiling of DI water and
found that the samples with radial gradient, and smaller pores at the center than near the
edges, showed better heat transfer than the sample with uniform structure. They attributed
this enhancement to the higher K/Reff, and as per their investigation, a radial gradient
from edges to center assisted in quicker rewetting. Furthermore, through visualization
experimentation, they also found that the radially distributed porous sample generated
larger bubbles at a faster rate, which helped in removing more heat than in other samples.
Recently, Pastsuzko et al. [14] investigated the boiling heat transfer of water, FC-72 and
Novec-649 on microporous sintered surfaces with and without mesh. They postulated that
mesh coverings on the sintered micro-finned surfaces are only effective at low heat flux for
liquids with low surface tension, because at the high heat flux (50 kW/m2 for FC-72 and
100 kW/m2 for ethanol), maximum performance was recorded in the sample with no mesh
or covering.

Aim and Motivation of the Study

As reported by researchers, porous surfaces’ performance greatly depends on the
morphological parameters, and these parameters are affected by changes in the working
fluid. So, to develop a predictive model valid for diverse working fluids, it is necessary
to incorporate the effect of these parameters and the thermophysical properties of the
working fluid. The predictability of the empirical correlations is usually hampered by these
parameters, because these correlations were developed on a limited database. To cover
a wide range of data, an artificial intelligence (AI) model, based on advance algorithms
and new libraries, can be developed with high accuracy [1,15]. Keeping this in view, the
objective of this study is to develop Bayesian optimized deep neural network models to
perform a sensitivity analysis for finding the most influential parameters in the boiling
heat transfer of sintered coated porous surfaces fabricated on copper substrate, subjected
to a variety of high- and low-wetting working fluids, including water, dielectric fluids,
and refrigerants, under saturated pool boiling conditions and different surface inclination
angles of the heater surface. The detailed impacts of combined and individual surfaces,
liquids, and boiling condition parameters have been assessed for a range of tested data.
In line with this, the most impactful parameters are highlighted by representing their
predictions. The proposed method can help to assess the strong morphological parameters
of sintered coated porous surfaces subjected to a range of working fluids and pool boiling
conditions. The proposed methodology is effective in determining the highly influential
surface and liquid parameters for boiling heat transfer assessment.

2. Materials and Methods
2.1. Experimental Data Collection

In the present investigation, 380 data points have been collected from the saturated
pool boiling experiments of microporous coated surfaces for different high- and low-surface
tension working fluids including water, dielectric liquids, and refrigerants [11,12,14,16–34].
Most of the tested porous surfaces are manufactured by sintering techniques. The con-
sidered porous surfaces have a range of morphological parameters in terms of particle
diameter, surface roughness, coating thickness, and porosity. The considered data include
the saturated pool boiling results for a variety of surface inclination angles (0–180◦). The
investigated wall superheat is 0–40 K and the heat transfer coefficient ranges between 0.5
and 476 kW/m2 K. The experimental data range of the studied parameters can be seen in
Table 1.
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Table 1. Investigated experimental data range.

Parameter Value Unit

Wall Superheat 0.5–38 K
HTC 0.45–476 kW m−2 K−1

Heat Flux 0.3–18088 kW m−2

Surface Inclination 0–180 ◦

Saturation Temperature 56–100 ◦C
Liquid Density 997–1680 Kg m−3

Heat of Vaporization 88–2257 kJ kg−1

Specific Heat 1100–4180 J Kg−1 K−1

Surface Tension 10–72 m Nm−1

Thermal Conductivity of the Working Fluid 0.057–0.608 W m−1 K−1

Porosity 39–65 %
Particle Diameter 11.2–1000 µm
Coating Thickness 250–590 µm

2.2. Methodology

Training and testing data are divided 80–20% as is commonly practiced in the litera-
ture [35,36]. Firstly, two models were developed by considering the surface parameters,
liquid thermophysical features, and surface inclination angle. In one of the models, other
than the aforementioned parameters, heat flux was taken as the added input parameter,
while in the second model, wall superheat was taken as the added input parameter. It was
noticed that the wall superheat model showed much better prediction ability compared to
the heat flux model. Based on these findings, we decided to consider the wall superheat
model for the further assessment of boiling heat transfer coefficient.

2.2.1. Bayesian Optimization (BO)

Bayesian optimization is used to select the hyper-parameters for evaluation in the true
objective function by building a probability model of the objective function. This employs
the Bayes theorem for determining the maximum and minimum of an objective function.
There are different techniques available based on the BO. Here, the two most common BO
methods, GPR and GBRT, are considered for hyper-parameter optimization.

2.2.2. Gaussian Process Regression (GPR)

The GPR model is an ML framework employed for classification and regression
problems. This is a nonparametric Bayesian method for regression. GPR can work well for
small databanks. The GPR model predicts by including prior knowledge, and provides
predictions uncertainty measures.

2.2.3. Gradient Boosting Regression Trees (GBRT)

Decision trees are machine learning algorithms that are most famous for their feature
selection. These can be used for classification and regression problems. Decision trees
for regression problems are known as regression trees. The model starts learning with
an increase in the iterations. The training process stops when the hyper-parameters are
triggered. GBRTs are iterative algorithms in which each tree takes account of the error in
the previous one, and their final outcome is the mean of all trees’ predictions.

These algorithms require comparatively less effort in preprocessing data, and can
process incomplete data. However, they are expensive in terms of the computational
training time.

In order to achieve the optimized deep learning model, the hyper-parameters were
tuned by using the Bayesian optimization method. Here, two different Bayesian optimiza-
tion methods, namely, Gaussian process regression (GPR) and gradient boosting regression
trees (GBRT), were used for hyper-parameter tuning. For the models’ performance evalua-
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tion, different error metrics, such as the correlation coefficient (R2), mean absolute error
(MAE), and absolute average relative deviation (AARD), were used.

Figure 1a,b represents the procedure and flow charts for fine-tuning the hyper-
parameters by using two different Bayesian optimization methods, such as GPR and GBRT.
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Once the hyper-parameters are optimized, then a deep neural network was developed
based on the acquired information of the optimized hyper-parameters.

2.2.4. Hyper-Parameters

These are the parameters whose values are used in controlling the learning process. In
order to achieve an optimal model with a short computational time, the hyper-parameters’
tuning should be optimized, which is a major goal of the BO. In the developed model, the
hyper-parameters are activation function, learning rate, Adam decay, number of nodes, no.
of hidden layers, no. of neurons in each hidden layer, and batch size, as shown in Figure 1.
A pair plot showing the fine-tuned hyper-parameter can be seen in Figure 2. The red circles
represent the optimal value for each hyper-parameter. In Figure 2, the yellow region shows
a strong relationship (those values can be selected for the hyper-parameter) while the green
region represents a weak relationship (those values are not recommended for selection of
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that hyper-parameter). The optimal hyper-parameters in terms of the partial dependence
are highlighted in Figure 2. It can be seen that the no. of dense layers should be 6, the
activation function should be ReLU, and so on. The range of hyper-parameters considered
in this study can be witnessed in Table 2.
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Table 2. Range of hyper-parameters considered in this study.

Hyper-Parameter Range

Learning rate 0.0001 to 0.1
Adam decay 0.000001 to 0.01
Input nodes 1 to 12
Dense layers 1 to 10
Dense nodes 1 to 500

Batch size 1 to 100
Activation function ReLU, Sigmoid, tanh

The method for achieving the best solution and minimizing the error with respect to
the number of calls can be seen in Figure 3. It is obvious that the error reaches a minimum
level after 40 calls, although the full convergence occurs at the 18th iteration. This represents
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the potential of the Bayesian optimization technique when considering a large number of
input variables for a wide range of data. For instance, timely convergence was achieved
for an optimal solution. The architecture of the optimized models is provided in Table 3,
which clearly shows that both of the Bayesian optimization techniques, GPR and GBRT,
yield the same values of correlation coefficient (R2). Other details regarding learning rate,
no. of input and dense nodes, activation function, batch size, Adam decay, and no. of
dense layers for both of the algorithms, can be found in Table 3.
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Table 3. Architecture of the optimized models.

Bayesian Optimization Method Gradient Boosting Regression Trees Gaussian Process

Learning rate 0.00787965 0.004673739
No. of hidden layers 6 6

No. of neurons in input layer 12 12
No. of neurons in each hidden layer 467 489

Activation function ReLU ReLU
Batch size 19 3

Adam decay 0.0048345 0.000001
No. of neurons in output layer 1 1

Correlation coefficient (R2) 98.48 98.48

3. Results and Discussions
Factors Affecting the Boiling Heat Transfer Coefficient

Pool boiling heat transfer mainly relies on the surface morphological features, liquid
thermophysical properties, and pool boiling testing conditions (see Figure 4).

Generally, the porosity of a material is defined by the ratio of void volume to total
volume, and various hypotheses about the influence of porosity on the boiling surface
have been reported, for instance it can influence the heat transfer through the thickness
of the porous coating, the diameter of the coating particles, the number of pores, and
pore connectivity. By increasing the porosity, the wetted area is increased, and more
nucleation sites become active as it becomes easier to supply the liquid to the nucleation
sites, and this increases the number of bubbles and the bubble generation frequency,
which result in heat transfer enhancement. At low heat fluxes, boiling performance is
improved with the addition of the porous coated layer because of the formation of a
large number of bubbles. However, at high heat flux, increases in coating thickness may
result in the formation of a vapor blanket and heat transfer deterioration, and this is
why the ratio of the coating thickness to particle diameter is calculated and an optimal
value is reported [37]. Furthermore, the heat transfer coefficient can also be augmented
by increasing the roughness of the boiling surface. This effect was reported for the first
time by Jackob in 1931 [38]. A surface is roughened to create bubbles’ seeding cavities in
order to produce a large number of bubbles, and due to this, the heat transfer coefficient is
improved [39,40].
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Some of the most influential liquid thermophysical properties in boiling heat transfer
are liquid density, specific heat, vapor density, the latent heat of vaporization, surface
tension, boiling point, and liquid thermal conductivity. Similarly, for microporous coated
surfaces, the morphological parameters of porosity, coating thickness, particle diameter,
and surface roughness have a strong influence on the boiling heat transfer coefficient.

The surface morphological parameters affecting the boiling heat transfer coefficient or
porous surfaces are porosity, coating thickness, particle diameter, and surface roughness.
The impact of individual morphological parameter on the boiling heat transfer assessment
of various working fluids is provided in Figure 5, followed by the error density analysis in
Figure 6. The impact of liquid thermophysical properties on the BHTC prediction along
with error density analysis is given in Figures 7 and 8, while Figure 9 shows the sensitivity
analysis of surface inclination and wall superheat.

Table 4 presents the individual and combined impacts of surface morphological fea-
tures, liquid thermophysical properties, and pool boiling conditions on the assessment of
heat transfer coefficient. Apparently, the model with all the surface morphological features,
liquid thermophysical properties, and pool boiling testing parameters demonstrated the
highest accuracy for HTC prediction. The wall superheat is noted to have the maximum
impact on the predictive accuracy of the boiling heat transfer coefficient. More specifically,
if the wall superheat is dropped from the modeling parameters, the lowest predictive R2

(0.893%) is achieved. Among the surface morphological parameters, the particle diameter
exhibits the strongest influence on the heat transfer coefficient. On the contrary, the surface
roughness and coating thickness do not seem to have a strong impact on the pool boiling
data of sintered coated porous surfaces for water, refrigerants, and dielectric liquids. In
general, the surface features show relatively less influence compared to the liquid thermo-
physical properties. This is because liquids with totally different thermophysical properties
result in very different boiling phenomena. However, liquid thermal conductivity and
specific heat cause a noticeable impact on the boiling heat transfer coefficient of porous
surfaces. From the above results, it can be stated that liquid thermophysical properties
have much more of an effect on the pool boiling phenomenon of sintered coated porous
surfaces compared to the morphology of the heater surfaces. In addition, the BHTC is
strongly influenced by the surface inclination angle of the heater surface.
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Figure 5. Impact of surface morphological features on the BHTC prediction. (a) Roughness dropped. (b) Porosity 
dropped. (c) Coating thickness dropped. (d) Particle diameter dropped. (e) Original with all features. (f) No surface fea-
ture. 
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Figure 5. Impact of surface morphological features on the BHTC prediction. (a) Roughness dropped. (b) Porosity dropped.
(c) Coating thickness dropped. (d) Particle diameter dropped. (e) Original with all features. (f) No surface feature.
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Figure 6. Error density analysis for surface morphological features in the BHTC prediction. (a) Roughness dropped. (b) 
Porosity dropped. (c) Coating thickness dropped. (d) Particle diameter dropped. (e) Original with all features. (f) All 
surface features dropped. 
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Figure 6. Error density analysis for surface morphological features in the BHTC prediction. (a) Roughness dropped.
(b) Porosity dropped. (c) Coating thickness dropped. (d) Particle diameter dropped. (e) Original with all features. (f) All
surface features dropped.
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Figure 7. Impact of liquid thermophysical properties on the BHTC prediction. (a) Surface tension dropped. (b) Boiling 
point dropped. (c) Liquid density dropped. (d) Heat of vaporization dropped. (e) Specific heat dropped. (f) Liquid 
thermal conductivity dropped. (g) Original with all features. (h) No liquid properties. 
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Figure 7. Impact of liquid thermophysical properties on the BHTC prediction. (a) Surface tension dropped. (b) Boiling
point dropped. (c) Liquid density dropped. (d) Heat of vaporization dropped. (e) Specific heat dropped. (f) Liquid thermal
conductivity dropped. (g) Original with all features. (h) No liquid properties.
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Figure 8. Error density analysis of liquid thermophysical properties in the BHTC prediction. (a) Surface tension dropped. 
(b) Boiling point dropped. (c) Liquid density dropped. (d) Heat of vaporization dropped. (e) Specific heat dropped. (f) 
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Figure 8. Error density analysis of liquid thermophysical properties in the BHTC prediction. (a) Surface tension dropped.
(b) Boiling point dropped. (c) Liquid density dropped. (d) Heat of vaporization dropped. (e) Specific heat dropped.
(f) Liquid thermal conductivity dropped. (g) Original with all features. (h) All liquid properties dropped.
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Table 4. Input parameters of the developed models along with their performances.

Model Input Parameters R2 AARD

Original model with
all features

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.9855 17.127

Porosity dropped

coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.975 16.301

Coating thickness
dropped

porosity
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.983 19.25
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Table 4. Cont.

Model Input Parameters R2 AARD

Particle diameter
dropped

porosity
coating thickness
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.948 19.41

Surface roughness
dropped

porosity
coating thickness
particle diameter

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.981 22.088

All surface features
dropped

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.951 25.541

Liquid density
dropped

porosity
coating thickness
particle diameter
surface roughness

specific heat
latent heat of vaporization

surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.969 15.678

Specific heat dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
latent heat of vaporization

surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.984 15.981
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Table 4. Cont.

Model Input Parameters R2 AARD

Heat of vaporization
dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

surface tension
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.967 18.039

Surface tension
dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
boiling point

liquid thermal conductivity
surface inclination

wall superheat

0.979 16.932

Boiling point
dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension

liquid thermal conductivity
surface inclination

wall superheat

0.966 18.643

liquid thermal
conductivity dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

surface inclination
wall superheat

0.981 17.019

All liquid features
dropped

porosity
coating thickness
particle diameter
surface roughness
surface inclination

wall superheat

0.94 35.6

93



Sustainability 2021, 13, 12631

Table 4. Cont.

Model Input Parameters R2 AARD

Surface inclination
dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
wall superheat

0.967 20.408

Wall superheat
dropped

porosity
coating thickness
particle diameter
surface roughness

liquid density
specific heat

latent heat of vaporization
surface tension
boiling point

liquid thermal conductivity
surface inclination

0.893 30.079

The choice of the pool boiling parameters is a very important aspect of this study. For
instance, to predict the boiling heat transfer coefficient of engineered surfaces subjected
to different working fluids of completely different thermophysical properties for a wide
range of pool boiling conditions, it is extremely important to include the most influential
parameters in the architecture of the model. This is the major limitation of the existing
correlations in the literature—that these correlations cannot account for all of the important
surface, liquid, and testing parameters, resulting in a very poor predictability for different
surface liquid combinations and testing ranges. Other than considering the important
surface and liquid features, the proposed model accounts for important pool boiling testing
parameters. For example, in the proposed model, wall superheat and surface inclination
angle were considered as the inputs. However, the predictions can be done by replacing
the wall superheat with the applied heat flux. However, for the investigated data, the
predictability of the model with the heat flux was relatively lower than the model with the
wall superheat. Hence, wall superheat was chosen as the input parameter.

With the help of the proposed methodology, a highly accurate BHTC can be estimated
by incorporating the strongly influencing liquid, surface, and pool boiling testing parame-
ters into the Bayesian optimization-based neural network model. Owing to improved heat
transfer performance, microporous surfaces are the prime candidate to remove the high
heat fluxes generated through various applications. For instance, 3M copper powder is
widely used in industry to form a boiling coated surface. These boiling surfaces can be
used to cool microprocessors, LEDs, power electronics, MOSFETs and IGBTs. Other than
that, sintered coated surfaces can be used to manufacture high-flux surfaces, employed to
reduce plant size by decreasing the number of reboilers required in petrochemical plants.

4. Conclusions

The objective of this study is to develop Bayesian optimized deep neural network
models to perform a sensitivity analysis for finding the most influential parameters in the
boiling heat transfer assessment of sintered coated porous surfaces subjected to a variety of
high- and low-wetting working fluids, including water, dielectric fluids, and refrigerants,
under saturated pool boiling conditions and different surface inclination angles of the
heater surface. Some of very specific conclusions are provided as follows.
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• The model with all the surface morphological features, liquid thermophysical proper-
ties, and pool boiling testing parameters demonstrates the highest R2 = 0.985 for HTC
prediction.

• The wall superheat is noted to have the maximum impact on the predictive accuracy
of the boiling heat transfer coefficient. For example, if the wall superheat is dropped
from the modeling parameters, the lowest prediction of R2 (0.893) is achieved.

• The surface morphological features show relatively less influence compared to the
liquid thermophysical properties, e.g., liquid thermophysical properties are much
more sensitive to the pool boiling phenomenon of sintered coated porous surfaces
compared to the morphology of the heater surfaces.

• Particle diameter showed the strongest influence on the heat transfer coefficient
compared to the rest of the morphological parameters.

• The BHTC is strongly influenced by the surface inclination angle of the heater surface.
• By dropping the surface inclination angle from the modeled parameters, R2 is reduced

to 0.967.
• The proposed methodology can be applied to a wider range of data in order to

determine the highly influential surface and liquid parameters for boiling heat transfer
assessment.
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Abstract: About 70% of the harvested coffee is exported to the industrialized nations for value
addition due to lack of processing and logistic facilities in developing coffee producer countries,
thus leaving behind a marginal economic return for the growers. This research was conducted to
investigate the roasting capacity of an innovatively developed batch-type directly solar radiated
roasting system for the decentralized processing of coffee using solar energy. Central composite
rotatable design (CCRD) was employed to design the experiments to optimize the coffee roasting
process. Experimental results revealed that with an average solar direct normal irradiance (DNI)
of 800 W/m2, the roaster was capable of roasting a batch of 2 kg coffee beans in 20, 23, and 25 min
subjected to light roasts, medium roasts, and dark roasts, respectively at a drum speed of two
revolutions per minute (rpm). The batch-type solar roaster has the capacity to roast 28.8–36 kg of
coffee beans depending on dark to light roasting conditions on a clear sunny day with DNI ranging
from 650 to 850 W/m2. The system thermal efficiency during coffee roasting was determined to be
62.2%, whereas the roasting efficiency at a corresponding light roast, medium roast, and dark roast
was found to be 97.5%, 95.2%, and 91.3%, respectively. The payback period of the solar roaster unit
was estimated to be 1038 working sunshine hours, making it viable for commercialization.

Keywords: renewable energy; Scheffler concentrator reflector; batch-type solar roaster; response
surface methodology; coffee roasting

1. Introduction

Coffee (Coffea spp.) is widely cultivated throughout the tropical regions comprising more
than 70 species, all of them originating from Africa. Among them, Arabica (Coffea arabica, 64%
of world production) and Robusta (Coffea canephora, var. Robusta, 35%) are economically
important varieties that are being grown worldwide on an estimated area of 10.3 million
hectares and represent the sole economic income for more than 25 million families of the
developing world [1,2]. In 2021, about 11.08 million US tons (MT) of coffee were being
produced, but a majority of this produce (7.75 MT) was imported by the industrialized
countries in perishable bean form for value additions due to the lack of processing and
logistic facilities in developing coffee producer countries who were able to export only
1.45 MT processed coffee (roasted and ground, and soluble) form, offering a very marginal
economic benefit to them [3]. The escalating fossil fuel prices further burden up the cost of
processing for existing facilities in producer countries, especially in those rural and far-flung
farm areas where centralized grid connections are not available and even if available, only
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the populated areas are connected to the transmission lines for meeting only the domestic
needs, while the majority of the agricultural processing operations are carried out at
farmlands away from residential areas of the villages [4]. The individual villages are small
socioeconomic units but often underappreciated in centralized energy planning models due
to the higher cost of infrastructure and transmission lines for scattered populations, which
ultimately uplift the overall consumption of carbon-based fuels and lead to environmental
degradation. This whole scenario overburdens the deprived farmers and indirectly enforces
them to sell their perishable agricultural produce in the local markets without adding any
remarkable value, thus returning them a meagre profit [4,5]. Therefore, there is a dire
need to devise sustainable solutions for the coffee growers that simultaneously can address
their energy-deficient scenario and upsurges decentralized coffee processing facilities in a
scientific manner using their local renewable resources, i.e., solar.

With the development of state-of-the-art technologies, immensely available solar
power can be utilized for adding value to green coffee beans [6]. In adding value to
the coffee, roasting is an energy-intensive unit operation in which green coffee beans
are exposed to heat treatment at high temperatures over 200 ◦C for a specific time to
attain color, aroma, and taste [7]. The roasting process is comprised of three main phases
viz., drying, roasting, and cooling during which heat and mass transfer occur inside the
coffee beans by means of convection and conduction mechanisms. Consequently, with the
increase in temperature, various physical and chemical changes take place inside the beans
including exothermic reactions and water evaporation that results in the development
of color, aroma, and taste characteristics of the coffee [8,9]. The heat energy is used to
evaporate the water in the early stages of the roasting process [10]. The rate of evaporation
is high in the beginning and then slows down gradually toward the end of the roasting
process. Several investigations have been made to determine the heat transfer properties in
coffee during roasting. The specific heat of Green Arabica’s was determined and reported
as 1.85 Jg−1 ◦C−1 in beans with 7.5% humidity, which is slightly higher than the specific
heat of Robusta’s (1.46 Jg−1 ◦C−1) containing 4.5% humidity whereas, in the roasted coffee
bean, it was also 1.46 Jg−1 ◦C−1 at 2.5% humidity [11,12]. The degrees of roasting are
controlled by roasting time and temperature, which are necessary for the required chemical
reactions without burning the beans and compromising the flavor of the beverage [13] and
were qualitatively assessed for color and classified as a light, medium, or dark roast [14,15].
Achieving an ideal roast is a goal that is complicated, since coffee beans behave differently
and produce distinct results in physical properties, chemical composition, and biological
activities when roasted under different conditions [16].

Traditional methods for roasting coffee beans use large iron pans that were exposed to
fire by burning coals. The slender spoon was used for the mixing of coffee beans during
roasting [17]. These conventional coffee roasting techniques are uncontrolled, energy-
wasting, inefficient, and time consuming. Technological efforts have been increasingly made
in recent years for developing sophisticated technologies for coffee roasting to produce
coffee of the same quality as coffee using the manual roasting method [18]. Considering
coffee roasting methods, generally, the batch or continuous roasting systems have employed
that transfer the heat to the beans by direct contact with hot metal surfaces (conduction)
or through hot air streaming media (convection), or by radiation [19]. Drum-type roasters
comprising a rotating cylinder design are widely used roasting systems in which heat is
provided through hot air to the coffee beans inside the cylinder through the perforated
wall or from the center of the cylinder to ensure homogeneity of the roast. One of the
recent developments in coffee roasting technology is fluidized bed roasting [20] in which
high-velocity hot gas is directed toward the beans, usually from the bottom of the roasting
machine, so that the gases heat and move the floating beans simultaneously. Industrial
coffee roasters either use a gas-fired revolving oven, in batch type or continuous roasters for
controlling the temperature, feeding rate, and time during the roasting process to achieve
uniformly roasted coffee. However, all these large-scale roasters are not economically
affordable by small and medium-level coffee farmers, rising costs for fossil fuel further
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increases roasting costs that turned the mindset to think out of the box for exploring the
sustainable ideas of energy production.

Although the potential of solar thermal energy is vast in tropical regions that provide
the most favorable conditions to address the high-temperature post-harvest processing
facilities, unfortunately, the utilization of this extensive potential is mainly limited to low-
temperature processing operations such as the drying of agricultural products [21,22].
Beyond the low-temperature applications, the roasting of different agricultural products
is a promising field in the developing countries of tropical regions. The daily average
DNI ranging from 5.5 to 7.5 kWh/m2 with yearly sunshine of more than 300 days [23]
provides an excellent opportunity for the development of innovative technologies to meet
this challenging and need-based assignment. Up to now, there has been very little work
on the value addition of post-harvest using solar thermal energy moving toward medium
to the high-temperature range for the processing of perishable agricultural products [24]
and roasting of nuts and beans [6,25,26]. This massive solar potential can be utilized
through decentralized applications of solar thermal energy especially in rural areas through
the development of innovative solar technologies for decentralized applications in cof-
fee processing, which can scale up the farm-gate processing facilities for coffee growers
of tropics.

In recent years, many innovative solar heat tapping devices such as parabolic trough
(line focus), linear Fresnel (line focus), parabolic dish (point focus), and heliostat field (point
focus) were introduced, but they are rarely applied for industrial purposes. There are
also fixed focus and tracking problems present in them [27]. Among the available solar
concentrating technologies, the Scheffler fixed-focus concentrator is the best suitable option
for generating heat energy in medium to the high-temperature range with a variety of
reflector sizes ranging from 2 to 60 m2 [28–30]. The versatility of the Scheffler reflector is
the fixed focus at the targeted position by automatically tracking the sun, which provides
a uniform temperature distribution on the focus point throughout the day. At the focus
point, a temperature up to 700 ◦C is achievable depending on the size of the Scheffler
reflector [21,31]. The development and coupling of innovative solar concentrating devices
in the medium to high-temperature range had opened new landmarks for decentralized
processing of agricultural products such as roasting coffee.

Acknowledging all the above-cited literature, this research initiative has been taken
to develop an on-farm coffee roasting system that is capable of roasting coffee of 1–3 kg
batch capacity by using a Scheffler solar concentrator (8 m2) that focuses on direct normal
irradiance (DNI) throughout the day by a photovoltaic-driven gear motor-tracking mecha-
nism to achieve maximum available temperature on the roasting drum. The extensively
used tool for the optimization of food processes is Response Surface Methodology (RSM),
which has been incorporated in research methodology for investigating roaster optimum
operational parameters i.e., roasting time, drum rotational speed, and feeding capacity for
achieving a light, medium, and dark-roasted coffee in comparison with industrial roasters
coffee quality. The developed roaster had probed into the possibility of shifting the roasting
process to solar thermal energy, thereby providing a decentralized cost-effective solution
by negating the environmental impact. Alternative resources of non-carbon-based ener-
gies are the only futuristic, viable, and long-lasting alternatives. Coffee roasting using an
unlimited vast source of solar energy would be the most simplistic tool for the efficacious
on-farm roasting, which is easily operable by the unschooled coffee farmers for greater
socio-economic benefit.

2. Materials and Methods
2.1. Experimental Setup and Data Acquisition

The solar batch-type roasting machine was equipped with a pyranometer and ther-
mocouples (K-types) via a data logger attached to the computer. The data were recorded
in 10 s time intervals during roasting experiments. Thermocouples were connected with
the roaster drum to measure the focus temperature, drum air temperature, and coffee
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beans temperature throughout the roasting experiments. The pyranometer was fixed at the
Scheffler reflector for continuously facing the sun through a black pipe of length 100 mm
fixed on it for only allowing to record the direct normal irradiance (DNI). The Scheffler
concentrator was mounted with a daily tracking mechanism working on an automatic
photovoltaic (PV) sun tracking system comprised of a PV-powered direct current (DC) gear
motor and for the seasonal adjustments due to the sun declination angle throughout a year,
the manually adjusted telescopic clamps were installed to precisely focus the DNI onto
the roasting drum. Moisture content (MC) was determined at various stages of roasting
by evaluating samples (100 g each) collected in an airtight container to prevent moisture
and foreign contamination. The process for determining the MC of roasted and green
beans was in accordance with the method (925.09) specified in the Official Methods by
Analytical Chemists (AOAC) [32]. To determine the color parameters of green, light roast,
medium roast, and dark roast coffee beans (Coffea arabica L.), a colorimeter Konica Minolta
CR400 (Osaka, Japan) was used. The colorimeter has been calibrated before every single
measurement by standard tile (i.e., white). The measured values per coffee beans sample
were averaged to describe the color parameters of coffee beans within the CIELab color
space. The coordinates of the experimental site for roasting were 51◦20′45.76” N (latitude),
9◦51′52.08′′ E (longitude) from a mean sea level elevation of 137 m. Figure 1 illustrates a
solar coffee roasting system.
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2.2. Description and Working Mechanism of Solar Batch-Type Roaster

The development work of the batch-type solar roasting machine consists of a technical
drawing for designing a roaster, development of various roaster components, material
selection for various components of the roaster, and experimental test on the newly con-
structed roaster. The whole roasting unit was fabricated using stainless steel material. The
size (diameter × length) of the roasting cylinder was set at 400 mm × 400 mm. A gear
motor was installed for rotating the drum during the process. The rotating drum brings the
conduction process quite high during roasting. The solar roasting machine uses the most
efficient heat transfer conduction process for coffee beans roasting by the drum rotating
technique. In this type, the coffee beans are fetched into the cylindrical-shaped chamber
called a roasting drum. As the drum rotates, it mechanically fluidizes the coffee beans mass
by turning horizontally, and the blades were fixed inside the rotating drum to axially mix
the coffee beans during roasting. The drum blades inside drag the coffee beans forward in
the drum, and the inclined drum surface brings the coffee beans back. So, in this way, a
single coffee bean passed through every point of the drum during rotation absorbs uniform
thermal energy from the drum surface by conduction. The solar roaster’s main components
are the rotating drum, electric motor, cooling tray with fan blower, and the heat source i.e.,
solar concentrator.

The basic criterion for the selection of solar concentrators was to perform roasting
experiments. From the various studies on different solar reflectors [33], it has been extracted
that the Scheffler solar concentrator would be the most appropriate for roasting experiments.
In traditional parabolic concentrators design, the challenge was to perform continuous
tracking on two axes with a fixed receiver as an integral part of the reflector on its focal
point. Moreover, the focus position was in the path of incoming direct normal irradiance.
The high temperature could be achieved by these types of concentrators, but for conducting
roasting experiments, a concentrator with frequently changing focus was not suitable due to
inadequate handling during roasting. However, this issue is resolved by using a fixed focus
Scheffler solar concentrator that enables precise automatic tracking and keeps the path of
incoming direct normal irradiance away from the focus. Furthermore, its fabrication work
could be carried out in a simple workshop with minimum tools, hence providing a cheaper
solution that is easily adoptable for small-scale applications in the food and agro-industry.
Therefore, the Scheffler concentrator reflector with a surface area of 8 m2 was used as a
solar thermal energy source to conduct roasting experiments. The main components of
the Scheffler reflector are an elliptical reflector frame, rotating support, tracking channel,
reflector stand, and tracking devices for both daily and seasonal variations in the sun angle.
The crossbars are designed precisely to form the required paraboloid section in the elliptical
frame of the Scheffler reflector. The rotating support is fabricated (steel pipe material) as a
reflector integral part to provide an axis of rotation and a tracking channel. The operating
principle of the daily tracking system is to counterbalance the earth rotation effect with an
angular velocity of one revolution per day by tracking the sun along an axis parallel to the
polar axis of the earth. The tracking system is comprised of a photovoltaic panel, a solar
sensor, and a geared motor. For the seasonal adjustments, manually operated telescopic
clamps were used to acquire the required paraboloid reflector shape for precisely targeted
fixed focus throughout the year. The Scheffler solar concentrator reflects the incoming
direct normal irradiance from its 8 m2 surface area onto a solar roaster drum having a
diameter of 400 mm. The Scheffler reflector design of the paraboloid lateral part that
is inclined at an angle of (43.23 ± α/2), so the reflector’s actual area of aperture (Ac) is
calculated as Ac × cos(43.23 ± α/2). For measuring the total available energy (Qa), the
direct normal irradiance (EDNI) is multiplied by the fraction of the actual aperture area as
equated below [34],

Qa = EDNI Ac cos
(

43.23± α

2

)
, (1)

where α = angle of solar declination that can be equated as under [35]:
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α = (180/π)[0.006918− 0.399912 cos(n− 2)2π/365 + 0.070257 sin(n− 1)2π/365−
0.006758 cos 2(n− 1)2π/365 + 0.000907 sin 2(n− 1)2π/365−
0.002679 cos 3(n− 1)2π/365 + 0.00148 sin 3(n− 1)2π/365],

(2)

where n = day of the year.
Furthermore, the available energy is divided in terms of absorbed (Qap) and reflected

(Qpr) radiations. The absorbed energy radiant (Qap) is estimated that is depending on the
material reflectance (reflective aluminum > 88%). The energy available after the concentra-
tor (Qpr) is given in Equation (3) [34]:

Qpr = RpQa (3)

where Rp = reflectance of the reflector surface material.
From the total radiations striking at the concentrator surface, some of the radiations

were reflected out of focus. This happens due to imperfection in concentrator profiles, dust
particles on the surface of the concentrator, and inadequate tracking of daily and seasonal
variations. The part of the available quotient reaching targeted focus (Ff) was assumed to
be 0.88 in the overall calculation. The energy received at the solar roaster (Qrcv) is calculated
as [24]:

Qrcv = QprFf . (4)

To measure the energy available at the roaster drum (Qrcv), the roaster cylindrical
drum was fabricated with a stainless-steel (S.S) food-grade material and insulated by
polyurethane with 60 mm insulation thickness. The roaster drum absorbs thermal energy
and desorbs through conduction to beans in contact with the drum surface. After the coffee
beans were inserted inside the roasting drum through the feeding hopper, the tilted position
of the roasting drum slides the coffee beans toward the discharge chute, allowing heat
transfer through conduction from every point of the drum surface to the beans effectively.
The energy absorbed by the coffee beans during the roasting process can be measured
as [36]:

Qu =
mc∆T

t
, (5)

where Qu = energy absorbed by coffee beans, m = mass of beans, c = specific heat capacity
of the coffee beans, ∆T = change in temperature of coffee beans, and t = roasting time.

2.3. Efficiency of Solar Roaster

The roaster thermal efficiency (ηth) is calculated by dividing the energy absorbed by
the coffee beans with the total energy available, as given in Equation (6) [36]:

ηth =
Qu

Qa
× 100. (6)

The roasting efficiency is calculated by dividing the mass of undamaged roasted coffee
beans by the total mass of roasted coffee beans, as expressed in Equation (7) [36]:

ηpr =
mr −mdr

mr
× 100, (7)

where ηpr = roasting efficiency of the solar roaster, mr = total mass of roasted coffee beans,
and mdr = mass of damaged (broken or burnt) coffee beans after roasting.

The roasting performance was also determined at varying rotational speeds (2, 3, and
4 rpm) of the roasting drum.

2.4. Optimal Operating Parameters for Roasting Coffee in Solar Batch-Type Roaster

The operating parameters (roasting time, drum rotation, and beans quantity) were
selected for controlling the roasting temperature, feeding rate, and degree of roasting. These
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parameters have a substantial effect on the coffee roasting process. The central composite
rotatable design (CCRD) technique by using Design-Expert software was employed to
design the experiments, which was initially established by Box and Hunter [37] and
improved by Box and Wilson [38]. The experiments were conducted by setting operating
parameters (roasting time, drum rotation, and beans quantity) ranges at 15–25 min, 2–4 rpm,
and 1.5–2.5 kg, respectively, to predict their optimal values using Design-Expert software.
The operating parameters impact on the moisture content and colorimeter value of lightness
factor (L* = 0 represent black and L* = 100 represents diffuse white) were recorded after
two replications of the predicted values, and the average value for each response was
examined during roasting experiments. The roasting experimental findings were assessed
by applying the CCRD technique and second-order quadratic equation fitted for moisture
content (MC) and colorimeter value of lightness factor (L*) by incorporating second-order
multiple regression analysis. For each predicted response, the generalized model is given as:

Y = βo +
3

∑
i−1

βixi +
3

∑
i−1

βiixi +
3

∑
i<j−1

βijxixj + e (8)

where Y = response variable, βo, βi, βii and βij = regression coefficients for the model
intercept, linear, quadratic, and interaction terms, xi, xj = independent variables, and
e = random error [39].

The results from roasting experiments were compared with the model predicted values,
and the sufficiency of the designed model was validated for each response by applying the
analysis of variance (ANOVA). If the p-value will be less than 0.05 at the level of significance
of a 95% confidence interval (C.I), then the model is considered acceptable, and for the
coefficients of variation (CV) less than 10%, the lack of fit for the model is non-significant.

From the ANOVA results, a probability to consider the observed Fisher’s F statistic
value and a p-value less than 0.05 at 95% C.I verifies a significant impact of the parameters
on the responses.

2.5. Optimization of Roasting Parameters Using Desirability Function Technique

The roasting parameters optimization procedure was carried out in the Design-Expert
software using a desirability function. In this approach, a multivariable problem through
applying mathematical methods is converted to a single response problem [40]. The aim
for optimization was to achieve maximum roasting capacity by employing the maximum
available solar thermal energy to roast coffee beans. Therefore, the optimal drum rotation
was set to examine the optimal roasting time to reach standardized color lightness values
of L* 41.5 + 1, 39.2 + 1, and 37.5 + 1 at corresponding light roast, medium roast, and dark
roast coffee beans. The optimization process of each operating parameter and for responses
with their set goals are given in Table 1.

Table 1. Optimization criteria of operating parameters.

Parameter Goal

Independent variables
Roasting time (min) In range

Drum rotational speed (rpm) Minimum
Coffee beans Quantity (kg) Maximize

Responses

MC (%) Minimize
L* (light) Target→ 41.5

L* (medium) Target→ 39.2
L* (dark) Target→ 37.5

L*: lightness factor, MC: Moisture content.
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3. Results and Discussion
3.1. Roaster Thermal Energy Distribution

The DNI was recorded from 09:00 to 17:00 on 14 June 2021, and the corresponding
temperature at the focus and drum air was recorded. The data were recorded every 10 min
using a solar pyranometer and k-type thermocouples, respectively. The results of the
experiment recorded are graphically illustrated in Figure 2.
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It can be noticed from the roaster drum air temperature line in Figure 2 that the
roasting cylinder air temperature of 200–250 ◦C was attained from 10 am to 4 pm, which
is the most appropriate time for performing the roasting of coffee beans. This full-day
experiment aims to record a suitable time to achieve the required temperature for roasting
coffee beans. Based on the data collected, the available temperature (≥200 ◦C) that was
desired for roasting could be achieved for 6 sunshine hours on a clear sunny day at a
corresponding DNI value ranging from 650 to 850 W/m2. The maximum and minimum
temperature at the focus was recorded 456–173 ◦C, with DNI at site ranging from 835 to
455 W/m2, respectively. The time required to roast 2 kg batch size coffee beans at the
light, medium, and dark roasting conditions was 20 ± 0.1, 23 ± 0.1, and 25 ± 0.1 min,
respectively. From the results of the roasting experiment, it can be derived that a solar
roaster has a roasting capacity of 36, 31.3, and 28.8 kg of coffee beans per day subjected to
light roasts, medium roasts, and dark roasts, respectively with average DNI ranging from
800 to 850 W/m2.

Thermal Efficiency of Solar Roasting System

The roasting experiment was performed on clear sunny weather conditions with an
average DNI value of 800 W/m2 recorded at a concentrator surface area of 8 m2, and
the total energy available was calculated to be 6400 W. The optical losses of the Scheffler
reflector were estimated by considering the actual useable aperture area (4.6 m2) of the
reflector; the reflectance (aluminum > 88%) from the reflective surface and out of focus
radiations were estimated to be 10%, which could be due to the inadequate geometric
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accuracy of reflector profiles or imprecise tracking. The thermal losses from the roaster
unit were estimated by considering the losses from the aluminum receiver (10%) and the
calculations of thermal losses due to convection, conduction, and radiation from the roaster
drum were made.

The energy distribution from the reflector surface to the roasting drum containing
coffee beans was estimated to optimize the roasting system and to calculate how much
energy in terms of power is available for the system under study. The power available at
the Scheffler reflector, the power available after the reflector, the power available at the
solar receiver, and finally the power available for roasting coffee were calculated using the
respective equations as described before. Figure 3 illustrates that the power of 6400 W was
available at 8 m2 area; out of this, 3680 W of power was available at the Scheffler actual
aperture area of 4.6 m2, out of which 2870 W of power was available at the receiver. This
power is further transferred to the drum for the roasting process; the power available inside
the roasting drum was 2583 W and the final power available for roasting coffee beans was
2291 W. Furthermore, to achieve a uniform roasted product, roasting drum rotation is the
main factor. It is obvious from both simulation and experimental results that temperature
is quite uniformly distributed inside the roasting chamber. The power difference between
the Scheffler reflector and the receiver is due to energy losses from different components
of the roasting units. These losses include the reflectivity of the aluminum surface, due to
incomplete absorbance and heat losses from different parts of a solar roaster, i.e., through
conduction, convection, and radiations. Therefore, 2291 W power was utilized for coffee
beans roasting out of the total 3680 W power available at Scheffler; from Equation (6), the
thermal efficacy of the solar roasting system was 62.2%.
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Figure 3. Power distribution at solar roasting system.

3.2. Roasting Efficiency of a Solar Roaster

The experiments were conducted for roaster performance evaluation by measuring
the weight of roasted and damaged (broken or burnt) coffee beans, and the results at
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different degrees of roasting are illustrated in Figure 4. The results of solar roasting
machine performance were 97.5 ± 1.0%, 95.2 ± 1.0%, and 91.3 ± 1.0% at light roasts,
medium roasts, and dark roasts at lower rotational speed (2 rpm) of the roasting drum.
Moreover, at higher rotational speed (4 rpm), the roasting efficiency of the solar roaster was
96.5 ± 1.0%, 92.5 ± 1.0%, and 87.8 ± 1.0% for light roasts, medium roasts, and dark roasts,
respectively. It can be depicted from the findings that the highest roasting efficiency was
achieved during light roast as compared to dark roast, which could be explained by the fact
that at higher temperature, dark roasted coffee beans are damaged more readily because
of their brittle nature as compared to light roasted coffee beans, which were less prone to
damages. Moreover, the roasting efficiency was slightly higher at a lower rotational speed
of the roasting as compared to a higher drum speed because the beans have the potential to
break apart. However, the speed of the drum should not be very much lower, because the
beans could scorch. The findings were in good relation to the various studies conducted on
roasting efficiencies [41–43].
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Figure 4. Roasting performance of a solar roaster.

3.3. Operating Parameters Impact on Responses

The results from both predicted design values and the findings of roasting experiments
for each response (MC and L*) are presented in Table 2. From experimental findings, the
ranges for MC and L* values were observed as 0.76 to 2.95% and 25.68 to 53.90, respectively.
Equations for the MC and L* in terms of coded factors are given below:

MC = 2.38− 0.2A + 0.29B + 0.55C− 0.16 AB+0.14 AC−0.18 BC−0.11A2 − 0.21B2 − 0.068C2, (9)

L∗ = 47.03− 2.99A + 3.86B + 7.05C− 2.04 AB+1.62 AC−2.38 BC−1.71A2 − 2.51B2 − 1.53C2, (10)

where coded values A, B, and C represent the roasting time, drum rotation, and coffee
beans quantity, respectively, whereas the statistical significance of the above equations is
given in ANOVA in Tables 2 and 3, respectively.

The model F-value = 95.71, as illustrated in Table 3, indicates that the model was
significant. There is only a 0.01% chance that noise can cause these large F-values. The
p-value less than 0.05 implies significant model terms. The significant model terms are A,
B, C, AB, AC, BC, A2, B2, and C2. The values above 0.1000 imply that the model terms are
not significant. The Lack of Fit F-value of 2.44 means that relative to pure error, the Lack of
Fit was non-significant. There is a 17.47% chance that this high Lack of Fit F-value could
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be due to noise. The Predicted R2 agrees reasonably with the adjusted R2 and validates
the model.

Table 2. Central composite response design (CCRD) of an experiment for quadratic response surface
analysis on moisture content and colorimetric lightness value (L*).

Actual Level of Factor Predicted Responses Observed Responses

Design
Points

Roasting
Time (min)

Drum Rotational
Speed
(rpm)

Batch
Capacity

(kg)

Moisture
Contents

(%)
L*

Moisture
Contents

(%)
L*

1 20 3 2 2.38 47.03 2.32 46.78
2 25 4 1.5 1.41 33.42 1.47 33.76
3 20 4.68 2 2.26 46.43 2.14 45.93
4 11.59 3 2 2.41 47.23 2.3 46.69
5 20 3 2 2.38 47.03 2.31 46.76
6 20 3 2 2.38 47.03 2.49 47.99
7 15 4 1.5 2.42 47.11 2.51 47.59
8 20 3 2 2.38 47.03 2.43 46.99
9 20 3 2 2.38 47.03 2.4 46.94
10 15 4 2.5 2.86 53.23 2.95 53.52
11 28.41 3 2 1.74 37.17 1.76 36.93
12 20 3 2 2.38 47.03 2.35 46.85
13 20 1.32 2 1.3 33.44 1.34 33.16
14 25 4 2.5 2.43 46.42 2.44 47.00
15 20 3 2.84 3.11 54.56 3.1 53.9
16 15 2 1.5 1.15 30.57 1.2 30.54
17 25 2 2.5 2.54 47.51 2.51 47.59
18 20 3 1.16 1.26 30.84 1.19 30.73
19 25 2 1.5 0.79 25.42 0.76 25.68
20 15 2 2.5 2.34 46.18 2.34 46.8

Table 3. Analysis of variance for quadratic response surface model on moisture content.

Source Sum of
Squares df Mean

Square F-Value p-Value

Model 7.21 9 0.80 95.71 <0.0001 significant
A 0.54 1 0.54 65.07 <0.0001
B 1.12 1 1.12 133.34 <0.0001
C 4.13 1 4.13 493.34 <0.0001

AB 0.20 1 0.20 24.45 0.0006
AC 0.16 1 0.16 19.39 0.0013
BC 0.27 1 0.27 32.69 0.0002
A2 0.17 1 0.17 20.41 0.0011
B2 0.64 1 0.64 76.93 <0.0001
C2 0.067 1 0.067 8.02 0.0178

Residual 0.084 10 0.0083
Lack of Fit 0.059 5 0.012 2.44 0.1747 Non-significant
Pure Error 0.024 5 0.0049
Cor Total 7.30 19

R2 = 0.9885, Adjusted R2 = 0.9782, Predicted R2 = 0.9333, C.V. = 4.33%, df: degree of freedom.

The model F-value = 414.67, as illustrated in Table 4, indicates that the model was
significant. There is only a 0.01% chance that noise can cause these large F-values. The
p-value less than 0.05 implies significant model terms. The significant terms of the model
are A, B, C, AB, AC, BC, A2, B2, and C2. The values above 0.1000 imply that the model
terms are not significant. The Lack of Fit F-value of 2.04 means that relative to pure error,
the Lack of Fit was non-significant. There is a 22.58% chance that this high Lack of Fit
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F-value could be due to noise. The predicted R2 agrees reasonably with the adjusted R2

and validates the model.

Table 4. Analysis of variance for quadratic response surface model on color lightness value L*.

Source Sum of
Squares df Mean

Square F-Value p-Value

Model 1245.12 9 138.35 414.67 <0.0001 Significant
A 122.10 1 122.10 365.96 <0.0001
B 203.64 1 203.64 610.38 <0.0001
C 679.15 1 679.15 2035.63 <0.0001

AB 33.13 1 33.13 99.30 <0.0001
AC 21.00 1 21.00 62.93 <0.0001
BC 45.13 1 45.13 135.25 <0.0001
A2 42.02 1 42.02 125.95 <0.0001
B2 90.67 1 90.67 271.78 <0.0001
C2 33.69 1 33.69 100.99 <0.0001

Residual 3.34 10 0.33
Lack of Fit 2.24 5 0.45 2.04 0.2258 Non-significant
Pure Error 1.10 5 0.22
Cor Total 1248.46 19

R2 = 0.9973, Adjusted R2 = 0.9949, Predicted R2 = 0.9847, C.V. = 1.34%.

Analysis of variance showed that the models related to MC and L* have a minor
difference of values in each system (predicted and observed). Hence, it signifies the
correlation of both models between operating parameters and their responses. Furthermore,
these findings were confirmed by comparative analysis of both the actual results of roasting
experiments and the model predicted values, as plotted in Figure 5a,b.
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3.3.1. Impact of Operating Parameters on the Responses

The p-value is less than 0.05 for each single coded factor (A, B, and C) on both of
the responses (MC and L*), as illustrated in Tables 3 and 4. It confirmed the significant
effect of the roasting time, drum rotational speed, and batch quantity on the responses.
From Equations (9) and (10), the negative value of coefficient factor A represents a negative
effect, and the positive value of corresponding coefficients B and C define the positive
effects on both responses (MC and L*). Hence, it can be derived that increasing the roasting
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time eventually decreases the moisture from the beans and vice versa. On the other hand,
decreasing the roasting drum rotational speed rpm and lowering batch quantities will
release more moisture from beans during roasting and vice versa [44].

It can be derived from the results presented in Table 3 that the highest F-value (493.34)
of batch capacity has the most significant effect on the moisture content compared to drum
rotation and roasting time. From these values, it can be narrated that by varying the values
of operating parameters within the given experimental ranges, the most substantial changes
in the bean moisture content were observed by varying batch capacity. The quantity of
beans inside the drum absorbed the heat through conduction, as they are in direct contact
with the drum surface, which further increases with fewer beans, hence giving every bean
more opportunity to absorb more heat from the drum, and by increasing the quantity of
beans, the moisture removal rate tends to be slower. Therefore, the lowest value of moisture
content was noted with minimum batch quantities. Furthermore, the comparatively quiet
moderate impact of the drum rotational speed was also observed on the moisture content,
which can be explained. Rotating the drum at higher speed rpm reduces the contact time of
the bean-roasting drum, resulting in the lower temperature of the beans and hence higher
moisture levels as compared to lowering the drum speed, which enhances the contact
time of the bean–drum surface to absorb more heat, resulting in a lower value of moisture
content. The roasting time has a comparatively lower impact on the bean moisture content.
Increasing the time for roasting decreases the moisture value, which was because the more
time the beans spend in the roasting cylinder continuously raises the temperature of the
beans, resulting in more moisture removal from the coffee beans [44].

For the response L* (see Table 4), it can be depicted that the batch size has the most
significant impact with the highest F-value (2035.63) as compared with the impacts of the
drum rotational speed and roasting time. Roasting experiments at minimal quantities tend
to quickly increase the bean temperature with significantly reducing moisture, which will
restructure the beans accompanied by several chemical changes. The browning effect occurs
due to the Maillard and caramelization process that tends to raise at higher temperatures
of beans. At a lower drum rotational speed, it tends to darken the beans more readily,
resulting in a lower L* value by increasing the temperature of beans through increasing the
conduction process between the drum surface and bean. The roasting time impacts the L*
by giving more time for chemical reactions to occur within the beans at higher temperatures
by increasing the time span that beans spend in the high-temperature roasting chamber [45].

3.3.2. Interactive Impact of Parameters on MC

The roasting time and drum rotational speed have an interactive impact on the mois-
ture content of coffee beans in a 2 kg batch size, which is presented in Figure 6a,b. It can
be depicted from the observed impact on MC value from both the drum rotational speed
and roasting time that the drum rotational speed has a more significant impact on moisture
contact as compared to roasting time because it regulates the contact time between the bean
and drum surface, which eventually decide the conductance time between the drum and
beans. It can be described from a 3D surface plot that at higher drum speed, the higher the
percentage of MC, and the lower drum speed resulted in a lower percentage of moisture
content. The reason is at lower drum rotation, the beans’ temperature rises quickly due to
more time in contact with the drum surface and vice versa [46].

Figure 6c,d illustrate the 3D surface and contour plots of the interactive impact of
bean quantity and roasting time on MC by maintaining the drum rotational speed at 3 rpm.
From the graph, it can be seen clearly that batch capacity has the most significant effect on
the moisture content of beans during roasting. The lowest batch capacity tends to increase
the temperature more rapidly, resulting in a lower percentage of moisture content of beans
during roasting. The increase in roasting time removes more moisture from beans as it
tends to further increase the temperature of beans and lower the coffee beans’ moisture
level during roasting [47].
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Figure 6e,f illustrate the 3D surface and contour plots of the interactive impact of bean
quantity and roasting drum rotational speed on MC. A positive impact on the moisture
content has been recorded by the impact of both batch capacity and drum rotational speed.
However, batch capacity has a more significant effect on moisture content, as it tends to raise
the temperature of beans more rapidly by allowing beans to have more surface to absorb
heat from the drum as compared to higher beans volume that reduces the temperature of
beans. At a lower drum rotational speed, it allows a greater rise in temperature that will
add more heat energy to beans for moisture removal, resulting in a lower percentage of
moisture contents [46].

3.3.3. Interactive Impact of Parameters on Colorimeter Value (L*)

The roasting time and drum rotational speed interactive impact on the color L* of
coffee beans having a batch size of 2 kg is illustrated in Figure 7a,b. It can be seen from
the observed effect on L* by both drum rotational speed and roasting time that the drum
rotational speed has a more significant impact on L* because it regulates the contact time
between the bean and drum surface that eventually determine the conductance time
between the drum and beans. It can be seen from the 3D surface plot below that at a higher
drum rotational speed, the higher value of color L* was observed due to less heat transfer
through the drum surface and giving less browning color to the coffee beans and vice versa.
The reason for the lower value for L* at lower drum rotation was due to the temperature of
the coffee beans, which abruptly rises by allowing more time to contact with the hot drum
surface, resulting in higher conduction and vice versa [45].

Figure 7c,d illustrate the 3D surface and contour plots of the interactive impact of
beans quantity and roasting time on L* by maintaining the drum rotational speed at 3 rpm.
From the graph, it can be seen clearly that batch capacity has the most significant effect on
the L* of beans during roasting. The lowest batch capacity tends to increase the temperature
more rapidly, resulting in a lower L* of beans during roasting. The increase in roasting time
removes more moisture from beans as it tends to raise the temperature of beans and lower
the value L* during roasting [45].

Figure 7e,f illustrate the 3D surface and contour plots of the interactive impact of beans
quantity and roasting drum rotational speed on L* by maintaining the roasting time at
20 min. A positive impact on the L* has been recorded by the impact of both batch capacity
and drum rotational speed. However, batch capacity has a more significant effect on L*,
as it tends to raise the temperature of beans more rapidly by allowing beans to have more
surface to absorb heat from the drum as compared to higher beans volume, which reduces
the temperature of the beans. At a lower rotational speed of a rotating drum, it allows a
greater rise in temperature that will add more heat energy to beans, resulting in a lower
value of L* [47].

3.4. Optimal Operating Parameters of Solar Roaster

Taking the optimization criteria into account, several solutions for the color response
parameters L* at the light, medium, and dark roasting degree were available at their
corresponding moisture content values. Among the different available solutions, only
the most desirable solutions were considered. The optimal feeding capacity of 2 kg was
suggested by the quadratic response surface model at a drum rotational speed of 2 rpm
for all three responses, while the optimal roasting times were predicted to be 20, 23, and
25 min for a light roast, medium roast, and dark roast degree, respectively. The optimal
moisture contents were predicted to be 1.88, 1.82, and 1.74% at corresponding L* values of
40.66, 39.47, and 37.99 compared to the selected solutions.
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114



Sustainability 2022, 14, 2217

Coffee Roasting

The model’s predictability was verified by coffee roasting experiments under optimal
conditions. The experiments were repeated three times, and the average value of MC and
L* were measured for each experiment. The average MC values are 1.89, 1.83, and 1.75%,
resulting in L* values of 40.75, 39.64, and 38.21 for light roasts, medium roasts, and dark
roasts, respectively. The values for MC and L* both from experiments and predicted have
indicated a very slight difference among them, as given in Table 5. For each response,
the relative error of less than 1% is recorded; hence, these slight differences from the
prediction results validate the model. The recorded time using a stopwatch during light
roasts, medium roasts, and dark roasts was observed to be 20, 23, and 25 min, respectively.
From the roasting experiments optimal time, it can be revealed that the roasting capacity of
a solar roaster was 6, 5.2, and 4.8 kg of coffee beans per hour at corresponding light roasts,
medium roasts, and dark roasts conditions, respectively.

Table 5. Predicted and observed responses.

Roasting
Degree

Response Predicted
Value

Roasting Condition Average
Value

Error (%)
Run 1 Run 2 Run 3

Light MC (%) 1.88 1.89 1.86 1.92 1.89 0.53
L* 40.66 40.72 40.63 40.89 40.75 0.21

Medium
MC (%) 1.82 1.83 1.81 1.84 1.83 0.36

L* 39.47 39.65 39.41 39.86 39.64 0.43

Dark
MC (%) 1.74 1.77 1.73 1.74 1.75 0.38

L* 37.99 38.77 37.86 38.01 38.21 0.58

3.5. Economic Analysis

The cost analysis study has been performed on an annual basis on a solar-based roast-
ing machine to finally find out the cost-effectiveness of the system for its commercialization
purpose. The useful working hour of the solar coffee roasting machine is subjected to
sunshine hours for conducting coffee roasting. The long-term average sunshine hours are
peak hours of sunshine. The total investment cost for the material and fabrication of a
complete roasting system (Scheffler reflector, Roaster drum, Coolant tray) was 3000 USD.
The expenses and revenue of the roasting unit were analyzed to calculate the break-even
point as follows:

TR = TC,

P × X = TFC + V × X,

X =
TFC

P−V

X =
384

25− 24.63

X = 1037.8 h or 173 days,

where TR = total revenue, TC = total cost of the roasting unit, P = revenue per hour,
V = variable cost that includes routine maintenance and labor cost, TFC = total fixed cost
that comprises the labor benefits and interest on financing, and X = operating time in hours.
In this study, a batch size of 2 kg green coffee beans (Coffea arabica) was roasted in 20 min.
On a typical summer day, the system was capable of roasting 36–28.8 kg of light–dark
roasted coffee. For cost analysis, an estimated price of 1 kg green coffee beans is taken as
$3.32, and the roasted coffee is worth $5.00 [48]. From this estimation, the average revenue
of about $25 can be generated per useful working sunshine hour. The number of sunny
days in most of the coffee growing countries is more than 200 days per year [23]. From the
break-even analysis, it is assessed that the cost of the complete system will be recovered
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after 173 days; i.e., around 6 months. Assuming a roaster life of 10 years, a great revenue
can be generated by coffee farmers using solar roasters. It is worth mentioning that the
cost will be even more quickly recovered in the countries receiving more sunshine hours to
operate the roaster.

In summary, it can be depicted from the Figure 8 break-even analysis that the payback
period in terms of cost is estimated to be half a year, and the revenue obtained will exceed
its total cost. Furthermore, a solar roaster state-of-art design requires no gas or electricity
connection, hence saving an additional amount as compared to other traditional roasters
that require an additional cost of energy supplies transmission for roasting.
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Figure 8. Break-even analysis (1 day = 6 h).

4. Conclusions

This study was conducted to investigate a solar roaster capacity as a decentralized
coffee roasting approach. A standing 8 m2 Scheffler reflector was used to concentrate the
incoming DNI to the roaster drum focus. The system was completely independent of
grid connections, and both thermal as well as electrical power was generated using solar
energy. Experimental data show that the optimal times for roasting light, medium, and
dark coffee at a drum temperature of 250 ◦C was 20 ± 0.1, 23 ± 0.1, and 25 ± 0.1 min,
respectively. On a sunny day with a DNI of 650–850 W/m2, the solar roaster was able to
roast 28.8 kg, 31.3 kg, and 36 kg coffee beans with roasting efficiency of 97.5%, 95.2%, and
91.3% at the corresponding light roast, medium roast, and dark roast, respectively. The
roasted coffee beans’ final moisture content was 1.89, 1.83, and 1.75% at corresponding L*
values for a light roast, medium roast, and dark roast of 40.75, 39.64, and 38.21, respectively.
The power distribution shows that out of the 3680 watts of total available energy at the
Scheffler reflector, approximately 2291 watts were ultimately consumed by the coffee
beans during roasting with a total thermal efficiency of 62.2%. Total investments on solar
roasters were expected to return after 1038 useful working sunshine hours. Thus, the
enormous potential of solar thermal energy can be used to meet globally faced rising
energy demands in processing, particularly at the farm-gate as a decentralized approach
for coffee beans roasting.
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Abstract: Yogurt production at the farm level is important for adding value to milk. In this study, a
solar-assisted yogurt processing unit capable of performing the three processes of heating, fermenta-
tion, and cooling in a single unit was developed. It consisted of a circular chamber surrounded by a
coil for heating by a solar vacuum tube collector and a pillow plate for cooling by a solar PV-powered
chiller unit. Experiments were performed using 50, 40 and 30 L of raw milk under a constant water
circulation rate of 50 L per minute for heating followed by a cooling process under 36, 18 and 6 rpm
of stirrer speeds. The heat absorption rates of the milk were 5.48–0.31, 4.75–0.16 and 4.14–0.24 kW,
and the heat removal rates from water ranged from 6.28–0.49, 5.58–0.49 and 4.88–0.69 kW for 50, 40
and 30 L of milk volume, respectively. The overall heat transfer efficiency was above 80% during the
heating process. A stirring speed of 18 rpm was found to be optimal in terms of cooling speed and
consistency of the yogurt. The total energy consumed was calculated to be 6.732, 5.559 and 4.207 kWh
for a 50, 40 and 30 L batch capacity, respectively. The study offers a sustainable energy solution for
the decentralized processing of raw milk, particularly in remote areas of the developing countries
where access to electricity is limited.

Keywords: yogurt processing; solar energy; solar-based heating and cooling; thermal analysis

1. Introduction

Milk and its products are considered to be a good medium for the infectious growth
of bacteria and other pathogens which grow faster at ambient temperature. Raw milk and
yogurt are spoiled due to an increase in temperature, and these losses are significant in
developing countries due to the non-availability of processing facilities at the farm level.
Therefore, producers have to sell their products at low prices. Pakistan is ranked as the
fourth largest milk-producing country in the world after the USA, China and India [1]
by producing about 42 billion liters of milk annually [2], while the majority of producers
are small-scale farmers (>80%). Unfortunately, only 5% of this milk is processed while
the remainder is handled by milkmen which are mostly unhygienic and pose high health
risks. About 15–19% of the total milk produced in the country is wasted due to a lack of
processing facilities while the rest is handled improperly [3]. Yogurt is one of the popular
dairy products in the Indo-Pak subcontinent. In Pakistan, the yogurt share is about 70% of
total fermented dairy products [4], but diminutive attention is given to the fermentation of
milk to increase its shelf life, aroma and nutritional value.

About 70% of dairy farms have limited access to the market, forcing milk producers
to sell raw milk at a low price to middlemen and depriving them of a reasonable profit.
Moreover, lack of handling and processing facilities at the farm level, poor financial support
to farmers, and importantly, frequent interruption of the power used for farm processing
are major hindrances to processing raw milk. There is a need not only to handle the raw
milk (pasteurization), but also to convert it into a highly demandable and value-increased
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byproduct, i.e., yogurt and milk powder [5]. Although few commercial brands of yogurt
are available in Pakistan, their prices are almost double those at the local market. Due to an
increase in inflation, the majority of consumers are price conscious and buy yogurt from
local shops which are exposed to dust and flies and possess no refrigeration facility, thus
compromising on shelf life and the quality of the yogurt.

The yogurt-making process (heating and cooling) from raw milk is an energy-intensive
process, which is why dairy is considered the fifth most energy-consuming industry [6].
Major energy demand in the dairy processing sector is still being met using fossil fuels [7]
which not only increases operational cost, but also leads to environmental pollution [8].
Therefore, on-farm yogurt processing using renewable energy (solar energy with a potential
average value of 5.3 kWh/m2/d) can help to overcome such issues [9]. For solar thermal
heating at low–medium temperature range, Michael et al. (2016) [10] highlighted the
significance of using flat plate and evacuated tube collectors and reported their contribution
as about 30%, while parabolic troughs, dishes and Fresnel collectors contribute 22% of
industrial segments. Amjad et al. (2021) [11] reported the use of solar evacuated tube
collectors for the decentralized processing (drying) of agricultural produce. A thirty-tube
evacuated-tube solar collector was attached with a water–air heat exchanger to warm up
the drying medium. It was reported that proper integration of the evacuated tube collector
performs well in terms of meeting low temperature demand (up to 100 ◦C). Ismail et al.
(2021) [12] also reported the potential of solar thermal applications in the food industry to
meet low temperature demand (up to 100 ◦C). In this study, the use of flat plate collectors
in the food industry has been estimated to be 38% for pre-heating, pasteurization and
cleaning processes. Similarly, in the dairy sector, providing decentralized, energy-efficient
and low-cost milk handling and yogurt processing units can play a vital role in uplifting
the rural economy through value addition and income generation.

Various studies reported the use of solar energy in the dairy industry. Khawer et al.
(2020) [13] developed a solar-based milk chilling system comprising a one-ton vapor
compression refrigeration unit and a 2 kWp PV system to process 200 L of milk using less
than 1 kW power. Desai et al. (2013) [14] conducted a study to highlight the need for solar
energy to assist vapor absorption cooling systems in maintaining cold storage conditions
for milk handling in India and concluded its high scope in the dairy industry. Mekhilef
et al. (2011) [15] comprehensively reviewed the use of solar thermal and PV systems for
industrial applications. It is concluded that the greatest efficiency can be achieved through
proper systems integration and suitable selection of solar collectors for water heating, solar
refrigeration and steam generation. Anderson and Duke (2007) [16] reported the potential
of solar thermal applications employing flat plate and evacuated tubes collectors for heating
and cooling in the dairy industry. Zahira et al., 2009 [17] investigated the potential of solar
energy to pasteurize raw milk at a temperature range of 65 ◦C to 75 ◦C while ambient
air temperature was 40 ◦C. It was found that a pasteurizer unit fabricated from shipping
cardboard easily attained the required temperature. Atia, 2011 [18] reported the working
of a milk pasteurizer connected with a solar flat plate collector. It was found that 73.9
L of raw milk was successfully pasteurized at 63 ◦C, but fluctuation in solar radiation
showed direct impact on the performance of the flat plate collector. Similarly, Wayua et al.,
2013 [19] developed a milk pasteurizer made of a stainless steel cylindrical vessel having
a jacket for the circulation of water being heated with a flat plate collector. Although
the capacity of the container was 80 L, it was found that 40 L milk can be pasteurized
optimally. In all these reported studies, it can be assessed that use of a flat plate collector
cannot provide consistent energy and possess low energy efficiency. For this to get better
energy efficiency, Yaseen et al. 2019 [20] reported the use of a vacuum tube collector to
pasteurize 200 L milk using steam. Milk was pasteurized at 63 ◦C followed by cooling
up to 30 ◦C with tap water which further cooled down to 4 ◦C in a PV-powered rotary
compressor chiller. This study reported the use of a vacuum tube collector only for milk
pasteurization. A single-glazed flat plate solar collector and water in a glass evacuated
tube solar water heater were primarily used [21]. However, the use of solar collectors,
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especially evacuated tube collectors (ETC), is limited to water heating only [22,23] and none
of the studies reported its use for yogurt fermentation. Moreover, at the industrial scale, for
cooling and heating processes involved in yogurt production, the raw milk is transferred
in separate containers requiring more infrastructure and clean-in-place (CIP) cost, which
could be viable at large scale, but would not be good practice for handling a small quantity
of milk (less than 100 L). There is no study about a system capable of performing all the
processes required for yogurt making in a single unit/system using solar energy.

Keeping in view the aforementioned facts, in this study a sustainable energy solution
for the decentralized handling and processing of raw milk, especially in remote areas
of the developing countries where access to electricity is reduced, has been presented.
A solar-assisted three-in-one (heating, fermentation and cooling) yogurt processing unit for
the value addition of raw milk has been developed. Integration of solar evacuated tube
collectors (for heating) and a solar PV system (for cooling) with the yogurt processing unit
was evaluated not only to pasteurize raw milk but also to make yogurt in a single unit.
The salient feature of the system is the design of a single container capable of performing
both heating and cooling processes which not only reduce capital cost but also make it
user friendly.

2. Material and Methods

The complete unit for yogurt processing was developed and fabricated in the Depart-
ment of Energy Systems Engineering Workshop, Faculty of Agricultural Engineering and
Technology at the University of Agriculture Faisalabad (UAF) Pakistan in collaboration
with the International Center for Development and Decent Work (ICDD, University of
Kassel, Germany and Dairy Industries, Okara-Pakistan).

2.1. System Description

The design and selection of the yogurt processing unit was largely based on some basic
parameters such as energy efficiency and maintenance, and especially on the product life
cycle and environmental sustainability. Figure 1 shows a solar-assisted yogurt processing
unit designed to process raw milk and its fermentation into yogurt in a timely manner
at the production site. It consists of a cylindrically shape fermentation chamber (560 mm
diameter and 230 mm depth) made of stainless steel (food grade SS 304) having a capacity
of 50 L which is surrounded by a heating coil (3.5 m long, 40 mm wide and 12.5 mm
high). The walls and bottom of the fermentation chamber were insulated by 100 mm
thick PU (Polyurethane) material, so that heat loss through conduction and convection
can be reduced. A variable frequency drive (VFD) electric motor was installed on the top
of the chamber to rotate a stirrer for maintaining uniform temperature in the processed
product. For cooling purposes, the bottom surface of the chamber was fabricated by a
pillow plate which itself acts as an evaporator. The use of a pillow plate heat exchanger not
only reduces the size and cost of the unit but also provides a higher heat transfer coefficient
in comparison to the conventional coil heat exchanger. For cooling of yogurt, one ton of
rotary compressor compatible with R-410A (environmentally friendly) gas was installed
employing an inverter kit to reduce torque load to run on 2 kWp PV modules.

For the heating of raw milk, the yogurt processing unit was connected with a hot water
storage tank (100 L capacity) which receives heat from a solar evacuated tube collector
(2.46 m2) having a connection through polyvinyl chloride (PVC) pipe fittings as shown
in Figure 2. The outer and inner diameters of the ETC tubes were Ø58 mm ± 0.7 mm and
Ø47 mm ± 0.7 mm, respectively. The glass tube length was 1800 mm ± 5 mm and the
vacuum was P < 5 × 10−3 Pa. The thermal energy absorbed by the collector is transferred
to 100 L of water in the storage tank to raise the water temperature to 90 ◦C. A centrifugal
pump (Wilo-SP106) was installed between the hot water storage tank and the evacuated
tube collector for the circulation of propylene glycol solution (50% by volume). The pump
can be operated at three variable speeds (600 L/h, 900 L/h and 1100 L/h), and it required
80 W power at maximum speed. The current research was conducted at a flow rate of
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600 L/h. Heated glycol solution entered the storage tank and transferred its heat to water
while passing through the helix-type heat exchanger present in the storage tank. In order to
transfer heat from the storage tank to the yogurt processing unit, another water circulation
pump (stainless steel centrifugal, WB50/025D, 50 L/min) was installed between the outlet
of the hot water storage tank and the inlet of the yogurt processing unit to circulate the hot
water through the square spiral coil heat exchanger to increase the temperature of milk up
to 80 ◦C.
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Being a closed cycle, an expansion vessel (12 Liter) was also provided to avoid high-
pressure build-up in the system. The controller turns on the circulation pump (Wilo-SP106)
when the temperature differential between the glycol solution leaving the collector and the
water in the lower portion of the storage tank exceeds 5 ◦C and turns the pump off when the
differential is below 5 ◦C or when the water temperature of the storage tank exceeds to 90 ◦C.
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2.2. Sizing of Fermentation Chamber

The size of the fermentation chamber depends on the quantity of the product to be
processed. Considering a milk capacity of 50 L, the chamber was designed by keeping the
diameter to depth ratio in such a way that it could not only get enough exposure to the
pillow plate fabricated at the bottom of the chamber but also to increase the surface area
of surrounding heating coils. Moreover, the calculation was made for 56.6 L to provide
space for the stirrer, stirrer shaft and spacing required during the shaking phenomenon.
Normally, semi-circle type chambers are used which are suitable only for the cooling of
milk. To perform both heating and cooling in the same chamber, a cylindrical-type chamber
was designed having the provision of installing a heating coil around the chamber.

Height =
V

(πd2/4)
(1)

where V is the volume of the chamber (m3), and d is the diameter of the fermentation
chamber (m).

The height and diameter of the chamber were calculated to be 230 mm and 560 mm,
respectively. A 13.2% provision was given in the total volume of the chamber for air
and stirrer.

2.3. Sizing of Refrigeration System

The size of a refrigeration system depends on the cooling load of the fermentation
chamber, which further depends on the mass of milk or yogurt and the time required to
reach the chilling temperature (4 to 8 ◦C).

Heat transfer through the walls and bottom can be calculated using the following
equation [24]:

Qt =
UA(Th − Tc)× 24

1000
(2)

where Qt stands for the total heat transfer through the walls and bottom (kWh/d), U is the
overall heat transfer coefficient (W/m2 ◦C), A is the heat transfer area (m2), Th is the hot
face temperature of the fermentation chamber (◦C) and Tc is the cold face temperature of
fermentation chamber (◦C).

Similarly, using the same equation, heat transfer through the walls (Qt1) and heat
transfer through the top of the chamber (Qt2) were also calculated to be 0.162 kWh/d and
0.2179 kWh/d using U values of 0.28 and 0.95, respectively.

The cooling load of the product can be calculated by using Equation (3)

QR =
mCp∆T

3600
(3)

where QR stands for the cooling load of the product (2.10 kWh/d), m is the mass of the
product (kg) and Cp is the specific heat of the milk (3.89 kJ/kg K). Adding the outcomes
from Equations 2 and 3, the total heat load was calculated to be 2.4799 kWh/d.

The required refrigeration capacity was calculated by dividing the total heat load by
the specified time of cooling (2 h in this case), and it was found to be 0.709 TR. Considering
the 20% factor of safety, the required refrigeration capacity was calculated to be 0.851 TR.
Keeping in view other losses and the availability of standard size, one ton of refrigeration
system was used for yogurt processing.

2.4. Photovoltaic System Design

The size of the solar system was selected as per the load requirements of the developed
yogurt processing unit, and it can be estimated for any size of the yogurt processing unit.
The size of the photovoltaic (PV) system based on the peak power (Pp) in kWp required
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to operate the compressor, stirrer motor and water pumps can be estimated by using the
following equation [25].

Pp =
LeIb

Havgηinv ηbat TCF
(4)

where Pp is the peak power of the solar system (kWp); Le is the electric load (kWh/d) which
is the product of the power required to run appliances and the time of operation (hours
per day); Ib is the solar irradiance (kW/m2) and 1 is taken as its peak value for calculation;
Havg is the average global horizontal irradiance (kWh/(m2 d)) and its value lies between 5
and 6 kWh/(m2 d) for Faisalabad, Pakistan; and minimum value taken for calculation, ηinv
is the efficiency of the inverter (95–98%); ηbat is the efficiency of battery (85–95%); and TCF
is the temperature correction factor obtained by subtracting the product of the loss factor
(0.4% per ◦C) and the change in the PV temperature from unity, and for the current study it
was 0.92. This means that the power will reduce by 0.4% per degree rise in temperature
from its optimum value, i.e., 25 ◦C at standard testing conditions. Solving Equation (4), the
peak power was calculated to be almost 2 kWp. So, eight PV panels (polycrystalline, each
250 Wp) were installed with a 3 kW inverter. Here the surge factor has been taken as 1 due
to the presence of inverter technology which stats the compressor with zero torque load.

In order to maintain the required load for the cooling system, a battery bank was used
to charge and discharge with the varying solar intensity throughout the day. The size of
the battery bank was calculated by the following equation [25]

CBat =
NccdLe

Ddηbat Vbat
(5)

where CBat is the capacity of the battery bank (Ah), Nccd is the autonomy and taken as the
number of continuous cloudy days, Dd is the depth of discharge in fraction, and Vbat is
the nominal voltage of the battery. All of the specifications of the solar system used in the
current study have been tabulated in Table 1.

Table 1. Datasheet and specification of PV modules, inverter and battery bank.

Component of Solar PV System Attributes Rating Unit

PV Module
Model (TSPP-6U (60)-250W)

Power Output Tolerance ±3.00 %
Temperature Coefficient −0.0047 %/◦C
Open Circuit Voltage (Voc) at STC 37.30 V
Short Circuit Current (Isc) at STC 8.50 A
Peak Power Watts (Wp) at STC 250.00 W
Maximum Power Voltage (Vmpp) at STC 30.90 V
Maximum Power Current (Impp) at STC 8.00 A
Efficiency of Module 0.155 %
Dimension of solar panel 1650 × 1000 × 40 mm3

Inverter
Model ((Premier-PW-24DC)

Maximum Input Current 50.00 A
Maximum input DC Voltage to controller 60.00 V
Operated Voltage Range 30–32 V
Output Voltage to battery 24.00 V
Max. Power can be connected 3.00 kW

Battery bank
(Lithium-ion Battery)

Nominal Voltage 12.00 V
Nominal capacity 150.00 Ah
Depth of discharge 0.60
Charging current 100.00 A
Continuous discharging current 100.00 A
Discharging working temperature −20~60 ◦C ◦C
Charging working temperature 0–45 ◦C
Dimensions 479 × 482 × 132 mm3

Efficiency of battery 0.95 %
Cell combination 36,130,170 8S2P + Smart BMS
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2.5. Sizing of Evacuated Tube Collector (ETC)

For the thermal application of the yogurt processing unit, an evacuated tube collector
(ETC) was used. The ETC area was calculated by using the following formula [26]

Ac =
mCp∆T

Ibταt
(6)

where Ac is the area of the receiver tube exposed to radiation (m2); m is the mass of water
(kg); CpCp is the specific heat capacity of the receiver tube (kJkg−1 K−1); ∆T is the change
in temperature (K); Ib is the solar irradiance (W/m2); τ is the transmission coefficient; α is
the absorption coefficient and t is the time in seconds.

The amount of heat energy required to increase the temperature of milk (m = 50 kg,
specific heat: 3.89 kJkg−1 K−1) up to 50 ◦C (30 ◦C to 80 ◦C) in two hours’ time (t = 7200 s)
using a vacuum tube collector (transmission coefficient ττ = 0.95, absorption coefficient
α = 0.95) was calculated for a tropical region like Faisalabad (31.4303◦ N, 73.0672◦ E) lying in
the solar belt having an average global horizontal irradiance (P) of 0.8 kWm−2. Substituting
these values into Equation (6), the area required is calculated to be 1.87 m2. The absorber
area of one tube is calculated by multiplying the circumference of the absorber plate and
calculated to be 0.164 m2, while the number of tubes is calculated by dividing the total
absorber area by the absorber area of one tube and was calculated to be 11.4 ≈ 12 tubes.
Therefore, an evacuated tube collector of 15 tubes was selected considering thermal losses
in the system as shown in Figure 3.
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2.6. Experiments

Trials were conducted to assess the heating and cooling performances using three
different volumes of raw cow’s milk (50, 40 and 30 L). Before conducting an experiment,
the heating component of the system was turned on in order to raise the water temperature
of the storage tank up to 90 ◦C, which normally took 2–3 h depending upon solar radiation.
After that, raw milk is poured into the fermentation tank and the circulation of hot water
from the storage tank to the fermentation chamber is turned on. The heating of raw milk up
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to 80 ◦C took about 140 min, and it continuously stirred at a speed of 36 rpm. To bring down
the temperature of heated milk to 43 ◦C, which is recommended for fermentation of milk,
tap water passed through the heating coil in an open loop controlled by manually operated
valves. The inoculation of starter culture was carried out (2–3%) at this temperature, and it
was maintained by a solenoid valve controlling the water circulation for a period of 5–6 h
until the required pH (4.85–4.5) was attained. After that process, the cooling process of
yogurt was started by turning on the refrigeration unit to bring down the temperature
of yogurt below 8 ◦C to reduce the bacterial activities which normally took 48–103 min
depending upon the quantity of the processed milk and stirrer speed. For this, three
different speeds (36, 18 and 6 rpm) of the stirrer were selected using a variable speed
motor. Each experiment was replicated thrice, and values were averaged for each volume
of milk. For data acquisition, a controller with resistance temperature detector (RTD)-based
temperature sensors was used to measure temperature at the inlet and outlet of the ETC,
the top and bottom of the hot water storage tank, and inside the fermentation chamber.
A portable pH meter (ML1010) was used to measure the pH of milk during the fermentation
process. To access the performance of the installed PV system, a clamp meter (Fluke 345PQ),
and pyranometer (METEON) were used.

Thermodynamic Analysis for Efficient Refrigeration System

While selecting a cooing machine, the coefficient of performance (COP) is the key
factor to be considered for maximum cooling output with the lowest possible input en-
ergy requirement. Therefore, a comprehensive thermodynamic analysis is mandatory for
evaluation and cooling system optimization for the best application. For this purpose, the
system was connected with temperature sensors (thermocouples: K type, error: <0.1%)
to record the temperature differentials of the circulating refrigerant in order to monitor
the phase changes during the complete refrigeration cycle. The design and selection of
the compressor was carried out with the aim that it must be capable of superheating the
refrigerant to provide a reasonable degree of superheat to provide a high enthalpy drop
during the expansion process (process (irreversible adiabatic process) with the help of a
capillary tube for maximum cooling efficiency during the evaporation process to chill the
milk/yogurt. Therefore, the rotary compressor was used to decrease the torque load and
increase the pressure to achieve the required degree of superheat from the refrigerant.

R410a refrigerant was used in the compressor and the flow rate of the refrigerant was
maintained as 1.42 L/min, having a specific volume of 0.0009 m3 kg−1 (m′ = 1.58 kg/min).
The temperature after compression was recorded to be 347 K, while the temperature before
compressing was noted as 261 K, and this line is represented on the T-S diagram by a vertical
line showing an isentropic process owing to the high speed of the compressor. It has been
noted that the temperature after the compression process is 347 K, and this temperature is
well above the saturation temperature of the refrigerant (318 K at 2758 kPa), thus providing
a degree of superheat as 29 K. The heat is removed at constant pressure in the condenser:
the process first removes sensible heat from superheated vapor (347 K) to saturated vapor
(318 K), i.e., a process from 2 to 2′, then in the form of latent heat from dry saturated vapor
to the saturated liquid line (process from 2′ to 3′) and then sensible heat from the saturated
liquid line to 312 K as a sub-cooling process (3′ to 3). This high heat dissipation rate was
due to the high heat transfer coefficient of copper coiling used and the efficient design of
the condenser as well as the addition of two fans to dissipate heat at a faster rate. Therefore,
the condensation process takes place partially in the superheated region and predominantly
inside the saturation region to change the phase of the refrigerant from gas to liquid and
then follows a sub-cooling line to decrease the refrigerant temperature. The expansion
takes place through the capillary tube and undergoes an irreversible adiabatic (constant
enthalpy) process as shown in process 3–4 in Figure 4. Process 4-1 is accomplished at
constant pressure which evaporates the refrigerant once again at saturation temperature to
complete the vapor compression refrigeration cycle using R410a refrigerant.
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The COP of the refrigerant is calculated using Equation (7)

COP =
h1 − hf3
h2 − h1

(7)

where h1, h2 and hf3 are the enthalpies of the refrigerant used at the compressor inlet,
compressor outlets and liquid enthalpy after the condenser outlet.

The values of dry saturated vapor before the compressor and after the compressor
were found to be 418.8 and 425 kJ/kg at temperatures of 261 and 318 K, respectively (at
535 and 2758 kPa), while the value of the dry liquid line was found to be 277 kJ/kg at a
temperature of 312 K and 2758 kPa pressure. The total enthalpy of actual refrigeration
points after compression ‘h2’ was calculated by using Equation (8):

h2 = h2′ + Cpg(T2 − T2′) (8)

where h2 is the actual enthalpy of the refrigerant after the compression process, h2
′ is the

enthalpy of the refrigerant at the dry saturated steam line after the compression process
and is taken from the enthalpy table, Cpg is the specific heat capacity of the refrigerant
at constant pressure in gaseous state (0.84 kJ kg−1 K−1), and T2 and T2

′ are the actual
temperatures recorded of the refrigerant and saturation temperature at the compressor
outlet, respectively.

The enthalpy of actual the refrigeration points after the condensation process ‘h3’ was
calculated by using Equation (9):

h3 = h3′ + Cpl(T3′ − T3) (9)

where h3 is the enthalpy of the refrigerant after the condensation process and is noted
physically, h3′ is the enthalpy of the refrigerant at the water line after condensation and is
taken from the enthalpy table, Cpl is the specific heat capacity of the refrigerant at constant
pressure in the liquid state (1.8 kJ kg−1 K −1), T3 is the actual value of the temperature of
the refrigerant after condenser and T3

′ is the saturation temperature at the liquid line after
the condensation process, respectively.

By using Equations (8) and (9), the values of enthalpies h2 and h3 are calculated to be
454 kJ/kg and 266.2 kJ/kg, respectively. It is worth mentioning here that the value h3 is the
total enthalpy at point 3, and as there is no latent heat consideration as the refrigerant is in
a liquid state after condensation in the condenser, this enthalpy h3 is equal to hf3 (liquid
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enthalpy), as the refrigerant at the inlet of the compressor is in a dry saturation condition
and enthalpy at point 1 is equal to 418.8 kJ/kg.

Using these values in Equation (7), the COP of the system was found to be 4.33. In fact,
this is the thermodynamic value for the COP. However, the actual value of the refrigeration
system for the cooling application is a little lower, as these values include the thermal losses
and heat transfer losses through the pillow plate of the chiller unit where processing is
carried out.

The capacity of refrigeration (TR), i.e., the heat extraction rate, is calculated using the
following equation

TR =
m′r(h1 − hf3)

3.5
(10)

where m′r is the mass flow rate of the refrigerant (1.58 kg/min), h1 is the enthalpy of
the refrigerant used at the compressor inlet (kJ), and hf3 is the liquid enthalpy after the
condenser outlet (kJ).

The capacity of refrigeration (TR) is calculated to be 1.15.
The power required to run the system is calculated by using Equation (11)

P = m′r(h2 − h1) (11)

where P is the power, m′r is the mass flow rate of the refrigerant (1.58 kg/min), h2 is the
enthalpy of the refrigerant at the compressor outlet (kJ), and h1 is the enthalpy of the
refrigerant used at the compressor inlet (kJ)

The power required is calculated to be 0.93 kW; however, a 1 kW compressor motor
was used considering electro-mechanical losses. The research depicts that through proper
design and optimization of the refrigeration system, less than 1 kW of power is required
to achieve one ton of cooling effect (3.5 kW/210 KJ/min or 12,000 BTU/h), which is in
accordance with the findings investigated by [13,20,27,28] for high-performance cooling
machines. The actual COP results were also conducted under field conditions using
milk/yogurt by direct method, and the details of these trials are given in Section 3.4.

3. Results and Discussion
3.1. Heating of Raw Milk

Temperatures changes of hot water and milk during the heating process for three
different product volumes (50, 40, 30 L) are shown in Figure 5. It can be observed that the
initial temperatures of the milk and water storage tanks were 30 ◦C and 90 ◦C, respectively.
During the first thirty minutes of the heating process, the temperature of the hot water
dropped to 72 ◦C due to the high heat transfer rate, resulting in milk temperature increases
of 62 ◦C, 66 ◦C and 70 ◦C for 50, 40 and 30 L of milk capacities, respectively. Thereafter, it
was observed that the rate of temperature change was slower for all processed capacities.
However, based on the quantity of the product to be processed, the time required to achieve
the desired temperature (80 ◦C) was found to be 140, 110 and 80 min for 50, 40 and 30 L of
milk capacities, respectively. In the case of a hot water storage tank, after thirty minutes,
the temperature started to increase due to the continuous addition of thermal energy from
ETC and a significantly lower rate of heat transfer to milk. This shows that the system can
achieve the temperature (80 ◦C) required to denature and unfold most of the milk protein
“lactoglobulin”. This allows lactoglobulin to bind with some of the other proteins in milk,
called caseins, thus forming a thick and well-structured yogurt. In addition to this, it can
also be noted that the system can easily be used for the low-temperature pasteurization
(63 ◦C) of up to 50 L of milk in approximately thirty minutes, which makes the system state
of the art in terms of yogurt making and pasteurization.
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Figure 5. Relationship between change in the hot water of the storage tank and milk temperatures
under different loading capacities.

The heating rates of milk in response to the heating rate of circulation water during
the entire heating process under different product capacities have been shown in Figure 6.
The solar irradiance and the total solar power available at ETC were also recorded and calculated
during the experiments conducted on 2 July 2020, 3 July 2020, and 14 July 2020 for 50, 40 and
30 L of batch capacities, respectively by using a pyranometer (METEON, Accuracy ± 0.1%).
These values were found in the ranges of 850–896 W/m2

, 840–891 W/m2, 840–881 W/m2 and
2.16–2.23 kW, 2.10–2.22 kW, 2.10–2.2 kW for 50, 40 and 30 L of milk capacities, respectively.
At the early stages of the heating process, the rate of heat extraction from hot water was higher
than that of heat addition, and it reduced as soon as milk temperature increased. It can be
observed that the heating rate of milk is higher than the thermal energy provided by ETC due to
the energy provided by the hot water of the storage tank at the beginning of the heating process.
The heating rate of milk and the heat extraction rate from hot water was calculated at 10 min
intervals throughout the heating process, and their values were found in ranges of 5.48–0.31 kW,
4.75–0.16 kW, 4.14–0,24 kW and 6.28–0.49 kW, 5.58–0.49 kW, 4.88–0.69 kW for 50, 40 and 30 L of
milk capacities, respectively.
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Figure 6. Effect of solar irradiance on the performance parameters of the system (heating rate of
circulation water, milk and net heating rate) during the heating process of milk at 50 L (a), 40 L (b)
and 30 L (c) of milk.

Figure 7 shows the cumulative heat energy released by hot circulating water, the heat
energy absorbed by milk and the corresponding heat transfer efficiency. It was found
that during the first 40 min of the heating process, hot water released 66%, 69%, and
74% of its total energy for 50, 40 and 30 L of milk capacities. The rest of the energy was
transferred to milk in the next 100, 70 and 40 min for 50, 40 and 30 L of milk. Contrarily,
the milk absorbed 69%, 81% and 84% of the total required energy to reach the desired
temperature of 80 ◦C. Therefore, the quantity of milk plays an important role in energy
consumption. The heat transfer efficiency was found to be above 80% during the whole
heating process because milk received energy from the storage tank where any fluctuation
was compensated continuously by ETC.

3.2. Cooling Process of Milk

The cooling rates of heated milk in response to the circulation of tap water through
the coils under different product capacities have been shown in Figure 8. Tap water was
passed through the coils of the fermentation chamber in the opposite direction of the stirrer
in order to reduce the temperature rapidly. The temperature and flow rate of tap water was
29.8 ◦C and 32.25 L per minute, respectively. The time required to drop the temperature
from 80 ◦C to 43 ◦C was found to be 19, 16 and 14 min for 50, 40 and 30 L of volume,
respectively. Similar trend lines of heat extraction for all the milk volumes were observed
with a slight difference in time taken to complete the process.
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3.3. Fermentation Process

For the fermentation process, 2% of starter culture was added to milk to make yogurt
and the stirrer was kept off during that period. It took five hours to complete the fermen-
tation process. The pH value of milk was found to be 6.45, which changed to 4.35 after
being made into yogurt. At this stage, the temperature was maintained between 43 ◦C to
44 ◦C, being controlled using a thermostatic valve and water circulation pump. The ther-
mostatic valve opened automatically, letting the hot water flow through the coils when the
temperature of the milk falls below than 43 ◦C and closing once it rises above 44 ◦C.

3.4. Cooling Process of Yogurt

A one-ton refrigeration system (using R410a refrigerant) energized by a solar hybrid
photovoltaic system was used for the cooling of yogurt below 8 ◦C in order to store it
without quality deterioration. In the current study, the temperature of yogurt was lowered
to 4 ◦C by considering the effect of stirrer speed on the cooling rate and consistency
(thickness) of yogurt. For this, three different stirrer speeds (36, 18 and 6 rpm) were selected
using a variable-speed motor to cool down the product of three different capacities (50,
40 and 30 L), and the outcomes are shown in Figure 9. It can be observed that the time
required to cool 50 L of yogurt from 43 ◦C to 4 ◦C was 64, 73 and 103 min with the stirrer
speeds of 36, 18 and 6 rpm, respectively. Similarly, for 40 and 30 L, the time required for
cooling was observed to be 59, 64, 97 min and 48, 54 and 65 min, respectively, at 36, 18
and 6 rpm stirrer speeds. It can be noted that the higher speed of the stirrer resulted in
a higher cooling rate. Importantly, greater and lesser stirrer speeds caused rupturing of
yogurt texture and non-uniform cooling, respectively. It was observed that at 36 and 18 rpm
stirrer speeds, the cooling uniformity was satisfactory, but at 6 rpm, a non-uniform cooling
behavior was observed for all volumes of product. Although stirring at 36 rpm gave a good
cooling rate, the consistency of the yogurt was found to be on the higher side compared to
stirring at 18 rpm.
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Figure 9. Effect of stirrer speeds on cooling rates for different volumes of yogurt.

To evaluate the cooling efficiency of the system, the coefficient of performance (COP)
of the cooling unit was calculated after every 10 min throughout the process for 50, 40 and
30 L of yogurt. In this context, the output is the amount of heat removed from the yogurt.
Under all operating conditions, it was found that the COP was higher at the beginning of
the cooling process and lowered as the process proceeded to the end, which is in accordance
with the second law of thermodynamics [29]. As discussed earlier, variation in stirrer speed
affects the rate of cooling, so COP was also calculated using three different stirrer speeds
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(36, 18, 6 rpm) as shown in Figure 10. Although the fluctuation of the COP followed an
almost similar trend throughout the process under 36 and 18 rpm, the maximum value of
COP (3.36) was achieved at 18 rpm for 50 L yogurt (Figure 10a). In the cases of 40 and 30 L,
the maximum COP was calculated to be 2.41 (Figure 10b) and 2.75 (Figure 10c) under 36
and 18 rpm, respectively. Taking into account the cooling rate and consistency of yogurt, a
stirrer speed of 18 rpm was found to be optimum.
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Figure 10. Effect of stirring speed on the COP of the refrigeration unit for 50 L (a), 40 L (b) and 30 L (c)
yogurt volumes.

All the calculated data (temperature change in storage tank water, milk, heating rates
of circulating water and milk, net heating rate effect, cumulative heat energy released by
water and absorbed by milk and cooling rate of milk) with respect to process time were
modeled using sigma plot-12, and it was found that polynomial cubic model fitted best
to all the data obtained under the prevailing operating conditions. It helps to interpolate
new, invisible data points. All the values of respective model constants for the parameters
calculated are tabulated in Table 2.

Table 2. The parameters of fitted models (polynomial cubic) for the investigated parameters.

Parameter Milk Quantity Y0 A b C R2

Storage tank temperature
50 87.7742 −0.7063 0.0104 −0.000040523 0.8903
40 89.2370 −0.8957 0.0167 −0.000082776 0.9315
30 90.1101 −0.9468 0.0208 −0.0001 0.9907

Milk temperature
50 32.5390 1.2812 −0.0133 0.000047356 0.9905
40 31.0960 1.7573 −0.0225 0.000096685 0.9957
30 30.6020 2.1874 −0.0358 0.0002 0.9978

Heating rate of circulating water (kW)
50 −9.7531 0.3859 −0.0044 0.000015318 0.9648
40 −10.3078 0.4659 −0.0060 0.000024359 0.9377
30 −8.1497 0.3307 −0.0033 0.0000059915 0.9672

Heating rate of milk (kW)
50 7.1966 −0.2242 0.0024 −0.0000081955 0.9751
40 6.9267 −0.2331 0.0027 −0.000010638 0.9896
30 6.5691 −0.2777 0.0042 −0.000021992 0.9956
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Table 2. Cont.

Parameter Milk Quantity Y0 A b C R2

Net heating rate effect
50 −2.5565 0.1617 −0.0020 0.0000071226 0.7301
40 −3.3811 0.2328 −0.0033 0.000013721 0.7165
30 −1.5806 0.0530 0.0010 −0.000016001 0.8302

Cumulative heat released by water (kJ)
50 2577.6611 189.5369 −1.7670 0.0063 0.9830
40 1312.5611 254.9214 −2.6405 0.0104 0.9943
30 888.2421 250.5796 −3.5952 0.0207 0.9936

Cumulative heat absorbed by milk
50 1624.8781 212.2518 −2.0089 0.0068 0.9950
40 759.2427 257.3700 −3.1228 0.0129 0.9939
30 534.7397 235.4172 −3.5727 0.0194 0.9967

Cooling rate of milk
50 79.5733 −2.4785 −0.0311 0.0032 0.9995
40 79.4196 −3.0165 0.0122 0.0022 0.9998
30 79.2000 −3.1207 −0.0148 0.0038 1.0000

3.5. Thermal Profile of the Entire System

The complete yogurt-making process consists of heating, cooling the milk, fermen-
tation and cooling the yogurt, exchanging thermal energy. In order to verify that either
system is capable of harvesting enough solar energy for all the processes to be completed
effectively and economically, complete thermal profiles were developed for three different
milk volumes with an optimized stirrer speed (18 rpm) as shown in Figure 11. It can be
observed that the heating of 50 L of milk took 140 min to reach 80 ◦C, and after that its
temperature fell down to 43 ◦C in 14 min using tap water (Figure 11a). This showed that
the system was able to maintain the temperature of inoculated milk governed through a
thermostat valve at 43 ◦C for five hours followed by the rapid cooling of yogurt in 73 min
when the stirrer rpm was 18. Milk was converted to yogurt by lowering its pH value
to 4.45 during those five hours. In order to estimate the amount of heat extracted and
absorbed from the product during the entire process, heating and cooling rate trends were
also developed. It was also noted that the product heating rate started from 5.09 kW and
it reduced to 0.29 kW at the end of the heating process. After that, the cooling process of
milk started which resulted in a maximum decline in heating rate of −8.68 kW followed by
the fermentation process with an average heating rate of 0.129 kW. Negative values of the
heating rate during the fermentation process were due to the heat loss when the thermostat
valve was closed and hot water circulation was shut down. So, no transfer of heat energy
would take place under this condition. Finally, the process of yogurt cooling occurred with
a maximum heat extraction rate of −3.047 which reduced −0.1945 kW at the end of the
cooling process of yogurt. The total process time was calculated to be 540 min (9 h).

Similar trends were found for the cases of 40 L and 30 L. However, due to having less
volume than 50 L, it took 110 and 80 min to complete the heating process for 40 and 30 L,
respectively. The heating rate was about 4.40 kW, 3.85 kW at the start and 0.15 kW, 0.23 kW
at the end of the heating process for 40 and 30 L, respectively. During the milk cooling
process, the heating rate was reduced to −6.48 kW and −4.94 kW, and at the end of the
fermentation process, it was 0.104 kW and 0.077 kW for 40 and 30 L, respectively. The total
process time was estimated to be 5.7% and 13.2% less than that of 50 L in the case of 40 and
30 L, respectively.
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under a constant stirrer speed of 18 rpm.

The energy consumption pattern for the heating, fermentation and cooling processes
is shown in Figure 12. The energy required to complete the yogurt-making process was
provided by solar thermal and solar photovoltaic systems. The total energy consumed
was calculated to be 6.732 kWh, 5.559 kWh and 4.207 kWh for 50, 40 and 30 L batches,
respectively. It can be observed that, in all cases, a large part of the total energy was
consumed during the heating process of the milk, followed by the cooling process of
yogurt. The heating process was found to account for 40% of the total energy consumed
during the 50 L process (Figure 12a), which was 39% of the respective total energies for the
40 L (Figure 12b) and 30 L cases. Similarly, the cooling of the yogurt process consumed
2.107 kWh (31% of total), 1.686 kWh (30% of the total) and 1.264 kWh (30% of the total)
for the cases of 50, 40 and 30 L, respectively. Although a significant part of the energy
is consumed during the cooling process of the milk, it is also important to note that this
energy was neither provided by the solar photovoltaic nor by the solar thermal system or
utility but through the thermal energy gained by circulating tap water. In addition, the
specific product energy (SPE) was calculated to be 485 kJ/kg, 500 kJ/kg and 505 kJ/kg for
50, 40 and 30 L batches, respectively. In the case of 40 and 30 L milk processing, the contact
area of the heating coil was not fully exposed to the product, resulting in higher heat loss,
which is why the value of SPE is high. Although the process design, product quantity to be
processed and operating conditions vary and effect the rates of energy usage, the process
can be compared with other somehow similar work. It can be observed that the solar yogurt
processing unit gave quite good results in terms of thermal analysis when compared with
results reported by Yaseen et al. (2019) [20] who worked on milk pasteurization (100 L milk
was heated up to 63 ◦C) and cooling (4 ◦C in the chiller within 90 min). In the current study,
milk was pasteurized at 80 ◦C and it can also be noted that the system can easily be used
for low-temperature pasteurization (63 ◦C) as well for 50 L of milk, making it feasible in
terms of yogurt making and pasteurization. For cooling of the yogurt from 43 ◦C to 4 ◦C,
the energy-utilization pattern showed similar rates as reported by Yaseen et al. (2019) [20]
and Khan et al. (2020) [13] for milk cooling using rotary compressor.
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4. Conclusions

In the current study, a solar-assisted decentralized solution for yogurt processing was
presented, capable of performing all required processes (heating, fermentation and cooling)
in a single chamber. The systems consisted of a cylindrically shape chamber surrounded
by a squared helix coil heat exchanger for heating and a pillow plate at its bottom for
cooling. Experiments were performed using raw milk from cows at different volumes and
stirrer speeds. The total energy consumed was calculated to be 6.732 kWh, 5.559 kWh and
4.207 kWh for the cases of 50, 40 and 30 L, respectively. This shows that approximately
2020, 1668, and 1262 electrical units (kWh) can be saved annually to process 50, 40 and 30 L,
respectively, by considering three hundred sunny days (one batch per day) throughout
the year in Faisalabad, Pakistan. During milk heating and cooling, the optimized stirrer
speed was found to be 36 rpm, while for the cooling of yogurt it was 18 rpm. It was found
that a majority of the total energy was consumed by the heating processes followed by
the cooling process. This supports the integration of solar evacuated tube collectors for
heating purposes instead of converting electrical energy into thermal energy which can
increase the operating and capital costs of the system. The use of solar thermal energy
(for heating) and PV modules (for cooling) not only played a significant role in reducing
the operational energy cost, but also facilitated its decentralized applications. The study
provides a basis for design optimization to process any milk volume. Being a batch system,
the integrated solar system (both PV and thermal) can be used for farm electrification and
heating purposes in the event of non-operational periods.

5. Directions for Further Research

Once processing a large quantity of raw milk, the effect of the flow rates of the
circulating hot water need to be investigated. Similarly, impact of heat transfer fluids, i.e.,
silicon fluids and paraffin oil, on the heating efficiency of the evacuated tube collector can
also be considered for further research. Thirdly, use of the Scheffler fixed focus concentrator
as a heat source can also be compared.
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Nomenclature

Symbol
Ac Surface area of evacuated tube collector (m2)
A Heat transfer area area (m2)
CBat Capacity of the battery bank (Ah)
Cp Specific heat (kJ kg−1 k−1)
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Cpg
Specific heat capacity of the refrigerant at constant pressure in gaseous state
(kJ kg−1 k−1)

Cpl
Specific heat capacity of the refrigerant at constant pressure in the liquid state
(kJ kg−1 k−1)

CIP Clean-in-place
COP Coefficient of performance
ETC Evacuated tube collectors
d Diameter (m)
Dd Depth of discharge in fraction
GHI Global Horizontal Irradiation) (W/m2)
Havg Average global horizontal irradiance (kWh/(m2 d))
h1 Enthalpy of the refrigerant at the compressor inlet (kJ kg−1)
h2 Enthalpy of the refrigerant at the compressor inlet (kJ kg−1)
h3 Enthalpy of the refrigerant after the condensation process outlets (kJ kg−1)
hf3 Liquid enthalpy after condenser outlet (kJ kg−1)
h2
′ Enthalpy of the refrigerant at the dry saturated steam line after compression process

h3
′ Enthalpy of the refrigerant at the water line after condensation (kJ kg−1)

I Current (A)
Ib Solar irradiance (W/m2)
Le Electric load (kWh/d)
m Mass (kg)
m′ Mass flow rate (kgs−1)
Nccd Autonomy and taken as the number of continuous cloudy days
Pp Peak power of the solar system (kWp)
P Power required to run the refrigeration system (kW)
PU Polyurethane
PV Photovoltaic
PVC Polyvinyl chloride
Qt Total heat transfer through walls and bottom (kWh/d)
QR Cooling load of the product (kWh/d)
RTD Resistance Temperature Detector
SS Stainless steel
SPE Specific production energy (kJ/kg)
STC Standard test conditions
Tc Cold face temperature of fermentation chamber (◦C).
Th Hot face temperature of the fermentation chamber (◦C)
TCF Temperature correction factor (0.4% per ◦C)
T2 Actual temperatures of the refrigerant at the compressor outlet (K)
T2
′ Saturation temperature at the compressor outlet (K)

T3 Actual temperature of the refrigerant after condenser (K)
T3
′ Saturation temperature at the liquid line after condensation process (K)

TR Capacity of refrigeration
∆T Change in temperature (K)
t Time (sec)
U Overall heat transfer coefficient (W/m2 ◦C)
VFD Variable frequency drive
V Voltage
V Volume (m3)
Subscripts
bat Battery
inv Inverter
r Refrigerant
oc Open circuit
mpp Maximum power
Greek Symbols
τ Transmission coefficient,
α Absorption coefficient
η Efficiency (%)
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Abstract: The energy demand in greenhouses is enormous, and high-performance covering materials
and thermal screens with varying radiometric properties are used to optimise the energy demand in
building energy simulations (BES). Transient System Simulation (TRNSYS) software is a common
BES tool used to model the thermal performance of buildings. The calculation of the greenhouse
internal temperature and heating demand in TRNSYS involves the solution of the transient heat
transfer processes. This study modelled the temperature and heating demand of two multi-span
glass greenhouses with concave (farm A) and convex (farm B) shapes. This study aims to investigate
the influence of the different BES longwave radiation modes on greenhouse internal temperature in
different zones and the heating demand of a conditioned zone. The standard hourly simulation results
were compared with the experimental data. The results showed that the standard and detailed modes
accurately predicted greenhouse internal temperature (the Nash–Sutcliffe efficiency coefficient (NSE)
> 0.7 for all three zones separated by thermal screens) and heating demand (NSE > 0.8) for farms
A and B. The monthly heating demand predicted by the simple and standard radiation modes for
farm A matched the experimental measurements with deviations within 27.7% and 7.6%, respectively.
The monthly heating demand predicted by the simple, standard, and detailed radiation modes for
farm B were similar to the experimental measurements with deviations within 10.5%, 6.7%, and 2.9%,
respectively. In the order of decreasing accuracy, the results showed that the preferred radiation
modes for the heating demand were standard and simple for farm A, and detailed, standard, and
simple for farm B.

Keywords: thermal screens; heating demand; TRNSYS; greenhouse internal temperature; building
energy simulation; longwave radiation

1. Introduction

Greenhouse farming aims to grow warm-season crops in winter and has been utilised
to solve food shortages year-round. The control of indoor air, especially under adverse
weather conditions, is crucial for crop production in greenhouses [1–3]. The energy con-
sumption for the indoor air control contributes to 50% of the total cost of greenhouse
production in many countries [4], making the greenhouse sector one of the most energy-
intensive agricultural sectors, with significant economic and environmental impacts [5,6].
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Passive energy-saving strategies reduce greenhouse energy consumption. This in-
volves selecting high-performance greenhouse-covering materials and thermal screens to
limit the amount of solar radiation the crop receives in summer and the rate of heat loss
in winter [7]. Using thermal screens reduces the heat loss rate by 23–24% [8], and they are
placed either internally or externally to ensure a favourable microclimate for the crop [9].
Most growers prefer internal thermal screens use owing to the increased heat retention [10]
and reduced surface-to-volume ratio of the heating zone, leading to a reduction in the
heating cost [11].

Several studies have used numerical modelling to assess the impact of different
covering materials and thermal screens on greenhouse microclimate and energy consump-
tion [12–14]. Zhang et al. [15] solved unsteady state equations using MATLAB to study the
thermal performance of a greenhouse by altering the cover transmittance and absorbance
for beam, diffuse, and ground-reflected radiations in a glass greenhouse. The surface
radiative properties change with time and impact energy demand. Another study [16] in-
vestigated the effect of different plastic materials with spectral radiative properties ranging
from 0.2 to 28 µm. The annual heating demand of the greenhouse was reduced by 6.3%
using appropriate greenhouse materials in the developed model.

EnergyPlus and TRNSYS are building energy simulation (BES) tools for modelling the
thermal performance of different types of buildings [17]. Within the simulation environment
of these tools, there exist pre-existing components to construct a model [18]. The users have
the flexibility of varying different parameters on each component to suit the application the
model is intended for. The major setback of these tools for greenhouse modelling is their
inability to account for the influence of crop and their environmental control systems [19,20].
Unlike EnergyPlus, TRNSYS permits users to develop new components and link with other
simulation tools [7]. This makes TRNSYS, which was primarily developed for residential
and commercial buildings, able to be continuously improved for greenhouse modelling.
The Gembloux Dynamic Greenhouse Climate Model based on heat and mass balance of
greenhouse layers was linked with TRNSYS as a sub-model for greenhouse air renewal
rate and canopy resistance in a naturally ventilated greenhouse [21]. The model accurately
predicted the greenhouse microclimate parameters, but there was an overestimation of the
ventilation rate, mostly during night time. Ahamed et al. [22] also developed a TRNSYS
model to predict the heating demand in a Chinese-style solar greenhouse (CSG). The
results were compared with a heating simulation model (CSGHEAT) from MATLAB. The
heating load from TRNSYS resulted in significant errors from assumptions such as constant
infiltration rate, fixed scheduled for thermal screens and moisture gain.

A solar-radiation-based control for thermal screens as operated in the CSGHEAT model
was implemented in TRNSYS using the equation editor in the simulation studio [23]. Based
on the control, the multi-layer thermal screens reduced greenhouse energy consumption
compared with double and single thermal screens investigated. The thermal screens also
ensured a temperature difference of approximately 5 ◦C between the three zones in the
multi-span greenhouse. However, with a unidirectional heat transfer model, there was
no significant temperature difference within four zones of the greenhouse with moveable
thermal screens on the north and south walls [24]. Asa’d et al. [25] performed a parametric
analysis using TRNSYS to study the effect of the cooling and heating setpoint temperatures,
cover materials, rock-bed air flow rate, and mechanical ventilation to improve the overall
design of a greenhouse. The study concluded that the U-value of the materials and the rock-
bed airflow rate have the most significant effect on the greenhouse internal temperature.
Rabiu et al. [26] used TRNSYS and hotbox to evaluate the greenhouse energy-saving screen
properties. The investigation also concluded that the screens’ infiltration has the most
significant impact on their U-values.

Scope of the Study

BES tools are used to investigate the effect of the different parameters on greenhouse
microclimate and predict the most favourable operating conditions that minimise the energy

146



Sustainability 2022, 14, 8283

consumption. With TRNSYS, several studies have reported the effect of the regime type,
environmental control systems, covering materials, greenhouse shape, and orientation
on the thermal performance of the greenhouse, with no consideration to the radiation
modes [27–29]. The accurate modelling of the solar heat gains in the greenhouse with the
different radiation modes in TRNSYS is also an important aspect that should be considered.
To this end, a multi-span glass greenhouse area of 3942 m2 was divided in two (farm A,
2160 m2, and farm B, 1782 m2) based on their geometry to study the effect of the radiation
modes on the internal temperature and heating demand of the greenhouse. The resulting
TRNSYS simulation results were validated with the experimental measurements of farm
A (concave-shaped) and farm B (convex-shaped) greenhouses. The major findings from
this research will assist greenhouse growers, researchers, and engineers to choose the best
radiation mode to model the thermal performance of a greenhouse depending on the
greenhouse shape.

2. Materials and Methods
2.1. Description of the Experimental Site

The experimental greenhouse (Purme social farm, Figure 1) is located in Ohak-dong,
Yeoju-si, a small town in Gyeonggi-do, western South Korea. The experimental site was in a
temperate climate with lengthy, hot, rainy, and partially cloudy summers, while winters are
short, cold, snowy, and largely clear [30]. The farm covers a gross area of 4374 m2 in three
parts, farm A (2160 m2), farm B (1782 m2), and a packaging room (432 m2), represented by
A, B, and C, respectively, in Figure 2. Farms A and B are Venlo-roofed, multi-span, glass
greenhouses with dimensions of 32 m × 67.5 m × 7.25 m and 36 m × 49.5 m × 7.25 m, re-
spectively. The vertical view of one of the spans and sensor positions are shown in Figure 3.
The total net conditioned volume of the greenhouse was 22,942.4 m3, with a net conditioned
area of 3942 m2.
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Figure 1. External greenhouse side view. Figure 1. External greenhouse side view.

The greenhouse was fitted with passive, eco-friendly materials (transparent and
opaque) for internal climate management. The sides and roof of the greenhouse were
covered with horticultural glass (HG) and fluorine film. Retractable horizontal (Tempa and
Luxous) and vertical (Obscura) thermal screens were installed (Figure 4). The white surface
of Obscura helps to reflect light onto the crop to enhance crop growth. Tempa is a shading
screen used during the summer to minimise excessive solar radiation during the day. It
reflects and diffuses sunlight to moderate the solar heat load and cools the greenhouse.
However, because most shading screens are used as thermal screens during winter, Tempa
is also deployed at night to enhance heat retention. Luxous is a thermal screen that aids
retaining heat at night to maintain a stable greenhouse temperature. The horizontal thermal
screens divided the greenhouse into conditioned (zone 1) and unconditioned (zones 2 and
3) zones to reduce the greenhouse heating area. Sensors were fixed in each zone to monitor
the effect of the screens on the macro-environment.
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Outside weather data were recorded during winter between December 2021 and
March 2022. The recorded data included the solar radiation, temperature, and relative
humidity. Other required outside weather data for the BES model, such as wind speed,
wind direction, and ambient pressure, were downloaded from the Korean Meteorological
Administration (KMA), Icheon (Station 203, 37.26◦ N 127.48◦ E) [31]. The details of the
recorded data are listed in Table 1. The windspeed data were measured at a height that
was different from the eave height of the greenhouse. The data were modified according to
the power law in Equation (1):

Vh = Vo(
h
ho

)∝, (1)

where Vh is the calculated wind speed (ms−1) at height h (m) of the greenhouse, Vo is the
downloaded KMA station wind speed (ms−1) at height ho (m), and ∝ is the power law
exponent. The power law exponent is an empirically derived coefficient that increases in
value with increase in terrain roughness. In an experiment conducted by Jung et al. [32] in a
coastal region (Buan-gu) similar to the experimental site, the power law exponent was 0.28.
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Table 1. Details of the recorded weather data.

Parameter Measurement Method Sensor Precision of
Sensor Characteristics

Ambient temperature (◦C) 9 places at 1.92 m above the ground (zone 1) and 1
place at the centre of zone 2 and 3 HOBO MX1102A ±0.5% Field recorded

Relative humidity (%) 9 places at 1.92 m above the ground (zone 1) and 1
place at the centre of zone 2 and 3 HOBO MX1102A ±0.5% Field recorded

Solar radiation (Wm−2) 7.25 m above the ground (outside the greenhouse) CMP3 pyranometer ±2% Field recorded

Water temperature (◦C) 1 m above the ground (zone 1) I-Sensor, PT 100 ±0.3 ◦C Field recorded

Flow rate (LPM) 1 m above the ground (zone 1) KFCM-1000 K-2101083-2 ±5% Field recorded

Wind speed (ms−1) 10 m above the ground (at the weather station) Clima sensor, US, Thies Clima ±5% KMA

Wind direction (degree) 10 m above the ground (at the weather station) Clima sensor, US, Thies Clima ±5% KMA

Ambient pressure (hPa) 10 m above the ground (at the weather station) PTB-220TS, VAISALA ±5 hPa KMA

The greenhouse design combines different strategies to supply heating energy via a
fan coil unit, growing tubes, and tube rails (Figure 5) to ensure adequate thermal comfort
of crops under low ambient temperature conditions. The water temperature and flow rate
were monitored to calculate the energy consumed using Equation (2). The locations and
specifications of the water temperature and flow rate sensors are detailed in Figure 3 and
Table 1, respectively.

Q =
.

m·Cp·∆t, (2)

where Q is the amount of energy consumed (kcalh−1),
.

m is the mass flow rate (kgh−1), Cp
is the specific heat capacity of water (kcalkg−1K−1), and ∆t is the difference between inlet
and outlet water temperatures (K).
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2.2. Greenhouse Material Properties

Some properties of the greenhouse-covering materials have been presented in the
literature. Valera et al. [33], Rafiq et al. [34], and Rabiu et al. [26] detailed the properties of
HG, Tempa, and Luxous, respectively (Table 2). Ground and steel are treated as opaque in
TRNBuild (a TRNSYS building interface), with properties listed in Table 3. Fluorine film and
Obscura are novel greenhouse materials whose properties were determined experimentally.

Table 2. Properties of greenhouse covering materials from the literature.

Cover Characteristics
Covering Material Thermal Screens

HG Tempa Luxous

Thickness (mm) 4 0.31 0.30
Solar transmittance (front) 0.89 0.10 0.58
Solar transmittance (back) 0.89 0.12 0.57

Solar reflectance (front) 0.08 0.65 0.30
Solar reflectance (back) 0.08 0.51 0.25

Visible radiation transmittance (front) 0.91 0.10 0.58
Visible radiation transmittance (back) 0.91 0.12 0.57

Visible radiation reflection (front) 0.08 0.65 0.30
Visible radiation reflection (back) 0.08 0.51 0.25
Thermal radiation transmittance 0.1 0.05 0.38

Thermal radiation emission (front) 0.90 0.20 0.44
Thermal radiation emission (back) 0.90 0.33 0.44
Thermal conductivity (Wm−1K−1) 0.10 0.52 0.06

Infiltration (m3h−1m2) - 3.62 6.45

Table 3. Properties of the opaque materials.

Materials Thickness (m) Thermal
Conductivity

(kJh−1m−1K−1)

Thermal
Capacity

(kJkg−1K−1)

Density
(kgm−3)

Convective Heat Transfer
Coefficient

(kJh−1m−2K−1)
Front Back

Ground 0.1000 0.97 0.75 2900 11 0.001
Steel 0.05 54 1.8 7800 11 64

The thickness (mm) of the fluorine film and Obscura was measured using an electronic
digital calliper (TED PELLA, Inc., Redding, CA, USA), and the thermal conductivity
(Wm−1K−1) was measured using a QTM-500 (Kyoto Electronics MFG. Co., Ltd., Kyoto,
Japan) thermal conductivity meter. The infiltration through the materials was measured
using a procedure detailed in our previous study [26].

There are two main approaches for determining radiative properties: spectrophotom-
etry and the radiation balance method (RBM) [35]. The suitability of fluorine film and
Obscura in the BES model was confirmed using these two methods. The shortwave and
longwave properties were determined in the laboratory using a haze meter (Murakami,
HM-150) and Fourier transform infrared spectrophotometer. The RBM experimental proce-
dure for longwave and shortwave radiation is shown in Figures 6 and 7. Figure 8 shows the
experimental setup for the fluorine film (left) and Obscura (right). The experiments were
conducted on the open roof of a building of height 15 m for unobstructed sky radiation.
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Figure 6. Schematic diagram of the incoming (Qa and Qd) and outgoing (Qb and Qc) longwave
radiations for the greenhouse materials during the night [26].
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Figure 7. Schematic diagram of the inward (Sa and Sd) and outward (Sb and Sc) shortwave radiations
for the greenhouse materials during the daytime [26].
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Figure 8. Experimental setup for determining the radiometric properties of the greenhouse materials.

The longwave radiation is calculated using Equations (3)–(5):

Qb = Es + (ρL·Qa) + (Qd·τL), (3)

Qc = Es + (τL·Qa) + (Qd·ρL), (4)

Qd = Eb + (ρb + µ)Es + (ρb − µ)(ρL·Qd) + (ρb − µ)(τL·Qa), (5)

where Qb is the upward longwave radiation from the material to the sky (Wm−2), Qc is the
upward longwave radiation from the material to the black fabric during the night (Wm−2),
Qd is the inward longwave radiation from the black fabric toward the material (Wm−2),
Qa is the inward sky radiation toward the material (Wm−2), ρL is the longwave reflectance
of the material, τL is the longwave transmittance of the material, and Es is the emissive
power of the material (Wm−2) from the Stefan–Boltzmann’s law. Es is calculated using
Equation (6):

Es = σTb
4εb, (6)

where σ is the Stefan–Boltzmann constant, Tb and εb are the surface temperature and
emissivity of the black fabric, respectively.

The shortwave radiation is calculated using Equations (7) and (8):

Sb = (ρs·Sa) + (τs·Sd), (7)

Sc = (ρs ·Sd) + (τs·Sa), (8)

where Sb is the outward shortwave radiation from the material toward the sky, Sc is
the outward shortwave radiation from the material toward the black material, ρs is the
reflectance of the material, τs is the transmittance of the material, and Sa and Sd are the
downward shortwave radiation from the sky and the radiation from the black fabric toward
the material, respectively.

2.3. Greenhouse Simulation Modelling in TRNSYS 18

Dynamic simulation of the greenhouse environment in TRNSYS was conducted by
linking several components from the TRNSYS library. After connecting the required com-
ponents, the time steps were specified to run the simulation. Figure 9 shows the simulation
studio interface, and a dynamic flowchart of the modelling and simulation procedure is
shown in Figure 10. Prior to the simulation, a three-dimensional (3D) greenhouse model
was designed using the add-in TRNSYS3D for Google SketchUp (Figure 11). In Google
SketchUp, the greenhouse was divided into three zones separated by thermal screens, as
shown in Figure 3.
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Figure 11. Three-dimensional model of the greenhouse: (a) Farm A; (b) Farm B.

The screens use the same shading device principle as that in a residential building to
limit the conductive and radiative heat losses from the greenhouse. Similar to a residential
building where the shading device is designed to open or close based on solar radiation,
this study controls the thermal screens based on solar radiation using Equations (9) and
(10). Equations (9) and (10) are for Tempa and Luxous control, respectively:

If
∫ SR<200 Wm−2

Ti<18 ◦C
then (bool = 1) else (bool = 0), (9)

∫ SR<150 Wm−2

Ti<15 ◦C
then (bool = 1) else (bool = 0). (10)

The Boolean controller controls the closing (bool = 1) and opening (bool = 0) of the
screens; SR is the solar radiation, and Ti is the greenhouse’s internal temperature.

The 3D model was generated in the Intermediate Data Format using Google SketchUp
and imported into TRNBuild. TRNBuild was used to define the building orientation
and material properties. The TRNBuild database did not include the properties of the
greenhouse covering materials and thermal screens used in this study. Therefore, the
material properties detailed in Section 2.2 were defined using Berkeley Lab WINDOW 7.4
program, generating a DOE-2 file, and the file was imported into TRNBuild.

The building with airflow (Type 56) was selected in the TRNSYS 18 simulation studio
interface to assess the internal greenhouse thermal comfort based on outside weather
conditions. The recorded outside weather data were then input into the weather data
component (Type 9). The solar radiation recorded was the total horizontal radiation on
the horizontal surface. To calculate the direct, diffuse, and reflected solar radiation, Type
16c was linked with Type 9 to accurately account for the solar heat gain of the greenhouse.
Type 16c uses different modes to calculate the tilted surface radiation. Rasheed et al. [36]
calibrated a TRNSYS model by varying the Type 16c mode. They concluded that mode 2
was the most accurate for modelling the greenhouse internal temperature when the total
horizontal radiation was input in Type 9.

Occupancy and equipment were implemented as internal heat gains in TRNBuild and
were provided with a schedule using the Type 14 forcing function in the simulation studio.
The ASHRAE standard 130 W gain type was chosen for the occupancy, and a radiative and
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convective power of 0.5 kJh−1 was used for the equipment gain [37]. However, internal
gain due to plant evapotranspiration was not considered.

The sensible heat balance of the air within the thermal zones is described as follows:
.

Qsens,i =
.

Qsur f ,i +
.

Qin f ,i +
.

Qven,i +
.

Qg,c,i +
.

Qcplg,i +
.

Qsolar,i +
.

QISHCC,i, (11)

where
.

Qsens,i is the sensible heat flux of the zone (kJh−1),
.

Qsur f ,i is the convective gain from

surfaces (kJh−1),
.

Qin f ,i is the infiltration gains (kJh−1),
.

Qven,i is the ventilation gains (kJh−1),
.

Qg,c,i is the internal convective gains (kJh−1),
.

Qcplg,i is the gains due to inter-connected air

nodes (kJh−1),
.

Qsolar,i is the solar radiation entering an air node through external windows,

transformed immediately into a convective gain to the internal air (kJh−1), and
.

QISHCC,i
is the solar radiation absorbed on all internal shading devices of the zone transformed
immediately into a convective gain to the internal air (kJh−1).

The latent heat flux of the air node is described as follows [37]:

.
Qlat,i = hv

[
.

min f (wa − wi) +
.

mvent(wvent − wi) + Wg +
.

mig
(
wj − wi

)
−Me f f

(
wi − ∆T

∆T

)]
, (12)

where
.

Qlat,i is the latent energy flux of the zone (kJh−1), hv is the heat of vaporisation of
water (kJkg−1),

.
min f is the mass flow rate of infiltration air (kgm−3), wa is the ambient

humidity ratio (kgwaterkgair
−1), wi is the air node humidity ratio (kgwaterkgair

−1),
.

mvent is
the mass flow rate of ventilation air (kgm−3), wvent is the humidity ratio of ventilation
air (kgwaterkgair

−1), Wg is the internal humidity gain (kgwaterh−1),
.

mig is the mass flow
rate due to couplings of two zones (kgm−3), wj is the adjacent air node humidity ratio
(kgwaterkgair

−1), Me f f is the effective moisture capacitance (kg), and ∆t is the change in
time step.

The airflow due to natural ventilation was estimated using TRNFLOW. In TRNFLOW,
fans, straight ducts, cracks, and large opening are the different ways of modelling the
airflow network. Since the ventilation in the greenhouse involves the opening and closing
of the screen, the large opening window was selected. The equation that governs the large
opening airflow network is given as follows [38]:

.
m1→2 = Cd

H∫

0

√
2ρ(z) f1→2(z)·

√√√√ (z· tan α)2·W2

(z· tan α)2 + W2
·dz (13)

where
.

m is the mass flow rate of air (kgh−1), 1→ 2 is the flow direction from one air node
to another, Cd is the discharge coefficient, H is the total height of the window (m), ρ(z)
is the air density (kgm−3) at height z, z is the height of the opening (m), α is the angle of
opening (◦), W is the width of rectangular opening (m), and f (z) is the pressure difference at
height z (pa).

The thermal zone energy balance is described as follows [39]:

Cm
dTm

dt
= −

.
Qconv,in −

.
Qlw,in +

[ .
Qsolg,rad +

.
Qig,rad

]
+

.
Qconv,out +

.
Qsolx +

.
Qlw,out +

.
Qcond, (14)

where Tm is the temperature of the masses (◦C), Cm is the thermal capacitance of the zone
masses (Kj ◦C−1),

.
Qconv,in is the convective heat flux between the zone and the inner surface

(kJh−1),
.

Qlw,in is the longwave radiation exchange between two inner surfaces (kJh−1),
.

Qsolg,rad and
.

Qig,rad are the radiative solar and internal gains, respectively (kJh−1),
.

Qconv,out

is the convective heat flux between the external surface and ambient (kJh−1),
.

Qsolx is
the absorbed solar gain on the outside opaque surfaces (kJh−1),

.
Qlw, out is the longwave
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radiation emitted by the outside surfaces to their surroundings (kJh−1), and
.

Qcond is the
heat conduction through the building envelope (kJh−1).

Different radiation modes are available for computing the direct and diffuse shortwave
and longwave radiations within a thermal zone in the TRNbuild. The radiation modes are
explained in the following subsections.

2.3.1. Beam Radiation Distribution

Standard and detailed modes are available for the beam radiation distribution. The
standard mode uses a user-defined factor called GEOSURF to distribute beam radiation
within a zone. GEOSURF is the fraction of beam radiation that strikes the individual
surfaces with a maximum value of 1 per zone. The detailed mode for the beam radiation
distribution was used to distribute the solar radiation entering the zone through external
windows. An external program, TRNSHD, is used by TRNBuild to generate the shading
and insolation matrices required for the detailed mode. However, for beam radiation
entering the zone through an adjacent window, GEOSURF was also applied.

2.3.2. Diffuse Radiation Distribution

Standard and detailed modes based on different principles are available for the dif-
fuse radiation distribution. The standard mode is based on the absorption–transmission
weighted area ratios for all surfaces, whereas the detailed mode uses the Gebhart factor for
shortwave diffuse radiation. An auxiliary program, TRNVFM, based on the view factor
matrix is used in the detailed mode.

2.3.3. Longwave Radiation Distribution

Simple, standard, and detailed modes are available for the longwave radiation within
a zone. The simple mode is a one-node model with a combined transfer function, as-
suming a constant convective coefficients and longwave radiation resistance for the heat
transfer process.

The standard mode calculates simultaneously the longwave radiation exchange be-
tween the surfaces in an air node and the convective heat flux from the inside surfaces to
the air node using a star network. This approach uses an artificial temperature of the air
node (Tstar) to consider simultaneously the energy flow from a wall surface by convection
to the air node and radiation to other surfaces. A mathematical description of the internal
surface is given in Equations (15)–(17) [40]:

Rstar,i =
1

Qsur f ,i
(Tstar − Ti), (15)

.
qcomb,s,i =

.
qc,s,i +

.
qr,s,i, (16)

.
qcomb,s,i =

1
Requiv,i·As,i

(Ts,i − Tstar), (17)

where Rstar,i and Requiv,i are the resistance of each surface and the equivalent resistance
of all the surfaces (Ohms), respectively,

.
qc,s,i is the convective heat flux (kJh−1),

.
qr,s,i is

the radiative heat flux (kJh−1),
.

qcomb,s,i is the combined convective and radiative heat flux
(kJh−1), As,i is the inside surface area (m2), and Ts,i and Ti are the surface and the equivalent
air node temperatures (◦C), respectively.

In addition, the total heat transfer at the outside surface is the sum of the convective
and radiative heat fluxes calculated from Equations (18)–(21) [37]. The convective heat
transfer at the outside surface is complicated due to wind direction, building size, local
wind velocity, building surrounding, and building size [40].

.
qcomb,s,o =

.
qc,s,o +

.
qr,s,o, (18)

.
qc,s,o = hconv,s,o(Ta,s − Ts,o), (19)
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.
qr,s,o = σ·εs,o

(
T4

s,o − T4
f sky

)
, (20)

Tf sky =
(

1− fs,sky

)
·Tsgrd − fs,sky·Tsky, (21)

where
.

qc,s,o is the convective heat flux to the outside surface (kJh−1),
.

qr,s,o is the radiative
heat flux to the outside surface (kJh−1),

.
qcomb,s,o is the combined convective and radiative

heat flux to the outside surface (kJh−1), hconv,s,o is the convective heat transfer coefficient
at the outside surface, Ta,s is the outside surface temperature (◦C), Ts,o is the ambient
temperature (◦C), εs,o is the longwave emissivity of the outside surface from the WINDOW
library, σ is the Stefan–Boltzmann constant, Tf sky is the fictive temperature difference
between the ground and sky (◦C), fs,sky is the view factor of the sky, Tsgrd is the fictive
ground temperature (◦C), 1− fs,sky is the view factor of each external surface, and Tsky is
the fictive sky temperature (◦C).

Compared with the standard mode, the artificial star node is not considered in the
detailed mode because the convective heat flux is calculated separately. The detailed
mode used the Gebhart factor (Gir,1−2) for longwave radiation exchange, considering
multi-reflection from surfaces. The Gebhart factor is the fraction of emission from sur-
face A1 that reaches surface A2 and is absorbed. Gir,1−2 includes all paths (direct and
multiple reflections) to reach A2. The Gebhart matrix for longwave radiation is given by
Equation (22):

Gir = (I − Fρir)
−1Fεir, (22)

where ρir and εir are diagonal matrices describing reflectivity and emissivity, I is an identity
matrix, and F is the view factor, which is the fraction of diffusely radiated energy leaving
surface 1 that is incident on surface 2; ‘ir’ represents the longwave range of the radiation
spectrum (infrared).

The auxiliary matrix (Gir
∗), given by Equation (23), was introduced to determine the

longwave radiation (
.

Qir) in the enclosure:

Gir
∗ =

(
I − Gir

T
)

Aεσ, (23)

where Gir
T is the transpose of Gir, A is the diagonal matrix describing the surface areas, σ

is the Stefan–Boltzmann constant, and ε is the longwave emissivity.
Then, .

Qir = Gir
∗T4, (24)

where T is the temperature vector of the enclosure.
Considering that thermal screens and roofs are opened during the day to harness

solar radiation, the effects of the beam and diffuse radiation modes are assumed to be
negligible in greenhouses compared with residential buildings. However, during the night,
the thermal screens and roofs are fully closed when energy is supplied to the conditioned
zone of the greenhouse, and the properties of the thermal screens and covering materials
determine the conditions of other zones. Therefore, different longwave radiation exchange
modes impact the thermal comfort of the greenhouse.

The simple and standard longwave radiation modes cannot consider radiation ex-
change over more than one air node. The greenhouse was modelled as a single air node
per zone as shown in Figure 11, to investigate the effects of the three longwave radiation
modes. The shape of a building must be convex and closed to generate its view factor
matrix for the detailed longwave radiation mode. Farm A is a concave-shaped greenhouse,
and farm B is a convex-shaped greenhouse (Figure 12). Consequently, for farm A, the
simple and standard longwave radiation models were utilised, whereas for farm B, the
simple, standard, and detailed modes were adopted.
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2.4. BES Model Validation

The proposed BES model was validated using the Nash–Sutcliffe efficiency coefficient
(NSE) represented by Equation (25). This coefficient quantifies the fit of the experimentally
measured data with the simulated data in a 1:1 plot. Its value ranges from −∞ to 1, with
values closer to 1 indicating substantial predictive potential of the model:

NSE = 1− [
∑n

i=0
(
Xi

exp − Xi
sim)2

∑n
i=0(Xi

exp − Xi
mean)2 ], (25)

where Xi
exp is the experimentally measured data, Xi

sim is the simulated data, and Xi
mean is

the mean of the experimentally measured data.

2.5. Sensitivity Analysis

A sensitivity analysis was performed to determine the impact of the longwave radia-
tion modes on the total monthly heating demand. In mathematical modelling, sensitivity
analysis quantifies the effects of several independent variables on the dependent variable
under a specific condition, and the sensitivity coefficient (SC) is a dimensionless factor
widely used to characterise the error assessment. The simplest form of the sensitivity
coefficients for comparative energy studies, as given by Lam and Hui [41], is presented in
Equation (26):

SC =
∆OP
∆IP

, (26)

where OP is the output, and IP is the input.
In addition to the radiation modes, several other factors, including infiltration, mois-

ture change, and capacitance, affect the heating requirement of a greenhouse in the BES
model. Rather than changing these parameters, the output of the heating requirements from
the radiation modes is considered as the OP, whereas the measured heating consumption
from the greenhouse was considered as the IP.

3. Results and Discussion
3.1. Radiometric Properties of the Novel Greenhouse Materials

The experiment based on RBM was conducted for several nights, and the results
were compared with those by spectrophotometry. Figures 13 and 14 show the longwave
radiative properties of the fluorine film and Obscura measured from 18:00 to 06:00 based
on RBM. The reflectance, transmittance, and emittance of the fluorine film were 0.43,
0.94, and 0.02, respectively. The reflectance, transmittance, and emittance of Obscura
were 0.96, 0.001, and 0.045, respectively. Because the Obscura has approximately zero
transmittance in the longwave spectrum, spectrophotometry was used only for the fluorine
film within the waveband of 2.5 to 25 µm (Figure 15a). The longwave transmittance result
by spectrophotometry was the same as that by RBM. The consistency of the results using
the two methods validates the accuracy in the determination of the radiative properties of
the materials used in the BES modelling (Table 4).
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Figure 13. Longwave radiative properties of fluorine film.
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Figure 15. (a) Variation in fluorine film with wavelength (a) longwave (b) shortwave.

Table 4. Properties of the novel greenhouse materials.

Cover Characteristics Fluorine Film Obscura

Thickness (mm) 0.08 0.34
Solar transmittance (front) 0.92 0.01
Solar transmittance (back) 0.92 0.01

Solar reflectance (front) 0.06 0.64
Solar reflectance (back) 0.06 0.64

Visible radiation transmittance (front) 0.92 0.01
Visible radiation transmittance (back) 0.92 0.01

Visible radiation reflection (front) 0.06 0.64
Visible radiation reflection (back) 0.06 0.64
Thermal radiation transmittance 0.94 0.001

Thermal radiation emission (front) 0.02 0.045
Thermal radiation emission (back) 0.03 0.045
Thermal conductivity (Wm−1K−1) 0.15 0.35

Infiltration (m3h−1m2) - -

161



Sustainability 2022, 14, 8283

The diffuse shortwave transmittance of the fluorine film, measured using an ultraviolet-
visible spectrophotometer (Jasco V-730), is shown in Figure 15b. The measured diffuse
transmittance is 45.86%. However, owing to the limitations of spectrophotometry, the
total transmittance was measured using a haze meter. The total transmittance was 92.49%
with the beam and diffuse transmissions contributing to 46.74% and 45.75%, respectively.
The solar transmittance of the fluorine film indicates that it transmits more than 90%
of the shortwave radiation, which is vital for plant growth. This value is higher than
the transmittance of the commonly used greenhouse covering materials, polyethylene
(71%) [34] and HG (89%) [33]. The solar transmittance obtained is similar to the longwave
transmittance; this does not agree with Choab et al. [42], who recommended high and low
transmittances in the shortwave and longwave spectra, respectively, for covering materials.
However, the installed thermal screens have very low transmittance in the longwave
spectrum (Tempa, 5%; Luxous, 33%) to limit heat loss before transmission through the film.

3.2. Comparison of Results of the TRNSYS Model with the Experimental Measurements

The daily average outside temperature and average solar radiation on the horizontal
surface are shown in Figure 16. The dataset represents meteorological conditions in Yeoju,
South Korea, during the winter season between December 2021 and March 2022. The lowest
and the highest hourly temperatures (−17.8 ◦C and 20.2 ◦C, respectively) were recorded on
26 December 07:00 and 12 March 15:00, respectively. For temperature, the daily average
low (of −12.2 ◦C) and high (of 13.3 ◦C) were recorded on 26 December and 13 March,
respectively. The maximum hourly solar radiation (1103.6 Wm−2) was on 28 March, 12:00.
Both minimum and maximum daily average solar radiations (15.1 Wm−2 and 344 Wm−2,
respectively) were recorded in March. The coldest month was January, with a monthly
average temperature of −3.6 ◦C.
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Figure 16. Daily average outside temperature and solar radiation in Yeoju-si, South Korea.

The simulated internal temperatures in the different zones for both farms were com-
pared with the experimentally measured temperatures of the greenhouse. Because the daily
greenhouse conditioning is approximately the same during the winter season, only a few
days of the analysis are discussed. Figure 17 shows the simulated zone 1 temperatures
compared with the experimentally measured temperatures from 26 to 31 January. On most
days, the greenhouse’s experimental daytime temperature was approximately 30 ◦C for
both the farms. For farm A, the simulated daytime temperatures differ from the observed
temperatures by a maximum of 3.0 ◦C (above the observed temperature) and 3.0 ◦C (below
the observed temperature) for the simple and standard modes, respectively. For farm B, the
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simulated maximum daytime temperatures differ from the observed temperatures by a
maximum of 3.0 ◦C (above the observed temperature), 2.3 ◦C (below the observed tempera-
ture), and 0.94 ◦C (below the observed temperature) for the simple, standard, and detailed
modes, respectively. The simple and standard modes over-predicted and under-predicted
the daytime temperatures, respectively, for both greenhouses. The controlled simulated
night temperature for the three modes was 15 ◦C. So, it was not possible to determine the
impact of the modes on the night temperature in zone 1. The calculated NSE values for
farm A were 0.85 and 0.78 for the simple and standard modes, respectively. The calculated
NSE values for farm B were 0.73, 0.78, and 0.83 for the simple, standard, and detailed
modes, respectively.
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Figure 17. Comparison of greenhouse zone 1 temperature from experiment and simulation: (a) Farm
A; (b) Farm B.

Figure 18 shows the simulated zone 2 temperatures compared with the experimentally
measured temperatures. The thermal screens placed between zones 1 and 2 caused an
approximately 5 ◦C temperature difference between the two zones during the night when
zone 1 was being heated. For farm A, the simple and standard modes over-predicted the
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daytime temperatures by a maximum of 8 ◦C and 3 ◦C, respectively. Similarly, for farm B,
the simulated daytime temperatures differ from the observed temperatures by a maximum
of 3.4 ◦C, 1.72 ◦C, and 0.8 ◦C above the observed temperature for the simple, standard, and
detailed modes, respectively. However, the simple and standard modes under-predicted
the night temperature by a maximum of 5.34 ◦C and 2.54 ◦C, respectively, in Farm A. By
contrast, for farm B, the maximum difference of the simple, standard, and detailed modes
was 3.5 ◦C, 3.7 ◦C, and 3.4 ◦C below the observed night temperatures, respectively. The
calculated NSE values for farm A were 0.79 and 0.89 for the simple and standard modes,
respectively. The calculated NSE values for farm B were 0.89, 0.88, and 0.9 for the simple,
standard, and detailed modes, respectively.
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Figure 18. Comparison of greenhouse zone 2 temperature from experiment and simulation: (a) Farm
A; (b) Farm B.

Figure 19 shows the simulated zone 3 temperatures compared with the experimentally
measured temperatures. The thermal screens placed between zones 2 and 3 caused an
8 ◦C temperature difference between the two zones during the night. This temperature
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difference is higher than between Zone 1 and 2 owing to the low transmissive properties of
Tempa compared with Luxous. The average temperature difference between zone 3 and
the ambient was 10 ◦C. The calculated NSE values for farm A were 0.91 and 0.93 for the
simple and standard modes, respectively. The calculated NSE values for farm B were 0.92,
0.91, and 0.92 for the simple, standard, and detailed modes, respectively.
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Figure 19. Comparison of greenhouse zone 3 temperature from experiment and simulation: (a) Farm
A; (b) Farm B.
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As the NSE values for all radiation modes were higher than 0.5, the BES model was
valid, and the standard and detailed models were recommended for predicting the internal
greenhouse temperature for concave and convex-shaped greenhouses. However, the user-
defined emissivities of the surface for longwave radiation can only be handled using a
detailed model. Therefore, a detailed model should be adopted to accurately model the
internal greenhouse temperature.

Because the overall performance of the standard and detailed radiation modes for
farms A and B was superior, both were used to analyse the heating demand of the two
greenhouses. However, the maximum heating demand varied for the different radiation
modes (Table 5). Figure 20 compares the simulated heating demand with the experimental
energy consumption during the period of the lowest ambient temperature from 21 to
27 December 2021. There were significant hourly changes between the simulated and
measured results owing to the transient state of the experimental greenhouse and the
intermittent application of the energy control systems. The maximum heating loads for
farms A and B were 113.5 kcal/hm2 and 120.7 kcal/hm2, respectively, on 26 December
when the ambient temperature (−17.8 ◦C) was minimum and the greenhouse set point
temperature was 15 ◦C. For the same greenhouse with similar hybrid heat pump systems
using geothermal sources and solar heat, Jeon et al. [43] designed a greenhouse (1015 m2)
with a maximum heating load of 148.8 kcal/hm2 for the lowest ambient temperature
of −19 ◦C and greenhouse set point temperature of 23 ◦C. The simulated maximum
heating demands for both the farms with the thermal screens were high compared with
Rasheed et al. [23], who obtained 109.9 kcal/hm2, 98 kcal/hm2, and 81.3 kcal/hm2 using
single-, double-, and triple layered-thermal screens, respectively, for a greenhouse floor area
of 7572.6 m2. However, the simulated heating demand was lower than that of a greenhouse
with a floor area of 391.2 m2 and with a maximum heating load of 250 kcal/hm2 [44].
This trend indicates that greenhouse heating demand per square meter decreases with
increasing floor area. Heat is lost through all greenhouse surfaces, including walls, roofs,
and floors, and the amount of heat lost per square meter increases as the wall-to-total
surface area ratio increases.

Table 5. Heating loads using TRNSYS for different radiation modes.

Farm
Greenhouse Set

Point
Temperature (◦C)

Maximum
Outside

Temperature (◦C)

Greenhouse
Heating Area (m2) Radiation Mode

Maximum
Heating Load

(kcal/hm2)

A 15 −17.8 2160
Simple 101.3

Standard 113.5

B 15 −17.8 1782
Simple 116.4

Standard 123.4
Detailed 120.7

The total daily heating demand was compared with the total daily energy consumed
for BES model performance. The maximum heating demand was on 19 January (farm A:
3547.8 Mcal/day, and farm B: 3118.9 Mcal/day) when the daily average temperature was
−7.3 ◦C. In the study by Ahamed et al. [22] using the CSGHEAT models with MATLAB,
the average daily heating requirement in a CSG integrated with thermal screens was
900 MJ/day (215.2 Mcal/day). The CSG heating area was 210 m2. This is approximately
ten times lower than that of the experimental glass greenhouse. The calculated NSE values
for farms A and B were 0.89 and 0.9, respectively, indicating the model’s ability to predict
the greenhouse energy load.
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Figure 20. Comparison of greenhouse hourly heating demand from experiment and simulation:
(a) Farm A; (b) Farm B.

Figure 21 shows the monthly heating demands predicted by the radiation modes and
the experimental heating energy consumption. The radiation modes affected the simulated
heating requirement of the greenhouse. The monthly heating demand predicted by the
simple and standard radiation modes for farm A matched the experimental measurements
with deviations within 27.7% and 7.6%, respectively. The monthly heating loads predicted
by the simple, standard, and detailed radiation modes for farm B were similar to the
experimental measurements with deviations within 10.5%, 6.7%, and 2.9%, respectively.
For both greenhouses, the monthly heating requirements predicted by the simple mode
were less than the experimental measurements. However, the standard mode under- and
over-predicted the monthly heating requirements in farms A and B, respectively.
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Figure 21. Greenhouse monthly heating demands: (a) Farm A; (b) Farm B.

Figure 22 shows the SC for both the farms. The simple and standard modes for farm A
had an average SC of 0.7 and 0.9, respectively, whereas the simple, standard, and detailed
modes for farm B had an average SC of 0.9, 1.1, and 1.0, respectively. In addition, for
farm B, as the monthly ambient temperature increases, the heating demand predicted
by the standard and detailed modes converged, indicating that the differences in the
predictions between the radiation modes were more pronounced during cold months for a
convex-shaped greenhouse.
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Figure 22. Sensitivity coefficients of TRNSYS radiation modes for the greenhouse heating requirement:
(a) Farm A; (b) Farm B.

3.3. Limitation of the Study and Future Work

The proposed BES model has some limitations. Firstly, three weather data (windspeed,
wind direction, and ambient pressure) used in the simulation were downloaded at a
neighbouring station, 18 km from the experimental greenhouse. The results obtained
could lead to a slight variation if the model is to be adapted for year-round simulation,
as the greenhouse solely depends on wind forces for natural ventilation in the summer.
However, the division of the greenhouse based on the geometry shows the variation in
the radiation mode on the internal temperature and heating demand of the greenhouse.
More so, in the absence of on-site data, several researchers have used neighbouring stations
weather data. Choi et al. [45] had studied the windspeed trend of 31 KMA stations from
1985–2019 and concluded that the average wind speed in Korea does not change that much,
while Kim et al. [46] developed a TRNSYS model for Jincheon using Cheongju weather
data, 23.9 km away from Jincheon. Secondly, the planted crops were not considered in the
simulation. Although they are the most important factor in greenhouse simulation [47], the
absence of a stand-alone component in TRNSYS limited their consideration in our study.
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The present TRNSYS model could only access the greenhouse thermal performance
based on radiation modes without including the internal heat gains due to evapotranspi-
ration from the crop. Modified crop models to calculate the latent mass flow and latent
power due to the presence of crop will be implemented in future.

4. Conclusions

The greenhouse industry is faced with challenges to increase production and reduces
the use of resources. Mathematical modelling has been seen as alternative to identify
potential solutions. In this study, TRNSYS was used to investigate the thermal performance
of a glass greenhouse integrated with movable thermal screens. For the novel greenhouse
covering materials and thermal screens considered in the study, the thermo-physical,
aerodynamics, and radiative properties were experimentally determined for accurate BES
modelling. The internal greenhouse temperature and heating demand were simulated
using different longwave radiation modes, and the simulated results were validated using
transient experimental data. The performances of the standard and detailed modes were
superior in concave- and convex-shaped greenhouses as the radiation modes were sensitive
to ambient temperature. The findings of this study will aid greenhouse growers, researchers,
and engineers in selecting the appropriate longwave radiation mode for modelling the
thermal performance of a greenhouse based on the geometry of the greenhouse.
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Nomenclature

Symbols
As,i Inside surface area, m2

Cm Thermal capacitance of the zone masses, kJK−1

Cp Specific heat capacity of water, kcalkg−1K−1

Es Emissive power of the material, Wm−2

fs,sky View factor of the sky
Gir Gebhart factor
Gir
∗ Auxiliary matrix

Gir
T Transpose of Gir

h Greenhouse height, m
hconv,s,o Convective heat transfer coefficient at the outside surface, Wm−2K−1

ho Reference height, m
hv Heat of vaporisation of water, kJkg−1
.

m Mass flow rate of water, kgh−1
.

mig Mass flow rate due to couplings of two zones, kgm−3
.

min f Mass flow rate of infiltration air, kgm−3
.

mvent Mass flow rate of ventilation air, kgm−3
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Me f f Effective moisture capacitance, kg
.

qcomb,s,i Combined convective and radiative heat flux in the inner surface, kJh−1
.

qcomb,s,o Combined convective and radiative heat flux to the outside surface, kJh−1
.

qc,s,o Convective heat flux to the outside surface, kJh−1
.

qr,s,o Radiative heat flux to the outside surface, kJh−1

Q Energy consumed, kcalh−1

Qa Inward sky radiation toward the material, Wm−2

Qb Upward longwave radiation from the material to the sky, Wm−2

Qc Upward longwave radiation from the material to the black fabric during the night, Wm−2
.

Qcond Heat conduction through the building envelope, kJh−1
.

Qconv,in Convective heat flux between the zone and the inner surface, kJh−1
.

Qconv,out Convective heat flux between the external surface and ambient, kJh−1
.

Qcplg,i Gains due to inter-connected air nodes kJh−1
.

Qg,c,i Internal convective gains, kJ h−1

Qd Inward longwave radiation from the black fabric toward the material, Wm−2
.

Qig,rad Radiative heat flux, kJ h−1
.

Qin f ,i Infiltration heat flux, kJ h−1
.

QISHCC,i Solar radiation absorbed on all internal shading devices of the zone, kJh−1
.

Qlat,i Latent energy flux of the zone, kJh−1
.

Qlw,in Longwave radiation exchange between two inner surfaces, kJh−1
.

Qlw,out Longwave radiation emitted by the outside surfaces to the Surroundings, kJh−1
.

Qsens,i Sensible heat flux of the zone, kJh−1
.

Qsolar,i Solar radiation entering an air node through external windows, kJh−1
.

Qsolx Absorbed solar gain on the outside opaque surfaces, kJh−1
.

Qsur f ,i Convective gain from surfaces, kJh−1
.

Qven,i Ventilation heat flux, kJ h−1

Rstar,i Resistance of each surface, Ohms
Requiv,i Equivalent resistance of all the surfaces, Ohms
Sa Downward shortwave radiation from the sky, Wm−2

Sb Outward shortwave radiation from the material toward the sky, Wm−2

Sc Outward shortwave radiation from the material toward the black material, Wm−2

Sd Radiation from the black fabric toward the material, Wm−2

∆t Temperature difference, K
∆T Change in simulation time step
T Temperature vector of the enclosure
Ta,s Outside surface temperature, K
Tb Surface temperature, K
Tf sky Fictive temperature difference between the ground and sky, K
Ti Equivalent air node temperatures, K
Tm Temperature of the zone masses, K
Tsgrd Fictive ground temperature, K
Tsky Fictive sky temperature, K
Ts,i Surface air node temperatures, K
Ts,o Ambient temperature, K
Tstar Artificial temperature of the air node, K
Vh Calculated wind speed, ms−1

Vo Reference wind speed, ms−1

wa Ambient humidity ratio, kgwaterkgair
−1

wj Adjacent air node humidity ratio, kgwaterkgair
−1

wi Air node humidity ratio, kgwaterkgair
−1

wvent Humidity ratio of ventilation air kgwaterkgair
−1

Wg Internal humidity gain, kgwaterh−1

Xi
exp Experimentally measured data

Xi
sim Simulated data and

Xi
mean Mean of the experimentally measured data
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Greek symbols
∝ Power law exponent
ρL Longwave reflectance of the material
τL Longwave transmittance of the material
σ Stefan–Boltzmann constant
εb Emissivity of the black fabric
ρs Reflectance of the material
τS Transmittance of the material
εs,o Longwave emissivity of the outside surface from the WINDOW library
ρir Diagonal matrices describing reflectivity
εir Diagonal matrices describing emissivity
Abbreviations
A Diagonal matrix describing the surface areas
I Identity matrix
F View factor
ir Longwave range of the radiation spectrum (infrared)
BES Building Energy Simulations
TRNSYS Transient System Simulation
NSE Nash–Sutcliffe Efficiency Coefficient
CSG Chinese-style Solar Greenhouse
HG Horticultural Glass
KMA Korean Meteorological Administration
QTM Quick Thermal Meter
RBM Radiation Balance Method
SC Sensitivity Coefficient
OP Output
IP Input

References
1. Baudoin, W.; Nono-Womdim, R.; Lutaladio, N.; Hodder, A.; Castilla, N.; Leonardi, C.; De Pascale, S.; Qaryouti, M. Cultural

Practices and Environment. In Hobby Hydroponics; CRC Press: Boca Raton, FL, USA, 2013; pp. 42–55, ISBN 9789251076491.
2. Akpenpuun, T.D.; Na, W.H.; Ogunlowo, Q.O.; Rabiu, A.; Adesanya, M.A.; Addae, K.S.; Kim, H.T.; Lee, H.-W. Effect of Glazing

Configuration as an Energy-Saving Strategy in Naturally Ventilated Greenhouses for Strawberry (Seolhyang Sp.) Cultivation. J.
Agric. Eng. 2021, 52, 1177. [CrossRef]

3. Ogunlowo, Q.O.; Akpenpuun, T.D.; Na, W.H.; Rabiu, A.; Adesanya, M.A.; Addae, K.S.; Kim, H.T.; Lee, H.W. Analysis of Heat
and Mass Distribution in a Single-and Multi-Span Greenhouse Microclimate. Agriculture 2021, 11, 891. [CrossRef]

4. Banakar, A.; Montazeri, M.; Ghobadian, B.; Pasdarshahri, H.; Kamrani, F. Energy Analysis and Assessing Heating and Cooling
Demands of Closed Greenhouse in Iran. Therm. Sci. Eng. Prog. 2021, 25, 101042. [CrossRef]

5. Mazzeo, D.; Baglivo, C.; Panico, S.; Congedo, P.M. Solar Greenhouses: Climates, Glass Selection, and Plant Well-Being. Sol. Energy
2021, 230, 222–241. [CrossRef]

6. Akpenpuun, T.D.; Na, W.H.; Ogunlowo, Q.O.; Rabiu, A.; Adesanya, M.A.; Addae, K.S.; Kim, H.T.; Lee, H.W. Effect of Greenhouse
Cladding Materials and Thermal Screen Configuration on Heating Energy and Strawberry (Fragaria Ananassa Var. “Seolhyang”)
Yield in Winter. Agronomy 2021, 11, 2498. [CrossRef]

7. Baglivo, C.; Mazzeo, D.; Panico, S.; Bonuso, S.; Matera, N.; Congedo, P.M.; Oliveti, G. Complete Greenhouse Dynamic Simulation
Tool to Assess the Crop Thermal Well-Being and Energy Needs. Appl. Therm. Eng. 2020, 179, 115698. [CrossRef]

8. Zhang, Y.; Gauthier, L.; De Halleux, D.; Dansereau, B.; Gosselin, A. Effect of Covering Materials on Energy Consumption and
Greenhouse Microclimate. Agric. For. Meteorol. 1996, 82, 227–244. [CrossRef]

9. Rasheed, A.; Na, W.H.; Lee, J.W.; Kim, H.T.; Lee, H.W. Optimization of Greenhouse Thermal Screens for Maximized Energy
Conservation. Energies 2019, 12, 3592. [CrossRef]

10. Shukla, A.; Tiwari, G.N.; Sodha, M.S. Thermal Modeling for Greenhouse Heating by Using Thermal Curtain and an Earth-Air
Heat Exchanger. Build. Environ. 2006, 41, 843–850. [CrossRef]

11. Ahamed, M.S.; Guo, H.; Tanino, K. Energy Saving Techniques for Reducing the Heating Cost of Conventional Greenhouses.
Biosyst. Eng. 2019, 178, 9–33. [CrossRef]

12. Rasheed, A.; Lee, J.W.; Lee, H.W. Development of a Model to Calculate the Overall Heat Transfer Coefficient of Greenhouse
Covers. Spanish J. Agric. Res. 2017, 15, e0208. [CrossRef]

13. Guo, Y.; Zhao, H.; Zhang, S.; Wang, Y.; Chow, D. Modeling and Optimization of Environment in Agricultural Greenhouses for
Improving Cleaner and Sustainable Crop Production. J. Clean. Prod. 2021, 285, 124843. [CrossRef]

172



Sustainability 2022, 14, 8283

14. Lee, S.Y.; Lee, I.B.; Lee, S.N.; Yeo, U.H.; Kim, J.G.; Kim, R.W.; Decano-Valentin, C. Dynamic Energy Exchange Modelling for a
Plastic-Covered Multi-Span Greenhouse Utilizing a Thermal Effluent from Power Plant. Agronomy 2021, 11, 1461. [CrossRef]

15. Zhang, G.; Ding, X.; Li, T.; Pu, W.; Lou, W.; Hou, J. Dynamic Energy Balance Model of a Glass Greenhouse: An Experimental
Validation and Solar Energy Analysis. Energy 2020, 198, 117281. [CrossRef]

16. Baneshi, M.; Gonome, H.; Maruyama, S. Wide-Range Spectral Measurement of Radiative Properties of Commercial Greenhouse
Covering Plastics and Their Impacts into the Energy Management in a Greenhouse. Energy 2020, 210, 118535. [CrossRef]

17. Ahamed, M.S.; Guo, H.; Tanino, K. A Quasi-Steady State Model for Predicting the Heating Requirements of Conventional
Greenhouses in Cold Regions. Inf. Process. Agric. 2018, 5, 33–46. [CrossRef]

18. Katzin, D.; van Henten, E.J.; van Mourik, S. Process-Based Greenhouse Climate Models: Genealogy, Current Status, and Future
Directions. Agric. Syst. 2022, 198, 103388. [CrossRef]

19. Fabrizio, E. Energy Reduction Measures in Agricultural Greenhouses Heating: Envelope, Systems and Solar Energy Collection.
Energy Build. 2012, 53, 57–63. [CrossRef]

20. Ahamed, M.S.; Guo, H.; Tanino, K. Development of a Thermal Model for Simulation of Supplemental Heating Requirements in
Chinese-Style Solar Greenhouses. Comput. Electron. Agric. 2018, 150, 235–244. [CrossRef]

21. Mashonjowa, E.; Ronsse, F.; Milford, J.R.; Pieters, J.G. Modelling the Thermal Performance of a Naturally Ventilated Greenhouse
in Zimbabwe Using a Dynamic Greenhouse Climate Model. Sol. Energy 2013, 91, 381–393. [CrossRef]

22. Ahamed, M.S.; Guo, H.; Tanino, K. Modeling Heating Demands in a Chinese-Style Solar Greenhouse Using the Transient Building
Energy Simulation Model TRNSYS. J. Build. Eng. 2020, 29, 101114. [CrossRef]

23. Rasheed, A.; Kwak, C.S.; Na, W.H.; Lee, J.W.; Kim, H.T.; Lee, H.W. Development of a Building Energy Simulation Model for
Control of Multi-Span Greenhouse Microclimate. Agronomy 2020, 10, 1236. [CrossRef]

24. Sharma, P.K.; Tiwari, G.N.; Sorayan, V.P.S. Temperature Distribution in Different Zones of the Micro-Climate of a Greenhouse: A
Dynamic Model. Energy Convers. Manag. 1999, 40, 335–348. [CrossRef]

25. Asa’d, O.; Ugursal, V.I.; Ben-Abdallah, N. Investigation of the Energetic Performance of an Attached Solar Greenhouse through
Monitoring and Simulation. Energy Sustain. Dev. 2019, 53, 15–29. [CrossRef]

26. Rabiu, A.; Na, W.; Denen, T.; Rasheed, A.; Aderemi, M. ScienceDirect Determination of Overall Heat Transfer Coefficient for
Greenhouse Energy-Saving Screen Using Trnsys and Hotbox. Biosyst. Eng. 2022, 217, 83–101. [CrossRef]

27. Castellucci, S.; Carlini, M. Modelling and Simulation for Energy Production Parametric Dependence in Greenhouses. Math. Probl.
Eng. 2010, 2010, 590943. [CrossRef]

28. Choab, N.; Allouhi, A.; El Maakoul, A.; Kousksou, T.; Saadeddine, S.; Jamil, A. Effect of Greenhouse Design Parameters on the
Heating and Cooling Requirement of Greenhouses in Moroccan Climatic Conditions. IEEE Access 2020, 9, 2986–3003. [CrossRef]

29. Rasheed, A.; Kim, H.T.; Lee, H.W. Modeling-Based Energy Performance Assessment and Validation of Air-To-Water Heat Pump
System Integrated with Multi-Span Greenhouse on Cooling Mode. Agronomy 2022, 12, 1374. [CrossRef]

30. Yeoju Climate, Weather by Month, Average Temperature (South Korea)—Weather Spark. Available online: https://weatherspark.
com/y/142307/Average-Weather-in-Yeoju-South-Korea-Year-Round (accessed on 4 March 2022).

31. Weather Data Opening Portal. Available online: https://data.kma.go.kr/data/grnd/selectAsosRltmList.do?pgmNo=36 (accessed
on 18 June 2022).

32. Jung, S.-H.; Lee, J.-W.; Lee, S.-Y.; Lee, H.-W. Analysis of Wind Velocity Profile for Calculation of Wind Pressure on Greenhouse.
Prot. Hortic. Plant Fact. 2015, 24, 135–146. [CrossRef]

33. Valera, M.D.; Molina, A.F.; Alvarez, M. Protocolo de Auditoría Energética En Invernaderos Auditoría Energética de Un Invernadero Para
Cultivo de Flor Cortada; Instituto para la diversificacion y ahorro de la Energia: Madrid, Spain, 2008; ISBN 9788496680265.

34. Rafiq, A.; Na, W.H.; Rasheed, A.; Lee, J.W.; Kim, H.T.; Lee, H.W. Measurement of Longwave Radiative Properties of Energy-Saving
Greenhouse Screens. J. Agric. Eng. 2021, 52. [CrossRef]

35. Nijskens, J.; Deltour, J.; Coutisse, S.; Nisen, A. Radiometric and thermal properties of the new plastic films for greenhouse
covering. Acta Hortic. 1989, 77, 7–38. [CrossRef]

36. Rasheed, A.; Lee, J.W.; Lee, H.W. Development and Optimization of a Building Energy Simulation Model to Study the Effect of
Greenhouse Design Parameters. Energies 2018, 11, 2001. [CrossRef]

37. Solar Energy Laboratory. TRNSYS 18 Manual Documentation; University of Wisconsin: Madison, WI, USA, 2018; Volume 5,
Available online: http://www.trnsys.com (accessed on 4 March 2022).

38. Transsolar. TRNSYS 18 Manual Documentation (TRNFLOW Manual). 2009. Available online: http://www.transsolar.com
(accessed on 4 March 2022).

39. Lim, A. A Comparative Study between TRNSYS and RC Thermal Models to Simulate a District Thermal Demand. Master’s
Thesis, Eindhoven University of Technology, Eindhoven, The Netherlands, 2020. Available online: https://research.tue.nl/en/
studentTheses/a-comparative-study-between-trnsys-and-rc-thermal-models-to-simul (accessed on 4 March 2022).

40. Seem, J.E. Modeling of Heat in Buildings. Ph.D. Thesis, Solar Energy Laboratory, University of Wisconsin Madison, Madison, WI,
USA, 2011.

41. Lam, J.C.; Hui, S.C.M. Sensitivity Analysis of Energy Performance of Office Buildings. Build. Environ. 1996, 31, 27–39. [CrossRef]
42. Choab, N.; Allouhi, A.; El Maakoul, A.; Kousksou, T.; Saadeddine, S.; Jamil, A. Review on Greenhouse Microclimate and

Application: Design Parameters, Thermal Modeling and Simulation, Climate Controlling Technologies. Sol. Energy 2019, 191,
109–137. [CrossRef]

173



Sustainability 2022, 14, 8283

43. Jeon, J.G.; Lee, D.G.; Paek, Y.; Kim, H.G. Study on Heating Performance of Hybrid Heat Pump System Using Geothermal Source
and Solar Heat for Protected Horticulture. J. Korean Sol. Energy Soc. 2015, 35, 49–56. [CrossRef]

44. Rasheed, A.; Na, W.H.; Lee, J.W.; Kim, H.T.; Lee, H.W. Development and Validation of Air-to-Water Heat Pump Model for
Greenhouse Heating. Energies 2021, 14, 4714. [CrossRef]

45. Adjustment, A.H. Long-Term Trend of Surface Wind Speed in Korea: Anemometer Height Adjustment. Atmosphere 2021, 31,
101–112.

46. Kim, M.H.; Kim, D.; Heo, J.; Lee, D.W. Techno-Economic Analysis of Hybrid Renewable Energy System with Solar District
Heating for Net Zero Energy Community. Energy 2019, 187, 115916. [CrossRef]

47. Cooper, P.I.; Fuller, R.J. A Transient Model of the Interaction between Crop, Environment and Greenhouse Structure for Predicting
Crop Yield and Energy Consumption. J. Agric. Eng. Res. 1983, 28, 401–417. [CrossRef]

174



sustainability

Article

Influence of the Height in a Colombian Multi-Tunnel
Greenhouse on Natural Ventilation and Thermal Behavior:
Modeling Approach

Edwin Villagrán 1, Jorge Flores-Velazquez 2,* , Mohammad Akrami 3,* and Carlos Bojacá 1

Citation: Villagrán, E.;

Flores-Velazquez, J.; Akrami, M.;

Bojacá, C. Influence of the Height in a

Colombian Multi-Tunnel Greenhouse

on Natural Ventilation and Thermal

Behavior: Modeling Approach.

Sustainability 2021, 13, 13631.

https://doi.org/10.3390/

su132413631

Academic Editors: Muhammad

Sultan, Yuguang Zhou, Walter Den

and Uzair Sajjad

Received: 25 October 2021

Accepted: 6 December 2021

Published: 9 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Biological and Environmental Sciences, Faculty of Natural Sciences and Engineering,
Jorge Tadeo Lozano University, Bogotá 111321, Colombia; edwina.villagranm@utadeo.edu.co (E.V.);
carlos.bojaca@utadeo.edu.co (C.B.)

2 Coordination of Hydrosciences, Postgraduate Collage, Carr Mex Tex km 36.5,
Montecillo Edo de Mexico 62550, Mexico

3 Department of Engineering, University of Exeter, Exeter EX4 4QF, UK
* Correspondence: jorgelv@colpos.mx (J.F.-V.); m.akrami@exeter.ac.uk (M.A.)

Abstract: The dimensions of a passive greenhouse are one of the decisions made by producers or
builders based on characteristics of the available land and the economic cost of building the structure
per unit of covered area. In few cases, the design criteria are reviewed and the dimensions are
established based on the type of crop and local climate conditions. One of the dimensions that is
generally exposed to greater manipulation is the height above the gutter and the general height of
the structure, since a greenhouse with a lower height has a lower economic cost. This has led some
countries in the tropical region to build greenhouses that, due to their architectural characteristics,
have inadequate microclimatic conditions for agricultural production. The objective of this study was
to analyze the effect on air flows and thermal distribution generated by the increase of the height over
gutter of a Colombian multi-tunnel greenhouse using a successfully two-dimensional computational
fluid dynamics (CFD) model. The simulated numerical results showed that increasing the height
of the greenhouse allows obtaining temperature reductions from 0.1 to 11.7 ◦C depending on the
ventilation configuration used and the external wind speed. Likewise, it was identified that the
combined side and roof ventilation configuration (RS) allows obtaining higher renovation indexes
(RI) in values between 144 and 449% with respect to the side ventilation (S) and roof ventilation (R)
configurations. Finally, the numerical results were successfully fitted within the surface regression
models responses.

Keywords: microclimate; response surface; renovation index; CFD simulation; airflow

1. Introduction

In Colombia, plasticulture and protected agriculture have promoted a method of
agricultural production that generates higher crop yields per unit of available land area,
compared to open field production [1]. The use of passive greenhouses, where the micro-
climate is managed by means of natural ventilation, has become more widespread. This
type of greenhouse is also quite common in other regions of the world [2]. This cultivation
method allows, among others, the intensification of horticultural or ornamental produc-
tion [3], better management of water resources and fertilizer applications [4,5], partial or
total control of the micro-climatic variables that affect crop growth and development [6].
In recent years, this production technology has also become a crop protection tool used by
producers in the face of increasingly frequent and severe weather events due to climate
change [3,7,8].

The use of greenhouses or protected agriculture structures with plastic roofing world-
wide has been estimated at more than 3.5 million hectares, which have been established
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mainly in countries such as China, Korea, Spain, Mexico, France and Italy [9]. In the specific
case of Colombia, statistics show that there are approximately 11,000 hectares destined for
the ornamental and horticultural sectors. The main production areas are located mostly
in regions with altitudes above 1500 m above sea level, where cold and humid mountain
climate conditions predominate [10–12]. In Colombia, as in the other countries mentioned
above, different types of greenhouses have been built and a high percentage of them are
light structures with a low technological level [13,14].

These typologies of geometric designs of plastic roofing greenhouses already con-
ceived, originated from some initial concerns of the producers such as land area, easily
available structural and roofing materials, versatile structure designs for its construction,
but mainly the final economic cost of the greenhouse or structure used. [15,16]. However,
an adequate design process should include an analysis of the local climatic conditions so
that, based on these conditions, the builders or decision makers can propose the appropri-
ate architecture and geometry of the greenhouse that, together with the selected roofing
material, will generate adequate microclimate conditions for the growth and development
of the crops [17,18].

In terms of climatic information, there are already local or regional information tools
or systems where it is possible to obtain data series of the main meteorological variables of
a specific site. In the last three decades, significant progress has been made in improving
the optical and thermal properties of polyethylene roofing material, seeking greater benefits
for the development of the main horticultural and ornamental crops [19,20]. Therefore, in
each country the producer has the possibility of selecting a type of plastic roofing according
to his needs. This facilitates the selection of an optimal roofing material or the most suitable
for the local climate conditions, so that inside the structures the behavior of temperature,
relative humidity and vapor pressure deficit can be managed within the optimal range for
agricultural production [21].

On the other hand, there is the architectural aspect and the geometrical dimensions
of the greenhouse to be built. Although there are some design parameters established
for naturally ventilated greenhouses, such as the width and length [22]. The information
available on other parameters such as height is variable and many of the related studies
recommend increasing the height of structures used in tropical and subtropical climate
conditions [10,23]. However, the height level of the structure is not defined to a specific
limit but varies between types of greenhouses and types of climatic conditions [17,24]. It
would be ideal, therefore, to have at the availability of the greenhouse structure designers, a
software or a design methodology that allows them to evaluate this characteristic and to be
able to define the adequate dimensions. This design tool should be able to be implemented
in different types of greenhouses and under different operation scenarios.

One of the methodologies that can offer quick solutions is computational fluid dynam-
ics (CFD) simulation. This simulation tool has been implemented to analyze aspects related
to the characteristics of multiple types of greenhouses [25–27]. In addition, when a CFD
model is successfully validated experimentally, it is possible to analyze unbuilt scenarios,
which promotes the efficient use of resources and avoids the construction of unsuitable
greenhouse structures or undesirable microclimate conditions [28,29].

Regarding the use of CFD studies applied to the optimization of passive green-
house structures, it should be mentioned that, for example, in a two-dimensional study
for a Chinese solar greenhouse, it was determined that, as longer greenhouse sections
were generated, higher temperatures were produced inside the structure [30]. Similarly,
Villagrán et al. [10] determined that by increasing the roof ventilation surface with respect
to the covered floor area (SVC/SC) from 2.5 to 20.1% in a traditional Colombian greenhouse,
it was possible to obtain ventilation rates higher than 0.04 m3 s−1 m−2 for the prevailing
conditions of the local climate.

Regarding the greenhouse width, it is known that in Almeria type structures [31],
which include the arc type [32] and gothic tunnel type [33], as the more spans that are joined
laterally, the greater the width of the greenhouse, the ventilation rate is reduced exponen-
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tially, which in turn generates higher temperature values inside the greenhouse [31–33].
For the height dimension, Boulard and Fatnassi [34] using a CFD-2D study on an 8-span
arch-type greenhouse found that when the height above the greenhouse gutter increases
from 3 to 5 m, the reduction of the thermal gradient between the interior and the exterior
is reduced from 3.5 to 2.0 ◦C. This allowed the authors to conclude that the greenhouse
height positively affects the natural ventilation phenomenon and allows to generate better
thermal conditions inside the greenhouse [34].

Recently Fatnassi et al. [35] conducted a study in a tunnel type greenhouse with but-
terfly roof vents, where the thermal behavior of the greenhouse was evaluated numerically
under four different gutter heights, 4, 5, 6 and 7 m, respectively. It was found that when
the height is increased from 4 to 5 m, the temperature inside the greenhouse decreases
by approximately 2 ◦C, while when it is increased from 6 to 7 m the temperature value
only decreases by 0.2 ◦C. According to these results, the authors concluded that the effect
of increasing greenhouse height on air temperature is clearly asymptotic, therefore, the
increase in height should be analyzed as a climatic benefit versus economic cost ratio.

In this study, an experimentally validated CFD-2D model has been implemented
under the climatic conditions of a region of the savanna of Bogota, Colombia. The CFD
model was used to evaluate the effects on the air flow velocity and the interior temperature
of a gothic-type greenhouse as the height level increases from 2.5 m to 5.0 m, under three
ventilation configurations, side ventilation (R), roof vents (S) and combined ventilation (RS).
Finally, the numerical data obtained in each of the developed simulation scenarios were
grouped by ventilation configuration and fitted to response surface regression models. This
was done to generate a more integrated and simpler method of analysis of the response
variables analyzed and their relationship with the microclimate generated

2. Materials and Methods
2.1. Description of Prototype Proposed for Analysis

The analysis proposed in this research was carried out on a gothic multi-tunnel
greenhouse with a 200 µm thick polyethylene cover located in the Savannah of Bogota,
Colombia. The greenhouse was composed of a total of six spans, each span had a width
length of 9.33 m, for a total greenhouse width length of 55.98 m (Figure 1). The greenhouse
had a gutter height of 4.0 m and a maximum roof height of 8.3 m. It was equipped with
ventilation areas on the side walls, with an effective opening of 3.7 m, which equals a
lateral ventilation surface with respect to the covered floor area of 13.21%. Likewise, the
ventilation surface was complemented with a roof ventilation area of 1.5 m of total opening
in each of the spans, therefore, the roof ventilation surface with respect to the covered
surface is 16.1%.
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Figure 1. Geometric diagram of the cross section of the greenhouse studied.
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2.2. Computational Fluid Dynamics Modeling

The numerical calculation of the physical processes involving fluid movement and re-
lated variables such as pressure, force, density, temperature and their associated changes in
heat and mass transfer phenomena can be solved using computational fluid dynamics [36].
Currently, CFD is one of the most widely used analysis, design or redesign methodologies
in different sectors of the economy, therefore, it is possible to find CFD studies approached
from mechanical, environmental, aeronautical and automotive engineering [37]. On the
other hand, its use in the agricultural sector has not been insignificant and in the last two
decades it has been implemented as a tool for process analysis involving natural ventilation
processes or energy optimization of greenhouse structures [22,38].

CFD analysis is a resolution technique that solves a set of nonlinear partial equations
from algebraic discretization by means of numerical simulation using the finite volume
method. A CFD simulation process is composed of three phases of development, prepro-
cessing, processing and post-processing [39]. In the preprocessing phase, the computational
domain, and the geometry of the structure on which the natural ventilation process will
be analyzed are designed. In this phase the numerical meshing process applied to the
whole computational domain including the greenhouse geometry is also generated, these
processes must be performed based on criteria of good CFD simulation practices [22,40].

In the processing phase, the numerical solution of the evaluated problem is performed,
when the air and energy flow in the model is calculated by solving the governing equations
based on the physical laws of conservation of energy, mass and momentum. In this phase,
the sub models considered as source terms of the governing equations are selected, such as
turbulence, buoyancy or free convection, solar radiation, porous media and phenomena
associated with mass transfer [41]. Finally, in the post-processing phase, it is possible to
develop a qualitative and quantitative analysis of the numerical results obtained for each
scenario evaluated [42].

It should be noted that the CFD-2D model used in this research has been previ-
ously successfully validated experimentally, verifying its high predictive capacity for air
flow patterns and thermal distribution inside the greenhouse analyzed. The validation
results can be verified in the works developed by Villagrán and Bojacá [16,43] and by
Villagrán et al. [1]. Therefore, for this research work, details related to the validation pro-
cess will not be discussed, although relevant aspects of each of the CFD simulation phases
will be mentioned.

2.2.1. Pre-Processing

The commercial software ANSYS ICEM CFD (v. 18.0, ANSYS Inc., Canonsburg, PA,
USA, EE. UU.) was used, by means of which a large computational domain was created
in a two-dimensional configuration. It included the geometry of the cross section of the
analyzed greenhouse, as well as the process of meshing the computational domain was per-
formed by means of this software. The two-dimensional CFD studies of natural ventilation
are useful and have a capacity to predict the ventilation rate and the thermal distribution,
inside a structure when the dominant external wind currents blow perpendicular to the
ventilation areas [27,44].

It was determined that the dimensions of the computational domain, establishing
as the reference for the maximum height of the structure (H), should have dimensions
from the region of the airflow inlet to the windward sidewall of the structure of 15H. From
the leeward sidewall to the airflow outlet boundary of 20H and a minimum height from
ground level of 10H (Figure 2). These dimensions are established following the guidelines
given in numerical studies of natural ventilation of greenhouses and are the dimensions
that allow to adequately describe the physical phenomena associated with the analyzed
problem within the atmospheric boundary layer [1,45].
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Figure 2. Overall dimensions of the computational domain.

In the meshing process, the computational domain volume was discretized into an
unstructured grid of square or rectangular elements (Figure 3). The size of the numerical
grid was defined by a mesh independence test as described in the work done by Villagran
et al. [1], at the end of the analysis process, the selected numerical grid was composed of a
total of 1,104,369 elements. The quality parameters evaluated were cell size and cell-to-cell
size variation; it was found that 95.2% of the cells of the mesh were within the high-quality
interval (0.95–1). The orthogonality criterion was also evaluated, where the minimum
value obtained was 0.92, a value considered as high quality [10].
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Figure 3. Detail of the cross-sectional grid of the greenhouse evaluated.

Once the geometry has been constructed, it is possible to define the boundary condi-
tions to be established in the limits of the computational domain and in the geometry of
the greenhouse (Figure 1). In this specific case the right side was defined as the air flow
inlet boundary, for which a condition determined by a logarithmic wind speed profile
was established, this logarithmic profile depends on the climatic characteristics and the
type of soil in the study region, factors that have been previously determined in the work
developed by Villagrán et al. [1].

The left boundary on the other hand was determined as a pressure and airflow
outflow boundary, while the upper boundary of the computational domain was set as a
wall boundary condition with an imposed solar radiation flux. The wall-type boundary
condition was also established for the lower boundary of the computational domain, the
floor, the walls and the roof of the greenhouse, while the ventilation areas were set to the
indoor boundary condition depending on the ventilation configuration analyzed. The
physical and optical properties of the materials within the computational domain were
also defined with the values summarized in Table 1.
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Table 1. Physical and optical properties used in the CFD simulation.

Property Soil Air Polyethylene

Density (ρ, kg m−3) 1350 1.225 923
Thermal conductivity (k, W m−1 K−1) 1.3 0.0242 0.4

Specific heat (Cp, J K−1 kg−1) 800 1006.43 2300
Absorptivity 0.90 0.19 0.06

Scattering coefficient −15 0 0
Refractive index 1.92 1 1.53

Emissivity 0.95 0.9 0.7

Subsequently, six greenhouse models (M1–M6) were created with the only variations
being the height under the gutter (H1) and the lateral ventilation dimension (SV), as
described in Table 2. The meshing process for models M1 to M6 was performed on
the same geometric model already discretized from model M4, simply decreasing the
greenhouse height for models M1 to M3 and increasing it for models M5 and M6.

Table 2. Geometric details of the analyzed greenhouse models.

Model H1 (m) SV (m) Scheme

Model 1 (M1) 2.5 1.2
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Model 3 (M3) 3.5 2.2
Model 4 (M4) 4.0 2.7
Model 5 (M5) 4.5 3.2
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Finally, the simulation scenarios to be analyzed were defined, these were built from
the ventilation configurations used locally, which are: ventilation by the lateral sides (S),
by the roof vents (R) and combined ventilation (RS). After this, the greenhouse model to
be evaluated was defined from M1 to M6 and finally the climatic conditions to be used as
starting conditions for each simulation were determined. These conditions were known
from previous studies developed in the same study region and where it was established that
the maximum daytime temperature averaged 22.3 ◦C, the maximum solar radiation level
was 853 Wm-2 and wind conditions can vary between values of 0.2 and 1.6 ms−1. Therefore,
it was determined to perform the evaluations under four wind speeds S1 (0.2 ms−1), S2
(0.5 ms−1), S3 (1 ms−1) and S4 (1.6 ms−1). According to the above, 72 simulations were
performed and coded as shown in Table 3.

Table 3. Coding of the 72 simulated scenarios.

Scenarios

S-M1S1 S-M4S1 R-M1S1 R-M4S1 RS-M1S1 RS-M4S1
S-M1S2 S-M4S2 R-M1S2 R-M4S2 RS-M1S2 RS-M4S2
S-M1S3 S-M4S3 R-M1S3 R-M4S3 RS-M1S3 RS-M4S3
S-M1S4 S-M4S4 R-M1S4 R-M4S4 RS-M1S4 RS-M4S4
S-M2S1 S-M5S1 R-M2S1 R-M5S1 RS-M2S1 RS-M5S1
S-M2S2 S-M5S2 R-M2S2 R-M5S2 RS-M2S2 RS-M5S2
S-M2S3 S-M5S3 R-M2S3 R-M5S3 RS-M2S3 RS-M5S3
S-M2S4 S-M5S4 R-M2S4 R-M5S4 RS-M2S4 RS-M5S4
S-M3S1 S-M6S1 R-M3S1 R-M6S1 RS-M3S1 RS-M6S1
S-M3S2 S-M6S2 R-M3S2 R-M6S2 RS-M3S2 RS-M6S2
S-M3S3 S-M6S3 R-M3S3 R-M6S3 RS-M3S3 RS-M6S3
S-M3S4 S-M6S4 R-M3S4 R-M6S4 RS-M3S4 RS-M6S4
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2.2.2. Processing

For the numerical solution of the Reynolds-averaged Navier-Stokes (RANS) equations,
the ANSYS FLUENT processing software was used. The air flow in the greenhouse was
considered to be turbulent and with a density change associated with temperature changes
that can be modeled by the Boussinesq approximation. The method of resolution selected
for the CFD model was semi-implicit for the pressure and velocity bound equations using
the SIMPLE algorithm. Finally, residual convergence criteria were established in 10−6 for
the energy equation and in 10−3 for the other variables such as continuity, turbulence and
momentum [41].

The influence of solar radiation intensity on the spatial behavior of temperature
was considered using the discrete order (DO) radiation model, which allows modeling
the radiation and calculating the convective exchanges that occur in the computational
domain, [46].

It was also decided not to include any type of crop, because the purpose of the study is
not to analyze the heat and mass transfer flows that occur between the indoor environment
and any species of plants. On the contrary, the main objective is to make an analysis of the
ventilation phenomenon under the most critical condition that can occur in a real scenario
and that is in empty conditions and under the most extreme climatic conditions [37,47].
This is an approach that is still valid and continues to be implemented in a significant
number of studies carried out in various countries [48–51]. In addition, as different types
of horticultural, ornamental, aromatic and medicinal crops are grown in the region, the
analysis developed in this study can be applied to any type of crop.

2.2.3. Post-Processing

For this phase, where the main objective is to perform the qualitative and quantitative
analysis of the evaluated scenarios, ANSYS CFD-Post software was used. Therefore, for
each of the 72 simulations developed, two-dimensional plots of temperature and airflow
patterns were generated and numerical values of air velocity and temperature in the
greenhouse cross section at a height of 1.4 m above ground level were extracted. These
data sets were analyzed for each simulation scenario and as a whole using response surface
regression models.

2.2.4. Response Surface Modeling

Response surface regression models were fitted to each of the three ventilation scenar-
ios under consideration (roof (R), side (S), and roof—side (RS)). For each scenario, models
were fitted to evaluate the response of varying levels of exterior wind speed and greenhouse
height on the internal temperature and air velocity. The objectives of applying response
surface models on top of the CFD simulated scenarios was threefold: (1) to establish an
approximate relationship between the response variables and the exterior wind speed and
greenhouse height that can be used for predicting temperature or internal wind speed
values for a given combination of the predictors; (2) to determine the statistical significance
of the explanatory variables through hypothesis testing; and (3) to determine the optimum
combination of the explanatory variables that result in the maximum response over the
region under consideration.

Response surface models are an extension of linear models and works similarly;
however, extra arguments should be added to consider the response-surface portion of
the model [52]. In the present study, second order models including first-order response,
two-way interactions and quadratic terms for the explanatory variables were included in
the model’s formulation. Once calibrated, the models were tested for their goodness of fit
through measures such as the coefficient of determination, lack of fit and pure error [53,54].

The output of the models was plotted as perspective plots to depict the combined
effect of the experimental factors (external wind speed and greenhouse height) over the
dependent variables (internal temperature and air velocity). The models were fitted using
the rsm package (v. 2.10.2; [52]) included in the statistical software R (v. 4.0.4; [55]).
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3. Results and Discussion
3.1. Airflow Patterns
3.1.1. Side Ventilation (S)

The airflow patterns under the ventilation configuration through the sidewall (S) areas
of the greenhouse can be seen in Figure 4. In general terms, it is observed that the airflow
pattern enters the greenhouse through the ventilation area on the windward side and
moves horizontally in an airflow pattern that has a height very similar to the height under
the gutter of each of the greenhouses evaluated (M1-M6), this horizontal flow leaves the
greenhouse again through the ventilation area arranged on the leeward wall.
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Another common feature is the air circulation loops that are generated in the upper
part of each of the greenhouse spans, this occurs because due to the buoyancy phenomenon
and the associated pressure components, the warm air inside the greenhouse moves
vertically towards the roof area and its space in the lower part of each span is occupied
by the fresh air that enters from the outside environment [3,56]. It should also be noted
that qualitatively it is observed that as the height of the greenhouse increases, the air
flow that moves over the nearby area where the crops are grown has a higher velocity;
this same behavior is observed in the air flow that leaves the greenhouse through the
leeward ventilation.

To quantitatively analyze the airflows, velocity data were extracted from a cross
profile at a height of 1.4 m above ground level. In general, the airflows show a behavior
for velocity that oscillates between a minimum of 0.25 ± 0.05 ms−1 for S-M1S1 and a
maximum of 1.42 ± 0.16 ms−1 for S-M6S4. It was also observed that the air flows inside
the greenhouse show a direct relationship with the wind speed outside, therefore, the
higher the wind speed, the higher the air velocity inside the greenhouse. This occurs in
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greenhouses where this type of ventilation is analyzed and where porous insect-proof
screens are not contemplated in the ventilation areas [29,57].

On the other hand, it is also observed that as the height of the greenhouse increases,
the average air flow velocity inside the greenhouse increases for the wind speed scenarios
analyzed (S1 to S4). In summary, the increase in velocity between the extreme simulation
scenarios was 42.3, 20.9, 19.4 and 16.2% for M1S1, M1S2, M1S3, M1S4 compared to M6S1,
M6S2, M6S3, M6S4, respectively. These velocity increases in the higher greenhouse models
occur because the effect of air friction is reduced as the ratio (L/H1) between the greenhouse
length (L) and the height above the gutter (H1) decreases, which coincides with what was
previously reported in the study developed by Chu et al. [44].

Another factor that showed a direct relationship with height was the uniformity of
the air flow velocity behavior along the cross axis of the greenhouse (Figure 5). In general
terms, it is observed that as the height of the structure increases, the velocity behavior
curves show less oscillation between the points of high and low air velocity. This can also
be verified with the standard deviation (sd) values. In S-M1S4 the sd value was ±0.27 ms−1

while for S-M6S4 it was ± 0.16 ms−1. This will undoubtedly promote a more homogeneous
microclimate behavior inside the greenhouse, helping to limit the negative impacts on
growth and development generated by non-uniform microclimates [58].
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3.1.2. Roof Ventilation (R)

Figure 6 shows the simulated airflow patterns for this ventilation configuration. In
this case, since the side windows are closed, the airflow patterns are forced in and out
through the windows in the roof region [16]. For the low velocity scenarios S1 where the
thermal component of natural ventilation dominates, a behavior where three flow patterns
are generated is observed. In span 1, an air flow was identified that enters through the
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ventilation area and becomes a convective movement loop between the floor and the roof
of this span.

Subsequently, between span 2 and the middle of span 3 there is an airflow pattern that
moves in the direction of the outside wind at ground level and a flow that moves in the
opposite direction to the outside wind at the top of the roof of these spans. Finally, through
the ventilation area of span 3 an airflow enters and mixes with another airflow entering
from the ventilation area of span 4, flows that move towards the leeward wall and exits
through the ventilation areas of spans 4 and 5. It should also be noted that the confluence
of flows over the central area of span 3 generates a small low velocity loop near the floor
region, being this an inadequate movement pattern that may cause the generation of a heat
spot over this region [29,33,35].

For the case of the S4 scenario wind speed, the natural ventilation of the greenhouse
will depend on the thermal and wind components together [59,60]. In this case, we were
able to identify an air flow pattern that enters through span 1 and forms a recirculation
pattern between the roof of the span, the floor and the wall of the windward side, where
the highest air flow velocity occurs at ground level, which coincides with that reported by
Kwon et al. [61]. Likewise, part of the air flow entering through the window of span 1 is
mixed with another air flow entering through the window of span 2, which generates an
acceleration of the air flow above ground level; the same behavior is repeated with the air
flows entering through spans 3 and 4; finally, the air flows leave the greenhouse through
spans 4 and 5.
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under wind speeds S1 (0.2 ms−1) and S4 (1.6 ms−1).

In numerical terms, the air flow velocity inside the greenhouse over the area where the
crops are grown ranged from a minimum of 0.26 ± 0.07 ms−1 for R-M1S1 to a maximum of
0.92 ± 0.36 ms−1 in R-M1S4. In this specific case no increase in air flow velocity is observed
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as the greenhouse height increases in the case of the low velocity scenario S1 it is observed
that between M1 and M6 there is only an increase of 11.5% but this same value is obtained
between M1 compared to M2, M3 and M4.

For the case of S2 the air velocity increased between M1 and M2 by 2.5% but compared
to the other greenhouse models it decreased by up to 12.5% with M6 specifically. In the S3
scenarios the air flow velocity decreased up to 20.5% compared M1 with M5 and M6 and
finally in S4 the air velocity also decreased up to 15% compared M1 with M6.

Regarding the behavior of the air flow in the cross axis of the greenhouse, it was found
that for models M1, M2 and M3 there is a very similar distributed behavior in space, while
for M4, M5 and M6 there is a small change in this spatial distribution, which may be caused
by the change in greenhouse heights (Figure 7). Likewise, the inside air velocities increase
as the wind speed increases, which has already been demonstrated in several research
works [22,33,49,62].
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On the other hand, there is a quite heterogeneous behavior among each of the six
spans, finding that the smallest standard deviation among these scenarios was ±0.07 ms−1

in the low velocity scenarios S1, while for the high velocity scenarios S4 this standard
deviation was up to ± 0.36 ms−1. The lowest air speed points were the regions near the
leeward and windward wall and the highest air speed points were the areas below spans 2
and 4.

3.1.3. Side and Roof Ventilation (RS)

The spatial distribution of the airflow patterns for the combined ventilation configura-
tion can be seen in Figure 8. Qualitatively, more continuous and intense airflows can be
observed over the entire cross-sectional area analyzed, both in the crop and canopy regions,
which should positively impact the greenhouse renovation rates and directly the thermal
performance of the greenhouse [62].
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Figure 8. Simulated air distribution patterns with the RS ventilation configuration and for the six greenhouse models (M1
to M6) under wind speeds S1 (0.2 ms−1) and S4 (1.6 ms−1).

Numerically, the air flows presented a mean velocity that ranged from a minimum
value of 0.31 ± 0.09 ms−1 in RS-M1S1 to a maximum of 1.53 ± 0.17 in RS-M6S4. For the
case of S1, it is observed that the airflow velocity increases up to 29.1% in M5 and M6
compared to M1. Likewise, in S4 the increase in velocity was 15% in the M6 greenhouse
with respect to the value obtained in M1, therefore, the greenhouse height has a significant
impact on the airflow velocity. This is mainly due to the fact that, according to the analysis
of natural ventilation carried out in previous studies, the greater the distance between the
central axis of the side ventilation with respect to the central axis of the roof ventilation,
the more dynamic the wind and thermal component is and therefore the better the air flow
patterns are obtained [56,63].

On the other hand, the spatial behavior of the air flow velocity inside the greenhouse
cross section can be found for some of the simulated scenarios in Figure 9. In general
terms, it can be observed that as the height of the greenhouse increases, the less oscillation
between the points of higher and lower velocity exists in the spatial distribution curves.
At the same time, it should be noted again that these changes in air flow velocity are
mainly due to the dynamics of incoming and outgoing air flows and to the interaction
of warm and cold air masses that mix and generate buoyancy flows [10,64]. Although
these values are less critical in the M3 to M5 greenhouse scenarios under the RC combined
ventilation configuration.

Regarding air flow velocities, in general, under the three configurations evaluated,
the values obtained are within the ranges reported in passive greenhouse ventilation
studies [5,65]. Although for the low velocity condition S1, 100% of the airflows present
velocities lower than the minimum recommended value of 0.5 ms−1 for plant growth inside
greenhouses [42,65].
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3.2. Renewal Index (RI)

The renewal index (RI) was calculated using the method of integration of the volu-
metric flow of air leaving the ventilation areas of the greenhouse, the results obtained can
be seen in Figure 10. The RI values ranged from a minimum of 5.89 Vol h−1 obtained in
S-M1S1 to a maximum of 72.3 Vol h−1 obtained in S-M6S4. It is important to highlight
that these are the contrasting scenarios, therefore, the minimum RI was obtained in the
greenhouse with the lowest height and ventilation area, evaluated at the lowest wind speed
(S1), while the maximum RI was obtained in the greenhouse with the highest height and
ventilation area evaluated at the highest wind speed (S4).

For the lowest wind speed (S1), RI values between 5.89 Vol h−1 and 19.1 Vol h−1 were
obtained in the side ventilation configuration S for M1 and M6, respectively. Likewise, for
the ventilation configuration through the vents of the roof region R, RI values of 19.4 and
19.7 Vol h−1 were obtained in M1 and M6, which are values compared to those obtained in S
of 329% and 3.68%, respectively. Finally, for the RS combined ventilation configuration, an
RI value was obtained for M1 of 26.5 Vol h−1 which is a value 449% higher compared to the
S ventilation configuration and 36.6% higher compared to the R ventilation configuration.
For M6, a value of 36.8 Vol h−1 was obtained, which is 92.7% and 86.8% higher than the S
and R ventilation configurations, respectively.

Regarding the S4 velocity scenario, RI values were obtained for the S ventilation
configuration of 19.5 and 50.2 Vol h−1 for M1 and M6, respectively. For the R ventilation
configuration, values of 43.8 and 46.7 Vol h−1 were obtained for M1 and M6, respectively,
which represents an increase in M1 of 224.6% with respect to the S configuration; on the
other hand, for M6 there was a reduction of 14.6% in RI with respect to S. In the case of
the RS configuration, a value of 59.7 Vol h−1 was obtained in M1, which is equivalent to a
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higher value of RI by 306.1% with respect to the S configuration and 136.6% with respect to
R. While in M6 an RI value of 72.3 Vol h−1 was obtained, this value being 144 and 154.8%
higher than those obtained in S and R, respectively.

To highlight the scenarios where RI values above or equal to the recommended mini-
mum (RI ≥ 40 Vol h−1) are achieved for naturally ventilated agricultural structures [11,66].
Under ventilation configuration S, this was only obtained under greenhouse models M4,
M5 and M6 and under external wind speed conditions of 1.5 ms−1, with this same speed
condition for ventilation configuration R adequate RI values are obtained in all greenhouse
models (M1–M6).

While for the RS combined ventilation configuration, the RI values are adequate for
all greenhouses (M1–M6) under wind speed scenarios higher than 1 ms−1, the same is true
for the M4, M5 and M6 models under wind speeds higher than 0.5 ms−1. It is therefore
relevant for greenhouse growers or greenhouse builders or decision makers to seriously
analyze the prevailing wind speed conditions in the study region [62,67].

These results reaffirm some conclusions already determined in previous works related
to the natural ventilation of greenhouses, where it was identified that the renewal indexes
are dependent on the ventilation configuration used [68–71]. It was also identified that
there is a linear relationship between the renewal index and wind speed [38,56,72,73], the
ventilation configuration that allows to obtain the highest renewal index values is the
combined configuration of roof and side vents [10,16,74,75].

On the other hand, in the side ventilation configuration, the increase of renewal in-
dexes as a function of the increase of the side ventilation area is relevant and significant
only in narrow greenhouses (width < 60 m) or with few attached spans (<6 spans) [76–79].
Finally, the IR in low external wind speed conditions are more stable and higher in green-
house structures with relevant ventilation areas in the roof region [14,29,80].
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3.3. Spatial Distribution of Temperature
3.3.1. Side Ventilation (S)

The distribution of the thermal behavior for each of the evaluated scenarios can be
seen in Figure 11. In general terms, irrespective of the outside wind speed, it was found that
the cool zones correspond to the ventilation regions where the air enters the greenhouse,
while the regions of higher temperature are located in the region where the air flow exits
from the interior of the structure. This behavior occurs mainly because the air that enters
the greenhouse through the windward window of span 1, as it crosses the cross section,
mixes with the warm air and increases its energy level by heat transfer [10,45].

On the other hand, the height of the greenhouse directly influences the magnitude
and spatial distribution of the temperature; it was observed that as the height of the
greenhouse increases, the magnitude of the temperature and the percentage of the area
of the structure with high temperature values decrease. This is an effect generated by
the higher renovation index and the higher level of thermal inertia obtained in higher
greenhouses [1,35]. Likewise, it is possible to observe the effects of the external wind speed,
where for the highest speed scenario S4 it was found that the temperature value inside the
greenhouse was lower and also presented a greater homogeneous behavior, coinciding
with what was reported Flores-Velázquez [81].
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Figure 11. Simulated thermal distribution patterns with ventilation configuration S and for the six greenhouse models (M1
to M6) under wind speeds S1 (0.2 ms−1) and S4 (1.6 ms−1).

In numerical terms, the average air temperature inside the greenhouse ranged be-
tween maximum values of 37.5 ± 8.9 ◦C for S-M1S1 and a minimum of 23.3 ± 0.6 ◦C for
S-M6S4. For the S1 scenario it can be observed that the temperature decreases 11.7 ◦C com-
paring greenhouses M1 and M6 respectively, likewise for the S4 scenario this temperature
reduction between M1 and M6 is only 2.5 ◦C, therefore, the increase in greenhouse height
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will be more relevant in regions where calms or low wind speeds predominate. Although
under these conditions it should also be analyzed up to what level it is convenient from
the technical and economic point of view to increase the greenhouse height, since for the
M4 and M5 models under this condition no less important reductions of 9.7 and 10.8 ◦C,
respectively, would be obtained.

Another relevant criterion to be analyzed is the uniform distribution of temperature
in the cross axis of the greenhouse. This is undoubtedly a factor that has received more
attention in recent years, since it has a direct influence on the physiological behavior of
the plants and on the final yield of the crops [58,82]. Therefore, for this study, the values
obtained in the cross section of each of the greenhouses were plotted as a function of wind
speed (Figure 12).

In general, it is again observed the difference that exists between span 1 on the
windward side (cool area) and span 9 on the leeward side (warm area) with relevant
thermal differentials higher than 15 ◦C. Likewise, in some critical scenarios, the temperature
in some areas of the cross section of the greenhouse exceeds 40 ◦C, a value that is quite
inadequate for the growth and development of any vegetal species [83].
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3.3.2. Roof Ventilation (R)

In qualitative terms, it is observed that under ventilation configuration R, lower
temperatures are obtained with respect to configuration S (Figure 13). In general, it is
observed that the highest temperature areas are located on the windward and leeward
sides of the span, respectively. This behavior is related to the ventilation configuration and
to the characteristics of the airflows of these regions near the greenhouse walls previously
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analyzed, a similar behavior was reported in a work on natural ventilation of four types of
multi-tunnel greenhouses by Park et al. [84].

For this configuration it is also observed that there is a positive effect of wind speed
and greenhouse height on the magnitude and distribution of the temperature inside the
structure. In the most critical case S-M1S1 it is observed that there are relatively important
areas of high temperature in spans 1, 3 and 5, while in the S-M6S1 scenario these areas are
significantly reduced. In S-M1S4 the high temperature area disappears in span 3 and the
hot areas in spans 1 and 6 are reduced to an area very close to the side wall of each side
and, finally, in S-M6S4 these high temperature areas disappear completely in the spans
already described.
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Figure 13. Simulated thermal distribution patterns with ventilation configuration R and for the six greenhouse models (M1
to M6) under wind speeds S1 (0.2 ms−1) and S4 (1.6 ms−1).

In numerical terms the average air temperature ranged between maximum value
of 32.7 ± 3.1 ◦C for R-M1S1, value that is lower by 4.8 ◦C with respect to S-M1S1, the
minimum value obtained was 25.0 ± 1.3 ◦C in R-M6S4 value that is higher by 1.7 ◦C with
respect to S-M6S4. For the S1 scenario the temperature reduction obtained was 1.3, 2.2,
2.8, 3.6 and 4.3 ◦C in M2 to M6 compared to M1 respectively, while in S4 these reductions
with respect to M1 were 0.5, 0.7, 1.1, 1.1, 1.4, 1.7 ◦C in M2 to M6, successively, results that
continue to confirm the importance of roof ventilation in low wind speed conditions (S1).

For this case, the thermal behavior on the greenhouse cross axis in each scenario eval-
uated shows a totally different spatial temperature distribution than that observed in the
previous ventilation configuration (Figure 14). Due to the air inlet and outlet flows through
the roof vents and the airflow distribution patterns discussed in Figure 6, it is possible to
observe the temperature variations occurring between span 1, 3 and 6 successively. It can
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also be seen how this temperature distribution tends to be more uniform and smaller in
magnitude as the height of the greenhouse and the outside wind speed increase.
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3.3.3. Side Ventilation and Roof (RS)

The spatial distribution of the temperature for this configuration allows us to observe
qualitatively that the temperature value in each of the simulated scenarios has a lower
magnitude compared to the S and R configurations (Figure 15). For these scenarios, it is
observed that the regions of lower temperature coincide with the ventilation areas where
the air flow enters, both in the lateral sides and in the roof ventilation areas, which coincides
with what was analyzed in the work by Villagran et al. [10].

For scenario S1, it can be observed that the high temperature regions are in the spans
located on the leeward side. This high temperature region gradually disappears as the
height of the greenhouse increases. In the case of M1, the highest temperature region occurs
in spans 4, 5 and 6, with a heat spot in the middle of the area of span 6. However, in M6,
this heat patch disappears from the span 6 and only a small region of higher temperature is
observed near the ventilation area on the leeward side of the greenhouse. Similar behavior
is observed in scenario S4, although in this case the temperature values appear to be
qualitatively lower than those obtained in S1.

Numerically, it was found that the temperature value inside the structure presented
a maximum value of 29.4 ± 3.8 ◦C in RS-M1S1, being this value lower by 8.1 and 3.3 ◦C
compared to S and R, respectively. Therefore, the RS ventilation configuration also allows
obtaining a higher cooling efficiency under the same climatic conditions, which is a very
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relevant factor for the management of the microclimate in greenhouses located in the
savanna of Bogota [1].

On the other hand, the minimum mean inside air temperature value was 23.2 ± 0.6 ◦C
in RS-M6S4, a value that is lower by 1.7 and 0.1 ◦C with respect to those obtained in R and
S, respectively. Therefore, again it can be observed that the greatest benefits in terms of
thermal distribution are obtained for low wind speed conditions. It is also important to
note that the temperature values obtained in most of the scenarios are within the range of
25 and 30 ◦C, ranges where species of commercial and food interest such as Tomatoes tend
to develop adequately. As well as some ornamental species of commercial interest for the
international market such as the Rose or Carnation [1,85].

Regarding the spatial distribution, it was again found that as the greenhouse height
increases and the external wind speed increases, more stable and uniform temperature
values are obtained in the cross section of the greenhouse (Figure 16). The thermal gradients
for the same moment inside the greenhouse were reduced from 13.2 ◦C in M1S1 to 1.94 ◦C
in M6S4, the latter value being a recommended limit to guarantee the homogeneity of a
naturally ventilated greenhouse [39,86].
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3.4. Response Surface Modeling

Finally, looking for a better and simpler interpretation of the results obtained by CFD
simulation, these numerical results of the evaluated scenarios were adjusted to response
surface models. This methodology allows observing the behavior of the response variable
in scenarios not simulated numerically, if these scenarios are within the limiting ranges of
the simulated boundary conditions

The results for the fitted response surface models are summarized in Table 4. The
second order model alternative gave the best results for all models. The lack of fit test
showed that the models accurately fit the data exception made for the sidewalls scenario
and with temperature as the response variable. The adjusted R-squared coefficient of
determination indicated varying results whether the outcome variable was the internal air
velocity or the temperature. Highest R-squared values were obtained for the models with
wind speed as the dependent variable as compared to their temperature pairs under the
same scenario.

Despite the varying results for the adjusted R-squared coefficient, all terms included
in the models were considered significant. Since most of the results indicated a good fit of
the model to the calibration data, we evaluated the effect of varying levels of greenhouse
height and external wind speed for each ventilation scenario through response surface
plots. The response surface plots indicated a similar behavior for internal temperature and
air velocity irrespective of the ventilation scenario (Figure 17). The individual effects of
the predictors showed that increasing the greenhouse height effectively resulted in lower
temperatures, while the internal air velocity was slightly affected by the greenhouse height.
The major effect of the external wind speed on both, the temperature, and the internal air
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velocity, is clearly depicted in Figure 17. Increasing the greenhouse height under increasing
levels of external wind speed resulted in lower temperature values within the greenhouse.

Table 4. Response surface models and goodness of fit measures applied to the three ventilation scenarios and considering
internal wind speed and temperature as dependent variables.

Scenario—Ventilation Type Model Adjusted R-Squared Lack of Fit Test

Roof (R) IAV ∼ H1 + EWS + H12 + EWS2 + H1 : EWS 0.6405 F = 0.6145; p = 0.891
T ∼ H1 + EWS + H2 + EWS2 + H1 : EWS 0.5663 F = 1.0693; p = 0.378

Side (S) IAV ∼ H1 + EWS + H12 + EWS2 + H1 : EWS 0.8908 F = 0.5115; p = 0.954
T ∼ H1 + EWS + H12 + EWS2 + H1 : EWS 0.5893 F = 2.2616; p = 0.002

Roof + Side (RS) IAV ∼ H1 + EWS + H12 + EWS2 + H1 : EWS 0.8986 F = 0.6915; p = 0.822
T ∼ H1 + EWS + H12 + EWS2 + H1 : EWS 0.5114 F = 0.2596; p = 0.999

IAV: internal air velocity; T: temperature; H1: greenhouse height; EWS: external wind speed.

On the other hand, lower greenhouse heights combined with decreased external wind
speeds resulted in lower internal air velocity. However, while all scenarios depicted the
same trends, differences arise when looking at the scale of variation of the internal tempera-
tures and air velocity. The sidewalls scenario showed that increasing the greenhouse height
under increased external wind speeds have a more dramatic effect in terms of lowering
the internal temperature of the greenhouse (Figure 17c), compared to roof or combined
ventilation (Figure 17a,e).

The option to apply only the roof ventilation decreased the internal wind speed under
almost null external wind speed no matter what the greenhouse height is. However, when
the external wind speed increases along with the greenhouse height, internal air velocity
also increases but the highest internal air velocity is reached with the lowest greenhouse
height and the maximum external wind speed (Figure 17b). This results is opposed to
the other scenarios where the top internal air velocity was reached when the maximum
greenhouse height and external wind speed were evaluated (Figure 17d,f).

The optimal combination of greenhouse height and external wind speed that min-
imized the temperature and achieved an adequate internal wind speed seemed to be
located around the maximum height and external wind speed for all scenarios. These
results implied that higher values for both explanatory variables should be considered
to find the lowest internal temperature and the highest internal air velocity. However,
going beyond and increasing the region of analysis will yield unrealistic results due to
greenhouse construction restrictions and maximum local wind speeds.

The results presented here are in line with those reported by Villagran et al. [1], and
Bustamante et al. [87], indicating that increased greenhouse heights and the combination
of roof and sidewalls ventilation yields improved internal climate conditions, particularly
for greenhouse established in high altitude tropical regions.

It is also important to recommend that a future study regarding this greenhouse
typology should focus on the structural design of the model evaluated and an economic
analysis of the height alternatives proposed. This to be able to dimension the robustness
of the structure and an associated cost per m2 of covered area for each of the 6 models
proposed, although in Colombia there are currently no regulations in force for the con-
struction of greenhouses, a work of this magnitude can provide economic and structural
tools for decision making. This information can be used for the generation of public policy
management documents that can promote and regulate the use of greenhouses conceived
with design criteria.
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4. Conclusions

The numerical simulation tool is still an agile and accurate alternative to determine
the renewal indexes and thermal distribution in passive greenhouses. It is also analyze
unconstructed scenarios, facilitating decision making for farmers and providing an alterna-
tive analysis that can contribute to improve the technical and economic sustainability of
protected agriculture.
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The use of previously validated CFD models allows generating simulated data series of
temperature and air velocity inside a greenhouse and associating them to response variables
such as the height of the structure evaluated or others. This facilitated the association
of the obtained data to other analysis methodologies such as regression with response
surface models obtaining acceptable adjustments in the analyzed variables, therefore, it
was possible to generate response surface graphs which facilitates the interpretation of the
numerical results as a whole for each ventilation configuration analyzed (S, R, RS).

The natural ventilation of a greenhouse is highly dependent on the behavior of the
wind speed of the study region. For the three ventilation configurations analyzed (S,
R and RS), it was found that the renewal indexes were maximized as a function of the
increase in the external wind speed. Although it should be noted that regardless of the
ventilation configuration for the lowest wind speed S1 (0.2 ms−1), none of the greenhouse
models exceeded the recommended minimum value of 40 hourly renovations, although
these IR values are less critical in the RC configuration. The optimization of the IR in
the RS ventilation configuration allowed obtaining a higher cooling efficiency inside the
greenhouse and a uniformity in the spatial distribution of the temperature. Maximum
temperature values of 29.4 ± 3.8 ◦C were obtained in RS-M1S1, being this value lower by
8.1 and 3.3 ◦C with respect to S-M1S1 and R-M1S1 respectively.

The crop production in greenhouse in the future should be with the efficient use
of resources, so that numerical simulation techniques will have the goal of adapting the
climatic environment in the design and operation of protected agriculture. In addition
to the greenhouse dimensions, the position and size of windows are among the other
influential factors to be considered in future studies
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Abstract: Technology-oriented approaches to reduce chemical fertilization in agroecosystems without
influencing the vegetable yield is a proficient method for sustainable agriculture and environmental
safety. However, short-term studies are not capable to indicate the effects of various inputs in a long
run; therefore, a six-year experiment was conducted in Ningxia, China. The experimental units were:
no fertilizer control (CK: 0 kg N ha−1), chicken manure (M: organic N 362 kg ha−1), reduced chemical
fertilizer (RCF: chemical N 992 kg ha−1 + organic N 362 kg ha−1), and conventional fertilizer (CF:
chemical N 1515 kg ha−1 + organic N 362 kg ha−1). The study aimed to assess the effects of reduced
fertilization on yield, nitrogen (N) use efficiency (NUE), N leaching, and the economic benefits. The
results achieved herein indicate that RCF has significantly improved the NUE, reduced N leaching
(23.7%), and improved the N economic benefit (NEB, 41.8%) as compared to the CF. Based on yield,
net benefit, and NUE conditions, the optimum N application range was 634–821 kg N ha−1 for tomato
and 556–778 kg N ha−1 for cucumber. The study concluded that reduced chemical application of N is
an important factor to control environmental pollution and improve fertilizer use efficiency. Further
experiments are suggested to examine the optimum N rate provision from chemical fertilizer and its
ratio with organic fertilization.

Keywords: vegetable yield; nitrogen use efficiency; nutrient leaching; leaching-to-input ratio;
nitrogen fertilizer economic benefit

1. Introduction

Greenhouse vegetable production has the advantages of less planting area requirement
and relatively higher yield [1]. Increased vegetable consumption and farmers’ increased
per-capita earning expectations have promoted greenhouse vegetable production glob-
ally [2,3]. In 2009, the area under greenhouse vegetable cultivation in China was 3.35 million
hectares, and the country had the highest yield of greenhouse vegetables globally [4]. By
2013, Chinese production accounted for 50% of world vegetable production, and the area

201



Sustainability 2022, 14, 4647

under cultivation in China for greenhouse vegetables had increased to more than 3.7 mil-
lion hectares [5]. In 2016, the area under greenhouse vegetable cultivation in China was
3.91 million hectares, which accounted for 21.5% of the total planting area and produced
30.5% of the total yield in China [6,7].

To ensure maximum production from greenhouse vegetables, surplus fertilization
is a common practice, which results in low fertilizer use efficiency [8,9]. Nitrogen (N) is
the most important nutrient required by vegetables to maximize production; thus, it is
essential to determine the appropriate fertilization rate. The rate of N uptake from different
N sources by vegetables was observed to be less than 400 kg N ha−1 [10]. The average
soil N application rate for greenhouse vegetables was 1732 kg ha−1 year−1 in Beijing,
which is nearly four times the rate at which vegetables can absorb N [7]. The average N
fertilization rate for greenhouse vegetables reached 4088 kg ha−1 year−1, with an NUE
less than 10%, in a vegetable production area in Shouguang, Northern China [11,12]. For
vegetable production in Northern China, Ju et al. [13] reported annual average inputs of
N from chemical fertilizer, manure, and irrigation water, of 1358, 1881, and 402 kg ha−1,
respectively, totaling 3641 kg ha−1; this is nearly nine times more N than vegetables can
absorb [13]. Excessive N input causes N to accumulate in the soil [14]. Whether from
natural or anthropogenic, this leads to N leaching and volatilization losses that are the
major sources of non-point source pollution [15,16]. Furthermore, it also is the major cause
of severe nitrate leaching and increases the risk of groundwater pollution [17,18].

To address these problems, fertilizer reduction technology (FRT) has been investigated
in the United States and other developed countries since the 1980s [19]. Reducing N fertil-
ization to 200 kg ha−1 resulted in satisfactory production and good vegetable quality [20].
A reduction of 40% N fertilization in greenhouse vegetable production reduces N leaching
loss by 39.6% without affecting the yield [21]. Reducing N application from 360 kg ha−1 to
240 kg ha−1 can enhance yield (8.8%) and N agronomic efficiency (51.3%) in a greenhouse
cucumber experiment [21,22]. Fertilizer N reductions of 20% and 50% can reduce total
N (TN) leaching by 18.3% and 43.0%, respectively in the cucumber–cabbage season [22].
Therefore, FRT is an effective technique to not only improve economic benefit but also
ensure sustainable vegetable development with improved N use efficiency (NUE) and less
N leaching.

The Ningxia Plain is a vital vegetable production area located upstream of the Yellow
River and is developing rapidly in recent years. Higher demands for vegetables have forced
local farmers to apply a higher dose of chemical fertilizers in this area [23]. The adaptation
of FRT is difficult in Ningxia Plain as well as other rural regions in China due to fear of less
production, ineffective soil testing services, ignorance of environmental conditions, and
lack of expertise [24]. Some recent cases have proved that training/seminars are effective
tools in guiding farmers to reduce N fertilizer input for agricultural production [25–27].
Nevertheless, after training, they may restart the previous practice of excessive N fertilizer
application, believing that the continuous reduction of N fertilizer application in the long
term may reduce the TN supply in the soil and have a negative impact on crop yield [28].
This gives rise to the need for this study to identify the long-term influences of FRT vegetable
yield, environmental pollution, and profitability of vegetable production systems.

Keeping an eye on the need of this study, we conducted a six-year in situ study aiming
to measure the effects of conventional, reduced fertilization, and organic fertilization. The
major objectives of this study are to (1) measure the influence of reduced fertilization on
vegetable yield and NUE, (2) identify the key characteristics of reduced fertilization with
respect to N leaching, and (3) estimate the N fertilizer economic benefit.

2. Materials and Methods
2.1. Site Description

The greenhouse experiment was conducted at Yellow River Irrigation Region of
Ningxia Plain at the NXL01 land block (38.4475 N, 106.3575 E), in Ningxia province, China,
at an altitude of 1000 m. This experiment was launched over six years (December 2008
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to November 2013). The mean annual rainfall and air temperatures were 233 mm and
9 ◦C, respectively. The tomato–cucumber rotation vegetable system was used: tomatoes
were grown and harvested first, then fallow period, followed by cucumbers, with one
rotation per year. The soil is classified as Sandy Loam Soil (USDA system) in the study
area. The physicochemical properties of the soil were as: clay 14%, silt 30%, sand 56%, bulk
density 1.37 g cm−3, moisture content 10.3%, pH 8.27, 30.10 g kg−1 organic matter con-
tent, 2.42 g kg−1 total N, 2.14 g kg−1 total P, 302.40 mg kg−1 Olsen-P, and 390.00 mg kg−1

extractable K.

2.2. Experimental Design

Four treatments were applied during the tomato and cucumber growing seasons
following the local experts’ recommendations: control (CK: 0 kg N ha−1); 100% chemical N
reduction fertilization, using a single application of organic fertilizer in the form of manure
(M: 362 kg N ha−1); reduced conventional fertilization (RCF: chemical N 992 kg ha−1 +
organic kg N 362 ha−1), in which the chemical fertilizer N contents were reduced by,
38.7% and 28.8% on average, for tomatoes and cucumbers, respectively, relative to the CF
treatment; conventional fertilization (CF: chemical N 1515 kg ha−1 + organic N 362 kg ha−1).
Phosphate (triple superphosphate, 46% P2O5) and manure fertilizers (chicken manure, with
average N, P2O5, and K2O contents of 1.00%, 1.32%, and 1.88%, respectively) were applied
as base fertilizers before each tomato and cucumber season. Urea (46% N) and potassium
sulfate (50% K2O) fertilizers were split into base and topdressing applications and were
hand broadcasted. The vegetables were transplanted to seedbeds (600 cm long × 130 cm
wide) with plant spacing of 40 cm and row spacing of 75 cm for tomatoes, and plant spacing
of 30 cm and row spacing of 70 cm for cucumbers. There were three replicates for each
treatment and were arranged according to randomized complete block design (RCBD). The
greenhouse was covered with plastic sheet. The light of Ningxia greenhouse is sunlight
without any artificial light. The indoor temperature was controlled at 14–18 ◦C at night and
25–30 ◦C during the day by sunlight, covering quilt and uncovering shed film. Weeding
and pesticide application were according to the local conventional practices. Yellow River
water and groundwater were used for irrigation.

2.3. Evaluation of N Use Efficiency

Tomato and cucumber samples were collected, and yields were measured for each
harvest. The Kjeldahl method was used to analyze N content, as described by Yang et al. [15].
The following indicators were calculated, using data collected over the entire study, to
evaluate NUE: apparent recovery efficiency of applied N (REN, %), agronomic effectiveness
of applied N (AEN, kg kg−1), physiological efficiency of applied N (PEN, kg kg−1), and
partial factor productivity of applied N (PFPN, kg kg−1) [29]:

REN =
TUN − TCK

FN

AEN =
YN − YCK

FN

PEN =
YN − YCK

TUN − TCK

PFPN =
YN
FN

where TUN is TN uptake, TCK is TN uptake without N application, FN is applied fertilizer
N, YN is annual tomato/cucumber (tomato followed by cucumber) yield, and YCK is the
tomato/cucumber yield without N application (all expressed in kg ha−1). The relationships
between these parameters and annual N application rate were examined using exponential,
linear, logarithmic, and power functions.
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2.4. Leachate Collection and Measurement of Nitrate Losses Due to Leaching

Using a leachate collection device as described by Zhao [23], leachate was collected
3 d after each irrigation. The leachate collection device and containers were cleaned before
use. The samples were stored at −20 ◦C in a refrigerator, and the TN content of the leachate
was analyzed using the alkaline potassium persulfate digestion UV spectrophotometric
method [23]. Approximate N input and leaching were calculated as follows:

NLCC

(
kg ha−1 year−1

)
= NLCT − NLCO

NLIRTN (%) =
NITN
NLTN

× 100%

NLIRON (%) =
NION
NLON

× 100%

NLIRCN (%) =
NICN
NLCN

× 100%

where NLCC is N leaching caused by input of chemical fertilizer N, NLCT is N leaching
caused by TN input, NLCO is N leaching caused by organic N input, NLIRTN is the TN
leaching-to-input ratio, NLIRON is the organic N leaching-to-input ratio, NLIRCN is the
chemical N leaching-to-input ratio, NITN is TN input, NION is organic N input, NICN is
chemical N input, NLTN is TN leached, NLON is organic N leached, and NLCN is the amount
of chemical fertilizer N leached.

2.5. Economic Analysis

The N fertilizer economic benefit (NEB, in USD t−1 N) and the input–output ratio,
were used to calculate the economic benefits of N reduction.

NEB =
BN − BCK

TFI

Input − to − output ratio =
TI
TE

where BN benefits from N input (USD ha−1 year−1), BCK is benefited without N input, TFI
is total fertilizer N input (t ha−1 year−1), TI is total income (USD ha−1 year−1), and TE is
total expenditure (USD ha−1 year−1).

2.6. Statistical Analysis

Descriptive data analysis was conducted, and graphs were created, using Microsoft
Excel 2013 (Microsoft Corp., Redmond, WA, USA). The results are expressed as means (with
standard error, SE) of the three replicates. We estimated fruit yield, NUE, N leaching, and
NEB. One-way ANOVA with Duncan multiple comparison test was used to assess differ-
ences among the treatments. All statistical analyses were performed using SPSS 19.0 (IBM
Corporation, Armonk, NY, USA). p-values < 0.05 were considered statistically significant.

3. Results
3.1. Tomato and Cucumber Yield

The individual yield of tomato and cucumber, as well as the combined yield of both
crops (Figure 1a–c), differed significantly (p < 0.01) between years, treatments, and with the
interaction of year and treatment. The average annual yield for the treatments relative to
the CF is shown in Figure 1d–f.

For the tomato rotations, there was no significant difference between the four treat-
ments in the first year (2008). The yield of the control treatment was significantly lower in
2009 by 16.7% relative to the CF treatment, and the yield gap increased annually from 2009
to 2012. The yield of the M treatment did not decline until 2010, when it declined by 5.1%,
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relative to the CF treatment. There was no significant difference in yield between the CF
and RCF treatments.

Figure 1. Fruit yield of (a) tomato, (b) cucumber, and (c) tomato/cucumber rotation. Average annual
yield (d–f) in the control (CK), manure (M), and reduced conventional fertilization (RCF), relative
to conventional fertilization (CF) for 2008–2013. The error bars indicate the standard deviations.
CK: 0 kg ha−1 N; M: 362 kg ha−1 organic N; RCF: 992 chemical N + 362 kg ha−1 organic N; CF:
1515 kg ha−1 chemical N + 362 kg ha−1 organic N. The lowercase letters indicate the significant
difference among the means each year, while each p value given upside right indicate the two-way
ANOVA with year and treatment interaction.

Similarly, for cucumber rotations, there was no significant difference between treat-
ments in the first year (2008). The yields of the CK and M treatments were significantly
lower in 2009 (by 24.6% and 11.5%, respectively) relative to the CF treatment. There were
no significant differences in yields between the CF and RCF treatments throughout the
experimental period.

For the first year of tomato/cucumber rotation, there was no significant difference in
yield between the four groups. Significant differences occurred from the second year (2009)
to the end of the experiment. Relative to the CF treatment, the yield was reduced in the
CK and M treatments and the yield gap increased annually. On average, the fruit yield of
the M treatment was significantly higher (by 8.2%) than CK but was significantly lower
than CF (by 28.2%) and RCF (by 28.4%) treatments. Moreover, there was no significant
difference between the CF and RCF treatments.
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3.2. Nitrogen Use Efficiency

REN, AEN, PEN, and PFPN (Figure 2a–d) differed significantly (p < 0.01) between
years and treatments. The REN, AEN, and PFPN of M showed a decreasing trend over the
years. The REN, AEN, and PEN showed an upward trend to a relatively stable level year by
year. By the end of this experiment, REN was 11.0, 9.0, and 5.7%, AEN was 66.7, 43.2, and
18.5 kg kg−1, and PEN was 60.7, 43.2, and 31.6 kg kg−1 in high to low order of RCF, CF and
M, respectively. PFP was highest for M (17.9 kg kg−1), followed by RCF (11.1 kg kg−1) and
CF (7.2 kg kg−1).

Figure 2. N use efficiency for 2008–2013. (a) Recovery efficiency (REN); (b) agronomic effectiveness.
(AEN); (c) physiological efficiency (PEN); (d) partial factor productivity (PFPN). Error bars reflect
the standard deviations. Blue: M, 362 kg ha−1 organic N. Red: RCF, 992 kg ha−1 chemical N +
362 kg ha−1 organic N; Green: CF, 1515 kg ha−1 chemical N + 362 kg ha−1 organic N. The lines
indicate the annual general tendency.

3.3. N Leaching

The N leaching data are shown in Figure 3. For all rotations, the amount of leached
N is the sum of the leaching results measured during all four irrigation cycles throughout
the tomato production period. Because of a shortage of water from the Yellow River in
2008, no irrigation was applied during the fallow period in that year. From 2009 to 2012,
TN leaching showed an annual cycle for the CF and RCF treatments: it was high during
the tomato stage, lowest in the fallow stage, and highest in the cucumber stage, each year.
The average annual TN leaching rates from high to low were CF (170.7 kg N ha−1), RCF
(130.2 kg N ha−1, 23.7% lower), M (92.0 kg N ha−1, 46.1% lower), and CK (69.0 kg N ha−1,
59.6% lower), respectively. For the CK, CF, RCF, and M treatments, the average annual
leaching rates for the tomato stages were 28.5, 58.3, 45.4, and 35.7 kg N ha−1, accounting
for 41.2%, 34.1%, 34.8%, and 38.8%, respectively, of the applied N; for the fallow period,
they were 15.8, 26.9, 21.9, and 19.4 kg N ha−1, accounting for 22.9%, 15.7%, 16.8%, and
21.1%, respectively; for the cucumber stages, they were 24.8, 85.6, 63.0, and 39.6 kg N ha−1,
accounting for 35.8%, 50.1%, 48.3%, and 40.1%, respectively.
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Figure 3. N leaching for 2008–2013. (a) Relationship between the sampling period and total nitrogen
(TN) leaching. (b) TN leaching by treatment and vegetable rotation. T: tomato; C: cucumber; F: fallow.
CK: 0 kg ha−1 N; CF: 1515 kg ha−1 chemical fertilizer N + 362 kg ha−1 organic N; RCF: 992 kg ha−1

chemical fertilizer N + 362 kg ha−1 organic N; M: 362 kg ha−1 organic N.

3.4. Economic Analysis

Total expenditure, total income, and TN input are shown in Table 1. The costs for
field management were USD 98, 210, 210, and 112, for the CK, CF, RCF, and M treatments,
respectively, based on USD 14 d−1 for labor times of 7, 15, 15, and 8 d, respectively. Each
year, 45,000 tomato and 48,000 cucumber seedlings were planted per hectare, at a cost of
USD 122.4 and 121.2 per thousand, respectively.

Table 1. Values used to calculate the average annual economic benefit (USD t−1) based on six rotations
(one rotation per year from 2008 to 2013) of greenhouse-cultivated tomato and cucumber plants.

Price Groups

Items Details (USD t−1) CK CF RCF M

Fertilizer Urea 277 0 906 593 0
Ca(H2PO4)2 403 0 754 544 0
K2SO4 337 0 809 792 0
Chicken
manure 88 0 1953 1953 1953

Seed Tomato 5506 5506 5506 5506
Cucumber 5817 5817 5817 5817

Pesticides and herbicides Tomato 126 126 126 126
Cucumber 84 84 84 84

Field management Labor 98 210 210 112
Total expenditure 11,631 16,165 15,625 13,584
Fruit income Tomato 281 10,309 18,511 18,174 11,713

Cucumber 225 15,253 23,006 23,062 17,416
Total income 25,562 41,517 41,236 29,129
Net benefit
(USD ha−1 year−1) 13,931 25,352 25,611 15,545

Total-N input
(kg ha−1 year−1)

0 1877 1354 362

Benefit from N input
(USD ha−1 year−1)

0 11,421 11,680 1614

NEB (USD t−1 N) a 0 6085 8626 4458
Input–output ratio 1:2.20 1:2.57 1:2.64 1:2.14

a NEB: N fertilizer economic benefit.
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The net benefit, NEB, and the input–output ratios (Table 1) were used as the main fac-
tors in the economic analysis of N fertilization. The highest net benefit was RCF, which was
1, 64.8, and 83.8% higher than CF, M, and CK, respectively. The RCF group produced the
highest NEB, which is 41.8% higher than CF and 93.5% higher than M. The input−output
ratio was highest for RCF, followed by CF, CK, and M.

4. Discussion
4.1. Fruit Yield and N Use Efficiency

Nitrogen fertilizer is typically used to improve crop yield [30,31]. However, excessive
N input does not increase yields [31–33]. In our six-year greenhouse experiment, we
found that reducing a certain amount of N content did not significantly reduce fruit yield,
relative to the conventional fertilization used by local farmers. This indicates that the
local conventional fertilization practice provides excessive fertilization. Reducing chemical
fertilizer application from 1027 kg ha−1 N to 692 kg ha−1 N by 38.7% (335 kg ha−1 N) for
tomato and from 850 kg ha−1 N to 662 kg ha−1 N by 28.8% (188 kg ha−1 N) for cucumber
did not negatively affect fruit yield.

In the first year, the yield of the control treatment was not significantly different from
that of the other treatments. This reflects previous excessive fertilization, leading to N
accumulation in the soil, which supported growth during the first tomato season. However,
the yield of the control treatment was lower in 2009, indicating that there was insufficient
accumulated N in the soil to support tomato growth after N absorption by tomatoes and
cucumbers in 2008. Based on this, crop yields could be severely reduced when no fertilizer
is applied.

Organic fertilizer supplementation can improve soil biological quality and function,
thereby further improving crop yield [34,35]. This view has been generally accepted by
local farmers in the region. When we applied organic fertilizer only, with an average annual
N input of 362 kg ha−1, tomato yield was the same as that of the reduced chemical fertilizer
treatment for the first two years. The significant yield reduction occurred in the third year.
We speculate that a single application of organic N can delay the reduction in vegetable
yield, even when no chemical fertilizer N is used; however, the organic fertilizer level in
this research was insufficient to support production in the third year.

The average fruit yield was 13.8% higher in the organic (M) treatment (at 119.2 t ha−1)
than in the control (CK) treatment (at 104.7 t ha−1). However, only organic N application
was substantially lower than those of the conventional and reduced fertilizer treatments
(168.4 and 167.4 kg ha−1, respectively). These results indicate that reducing 100% of
chemical fertilizer reduces yield. As expected, 27.8% reduced fertilization (from 1877 to
1354 kg ha−1) produced similar yields to conventional fertilization. This is consistent
with previous findings that yields can be maintained under appropriate chemical fertilizer
reduction [36–38], this could be associated with the slow or insufficient N supply from the
organic source.

Excessive fertilization not only contributes little in terms of increasing yield but also
increases N accumulation in soil [39]. Due to the high background nitrogen accumulation
in the soil, long-term observation is needed to obtain relatively accurate results in the
comparison of different nitrogen application levels. As shown in Figure 2, the REN and
AEN levels in CF and RCF exceeded M in the fourth year. And the PEN level in CF and
RCF exceeded M in the third year. Then, the situation was kept for the following years.
Therefore, we believe that the evaluation of NUE with the results of the sixth year is reliable.

The relationship between CF and RCF for NUE in this research indicates that a mod-
erate reduction in chemical fertilizer N application could improve NUE in an organic–
inorganic fertilization situation. The main reason for this might be the balanced N supply
from both sources, quicker at early stages from an inorganic source, and slow release
throughout the cropping time by an organic source. Our observations are consistent with
previous findings that moderate chemical fertilizer reductions can improve N use efficiency
in areas that have been over-fertilized [40]. The NUE is typically negatively correlated
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with the N fertilizer application rate [41]. The PFP in our research have the same situation.
Contrary to expectations, in spite of the N application being lower in M than that of CF,
the REN, AEN, and PEN were also lower than that of CF in the end. It can be inferred
that compared with the application of organic fertilizer alone, the combined application of
organic and inorganic fertilizer can effectively improve REN, AEN, and PEN.

4.2. N Leaching

It has been reported that N leaching rates differ between years (2008–2014) for crops
field [15]. Compared with short-term batch tests, long-term positioning tests are more
reliable for comparing differences in N leaching among treatments [7,15]. Soil N leach-
ing is related to excessive irrigation, heavy rainfall, over-fertilization, and poor tillage
management [42]. In our six-year greenhouse positioning experiment, by controlling for
irrigation and tillage mode, differences in leaching were explained mostly by differences
in fertilizer input. Reducing chemical fertilizer N application by 34.5% from conventional
levels reduced TN leaching significantly by 39.8%, and when using only organic manure
fertilizer, reduced it by 77.4% (Figure 3b). This indicates that N leaching is directly related
to the amount of chemical fertilizer used; therefore, reducing chemical fertilizer N input is
an effective way to reduce N leaching, which is consistent with the previous studies [33,43].

During the fallow period, no fertilization was applied, and irrigation was reduced,
causing TN leaching to be relatively low (15.7–22.9%). In the CK treatment, TN leaching was
5.4% higher for tomatoes than for cucumbers. In contrast, tomatoes had lower TN leaching
in the CF, RCF, and M treatments by 16.0%, 13.5%, and 1.2%, respectively, compared with
cucumbers. This indicates that relative to tomato cultivation, cucumbers have a higher risk
of leaching caused by fertilization. Hence, reducing N application for cucumber cultivation
has the potential to reduce N leaching.

Organic fertilizer application at 100 and 200 kg N ha−1 year−1 N was shown to cause
N leaching at 85.2 and 105.5 kg ha−1, which were 18.3 and 38.6 kg ha−1 higher than control
(66.9 kg ha−1), respectively [44]. A greenhouse vegetable study found that applying poultry
manure at less than 217.7 kg ha−2 N did not negatively affect groundwater; however,
double N application will lead to an increase in leaching N [45]. In our study, the organic
fertilizer N input was 362 kg ha−1 year−1, which carries the risk of enhancing N loss.
Nitrogen leaching was 92 kg ha−1 year−1 in the M treatment and 69 kg ha−1 year−1 in the
control counterpart (Table 2); note that this difference of 23 kg ha−1 year−1 was caused
by organic N input. Then, the N leaching caused by the chemical N input part of CF and
RCF were 78 and 39 kg ha−1 year−1, respectively. Furthermore, the organic fertilizer N
leaching-to-input ratio (NLIRON) was 6.4%, which was significantly higher (by 42.2%) than
that of the conventional fertilizer treatment (4.5%), and 178.3% greater than that of the
reduced fertilizer treatment (77.8%). The N leaching-to-input ratio (NLIRCN) in CF and
RCF was 3.5% and 2.3%, which were 45.3% and 64.0% lower than NLIRON, respectively.
Therefore, we found that organic fertilization carries a higher risk of N leaching than
chemical fertilization, which is consistent with some earlier findings [46,47], despite more
research having widely shown that the application of organic N fertilizer would cause a
decrease in N leaching than inorganic [48–50]. Most of the nitrogen in organic fertilizer
exists in the form of macromolecular, which can only be absorbed by plants after a certain
period of dissolution by a series of microbial-mediated steps [51,52]. Therefore, compared
with inorganic nitrogen from chemical N, it is difficult to be directly used by crops. These
macromolecular N and dissolved N from organic fertilizer would also be lost by leaching
when irrigation happened [53]. Therefore, we speculate that slow nitrogen dissolution,
limited uptake by plants, and solubility of organic N are the main reasons for the high N
leaching loss of organic fertilizer. However, further research is still needed to confirm the
details. Previous studies have found that a combination of chemical and organic fertilizer
is a sustainable fertilization approach [54], which can promote crop productivity and N
uptake, and reduces N losses [55,56]. Similarly, our findings support combined chemical
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and organic fertilization, while improving the activity of N-transforming microbes in the
soil by organic manure, the deficiency of N leaching was balanced.

Table 2. Approximate fertilizer-N input and N leaching in the greenhouse vegetable cultivation
system used in this study, from 2008 to 2013.

Items CK CF RCF M

N input (kg ha−1 year−1)
Organic 0 b 362 362 362
Chemical 0 1515 992 0
Total 0 1877 1354 362

N leaching (kg ha−1 year−1)
Total 69 d 170 a 131 b 92 c

NLTNc 0 101 a 62 b 23 c

NLON 0 23 23 23
NLCN 0 78 a 39 b 0.00

N leaching-input ratio (%)
NLIRTN - 4.5 b 3.6 c 6.4 a

NLIRON - - - 6.4 a

NLIRCN - 3.5 2.3 -

CK: control (0 kg ha−1 N); CF: conventional fertilization (1515 chemical fertilizer + 362 kg ha−1 organic N); RCF:
reduced conventional fertilization (992 chemical fertilizer + 362 organic kg N ha−1); M: manure fertilization
(362 kg ha−1 organic N). Results are expressed as means. Lowercase letters after means identify groups that differ
significantly between treatments (p < 0.05), by row. NLTN: N leaching caused by TN input; NLON: N leaching
caused by organic N input; NLCN: N leaching caused by chemical N input; NLIRTN: TN leaching-to-input ratio;
NLIRON: organic N leaching-to-input ratio; NLIRCN: chemical N leaching-to-input ratio.

4.3. Economic Benefit Analysis

Fertilizer N input is the main factor affecting crop yield and economic benefits [57].
We found that reduced chemical fertilization produced a similar economic net benefit to
conventional fertilization, whereas 100% chemical fertilization reduction produced 38.7%
less net benefit than conventional fertilization (Table 1). Although organic fertilization
alone reduces production costs (the chemical fertilizer part), it also significantly reduces
profitability. Therefore, moderate chemical fertilizer reduction was an effective way to
balance production costs and maintain profitability. Reduced chemical fertilization also
increased NEB by 41.8%, whereas organic fertilization alone reduced it by 26.7%. It can be
inferred that the NEB of a single application of organic fertilizer was much lower than that
of a mixed application of organic and chemical fertilizer. Further, it can be seen that organic
fertilizer alone is inferior to chemical fertilizer for increasing economic growth. Although
the advantages of organic fertilizer application are generally recognized, its relatively low
N content and the large amounts required make its cost far higher than that of chemical
fertilizer [58–60].

Ranking the treatments in terms of their input–output ratios, in ascending order,
yielded the following order: M, CK, CF, and RCF. This result showed that only organic
fertilizer will not bring economic benefits (M < CK), and an appropriate reduction in
chemical fertilizer in areas where there has been excessive fertilization can effectively
improve the economic benefit of N fertilization (RCF < CF). Similarly, for a rice–wheat
rotation system, Wang et al. [61] found that a 50% reduction in chemical fertilizer N
raised NEB by 320.8% and increased the input–output ratio from 1:3.0 to 1:4.0, relative to
conventional tillage [62].

4.4. Selecting the Optimum N Application Rate

In conventional agricultural production in China, the yield and economic benefits
related to the N application rate are the most important driving factors [63–65]. To reduce
the high production costs and environmental pollution risks caused by excessive N input,
sustainable agriculture aims to balance the N application rate, with both ecological and
agronomic benefits [66–68]. Therefore, we aimed to determine the optimum range of N
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application rates to balance N leaching, vegetable yield, net benefit, and NEB in greenhouse
vegetable farming. Organic fertilizer was applied at the same rate in the organic fertilization,
conventional fertilization, and reduced conventional fertilization treatments. Figure 4
illustrates the effects of each treatment on yield, N leaching, net benefit, and the N fertilizer
economic benefit.

Figure 4. The optimum range of N application. (a) Regression models of tomato/cucumber yield,
N leaching, N fertilizer economic benefit (NEB), and net benefit against the annual N application
rate (2008–2013). Regression models of net benefit, N fertilizer economic benefit (NEB), tomato yield
(b), and cucumber yield (c) against the annual N application rate (2008–2013).

Yang et al. [15] found that TN leaching at less than 170 kg ha−1 would cause no environ-
mental harm. In our study, the highest average annual N leaching rate was 170.7 kg ha−1

in conventional fertilization treatment, at the N application rate of 1877 kg ha−1, and N
leaching was lower when the N application rate was reduced. Therefore, we consider a
total average annual N input of less than 1877 kg ha−1 to be safe for the environment. In the
tomato/cucumber rotation, the maximum yield was obtained at an annual N application
rate of 1691 kg ha−1, using 12.3% less chemical fertilizer N than conventional fertilization
(Figure 4a). Generally, the N application rate that maximizes the crop’s economic benefit
is lower than that which maximizes yield [62,69]. Our findings were similar: the maxi-
mum net benefit occurred at an annual N application rate of 1583 kg ha−1 (108 kg ha−1

lower than the rate that maximized fruit yield), and using 19.4% less chemical fertilizer
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N than conventional fertilization. The maximum NEB was obtained at the annual N rate
of 1143 kg N ha−1, using 48.4% less chemical fertilizer N than conventional fertilization.
Maximum NEB reflects the most economical use of chemical N fertilizer. Further, using less
N reduces N leaching and the risk of environmental pollution; hence, NEB may become a
key indicator for determining chemical fertilizer N use in the future. We, therefore, recom-
mend N application rates of 1143 and 1583 kg ha−1 for tomato and cucumber greenhouse
farming, respectively, and reducing chemical fertilizer N application rates by 19.4% and
48.4%, respectively, relative to conventional fertilization. The maximum yield, net benefit,
and NEB for tomatoes occurred at N application rates of 918, 821, and 634 kg ha−1, respec-
tively (Figure 4b); for cucumbers, they occurred at 871, 778, and 556 kg ha−1, respectively
(Figure 4c). In summary, our findings indicate that the optimal ranges of N application
rates for greenhouse production of tomatoes and cucumbers are 634–821 kg ha−1 and
556–778 kg ha−1, respectively, under current experimental conditions.

4.5. Practical Implementation of the Study

The practical application of this study will be an effective tool to control N pollution.
Several studies, including the current one, discuss effectively the FRT reducing the crop
yield. Some of the published material indicates that even a huge decrease in chemical
fertilization can control the yield losses in combination to the environmental safety [21–23].
The integrative use of controlled chemical fertilization in combination with organic fertil-
ization can significantly improve the yield attributes and cost effectiveness and control
environmental pollution. It is further recommended to conduct future research experiments
on combined fertilization of organic and inorganic N, trying various fertilization resources,
site-specific and crop-specific studies, following the short-term and long-term studies.

5. Conclusions

Because it produces the highest yield and total income, conventional fertilization is
highly preferred by farmers. In our study, conventional fertilization had the lowest N use
efficiency and highest N leaching among the treatments, and lower economic benefit and
NEB than reduced conventional fertilization. Reduced conventional fertilization produced
the optimal N fertilization approach. Although organic fertilization provides benefits
such as improving soil texture and soil microorganism diversity, the high N leaching
ratio and low economic benefits caused by organic fertilization mean that it is not ideal.
Therefore, it is feasible to use organic fertilizer with chemical fertilizer to produce an
optimum fertilization scheme. Further studies are needed to explore the optimal reduction
in chemical fertilizer use and optimal proportions of chemical and organic fertilizer.
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Abstract: Aquaculture is the fastest growing animal food production sector worldwide and is
becoming the main source of aquatic animal foodstuff for human consumption. However, the
aquaculture sector has been strongly criticized for its environmental impacts. It can cause discharge
and accumulation of residual nutrients in the areas surrounding the production farms. This is because,
of the total nutrients supplied to production ponds, only 30% are converted into product, while the rest
is usually discharged into the environment to maintain water quality in aquaculture culture systems,
thereby altering the physic-chemical characteristics of the receiving water. In contrast, this same
accumulation of nutrients is gaining importance within the agricultural sector, as it has been reported
that the main nutrients required by plants for their development are found in this aquaculture
waste. The purpose of this review article is to indicate the different aquaculture production systems,
the waste they generate, as well as the negative effects of their discharge into the environment.
Biofiltration and bioremediation processes are mentioned as alternatives for aquaculture waste
management. Furthermore, the state of the art in the treatment and utilization of aquaculture waste
as a mineral source for agricultural nutrition through biodigestion and biomineralization processes
is described. Finally, aquaponics is referred to as a biological production approach that, through
efficient use of water and recycling of accumulated organic nutrients in aquaculture systems, can
contribute to addressing the goals of sustainable aquaculture development.

Keywords: environment; eutrophication; particulate fraction; effluent; treatment

1. Introduction

Aquaculture is an activity aimed at the cultivation of aquatic animals such as freshwa-
ter or marine fish, molluscs, crustaceans, and emerges as a strategy to replace traditional
fishing, reducing the pressure exerted on natural freshwater or marine populations [1].
Aquaculture has experienced the highest average annual growth in the last 10 years, with
a projected contribution of 52% of fishery products for human consumption by 2025 [2].
Every year, this sector generated around 171 million tons with an approximate value of
36,000 million US dollars, of which 47% came from the aquaculture sector, with Asia being
the largest representative at 89% [3].

The aquaculture sector generates jobs and food products; however, it causes envi-
ronmental problems due to the discharge of organic matter (OM) and nutrient-rich waste
that pollutes the water [4]. The nutrients supplied to the farmed animals are not fully con-
sumed, with only 30% being utilized by fish, molluscs or crustaceans, the rest settling and
accumulating as a particulate fraction (commonly referred to as “sediment” or “sludge”)
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composed mainly of OM, nitrogen (N), and phosphorus (P) [5]. Previous research reports
an annual discharge of 27.0 kg/ha of N and 9.0 kg/ha of P in Norwegian fish farms [6].
Another report an annual discharge of 84.0 kg/ha of N, 21.0 kg/ha of P and 2400 kg/ha of
OM [7]. Whereas, in fish farms in Japan, the rate of OM accumulation is between 3.9 and
11.7 mg/day [8].

Generally, these nutrients are removed to maintain water quality in aquaculture
systems by discharging them into the environment altering the physico-chemical char-
acteristics of the receiving water, decreasing dissolved oxygen (DO) concentration, but
increasing; the total suspended solids (TSS), the biological oxygen demand (BOD), and
chemical oxygen demand (COD). Furthermore, it decreases benthic fauna [9]. In contrast,
this same accumulation of nutrients is gaining importance, as it has been reported that it
contains the main nutrients required by plants, with a high potential for their treatment
and reuse as sources for agricultural fertilisation [10].

Therefore, this article indicates the different aquaculture production systems, the
waste they generate, as well as the negative effects produced by their discharge into the
environment. Biofiltration and bioremediation processes are mentioned as alternatives for
the management of aquaculture waste. Furthermore, the state of the art in the treatment and
use of the aquaculture particulate fraction as mineral sources for agricultural fertilisation
by means of biodigestion and biomineralization processes is described. Finally, aquaponics
is eluded as a biological production approach which, through the efficient use of water and
the recycling of organic nutrients accumulated in aquaculture systems, can help to address
the objectives of sustainable aquaculture development.

2. Aquaculture Production Systems

Worldwide, the aquaculture is classified according to the degree of production inten-
sity (balanced feed, sowing density, artificial aeration, among others), such as extensive,
semi–intensive, and intensive. The extensive systems use basic management levels, since
they do not make use of ingredients for the production of this type of systems, the organ-
isms grow up on their own and productivity is limited by natural water conditions, stocking
density is low, which generate a production not greater than 500 kg/ha, the semi-intensive
systems make use of additional ingredients, such as feed with high protein content, thera-
peutic products to prevent disease, as well as chemical and organic fertilizers to increase
natural productivity of the system, support stocking densities from 10–30 fish/m3, and
reach production oscillating from 1000 to 2500 kg/ha, whereas in intensive aquaculture,
greater yields are achieved than what the capacity of the natural environment allows, by
means of techniques, such as balanced feed, artificial aeration, as well as mechanical and
biological filtration supporting densities from 60–120 fish/m3 and reaching productions
from 10,000 to 80,000 kg/ha; the aquaculture systems are classified such as flow, pond,
recirculating, weir and net cages and floating and bottom farming (Table 1) [2,11].

Table 1. Aquaculture systems used in the production of marine and freshwater organisms and waste
production.

Aquaculture System Characteristics Species Production Waste Production Reference

Flow

This system has rectangular canals
with an outlet drop at the end of the

structure allowing elevating O
concentration and releasing CO2. The
flow or canal system use run-off waters

coming from rivers or springs.

− Siluriformes
− Solea solea
− Oncorhynchus mykiss

The water is not retained
the sufficient time for

significant OM biological
decomposition processes

to develop, thus
continuous waste

produced is discharged to
the environment.

[12]
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Table 1. Cont.

Aquaculture System Characteristics Species Production Waste Production Reference

Pond

This system is made up of artificial
structures covered with high-density

plastic to retain water for long periods
of time, water quality is controlled by

natural, chemical, and biological
processes that occur in ponds. A

constant water source is necessary to
guarantee sufficient capacity to achieve
a daily recharge of at least 10% of total

pond volume to allow eliminating
NH4

+ and OM excess.

− Cyprinus carpio
− Cherax

quadricarinatus
− Dendrobranchiata
− Oreochromis niloticus
− Caridea

Around 80 to 90% of dry
matter and C, as well as

70 to 80% of N and P end
up as waste. From 1 to
100 kg/ha of daily feed

rate, approximately
350 mg/m2/day is

excreted by fish as waste.

[13–15]

Recirculating aquaculture
system (RAS)

This system consists of intensive fish
production that uses water treatments
to facilitate recycling. RAS generally

include: (1) Settlers and micro-screens
for collecting sediment and suspended
particles, (2) Nitrifying biofilters and
(3) Gas exchange devices to eliminate

dissolved CO2 and add the O.

− Maccullochella peelii
− Lates calcarifer
− Oreochromis niloticus
− Solae senegalensis
− Coregonus lavaretus

RAS consume a small
quantity of water (only 5%
per day to compensate for

the loss caused by
evaporation, solid

elimination, and plant
absorption) and generate

pollutants of small volume
but with a high

nutrient concentrate.

[16–18]

Open-net pen or net cage

This system basically represents
“fencing” a portion of water. Net cages
are systems that retain farmed species

in a confined area, excluding
unwanted animals from the

surrounding water body, this system
depends on the water course where

this type of system is located, in which
the number of pollutants dumped in

the environment cannot be controlled.

− Salmo salar
− Cyclopterus lumpus
− Oplegnathus

punctatus
− Lates calcarifer

Sites with bad circulation
imply low DO

concentration conditions,
and the accumulation of

metabolic waste promotes
algal growth and many
other benthic organisms
that adhere and colonize

around the cage, reducing
water movement through

the cage severely and
deteriorating
water quality.

[19]

Floating and bottom

This system uses similar principles to
those of open–net pen or cage-net
systems, which is why they also

depend on water movement as well as
its natural quality to supply the

necessary nutrients and conditions for
the development of farming bivalves.

This system is those
destined for bivalve
mollusk production

(oysters, mussels, clams,
and scallops)

Likewise, they cannot also
control the number of
pollutants dumped in

the environment

[20]

3. Aquaculture Waste

Waste produced by aquaculture is classified into four forms: gases (H2S), liquids
(effluents), semisolids, and solids (particulate fraction), of which the last two are known
as sediments or sludge [21]. Solid waste or sludge is further divided into two categories:
suspended solids and settleable solids [22].

3.1. Gas Emission from Aquaculture

Within the aquaculture systems, sulfur (S) is a residual chemical element that origi-
nated from metabolic waste produced by farmed organisms; its form is mainly as a sulfate
ion since, in aerobic sediment conditions in suspension, S decomposes as sulfide (S2−) and
oxidizes to sulfate (SO4

2−). However, in aquaculture, as feed applied to culture systems
increases, the accumulation of organic detritus is promoted, causing severe anoxia condi-
tions (lack of oxygen) in sediments, this situation makes anaerobic bacteria use the oxygen
molecules present in sulfate ions, increasing H2S production, any concentration of H2S
interrupts the respiration of the aquatic animals, causing them stress and making them
susceptible to diseases [23].
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3.2. Aquaculture Effluents

In most aquaculture systems, food supply is the main cause of water pollution and
deterioration. Only 30% of the provided nutrients turn into a product, whereas the rest
must be removed and generally dumped in the environment in the form of effluents (fluids
loaded with solid, liquid, or gaseous waste) [24]. Aquaculture effluents include organic
compounds, such as proteins, lipids, carbohydrates, vitamins, and minerals, while inorganic
waste products accumulate mainly as NH4

+, NO2
−, NO3

−, bicarbonates, and phosphates,
of which N and P are the main components from effluents that cause environmental
pollution [25]. The rate of pollutants released to the environment is directly ruled in function
of the amount of feed consumed and digestibility. Generally, pond and recirculation systems
produce a smaller number of effluents to be discharged but with much higher OM and
nutrient concentrations, while flow, net cage, or open-net pen, floating and bottom farming
systems emit greater flow but with a lower concentration of these pollutants [26].

3.3. Aquaculture Particulate Fraction

Waste conformed by N, P, and dissolved organic carbon compounds negatively affects
the environment [27], these particles are mainly formed from unconsumed food, waste
produced by fish, and the residual part where unassimilated forms accumulate the greatest
content of incoming nutrients to the aquaculture systems. Additional treatments are thus
necessary for the good use of minerals [28].

Within aquaculture production systems, up to 70% of the feed supplied may end up
as a particulate fraction at a daily average of 0.4–12.3% [29]. This matter usually contains
approximately 7–32% N, as well as 30–84% of P provided for the development of the
cultured organisms. Furthermore, the aquaculture particulate fraction is divided into two
categories; suspended solids and settleable solids [30]. Suspended solids are fine particles
ranging from 30 to 100 micrometers (µm), so they do not settle and remain suspended in
the water of aquaculture systems, making them very difficult to collect [22]. In contrast,
settleable solids are larger particles (100 > µm), which form sediment in a short period of
time, making them easier to collect and remove from culture systems [31].

4. Aquaculture Waste Effect on the Environment

One of the main effects on the environment caused by aquaculture is the eutrophication
of the surrounding areas of fish farms; this is because only 30% of supplied N is used in
fish farms. This is because the rest is discharged as effluent with each water recharge in this
system. Nutrient levels in the receiving bodies are thus elevated above normal and start an
ideal environment for anoxic sediments and changes in benthic blooms in the communities
in the areas where these residuals are dumped [32].

Change is generated by suspended solids, which reduce light penetration through
water, inhibiting the photosynthesis process of phytoplankton and marine grass, and
thus generating an increase in mortality of these organisms [33]. Subsequently, bacterial
degradation of dead plants consumes oxygen in water, affecting aquatic species farming
negatively. In extreme circumstances, profiles of aquatic organisms may transform into
species tolerant to sediments, which affects the aquatic food chain on its root. Furthermore,
when the particulate fraction settles in the bottom, it tends to biologically degrade due to
its OM content and, in consequence, transforms the bottom of ponds or cultivation areas to
anaerobic conditions [34].

Alterations may provoke significant changes in the community composition of benthic
organisms. For example, a report found that water quality and sediments were negatively
affected by effluents dumped at 50 and, 150 m while studying the impact of shrimp
effluents dumped on white clams (Dosinia ponderosa) at distances of 50, 150, and 300 m
from the discharge area. Physiological and stress conditions of clams in the affected areas
deteriorated from the discharge area; glucose, lactate, cholesterol, and aminotransferase
alanine were altered, and thermal shock protein transcriptions were expressed in these
clams [35]. Another investigation evaluated the environmental impact caused in part by
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yellowtail (Seriola quinqueradiata) farming on sediments and water quality during low
and high feeding times. They observed that the OM charge in sediments was significantly
higher than the control site (100 m in distance), covering an impact area of 10 m surrounding
the fish farm, accumulating a high level of enriched organic sediments. It subsequently
increases in high volatile sulfur acid in superficial sediments, as well as elevated NH4

+ and
phosphate (PO4

3−) concentrations [8].

5. Aquaculture Waste Treatment

In order to mitigate the impacts of waste in the environment, and at the same time
take advantage of the high degree of biodegradable organic substances and nutrients they
contain, the main treatment methods currently used are: biofiltration by means of artificial
systems made up of substrates and plants with the capacity to absorb and reduce the
content of nutrients, OM and toxic substances in wastewater [36]. Another method is
bioremediation by means of microbiological agents attached to a surface through a matrix
of extracellular polymeric substances with the ability to remove, attenuate or transform
pollutants in water [37]. This is alongside the use of deposit feeders such as polychaetes [38]
and sea cucumbers [39,40] due to their ability to assimilate particulate organic residues, as
they accelerate the depletion of organic matter pools through bioturbation, thus improving
sediment quality [41].

Moreover, it should be noted that the particulate fraction is the most harmful type of
waste produced by aquaculture systems. Therefore, if it is not removed from the ponds,
it can degrade, significantly increasing the concentration of TSS, causing a detriment to
water quality. In addition, the aquaculture particulate fraction is the residual part where
most of the nutrients entering the aquaculture systems accumulate in a non-assimilable
form. It is thus necessary to carry out additional treatments for the correct use of these
minerals [42]. Biodigestion and biomineralization are 2 of the most practiced strategies
for aquaculture particulate fraction treatment, where treatment results are expressed in
percentage reduction in pollutants such as COD, PO4

3−, NH4
+, NO2

−, NO3
−, TN, and TP,

as well as in quantity of recovered macro/micronutrients of agricultural interest [43–45].

5.1. Biofiltration of Aquaculture Waste

A microbial oxidative process transforms toxic metabolites such as NH3
+ or NO2

−

into chemical forms less toxic (ammonium or nitrate) to culture organisms through the
intervention of nitrifying bacteria [46]. Biofiltration of aquaculture waste consists of sub-
strate and plant systems used for filtration, reduction, and removal of suspended solids [47]
macro and micronutrients [48] as well as heavy metals [49]. Where the removal of these
components depends on a complex interaction of physical, chemical, biological processes
(sedimentation, adsorption, coprecipitation, cation exchange, photodegradation, phytoaccu-
mulation, biodegradation, and microbial activity) and mainly on the type of plant used, as
well as its absorption rate [50] in each retention time [51]. In recent years, the use of artificial
systems associated with halophytes [52] and macrophytes has been highlighted [53–55].

5.2. Bioremediation of Aquaculture Waste

The bioremediation is defined as the elimination, attenuation or transformation of
pollutants present in aquaculture waste, through the application of biological processes
carried out by autotrophic and heterotrophic communities, cyanobacteria, bacteria (purple,
sulphate reducing and non-reducing) and diatoms among another taxonomic groups, ag-
glutinated in a “biofilm” or “microbial mat” [56]. Understood as any group of organisms in
which cells stick together and adhere to a surface by excreting a matrix of extracellular poly-
meric substances, these communities act simultaneously and synergistically on each of the
organic and inorganic pollutants present in the water [57]. In recent years, the use of benefi-
cial biological agents such as bacteria [58,59], biopolymers [10,60,61], microalgae [51,62–70]
and macroalgae [71,72] have been used in bioremediation.
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5.3. Biodigestion of Aquaculture Waste

Biodigestion is a simple and efficient process; it is commonly used to stabilize mu-
nicipal and industrial organic waste. However, in recent years this approach has gained
importance as a form of aquaculture waste treatment. This process requires low energy cost,
and results in high methane (CH4) recovery, CO2 and H2S used in biogas production, as
well as achieving a reduction in the mass and volume of aquaculture particulate fractions.
In anaerobic digestion, nutrients such as NH4

+ and P are released from the nitrogenous
OM, which offers the feasibility of recovering these minerals [73].

Previous studies in the treatment of aquaculture particulate fractions have used anaero-
bic digesters such as batch-fed sequencing digesters [74] and fully stirred tank reactors [75].
They have been shown to facilitate the release of intracellular material, increasing its
biodegradability, thereby improving the biogas production obtained, with a shorter reten-
tion time for complete digestion. Evaluating the anaerobic digestion of particulate fractions
of a rainbow trout culture by batch reactors, found that, at 10 days, anaerobic digestion
solubilized 23.5% of the total Kjeldahl N as total ammonia nitrogen (TAN) and 53.0% of the
total P as orthophosphates, and the biochemical methane potential was 318 g CH4 g TVS0,
representing 65% digestion [74,76]. Otherwise, the addition of carbohydrates at a C/N
ratio 1 to 15 as a pre-treatment for anaerobic digestion of brackish aquaculture particulate
fractions in an anaerobic sequencing reactor (ASBR) increased gas production and COD
removal efficiency by 80% compared to untreated residuals. In addition, the concentrations
of soluble oxygen and PO4

− increased, generating an average gas production of 0.08 g
COD/L per day [77]. By gradually increasing the organic load (OLR) in aerobic digestion
of particulate fractions from brackish media, observed a 45% improvement in the yield
of methane produced was observed [78]. Another report, by applying four different pre-
treatments (chemical, mechanical, thermal, and biological), as elements of improvement
for anaerobic digestion of Nile tilapia waste, observed an increase in TAN release, as
well as an improvement in NO2

− and STT removal of 90 and 20%, respectively [76]. The
applied biodigestion processes in Atlantic salmon (Salmo salar) aquaculture waste and a
resulting solution as nitrogen fertilization source on barley (Hordeum vulgare) cultivation,
expressed aquaculture sludge reduction average of 20%, as well as relative agronomic
efficiency from 50–80% in compared with the traditional mineral fertilizers [77]. Studying
the effect of anaerobic digestion on particulate fractions of Nile tilapia culture as fertilizer
sources in lettuce (Lactuca sativa) culture, plants grown in the system supplied with the
anaerobic solution expressed significantly higher yields than the hydroponic control. This
result was attributed to the presence of NH4

+, OM, rhizobacteria, fungi and humic acids
predominantly in the anaerobic residues. They play an important role in nutrient uptake
and are utilized by agricultural crops [79]. Another report, studying anaerobic digestion in
particulate fractions of lesser weever (Echiichthys vipera), observed that CH4 production
increased in relation to the amount of particulate fraction used, achieving an 8% increase in
yield by increasing the maximum methane potential and maximum methane production
rate from 66.8 mL CH4/g VSfed a 70.9 mL CH4/g VSfed y de 4.40 mL CH4/g VSfed-d a
5.59 mL CH4/g VSfed-d, respectively [42].

5.4. Biomineralization of Aquaculture Waste

This is a strategy used for aquaculture particulate fraction treatment that consists of
any reaction series such as hydrolysis, acidogenic, and methanogenic. These have as an
objective to recover macro/micronutrients of the particulate organic fractions by means of
aerobic and anaerobic bioreactors (organic matter containers) that lead to the formation
of assimilable mineral elements for plants. By using organic carbon contained in residual
OM per microorganism in aerobic and anaerobic environments, transformation of organic
phosphorus into phosphates occurs whose accumulation in aquaculture systems may reach
similar levels to hydroponic solutions [80].

By valuating nutrient mobilization under aerobic and anaerobic conditions for aquacul-
ture particulate fractions, we found that treatment resulted in a 3.2-fold increase in reactive
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soluble P, while anaerobic treatment was unaffected. Both aerobic and anaerobic treatment
resulted in an increase in K+ concentrations from 1 to 28.1 and 36.8 mg/L, respectively.
It is concluded that conditions support the mobilization of P and K+ with lower losses
of NO3

−, improving the delivery of these nutrients for plant production, thus reducing
the emission of nutrients by the aquaculture particulate fractions. In contrast, anaerobic
conditions revealed a complete loss of NO3

−, posing the risk of unwanted by-products
and more complicated to manage under commercial conditions [45]. In determining the
organic reduction (COD and TSS) and nutrient recycling performance of a Nile tilapia
culture, observed that, the system was able to remove at least 50% of TSS and COD, as
well as obtaining consistent mineralization in the range of 10–60% for all of the macro and
micronutrients [81]. Moreover, aerobic reactor yield in aquaculture particulate fractions
and mineralization of macro/microelements as a nutrient supplement for commercial
hydroponics and demonstrated that acid conditions (pH below 6) could increase nutrient
mineralization and mobilization significantly, such as P, K and, Ca. However, the opposite
effect was observed with respect to waste particulate reduction. A better elimination yield
was obtained in the high pH reactor [82].

6. Aquaponics

Currently, the aquaculture sector has been searching for alternatives in development
and technology transfer with a vision directed to treatment and maximum use of resources
(food, water, soil, and energy) to achieve sustainability of this productive activity [83].
The use of aquaponics recirculating systems has been identified as a biological productive
approach, which, through the efficient use of water and recycling of organic nutrients
accumulated in the aquaculture systems, may help to deal with the objectives of sustainable
aquaculture development [84–86] (Figure 1).
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In particular, these systems should be helpful for arid regions with non-cultivable
soil [87] with greatly brackish waters not suitable for irrigation [88], as well as for marginal
land and urban areas [89]. The efficiency of these systems have been demonstrated to
achieve an efficiency of 99% in water recycling, reaching demand of use lower than
100 L/kg of harvested fish [90].

In aquaponics, the metabolic waste produced by an aquatic organism is converted
to NO2

− through nitrifying bacteria (Nitrosomonas and Nitrobacter), which are used as
a fertilizer source for plant production [44]. For example, used an aquaponics system
for Nile tilapia and tomato (Solanum lycopersicum) production, tilapia production was
similar to that of the conventional RAS systems while tomato production was similar to
that obtained by conventional hydroponics [91]. Furthermore, with a conventional RAS
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system, 3.4 t of fish can be produced per year, as well as sufficient residual nutrients to
harvest 35 t of tomato per year [92]. Another report compared lettuce production between
cultivated in conventional hydroponic and aquaponic solutions of Nile tilapia revealed
that the aquaponics solution increased plant growth by 39% [93]. A study evaluated
the nutritional quality obtained in basil (Ocimum basilicum) hydroponic and aquaponic
production associated with crayfish (Procambarus spp.), where chlorophyll and nutrient
content in leaves did not show significant differences between the productive systems [94].

Comparing the quality and production of aquaponics and hydroponics tomato fruit,
the different cultivation systems reached similar production yields. Furthermore, the
parameters, such as lycopene and ß–carotene were similar in both systems [95]. A study
reported the potential of aquaponics systems in the reduction in aquaculture particulate
fractions and their use was as a fertilizer source in tomato (S. lycopersicum) cultivation [96],
these authors found that the system assessed expressed a weekly collection capacity of
dry OM, of 2.7–3.0 kg, as well as a production yield of 36% higher than hydroponics.
Another report contrasted lettuce cultivation yield by fertilizing with only one traditional
hydroponics and aquaculture solution made from the waste of common carp farming. They
observed that on average, final fresh and dry weights were 7.9 and 33.2%, respectively,
higher than in the fertilized culture with the aquaponics solution [97].

Assessed growth rates of juniper (Anethum graveolens), eruca (Eruca sativa), corian-
der (Coriandrum sativum), and parsley (Petroselinum crispum) between hydroponics and
aquaponics systems associated with herbivore carp (Ctenopharyngodon idella) farming and
found that throughout the three seasons the aquaponics method had similar productions
to those of the hydroponics method [98]. A study reported the use aquaponics solutions as
an alternative to those of hydroponics in lettuce production and found that leaf mineral
content did not show significant differences between both treatments. Furthermore, in
the fertilized system with aquaponics solution, water savings of 62.8% were obtained,
as well as a reduction in fertilization demand of 72% [99]. Another study reported the
nutrient recovery starting from particulate fractions in an aquaponics system of crucian
carp (Carassius auratus), observing a recovery capacity of macronutrients of up to 46% and
18% for micronutrients [30]. Comparing aquaponics with hydroponics in the distribution of
N and P, as well as their use efficiency in cherry tomato, basil, and lettuce crops, observed
that, in aquaponics between 59–70% of the total N input was lost and between 30–41%
was assimilated as biomass, while in hydroponics a loss of 76–87% was estimated, and
only 14–24% was assimilated. Of the total P input, in aquaponics 38–54% was lost and
46–62% was assimilated as biomass, while in hydroponics 79–89% was lost, and only
11–21% was assimilated. It is concluded that hydroponics is less efficient in nutrient use
by expressing a 2 times higher N loss through off-gassing and up to 3 times higher P loss
through inorganic P compared to aquaponics [100]. Evaluating the yield of common chicory
(Cichorium intybus), grown in aquaponics, in soil fertilized with particulate fractions from
Nile tilapia farming, as well as with chemical fertilization, observed that, the aquaponic
system expressed higher yields during the first harvest cycle, during the second harvest
cycle, the parameters of number of leaves, fresh matter and dry matter showed higher
values for the plants fertilized with the aquaculture particulate fractions than those treated
with chemical fertilization. These results suggest a cumulative effect of nutrients in the soil
after successive applications of aquaponic particulate fractions, therefore, they can be a
viable option to fertilize vegetables in the soil and obtain similar and possibly higher yields
than those of traditional mineral fertilization [101]. Therefore, metabolic waste generated
in aquaculture aquaponics practices is not seen as a pollutant but rather as a strategic
sector to make fertilizing sources for culture nutrition, avoiding the damages caused by
eutrophication in the environment generated by aquaculture [18,43,102].

7. Conclusions

Achieving sustainable development in the aquaculture sector means allowing a certain
permissible level of pollutants in water, but without reaching values that deteriorate the
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waters of the culture systems, thus avoiding their discharge into the environment. For
this reason, the aquaculture sector is currently looking for alternatives in the development
and transfer of technologies, with a vision directed towards the treatment and use of these
wastes. In this sense, several treatment technologies have been presented to mitigate the
problem mentioned above in this work. As a first approach, biofiltration using artificial
systems associated with halophytic and macrophyte plants was studied as one of the
most efficient and straightforward methods to implement in aquaculture systems to re-
duce and eliminate suspended solids, macro and micronutrients, as well as heavy metals.
Furthermore, bioremediation was discussed through beneficial biological agents such as
biopolymers, bacteria, microalgae, and macroalgae for the transformation of pollutants
through the application of biological processes. Besides, anaerobic biodigestion protocols
were set in perspective as systems representing a low energy cost in reducing the mass
and volume of aquaculture waste and produce a high recovery of CH4, CO2 and H2S used
in biogas production. With regards to biomineralization through aerobic and anaerobic
bioreactors, this leads to the formation of plant-assimilable mineral elements by utilizing
the organic carbon and phosphorus contained in the aquaculture waste. Finally, aquaponics
practices have been addressed as an alternative to create a more sustainable aquaculture
industry, in which the flora not only acts as a treatment system, but also provides a valu-
able source of food and energy. Therefore, in aquaponics, metabolic wastes generated in
aquaculture practices are not seen as a pollutant but rather as a strategic sector for the
manufacture of fertilizer sources for crop nutrition, thus avoiding eutrophication damage
to the environment generated by aquaculture.
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Abstract: In order to satisfy the basic requirements of sustainable agricultural development, it is
important to understand the spatial distribution characteristics of soil total nitrogen (TN) content
to better guide accurate fertilization to increase grain yield. To this end, this paper constructs three
inversion models of partial least squares regression (PLSR), back propagation neural network (BPNN)
and support vector machines (SVM) with remote sensing data to predict the TN content in Datong
County, Xining City, Qinghai Province, China. The results showed that the average TN content was
1.864 g/kg, and the coefficient of variation (CV) was 30.596%. The prediction accuracy of the SVM
model (R2 = 0.676, RMSE = 0.296) among the three inversion models was higher than that of the
BPNN model (R2 = 0.560, RMSE = 0.305) and the PLSR model (R2 = 0.374, RMSE = 0.334). The model
with the highest accuracy predicted the spatial distribution of TN, and TN content showed a spatial
distribution trend which was high in the northwest and low in the southeast, and gradually decreased
from north to south. This study provides reference basis and support for soil fertility evaluations and
sustainable agricultural development.

Keywords: soil total nitrogen; BP neural network; support vector machines; spatial distribution;
remote sensing

1. Introduction

Soil is a significant natural resource in human production and life and is an important
carrier of the human living environment. As the main material basis of land resources,
the inherently non-renewable nature of soil determines the limited carrying capacity [1].
One of the critical factors reflecting the quality of farmland is the soil nutrient content, and
the normal growth and development of plants and soil nutrients are closely related [2]. In
the era of rapid development of digital agriculture, accurate, fast and dynamic acquisition
of soil information on demand is the guarantee of modern precision agriculture and
understanding the spatial distribution characteristics of nutrients is a basic requirement
for sustainable agriculture, which plays an important role in sustainable agro-ecological
development [2–4]. Total nitrogen (TN) is a key indicator of soil nitrogen availability and
one of the measures of soil fertility. Nitrogen is a nutrient element that is required in high
amounts during vegetation growth [3,5,6]. With the progress of modern agriculture, it
has been an important problem for researchers to obtain the required soil information in
a limited time to assess the land fertility in a timely manner and to guide the scientific
fertilization of agricultural production.

Traditional nutrient content testing is expensive, time-consuming, and basically ob-
tained in laboratory analysis, the nutrient content obtained at the point scale is not con-
ducive to good development of sustainable agriculture, and remote-sensing technology
is an important technique for obtaining spatial characteristics of soil nutrients [3,7]. Com-
bining remote sensing images to predict the spatial distribution of soil nutrients meets the
current requirements for sustainable agricultural development. Presently, most of the mod-
els used for spatial prediction of TN are divided into two categories. The first type is linear
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models, which are constructed by simulating the linear relationship between the reflectance
of remote sensing image bands and the TN content, and thus inverse models, including
partial least squares regression (PLSR) [8–10], multiple linear regression (MLR) [11,12],
and other models. However, due to the multiple and complex relationships between the
reflectance of multispectral image bands and soil nutrient content, the constructed linear
models are not sufficient to reflect the spatial distribution of nutrients well and are lacking
in prediction accuracy. In this case, the second type of models for nutrient prediction,
that is, machine learning methods, is needed. Machine learning techniques have the best
performance in soil nutrient spatial inversion prediction [13], which can make up for the
deficiencies of linear models and solve the complex nonlinear relationship between band
reflectance and nutrient content and can well reflect the characteristics of nutrient spatial
distribution in the study area. The models commonly used in soil nutrient spatial distribu-
tion prediction are neural networks (NN) [4,14], support vector machines (SVM) [15,16],
random forest (RF) [3,17]. Models such as BPNN and SVM can solve the nonlinear problem
well, which makes the prediction accuracy of the model higher and the nutrient spatial
distribution information more accurate. Nonlinear models, mainly BPNN and SVM, have
been widely used in soil moisture [18,19], soil organic matter [20], soil heavy metal [21],
and soil quality [22].

The existing studies on TN basically extract sensitive bands through correlation anal-
ysis and select the best inversion model based on the deviation between measured and
predicted values [23], which contain both linear and nonlinear models, both of which
can be used for spatial prediction of soil nutrients in a region. Prediction accuracy of the
BPNN model in inversion of TN content in black soil is 6.5% higher than that of PLSR [24].
Xiao et al. [25] used MODIS data to construct a stochastic forest model to invert the spatial
distribution of TN content in Shandong province with a model coefficient of determination
of 0.570. Lin et al. [26] estimated soil total nitrogen based on the synthetic color learning
machine (SCLM) method. Machine learning models have useful application prospects in
the study of predicting the spatial distribution of TN, but machine learning models have
different results for different nutrient species and study areas. It is especially important
to study the spatial prediction model of soil total nitrogen suitable for this study area,
which will be of great help in predicting the spatial distribution of soil total nitrogen in this
study area.

The study of spatial characteristics of soil nutrients is an urgent problem in agriculture
and ecology, and the construction of a model suitable for predicting the spatial distribution
of TN in this study area is equally important. Therefore, in this study, three linear and
nonlinear prediction models, PLSR, BPNN and SVM, were constructed based on Landsat
5 TM multispectral remote sensing images, the original reflectance and the mathematically
transformed reflectance to analyze the spatial distribution of soil TN in Datong County,
Xining City, Qinghai Province, China. The prediction accuracy of the three models was also
compared, and the optimal model was selected to predict the spatial distribution of TN,
which provides data support and basis for soil quality evaluation, grain yield estimation
and sustainable agriculture in Datong County.

2. Materials and Methods
2.1. Study Area

Datong County, Xining City, Qinghai Province is located in the eastern part of Qinghai
Province, Hehuang Valley (100◦51′–101◦56′ E, 36◦43′–37◦23′ N), the southern foot of Qilian
Mountains, Huangshui River upstream of the Beichuan River basin, and is the transition
zone of Qinghai–Tibet Plateau and Loess Plateau. Its elevation ranges from 2178 to 4444 m;
the topography of the northwest is high and the southeast low. The study area belongs
to the plateau continental climate, the maximum and minimum temperature are 35.6 ◦C
and −26.1 ◦C, the annual average temperature is 4.9 ◦C, with the most precipitation being
in August. The region has a typical highland continental climate with dry spring and
humid summer.
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2.2. Soil Sampling and Analysis

Soil samples for the study were collected in September 2012 at a sampling depth of
0–20 cm, approximately 2 kg per sample, for a total of 73 soil samples, which were sampled
while the latitude and longitude data of the sampling points were recorded by handheld
Global Positioning System (GPS) (Figure 1). The samples were naturally dried and finely
ground in the laboratory and employed in chemical analysis of soil composition. Soil total
nitrogen mass fraction was given in the semi-micro Kjeldahl method. The maximum values
of TN in the study area were 0.639 g/kg and 3.375 g/kg, the mean value was 1.864 g/kg,
the skewnesswas 0.326, the kurtosis was −0.106, and the study data was consistent with a
normal distribution. The coefficient of variation (CV) was 30.596%, with a moderate degree
of dispersion (Table 1). In this study, soil samples were randomly divided into modeling
and validation samples in the ratio of 7:3.
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Table 1. Description statistics of TN content.

Variable Sample Numbers Max/(g/kg) Min/(g/kg) Mean/(g/kg) CV/% Skewness Kurtosis

TN 73 3.375 0.639 1.864 30.596 0.326 −0.106

2.3. Image Acquisition and Processing

The Landsat 5 TM remote sensing image data used in this paper were obtained
quickly from the Google Earth Engine (GEE) remote-sensing cloud platform (https://
earthengine.google.com/ (accessed on 21 April 2021)). The image observation parameters
and waveband characteristics are shown in Table 2. In order to ensure the accuracy of
the prediction of TN content spatial distribution, the imaging time of remote sensing data
selected in this paper is consistent with the collection time of soil samples. Moreover, the
month when crops have been harvested is chosen for when there is no considerable amount
of vegetation and crop shading on the soil surface and it is more convenient to obtain soil
spectral information. The correlation analysis of the nutrient data and the image bands
obtained from the field sampling and assay was utilized to obtain the best inversion band
for the soil total nitrogen content.
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Table 2. Landsat5 TM observation parameters and band characteristics.

Band Name Wavelength/µm Spatial
Resolution/m Band Characteristics

B1 Blue 0.45–0.52 30
High penetration ability for water

bodies, which is conducive to
detecting water depth.

B2 Green 0.52–0.60 30 Distinguish between tree species
and vegetation.

B3 Red 0.63–0.69 30
Chlorophyll is the main absorption

band and responds to the health
status of vegetation.

B4 Near
Infrared 0.77–0.90 30 Crop yield estimation,

identification of green vegetation.

B5 Shortwave
infrared 1 1.55–1.75 30

Moisture absorption zone,
commonly used for soil

moisture surveys.

B6 Thermal
infrared 10.40–12.50 120 Record the surface thermal

radiation capacity.

B7 Shortwave
infrared 2 2.08–2.35 30 Strong moisture absorption zones,

distinguishing the main rock types.

Geometric correction, radiometric correction, image mosaic and cropping are the
principal processes of remote sensing image preprocessing. After image pre-processing, the
Digital Number (DN) of the original image is converted into the true Surface Reflectance
(SR). The Google Earth Engine (GEE) platform can provide the TOA image set and the
SR image set, which can save a lot of time in processing data. Image preprocessing stage
calls Landsat 5 SR images (LANDSAT/LT05/C02/T1_L2) from the GEE platform using
the function ee.ImageCollection, through which only the called images are reprocessed
for de-clouding, mosaicking and cropping. Based on the findings of previous studies, it
is difficult to extract the characteristic bands only from the original reflectance, but the
full nitrogen characteristic bands can be extracted effectively by processing the original
reflectance (1/R, log(1/R), 1/log R) [27,28].

2.4. Methods

The technical roadmap of this study is shown in Figure 2. Firstly, remote sensing
images were obtained from GEE, combined with actual soil sampling data after a series
of preprocessing, and mathematically transformed the image band reflectance. Then,
correlation analysis was performed to extract the feature bands to construct three prediction
models, PLSR, BPNN and SVM. Finally, the model prediction accuracy was evaluated by
the coefficient of determination (R2) and root mean square error (RMSE); the model with
the highest accuracy was selected for total soil nitrogen spatial prediction.

2.4.1. Partial Least Squares Regression

The PLSR algorithm, first proposed by Wold et al. [29]. The algorithm covers common
multiple regression analysis, principal component analysis and correlation analysis, while
retaining the advantages of the three regression analyses, and is an optimized algorithm for
the previous linear regression. In this paper, the original reflectance or the mathematically
transformed reflectance of a TM image in multispectral band was used as the basis, and
each principal component was obtained by the Karhunen–Loeve (KL) transformation.
Then, with the total nitrogen content of soil in the study area as the dependent variable
and the real reflectance value of the surface of 51 sampling points or the mathematically
transformed reflectance as the independent variable, the PLSR model was established using
SPSS software, and the regression equation is shown in Equation (1).

Y = a1X1 + a2X2 + . . . + amXm. (1)
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where Y represents the TN content, Xm represents the independent variable in the re-
gression equation, that is, the characteristic band, and a represents the coefficient of each
characteristic band, which is determined by the regression results.
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2.4.2. Neural Networks

A neural network is a system that simulates the structure and function of the neuronal
network in human brain by engineering technology and consists of a large number of
simple nonlinear processing units [30]. The artificial neural network can process fuzzy,
nonlinear and noisy information through the interaction of neuron groups in the network,
and is especially suitable for processing nonlinear problems, which is widely used in
pattern recognition, image processing and automatic control. The neural network model
consists of an input layer, a hidden layer, and an output layer, of which there are one input
layer and one output layer, and multiple hidden layers. The BPNN model used in this
paper is one of the more commonly used neural network models.

The neural network model constructed in this paper contains 3 layers, and the hidden
layer has 1 layer. The number of neurons in the input layer is the number of feature bands
extracted by Pearson correlation analysis. The number of neurons in the output layer is 1,
which is the TN content, and the number of nodes in the input layer is the number of
feature spectral bands, which is obtained by correlation analysis, and the number of nodes
in the hidden layer is 100. The learning rate of the model is placed at 0.001, the maximum
number of 8000 iterations, and the transfer function of the BP neural network model uses
the sigmoid function. Each parameter in the model needs to be determined by comparing
the operation results after repeated trials.

2.4.3. Support Vector Machines

Support vector machines (SVM) is supervised machine learning method proposed
based on statistical theory, and the algorithm can solve nonlinear problems well. The key
technique of the algorithm is the selection of the kernel function, and there are four kernel
functions available: polynomial, sigmoid, linear and radial basis function (RBF) [31]. The
kernel functions can be selected reasonably according to the different research problems
in the practical problem solving. The radial basis function RBF is the most commonly
used kernel function in soil mapping studies [32], in which two parameters penalty (cost)
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and kernel width (sigma) are included [5]. The Python language is used to determine the
optimal parameters in order to obtain a better model.

2.4.4. Pearson Correlation Coefficient

Correlation analysis is a statistical analysis that determines the linear relationship
between two variables [33]. In this paper, the Pearson correlation coefficient is applied in
order to determine the correlation between TN and band reflectance, in order to extract the
TN characteristic band.

2.4.5. Model Validation

In this paper, the R2 in the standard regression evaluation and the RMSE in the error
index evaluation to evaluate the stability and prediction accuracy of the model. The value
of R2 is [0, 1]; when the fit of the model is higher, the closer the measured value is to the
predicted value, the closer R2 is to 1. Conversely, when the value of RMSE is smaller, the
deviation of the predicted value from the measured value is smaller, the prediction accuracy
is higher, and the inversion error of TN content is smaller.

3. Results and Analysis
3.1. Correlation Analysis

A Pearson correlation analysis showed that there was a correlation between TN
and band reflectance (Table 3). The original reflectance of the band showed a negative
correlation with the soil total N content, and the highest correlation between the reflectance
of the B2 band and TN (r = −0.534). The correlation between reflectance and TN after
spectral transformation treatment was improved, and the correlation between reflectance
and TN in the visible band was higher than that in other bands. In particular, the highest
correlation between reflectance and TN was found after inverse treatment (r = 0.584). The
highest correlation between the transformed reflectance and TN was 9.4% higher than the
original reflectance. It is clear from the above analysis that the most sensitive band of TN is
the visible band.

Table 3. Pearson correlation and p-Value.

Spectral Transformation Indicators B1 B2 B3 B4 B5 B7

REF
r −0.483 ** −0.534 ** −0.517 ** −0.231 −0.310 * −0.378 **
p 0.000 0.000 0.000 0.106 0.028 0.007

1/R
r 0.566 ** 0.584 ** 0.514 ** 0.185 0.284 * 0.349 *
p 0.000 0.000 0.000 0.199 0.046 0.013

log(1/R) r 0.527 ** 0.562 ** 0.518 ** 0.209 0.300 * 0.366 **
p 0.000 0.000 0.000 0.145 0.034 0.009

1/log(R) r 0.499 ** 0.541 ** 0.517 ** 0.243 0.310 * 0.375 **
p 0.000 0.000 0.000 0.088 0.029 0.007

Notes: ** = p ≤ 0.01; * = p ≤ 0.05.

3.2. Partial Least Squares Regression

Characteristic bands identified by Pearson correlation analysis were used for model
construction. The highest correlation visible band was used to construct the PLSR model.
The regression coefficients of determination (R2) and root mean square errors (RMSE) of the
best principal components, modeling datasets and validation dataset, are shown in Table 4.
The constructed models all had R2 greater than 0.5. The model constructed with the inverse
of reflectance (1/R) had the highest accuracy (R2 = 0.604, RMSE = 0.285). The accuracy of
the model constructed with the reflectance after mathematical transformation was higher
than that of the model constructed with the original reflectance, indicating that appropriate
mathematical transformation can improve the prediction accuracy of the model. The model
can perform a rough inversion of the spatial distribution of TN in Datong County.
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Table 4. Comparison of evaluation results of TN PLSR model.

Spectral
Transformation

Principal
Component Number

Modeling Dataset Validation Dataset

R2 RMSE R2 RMSE

REF 3 0.564 0.299 0.356 0.315
1/R 3 0.604 0.285 0.374 0.334

log(1/R) 4 0.598 0.287 0.357 0.331
1/log(R) 4 0.557 0.334 0.255 0.430

3.3. BP Neural Network

A BPNN TN spatial inversion model was constructed with four-band reflectance as the
input variables of the model, and the inversion accuracy results were evaluated (Table 5).
The results show that the inversion accuracy of the model constructed with the inverse
of reflectance as the independent variable was the highest (R2 = 0.882, RMSE = 0.218).
The model constructed with the original reflectance was the next highest (R2 = 0.806,
RMSE = 0.273). The R2 of the models constructed with the four reflectance was greater
than 0.7. Therefore, the model constructed in this paper can quantitatively invert the TN
content of soil in the Datong County and provide favorable conditions for precise nutrient
mapping of agricultural farmland.

Table 5. Accuracy evaluation results of BPNN model.

Spectral Transformation
Modeling Dataset Validation Dataset

R2 RMSE R2 RMSE

REF 0.806 0.273 0.522 0.313
1/R 0.882 0.218 0.560 0.305

log(1/R) 0.771 0.291 0.425 0.349
1/log(R) 0.787 0.282 0.466 0.331

Meanwhile, a scatter plot of the model inversion results was plotted in this study
(Figure 3). From the figure, it can be observed that the sampling points of the BPNN model
built with the inverse of reflectance as the input variable are distributed around the 1:1
line and are more aggregated. Several other transformations from models also have TN
spatial prediction capability, but the prediction accuracy is not very satisfactory, and the
scatter plot is more scattered. Moreover, these models are suitable for the prediction of
TN content in the range of 1.5 to 3.0 g/kg, beyond which the prediction accuracy is low.
In general, the PLSR model has weaker prediction ability than the BPNN model, and the
inversion results of the constructed BPNN model have less error and higher accuracy. The
R2 of the validation dataset was less than that of the modeling dataset, which was probably
due to the uneven distribution of TN at the sampling points and the small number of soil
sampling points used for validation. In summary, the predictive ability of the 1/R model
is high. Compared to the PLSR model, the nonlinear model has a greater advantage in
terms of predictive power and stability, which is consistent with the findings of many
scholars [3,34].

237



Sustainability 2022, 14, 11998

Sustainability 2022, 14, 11998 8 of 14 
 

TN content in the range of 1.5 to 3.0 g/kg, beyond which the prediction accuracy is low. In 
general, the PLSR model has weaker prediction ability than the BPNN model, and the 
inversion results of the constructed BPNN model have less error and higher accuracy. The 
R2 of the validation dataset was less than that of the modeling dataset, which was probably 
due to the uneven distribution of TN at the sampling points and the small number of soil 
sampling points used for validation. In summary, the predictive ability of the 1/R model 
is high. Compared to the PLSR model, the nonlinear model has a greater advantage in 
terms of predictive power and stability, which is consistent with the findings of many 
scholars [3,34]. 

 

  
Figure 3. Inversion scatter plot of BPNN model (a): REF; (b): 1/R; (c): 1/log(R); (d): log(1/R). 

3.4. Support Vector Machines 
The prediction accuracy of the TN inversion model constructed with the SVM 

algorithm is higher than that of the BPNN model, as seen from the accuracy of the 
modeling samples and the validation samples (Table 6). The inversion accuracy of the 
model constructed after logarithmic and then inverse processing of reflectance is the 
highest (R2 = 0.879, RMSE = 0.233), which is different from that of the BPNN model. In this 
instance, logR (R2 = 0.879, RMSE = 0.233) > 1/R (R2 = 0.837, RMSE = 0.288) > log1/R (R2 = 
0.824, RMSE = 0.296) > REF (R2 = 0.763, RMSE = 0.336). The R2 of the validation samples of 
this model are all greater than 0.6, while the BPNN model is all below 0.6, indicating that 

Figure 3. Inversion scatter plot of BPNN model (a): REF; (b): 1/R; (c): 1/log(R); (d): log(1/R).

3.4. Support Vector Machines

The prediction accuracy of the TN inversion model constructed with the SVM algo-
rithm is higher than that of the BPNN model, as seen from the accuracy of the model-
ing samples and the validation samples (Table 6). The inversion accuracy of the model
constructed after logarithmic and then inverse processing of reflectance is the highest
(R2 = 0.879, RMSE = 0.233), which is different from that of the BPNN model. In this instance,
logR (R2 = 0.879, RMSE = 0.233) > 1/R (R2 = 0.837, RMSE = 0.288) > log1/R (R2 = 0.824,
RMSE = 0.296) > REF (R2 = 0.763, RMSE = 0.336). The R2 of the validation samples of
this model are all greater than 0.6, while the BPNN model is all below 0.6, indicating
that for modeling, the BPNN model has the advantage and the SVM model is superior in
predictive inversion.
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Table 6. The prediction results of TN using SVM model.

Spectral Transformation
Modeling Dataset Validation Dataset

R2 RMSE R2 RMSE

REF 0.763 0.336 0.626 0.385
1/R 0.837 0.288 0.635 0.302

log(1/R) 0.824 0.296 0.645 0.312
1/log(R) 0.879 0.233 0.676 0.296

As can be seen from the scatter plot (Figure 4), the model constructed by the original
reflectance has a higher prediction than the measured value when the TN content is lower
than 2.0 g/kg, and a lower prediction when it is greater than 2.0 g/kg; all other models
have similar prediction errors. However, in general, the model prediction and the actual
value are basically around the 1:1 line, with less deviation, better tightness of prediction
points and fewer outliers.
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3.5. Predicting the Spatial Distribution of TN

When the three models of PLSR, BPNN and SVM are compared together, SVM is
more advantageous and has higher prediction accuracy than PLSR and BPNN models
and can reflect the spatial distribution of TN content in the study area well. Figure 5
shows the spatial distribution of TN prediction by the three models for Datong County.
From the prediction map, it can be seen that the spatial distribution of TN predicted by
the PLSR model differs greatly from the other two models, and the prediction result is
high, with the maximum value of 3.724 g/kg and the minimum value of 1.456 g/kg; the
maximum value of TN spatial distribution predicted by the BPNN model is 3.163 g/kg and
0.124 g/kg, respectively; the predicted content of SVM model ranges from 0.028–2.955 g/kg.
By comparison, SVM model predicts the most accurate TN content in Datong County,
which can provide a good understanding of the spatial distribution of TN; the three models
show the same spatial prediction trend of TN, with the overall trend of TN being high in
the northwest and low in the southeast.
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4. Discussion

Soil nutrients are an important factor in measuring soil fertility, and traditional farm
management and agricultural systems have led to polarization of soil nutrients in farmland,
i.e., excess nutrients in fertile soils reduce the utilization of chemical fertilizers, and nutrient-
poor soil vegetation does not receive adequate nutrients. Soil nutrient monitoring has
evolved from qualitative to quantitative studies [35], and the determination of TN inversion
models plays an important role in understanding their spatial distribution characteristics,
guiding the implementation of precision agriculture, and promoting the development of
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agricultural production [2,36]. Monitoring of total nitrogen content has further improved
and updated its inversion means from traditional laboratory analysis to large-scale spatial
prediction based on regional scale. The most important of them is the application of
remote-sensing technology, which has the advantages of accuracy, speed and economy [35]
and can predict well the spatial distribution of total soil nitrogen in the study area. The
establishment of models for prediction has gradually developed from linear to nonlinear
models, for example, Liu et al. [28] established a PLSR model to predict the soil total
nitrogen content in Shaanxi Province. Li et al. [37] established a stepwise linear regression
model to invert the soil total nitrogen content based on vegetation information. Xu et al. [38]
used Landsat remote sensing images to construct the regression kriging (RK) to predict
the soil total nitrogen content of a farm. Wang et al. [39] mapped the distribution of TN
content in northeastern Liaoning Province, China, based on a random forest model with
three different kernel functions and a multiple linear stepwise regression (MLSR) model.
Ye et al. [40] predicted soil total nitrogen content based on a radial basis function neural
network (RBFNN). Further development of the prediction model can be seen.

The spatial distribution of TN is largely influenced by anthropogenic and natural
factors, and there is spatial heterogeneity [16,40]. Therefore, the spatial prediction of TN
cannot only use image band reflectance as the model independent variable, but needs to
consider more environmental and anthropogenic factors, such as topographic factors [36],
climatic factors [41], soil types [6], tillage practices [4,42], and crop types [43]. Nonlin-
ear models play an important role in regions subject to anthropogenic disturbances [40].
Sun et al. [44] used a random forest model to analyze the relative importance of factors
affecting soil nutrients. The results showed that temperature, precipitation and elevation
were significant influencing factors for soil nutrient prediction. Different soil types [45] and
different topographic trends will directly affect the TN spatial distribution. Dong et al. [17]
showed that predicting soil nutrients based on environmental and anthropogenic factors is
more important than the common interpolation technique to obtain better prediction accu-
racy. Zhang et al. [43] found that the TN spatial pattern is related to elevation. Peri et al. [41]
found that TN decreased with increasing soil desertification, indicating that TN content
was closely related to the degree of vegetation denseness. The growth and development of
vegetation cannot be separated from the influence of climatic conditions, and climate will
ultimately affect the spatial distribution of TN content. In summary, spatial distribution of
TN content is influenced by many factors and there is a complex relationship between them.
Future research will focus on the spatial prediction of TN under the synergistic conditions
of environmental and anthropogenic factors, and understand the relationship between each
influencing factor, and extract TN sensitive bands and factors with high correlation with
the help of higher resolution remote sensing data to accurately predict soil TN content.

5. Conclusions

Based on the field sampling data of Datong County, this paper uses statistical software
to correlate the TN of sampling points with the reflectance of the corresponding TM
image bands, as well as to construct PLSR, BPNN and SVM models to invert the spatial
distribution of TN in the study area, respectively. The study demonstrates that the average
TN content in Datong County is 1.864 g/kg with a coefficient of variation of 30.596%, which
is a medium degree of variation. The correlation was significantly improved (r = 0. 584,
p < 0.01) and the prediction accuracy of the model were improved after preprocessing the
mathematical transformation of the raw spectral reflectance. Comparing the prediction
accuracy of the three models, PLSR, BPNN and SVM, the prediction accuracy from highest
to lowest was SVM (R2 = 0.676, RMSE = 0.296), BPNN (R2 = 0.560, RMSE = 0.305) and PLSR
(R2 = 0.374, RMSE = 0.334), it can be seen that the prediction accuracy of the nonlinear
model is better than the linear model, and the prediction accuracy of the SVM model
among the nonlinear models is higher than that of the BPNN model, which can accurately
predict the spatial distribution of soil TN in Datong County. The prediction of TN spatial
distribution by the SVM model shows an overall spatial distribution trend of high in the
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north and low in the south, and slightly lower in the middle of the study area. Soil TN is an
important indicator of soil fertility and predicting soil TN spatial distribution is beneficial
to soil quality evaluation and effective implementation of precision agriculture. Prediction
the spatial distribution of TN based on SVM algorithm is an effective technical tool for
sustainable agriculture at the county scale, which can effectively map the distribution of soil
TN. It provides a basis and technical support for soil precision fertilization and sustainable
agricultural management.
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