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## Preface to "Applied Mathematics to Mechanisms and Machines"

The science of mechanisms and machines has necessitated mathematics from the very moment of its birth. The much celebrated renaissance figure Leonardo da Vinci already pointed out how necessary mathematics is for the advancement of science, stating that "No human investigation can be called real science if it cannot be demonstrated mathematically". In fact, the first steps of the development of mechanisms occurred hand in hand with geometry. At first, graphic methods, of undoubted pedagogical value, provided results for the motion of mechanisms at a given instant, which involved the arduous task of determining its kinematics and dynamics for the trajectory over time; conversely, analytical methods were limited to simple case resolution. With the advent and development of computing, numerical methods have made their way into all areas of knowledge and technology. In recent decades, these methods have made possible a rapid development of the analysis, optimization and synthesis of mechanical systems, mechanisms and machines in the academic, scientific and industrial fields.

The 16 chapters of this book (all of them accepted and published articles in the Special Issue "Applied Mathematics to Mechanisms and Machines" of the MDPI's Mathematics journal) cover a wide variety of topics, including the synthesis, design and optimization of mechanisms, robotics, automotive, Maintenance 4.0, machine vibrations, control, biomechanics and medical devices, among others, that combine mechanisms and machine science with mathematics in synergy.

The Guest Editors of the Special Issue are very grateful to the authors of these works for their high quality contributions, as well as to their reviewers for the sharpness and insightfulness of their comments. We also want to sincerely thank the administrative staff of MDPI publications for their invaluable support throughout the process.
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#### Abstract

In this paper, an optimization procedure for path generation synthesis of the slider-crank mechanism will be presented. The proposed approach is based on a hybrid strategy, mixing local and global optimization techniques. Regarding the local optimization scheme, based on the null gradient condition, a novel methodology to solve the resulting non-linear equations is developed. The solving procedure consists of decoupling two subsystems of equations which can be solved separately and following an iterative process. In relation to the global technique, a multi-start method based on a genetic algorithm is implemented. The fitness function incorporated in the genetic algorithm will take as arguments the set of dimensional parameters of the slider-crank mechanism. Several illustrative examples will prove the validity of the proposed optimization methodology, in some cases achieving an even better result compared to mechanisms with a higher number of dimensional parameters, such as the four-bar mechanism or the Watt's mechanism.


Keywords: path generation; dimensional synthesis; hybrid optimization; slider-crank mechanism

## 1. Introduction

Dimensional synthesis consists of finding a geometry that enables a mechanism to generate certain motion characteristics, such as trajectories or positions of elements. It is tough to solve this problem intuitively and often requires the implementation of specific methods. Depending on the type and amount of prescribed motion characteristics, it is not always possible to obtain an exact solution to this problem, forcing us to use optimization methods to find an approximation with minimal error. The target most commonly addressed in bibliographies is the synthesis type, known as path generation, where a point of a single degree of freedom mechanism is sought to run through a sequence of prescribed positions. This motion may or may not be synchronized with the location of the input element, resulting in prescribed or unprescribed timing problems, respectively. It should be noted that there also exist two other goals that are frequently studied, these being beyond the scope of this paper. These are function generation, where the motion of two elements of the mechanism is synchronized, and motion generation, where a sequence of locations for a certain element of the mechanism is prescribed.

Most of the literature on dimensional synthesis focuses on individual cases, the fourbar hinged mechanism being the most widely studied. In the existing literature, both the exact synthesis, by means of graphic [1] or analytical methods [2], and the approximate synthesis, by means of dimensional optimization [3,4], have been studied. On the other hand, the slider-crank mechanism has been used to solve function generation problems [5-8], for dynamic synthesis [9,10], and to serve as an adjustable mechanism [11-14]. However, no publications on dimensional optimization for path generation have been found. It should be noted that, in addition to the usual kinematic objectives, some papers include more specific characteristics within the error function. For example, in [15] a formulation is
developed by using exact differentiation that allows for establishing the position of the instant center of rotation and the centrode.

An often-employed dimensional optimization procedure consists of minimizing the error function, formulated as the sum of squared differences between the points of the discretized prescribed path, and those belonging to the real generated path. The minimization process can be solved with different methods that can be classified into two main groups, these being local and global methods, which are mentioned below. On the other hand, there are also publications focused not so much on studying the mathematical optimization techniques, but on proposing new ways of describing the output generated by the mechanism. This may result in a more advantageous definition for the optimization error function or for the elaboration of atlases and databases. In relation to the path generation problems discussed in this paper, there exist different approaches to describe the trajectories, and probably the most typical ones are based on the Fourier series [16] or Haar Wavelet transform [17]. Similarly, reference [18] describes a unified theory of the harmonic characteristic parameter method for mechanism synthesis. Apart from the dimensional synthesis, other publications focus on the phase that precedes it, i.e., structural synthesis, the first step in the conceptual design of mechanisms. In this sense, there can be found some proposals of automatic algorithms intended for the structural synthesis of robots and closed-loop mechanisms [19].

In relation to the mathematical optimization techniques for dimensional synthesis, the most effective and widely used local methods consist of applying the null gradient condition, which leads to a non-linear system of equations. This system often includes some passive variables that cannot be eliminated. To solve it, the function is linearized and an iterative method, such as Gauss-Newton, is used, starting from an approximate initial solution provided by the designer. The original reference for this type of method is a paper published in 1966 by Chi-Yeh [20], which was dedicated to the four-bar linkage. From then on, several papers related to dimensional synthesis of this mechanism by means of gradient methods have been published, exploring different ways to improve the effectiveness of optimization. As part of these alternative approaches, in [21] the authors proposed modifying the set of variables to be optimized, considering the nodal coordinates instead of the usual dimensional parameters, thereby allowing the elimination of some constraints that were present in the original problem. It is also noteworthy that other publications focus on reformulating the error function, such as $[22,23]$. The authors of those works proposed to minimize the strain energy originated when the mechanism is forced to run exactly through the prescribed trajectory. On the other hand, some authors have chosen to estimate the error by avoiding its sensitivity to translation and rotation effects, such as [24], where a system of relative coordinates between precision points is used. Following the same idea, the authors proposed to perform a prior and independent phase to optimize the translation, rotation, and scaling parameters [25]. In addition to the different alternatives to characterize the design parameters of the mechanism and to estimate the resulting error, a relevant aspect to achieve good performance in gradient methods is to carry out an exact calculation of the partial derivatives, avoiding the numerical derivation, since it increases the computational cost and results in a lower efficiency. Given the interest in solving this problem, reference [26] presents a general method for calculating the exact partial derivatives from the loop equations previously identified by the designer.

Despite the large number of existing publications devoted to optimal dimensional synthesis by means of gradient methods, and to the improvement of their performance, none of them are capable of solving the main limitation they have. Unfortunately, these methods are highly sensitive to the chosen starting approximation, since they are local in nature and hence converge to the nearest minimum, which will not necessarily be the optimal overall solution. To overcome this drawback, global methods make it possible to explore the entire space where solutions can be found. Metaheuristic methods are the most common ones, and they have been covered in several references. These include genetic algorithms [27-29], differential evolution [30-32], ant search [33], krill herd algorithm [34],
imperialist competitive algorithm [35], or neural networks [36]. Nevertheless, the weakness of heuristic methods in comparison with gradient methods is their higher computational cost and a lower convergence rate. Furthermore, there is no guarantee that they will converge to a minimum, neither locally nor globally.

Hybrid optimization algorithms, such as [37], gain greater strength when a global method generating seeds for starting mechanisms is combined with a good local method. Normally, hybrid methods start by running a global method to obtain one or several designs that will later be used as initial approximations in a local method to quickly converge to the nearest relative minimum. In this paper, as described below, a hybrid optimization approach is proposed.

In the case of the slider crank mechanism analyzed in this paper, thanks to the simplicity of its kinematics, it is possible to express the synthesis variables directly as a function of the dimensional and input parameters, and thus completely eliminating the passive variables. A novel aspect of the proposed approach is the way in which the resulting system of equations is solved. Considering the more general case of unprescribed timing synthesis, the final system of equations associated with the null gradient condition can be divided into two subsystems with different characteristics. As will be explained, the procedure described in this article allows each subsystem to be solved separately within an iterative process that connects them together. This makes it possible, in some particularly simple cases, such as the two-parameter slider-crank, to solve all the equations analytically, while in more complex cases, numerical methods must necessarily be adopted. The optimum solution reached will be a relative minimum of the error function and will be influenced by the initial approximation used to solve the system of equations numerically. In this paper, reducing this dependency will be attempted by running the local optimization algorithm from different starting points previously selected by a genetic algorithm. The generation of the starting points could also be done by another type of heuristic method, or through a sweeping process that generates random points within the entire search space. Even so, the latter technique would not achieve the most promising regions as the genetic algorithm does, but it would only generate a wide grid of different starting points. Therefore, the genetic algorithm is the preferred choice.

It is important to highlight that the procedure described in this paper seeks to obtain reliable solutions, not only from a mathematical vision, but also from a practical point of view. For this reason, it will be stated how to avoid the circuit defect in the slider-crank mechanism, relying on the concept of branch index. This concept was introduced in reference [21] to analyze the kinematics of the four-bar hinged linkage. The incorporation of design constraints will be addressed by means of penalty functions included in the error function to be minimized. This is essential to impose the Grashof criterion and thus ensure that the input element is able to fully rotate (crank input).

Finally, the effectiveness of the proposed methodology will be illustrated through different examples. The final solutions obtained in this paper are as accurate as the ones reached in other papers when solving the same problem by using more complex designs, such as four-bar or Watt linkages.

The main novelties and highlights of this paper are:

- Deduction of the equations required for the optimal dimensional synthesis of the slidercrank mechanism, which constitutes an alternative to the hinged four-bar linkage usually used in the literature to solve this type of problem.
- Proposal of an original methodology to solve a non-linear system of equations resulting from the null gradient condition, based on the decoupling of two subsystems of equations. It facilitates the resolution of the system and, in some cases, allows to obtain all the solutions in an analytical way.
- Integration of the local optimization methodology within a hybrid optimization method, which uses a genetic algorithm to search for the best starting approximations. The fitness function has been adapted to solve not only the prescribed timing problem, but also unprescribed timing.
- Solving and comparison of examples proposed by other authors in the literature dealing with the four-bar linkage. Thanks to the effectiveness of the method proposed in this work, the slider-crank mechanism, though being simpler and more limited, is able to provide similar performances (or even better in some cases) in path generation problems.


## 2. Materials and Methods

In this section, the basis of the optimum synthesis procedure as well as the functioning of the hybrid optimization strategy is presented.

### 2.1. Bases of the Optimum Synthesis Procedure

Before tackling the optimization process, the loop-closure equations of the mechanism and the position equations of the coupler point that traces the trajectory will be obtained. In addition, the variables that take part in the synthesis process and their functional dependence law will be described. This enables obtaining the partial derivatives that intervene in the minimization process.

### 2.1.1. Synthesis Equations for a General Design

First, the kinematic problem of the slider-crank mechanism with five dimensional parameters, represented in Figure 1, is obtained.


Figure 1. Slider-crank mechanism with 5 dimensional parameters.
The loop-closure equations are the following:

$$
\begin{align*}
& a_{1} \cdot \sin \varphi=a_{5}-a_{2} \cdot \sin \theta  \tag{1}\\
& s=a_{1} \cdot \cos \varphi+a_{2} \cdot \cos \theta \tag{2}
\end{align*}
$$

From Equation (1) yields:

$$
\begin{equation*}
\sin \theta=\frac{a_{5}-a_{1} \cdot \sin \varphi}{a_{2}} \tag{3}
\end{equation*}
$$

Then, $\cos \theta$ is given by Equation (4), where $K= \pm 1$.

$$
\begin{equation*}
\cos \theta=K \sqrt{1-\left(\frac{a_{5}-a_{1} \cdot \sin \varphi}{a_{2}}\right)^{2}} \tag{4}
\end{equation*}
$$

The synthesis equations are as follows:

$$
\begin{gather*}
x^{\prime}=s-\left(a_{2}-a_{3}\right) \cdot \cos \theta+a_{4} \cdot \cos \left(\theta-\frac{3 \pi}{2}\right)  \tag{5}\\
y^{\prime}=-\left(a_{2}-a_{3}\right) \cdot \sin \theta+a_{5}+a_{4} \cdot \cos \theta \tag{6}
\end{gather*}
$$

Using the loop equations to solve the passive variables $s$ (Equation (2)) and $\theta$ (Equations (3) and (4)), and substituting them in Equations (5) and (6), the following expressions are obtained for the synthesis variables, referring to the local system $O^{\prime} X^{\prime} Y^{\prime}$ :

$$
\begin{gather*}
x^{\prime}=a_{1} \cos \varphi+a_{3} \cdot K \sqrt{1-\left(\frac{a_{5}-a_{1} \sin \varphi}{a_{2}}\right)^{2}}-\frac{a_{4} \cdot\left(a_{5}-a_{1} \sin \varphi\right)}{a_{2}}  \tag{7}\\
y^{\prime}=\frac{\left(a_{3}-a_{2}\right) \cdot\left(a_{5}-a_{1} \sin \varphi\right)}{a_{2}} \cos \varphi+a_{5}+a_{4} \cdot K \sqrt{1-\left(\frac{a_{5}-a_{1} \sin \varphi}{a_{2}}\right)^{2}} \tag{8}
\end{gather*}
$$

Remark Regarding Branches and Circuits
The sign $\pm$ in Equations (7) and (8), which has been substituted for $K= \pm 1$ for simplicity, is related to the two possible positions of the coupler point $P$ for the same input $\varphi$. This means that two branches exist, each one associated with the positive or negative value of $K$. This circumstance is illustrated in Figure 2, in which the two possible configurations of the mechanism, for a given value of the input $\varphi$, are represented.

Configuration no. 1

$$
\varphi=180^{\circ}
$$

$$
\theta=339^{\circ}
$$

Figure 2. Two possible configurations for the same input.
The two possible trajectories of point $P$ associated with the different configurations of the coupler element, commonly known as branches, can be connected or unconnected, resulting in a unique circuit (a unicursal curve), or two circuits (a bicursal curve). In this work, designs where the crank input is able to perform a $360^{\circ}$ full rotation are considered, meaning that the Grashof criterion must be fulfilled. Therefore, the two possible branches will be two unconnected circuits. To avoid branch defects, all the selected points must have the same value of $K$. This value will be the one corresponding to the branch that yields a minimum error with respect to the desired path.

In the most general case, represented in Figure 3, the local reference system $O^{\prime} X^{\prime} Y^{\prime}$ has a rotation relative to the global system OXY, defined by the parameter $a_{6}$, and a translation in the plane defined by the parameters $a_{7}$ and $a_{8}$.

The equations that express the synthesis variables in the global reference system are the following:

$$
\begin{align*}
& x_{i}=x_{i}^{\prime} \cdot \cos \left(a_{6}\right)-y_{i}^{\prime} \cdot \sin \left(a_{6}\right)+a_{8}  \tag{9}\\
& y_{i}=x_{i}^{\prime} \cdot \sin \left(a_{6}\right)+y_{i}^{\prime} \cdot \cos \left(a_{6}\right)+a_{7} \tag{10}
\end{align*}
$$



Figure 3. Slider-crank mechanism with 8 dimensional parameters.
Now that all the variables involved in the synthesis problem have been defined, the following classification can be established:

- Dimensional variables: $a_{1}, a_{2}, \ldots, a_{8}$. These are variables that define the lengths of the bars and the translation or rotation parameters of the studied mechanism.
- Input variable: $\varphi$. This is an independent variable corresponding to the degree of freedom of the mechanism under study.
- Passive variables: $\theta, s$. These are not independent variables, but rather depend on the input and the dimensional parameters.
- Output variables or synthesis variables: $x, y$. These correspond to the coordinates of the coupler point $P$. In the case of path generation synthesis, these are indeed the synthesis variables.


### 2.1.2. Optimal Design Based on the Error Function

The error function $E$, commonly used in synthesis problems, is defined as the sum of the squared Cartesian distances between the prescribed points and those actually generated:

$$
\begin{equation*}
E=\sum_{i=1}^{N}\left[\left(x_{i}-x_{i}^{d}\right)^{2}+\left(y_{i}-y_{i}^{d}\right)^{2}\right] \tag{11}
\end{equation*}
$$

The error between prescribed and generated trajectory must be minimized to obtain the optimal mechanism. There are two options for carrying out this minimization. In the modality known as prescribed timing, only the dimensional parameters are optimized, requiring solving the system shown in Equation (12). In this case, the input parameters $\varphi_{i}$ are not variables to be optimized, but constant values (prescribed values). However, in an optimization known as unprescribed timing, both the dimensional parameters $a_{j}$ and the set of input parameters $\varphi_{i}$ are optimized, requiring solving the systems given by Equations (12) and (13). This last option is more complex but its potential to obtain precise solutions is greater, since the value of the input parameters is not being restricted.

$$
\begin{array}{cc}
\frac{\partial E}{\partial a_{j}}=0 \rightarrow \sum_{i=1}^{N}\left[\left(x_{i}-x_{i}^{d}\right) \frac{\partial x_{i}}{\partial a_{j}}+\left(y_{i}-y_{i}^{d}\right) \frac{\partial y_{i}}{\partial a_{j}}\right]=0 & \forall j=1,2, \ldots, n \\
\frac{\partial E}{\partial \varphi_{i}}=0 \rightarrow \sum_{i=1}^{N}\left[\left(x_{i}-x_{i}^{d}\right) \frac{\partial x_{i}}{\partial \varphi_{i}}+\left(y_{i}-y_{i}^{d}\right) \frac{\partial y_{i}}{\partial \varphi_{i}}\right]=0 & \forall i=1,2, \ldots, N \tag{13}
\end{array}
$$

### 2.2. Hybrid Optimization Procedure

Thanks to the simplicity of its kinematics, in the slider-crank mechanism it is possible to eliminate the passive variables. In this way, the synthesis variables $(x, y)$ are expressed as an explicit function of parameters $\left\{a_{j}\right\}$ and $\varphi$, facilitating the obtaining of the partial derivatives that appear in Equations (12) and (13). After performing the substitution, it can be verified that the system of Equations (12) and (13) is non-linear. This system can be decomposed into two subsystems of equations. On the one hand, Equation (12) is composed of 8 equations, as many as the dimensional parameters of the mechanism. Each of these equations has the form $g\left(a_{1}, a_{2} \ldots a_{8}, \varphi_{1}, \varphi_{2}, \ldots \varphi_{N}\right)=0$. On the other hand, Equation (13) is made up of $N$ equations, as many as points of precision has the trajectory. Each of these equations has the form $h\left(a_{1}, a_{2} \ldots a_{8}, \varphi_{i}\right)=0$. This circumstance is fundamental when establishing the procedure for solving the system of equations.

In addition, in order to find the optimal initial approximation, the one that will be the starting point of the local optimization process, and that plays a relevant role in the process, a multi-start approach will be implemented. In the following sections, the hybrid procedure proposed by the authors of this work will be explained.

### 2.2.1. Solving the Equation System for Local Optimization

In this section, the iterative algorithm to solve the non-linear system of equations resulting from the null gradient condition is addressed. The procedure is based on the decoupling of the two subsystems (12) and (13), as described below.

## - First phase:

This starts from a certain mechanism, coming from the multi-start procedure that will be explained in Section 3.2. The dimensions $\left(a_{1}, a_{2}, \ldots, a_{8}\right)$ of this mechanism are assumed constant in this phase. The values of these dimensions are substituted in each of the equations of subsystem (13), resulting in a total of $N$ equations, each with a unique $\varphi_{i}$.

In the simplest case of the slider-crank mechanism, with 2 dimensional parameters ( $a_{1}=a_{2}=a_{3}$ and $a_{5}=a_{6}=a_{7}=a_{8}=0$ ), and using the transformation of half-angle tangent, $t_{i}=\tan \frac{\varphi_{i}}{2}$, Equation (13) becomes a fourth degree polynomial:

$$
\begin{equation*}
\left(2 a_{1} a_{4}+x_{i}^{d} a_{4}\right) t_{i}^{4}+\left(8 a_{1}^{2}+x_{i}^{d} a_{1}+2 y_{i}^{d} a_{4}\right) t_{i}^{3}-12 a_{1} a_{4} t_{i}^{2}+\left(-8 a_{1}^{2}+4 x_{i}^{d} a_{1}+2 y_{i}^{d} a_{4}\right) t_{i}+2 a_{1} a_{4}-x_{i}^{d} a_{4}=0 \tag{14}
\end{equation*}
$$

From the 4 possible values of $t_{i}\left(\varphi_{i}\right)$, the one that gives the minimum error is the selected one.

For a design with 3 dimensional parameters, Equation (13) becomes a polynomial of degree 10. Even so, it is easy to obtain the 10 roots and detect the correct one proceeding as in the previous case. However, with 4 or more dimensional parameters, it is no longer as easy to determine its corresponding univariate polynomial, nor is it really worth it. It is more practical to operate as explained next.

The Equation (13) is solved numerically, starting from an initial approximation, and arriving at a unique solution of the parameter $\varphi_{i}$. To guarantee that the global optimal value of $\varphi_{i}$ is obtained, it will be necessary to start from an initial approximation obtained as follows: each sum of Equation (11), which represents the error made in each synthesis position $i$, is evaluated as a function of the input parameter $\varphi_{i}$ along the discretized domain $[0,2 \pi)$. In this way, a graph similar to the blue curve represented in Figure 4 will be obtained, where two minima of the error function appear, the one indicated on the right being the one with the lowest value. The latter value of $\varphi_{i}$ is taken as a starting approximation to solve Equation (13) (in our case, using the MATLAB fsolve command).


Figure 4. Error function for a point $i$ evaluated at $[0,2 \pi)$.
To illustrate this concept, in Figure 5 the prescribed point for a synthesis position $i$ and the trajectory generated by the mechanism of dimensions $\left\{a_{j}\right\}$ in the current iteration are indicated. The effect of evaluating the sum of the error function (11) and choosing the absolute minimum is equivalent to traversing the generated trajectory and selecting the point of it (the black point) closest to the prescribed one (red point). In this example, the black point indicated in Figure 5 corresponds to the absolute minimum, $\varphi=5.88 \mathrm{rad}$, which is the one previously indicated in Figure 4.


Figure 5. Generated trajectory and prescribed point (red).

## - Second phase:

In this phase, the values $\varphi_{i}$ obtained in the previous phase will be assumed as constants, and the unknowns $\left(a_{1}, a_{2}, \ldots, a_{8}\right)$ will be calculated from the subsystem from Equation (12).

As an example, in the simplified particular case of the slider-crank mechanism with 2 parameters, Equation (12) becomes the following linear system:

$$
\left[\begin{array}{cc}
4 \sum_{i=1}^{N} \cos ^{2} \varphi_{i} & \sum_{i=1}^{N} \sin 2 \varphi_{i}  \tag{15}\\
\sum_{i=1}^{N} \sin 2 \varphi_{i} & N
\end{array}\right]\left\{\begin{array}{c}
a_{1} \\
\\
a_{4}
\end{array}\right\}=\left\{\begin{array}{c}
2 \sum_{i=1}^{N} \cos \varphi_{i} \cdot x_{i}^{d} \\
\sum_{i=1}^{N}\left(\sin \varphi_{i} \cdot x_{i}^{d}+\cos \varphi_{i} \cdot y_{i}^{d}\right)
\end{array}\right\}
$$

However, in the design cases with 3 or more dimensional parameters, the subsystem of equations turns out to be non-linear, making it necessary to apply numerical solving
methods. As a starting approximation, the values $\left(a_{1}, a_{2}, \ldots, a_{8}\right)$ that were assumed as constants in the previous phase will be taken.

## - Next steps:

With the new values of $\left\{a_{j}\right\}$ obtained in the second phase, we go back to the first phase, and thus continue iteratively until convergence. The chosen stopping criterion consists of comparing the current values of the optimization variables $\left(a_{1}, a_{2} \ldots a_{8}, \varphi_{1}, \varphi_{2}, \ldots \varphi_{N}\right)$ with those of the previous iteration, so that when the difference is less than a specified tolerance, the iterative process will stop.

### 2.2.2. Implementing a Multi-Start Strategy

The method proposed in Section 3.1 has the disadvantage of being very sensitive to the starting approximation. To avoid this drawback, a multi-start approach based on a genetic algorithm will be used to guide the local optimization method towards a search for the global optimal solution.

The proposed multi-start approach obtains a sufficiently large set of starting approximations, representative of a global sweep of the design space $\left\{a_{j}\right\}$. In this article, a genetic algorithm is used to locate 100 candidate solutions that serve as initial approximations. It is decided to use the genetic algorithm incorporated in MATLAB, assigning as arguments of the fitness function the values for the 8 dimensional parameters. The latter function assigns the optimal correspondence of input parameters, according to the procedure outlined in the first phase of Section 3.1, and returns a scalar value that quantifies the individual's fitness as the quadratic sum of the distances between generated and prescribed points.

It is important to bear in mind that, considering the way the fitness function is posed, each starting solution for the unprescribed timing problem will not depend on $8+N$ variables (8 dimensional $+N$ inputs), but only on the 8 dimensional parameters, which facilitates the exploration of the search space by the genetic algorithm without the need to restrict the input parameters.

The complete scheme of this hybrid procedure is shown in Figure 6. As can be seen, it consists of executing a local optimization from the different starting points obtained in the scan of the space of the dimensional parameters $\left\{a_{j}\right\}$. In this way, different local minimums will be obtained and the best of them will be selected.

To avoid excessive computational cost, the execution time of the genetic algorithm is limited to an acceptable value (i.e., 1 min ). Bear in mind that it will not be necessary to obtain the optimal solutions, but that it will be enough to be close to them. On the other hand, the execution time of the local method to be applied later will depend on the number of iterations performed, but it generally consumes a few seconds for each starting point used.

### 2.2.3. Incorporation of Design Constraints

Searching for an optimal design usually implies adapting the generated trajectory to a prescribed one. In addition, some design requirements must be fulfilled. These design constraints are related to several aspects, such as the maximum size of the mechanism, the maximum and minimum lengths of certain bars, the Grashof criterion, the transmission angle limits, and so on.


Figure 6. Flowchart of the hybrid optimization scheme.
In general, the optimization problem with certain inequality constraints can be formulated as the minimum error subjected to

$$
g_{k}\left\{a_{1}, \ldots, a_{n}\right\} \geq 0 \forall k=1,2, \ldots, l
$$

A typical constraint equation, $g_{k}$, is expressed as follows:

$$
\begin{equation*}
\sum_{j=1}^{m} a_{j} C_{j} \geq C_{0} \tag{16}
\end{equation*}
$$

When an inequality constraint, such as Equation (16), is included in the process, the error function yields

$$
\begin{equation*}
E=\sum_{i=1}^{N}\left(x_{i}-x_{i}^{d}\right)^{2}+\sum_{i=1}^{N}\left(y_{i}-y_{i}^{d}\right)^{2}+\lambda \cdot\left(\sum_{j=1}^{m} a_{j} C_{j}-C_{0}\right)^{2} \tag{17}
\end{equation*}
$$

If, on the one hand, Equation (16) is not fulfilled during the iterations of the optimization process, it is necessary to amplify the value of the error to invalidate the corresponding design $\left\{a_{j}\right\}$. This can be done by means of the $\lambda$ parameter, which acts as a penalty factor, proceeding as follows:

$$
\begin{aligned}
& \text { If } \sum_{j=1}^{m} a_{j} C_{j}-C_{0}<0 \quad \text { then } \quad \lambda=\text { Predefined value } \\
& \text { If } \sum_{j=1}^{m} a_{j} C_{j}-C_{0} \geq 0 \quad \text { then } \lambda=0
\end{aligned}
$$

If, on the other hand, the condition to be imposed is an equality constraint, then $\lambda$ will always be a certain predefined value. In this paper, after reviewing similar works in the literature and conducting several trials with different values, the value $\lambda=50$ was established, insofar as it provides good results for all the analyzed design cases.

## 3. Results

The following examples will demonstrate the validity of the proposed methodology, showing the results of each design case.

### 3.1. Demonstrative Example 1

The desired trajectory, shown in Figure 7, is formed by two straight lines and two circumference arcs tangent to these lines. Considering the simplicity of the slider-crank, achieving a design that traces this trajectory is challenging. Moreover, this example is interesting because the trajectory combines both straight lines and arcs, which are trajectories commonly used in the path planning synthesis of planar mechanisms. The coordinates of the desired points, $\left(x_{i}^{d}, y_{i}^{d}\right)$, are given in Table 1. A total of 16 points are defined.


Figure 7. Example 1. Desired trajectory.
The eight dimensional parameters and the 16 input parameters (unprescribed timing) will be optimized, that is, the most complete case possible. Following the previously described technique, this example is solved using the proposed multi-start method, starting from 100 different starting mechanisms. The conditions of the crank-input (based on Grashof's criterion) and a maximum 3:1 ratio between the longest and shortest bar are imposed by means of penalty functions.

Table 1. Example 1. Initial data.

| $i$ | $x_{i}^{d}$ | $y_{i}^{d}$ |
| :---: | :---: | :---: |
| 1 | 3.2500 | 1.7010 |
| 2 | 3.6294 | 1.6510 |
| 3 | 3.9330 | 1.8840 |
| 4 | 4.0995 | 2.1724 |
| 5 | 4.2665 | 2.4616 |
| 6 | 4.4330 | 2.7500 |
| 7 | 4.4829 | 3.1294 |
| 8 | 4.2500 | 3.4330 |
| 9 | 4.0000 | 3.5000 |
| 10 | 3.7143 | 3.5000 |
| 11 | 3.4286 | 3.5000 |
| 12 | 3.1429 | 3.5000 |
| 13 | 2.8571 | 3.5000 |
| 14 | 2.5714 | 3.5000 |
| 15 | 2.2857 | 3.5000 |
| 16 | 2.0000 | 3.5000 |

The best solution, shown in Figure 8, leads to an error equal to 0.0073 . The corresponding design parameters are included in Table 2. In the Supplementary Materials, a video showing the motion of this optimum mechanism can be found.


Figure 8. Example 1: best multi-start solution for slider-crank, $\mathrm{E}=0.0073$.
To illustrate the influence that the starting point has on the final solution obtained, Figure 9 shows, by way of example, the optimal mechanism obtained from another starting point, which does not reach a solution as good as the one shown above, so it would be excluded.

Table 2. Example 1: optimum design parameters and inputs.

| Parameters |  | Inputs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{a}_{1}$ | 1.292 | $\varphi_{1}$ | 4.877 | $\varphi_{9}$ | 2.992 |
| $\mathrm{a}_{2}$ | 3.277 | $\varphi_{2}$ | 4.568 | $\varphi_{10}$ | 2.804 |
| $\mathrm{a}_{3}$ | 1.292 | $\varphi_{3}$ | 4.409 | $\varphi_{11}$ | 2.634 |
| $\mathrm{a}_{4}$ | 3.875 | $\varphi_{4}$ | 4.267 | $\varphi_{12}$ | 2.476 |
| $\mathrm{a}_{5}$ | 1.970 | $\varphi_{5}$ | 4.104 | $\varphi_{13}$ | 2.323 |
| $\mathrm{a}_{6}$ | 3.090 | $\varphi_{6}$ | 3.905 | $\varphi_{14}$ | 2.171 |
| $\mathrm{a}_{7}$ | 1.356 | $\varphi_{7}$ | 3.579 | $\varphi_{15}$ | 2.014 |
| $\mathrm{a}_{8}$ | -0.583 | $\varphi_{8}$ | 3.192 | $\varphi_{16}$ | 1.846 |



Figure 9. Example 1: comparison to other multi-start solution (multi-start no. 10), $\mathrm{E}=0.0227$.
This same example has been used by the authors of this work in a recent work, in particular reference [38], making use of another optimization method and applying it to the four-bar mechanism. It should be taken into account that the four-bar mechanism has an additional dimensional parameter with respect to the slider-crank and thus, in principle, a greater potential to adjust to the prescribed trajectories. Nevertheless, comparing the results of both achieved optimal mechanisms (the error in [38] with the four-bar was 0.0089), it can be seen that they are almost of the same value, even having a slightly smaller error in the current case.

### 3.2. Demonstrative Example 2

Figure 10a shows the results obtained by other authors [30,34,39,40] for an example of path generation synthesis of a closed path formed by 25 points marked in red. Each of the authors uses a different optimization method, but all of them use the four-bar mechanism. On the other hand, Figure 10b shows the results obtained when solving the same example with the slider-crank under the methodology proposed in this paper.

The comparison is made with other studies that analyze the four-bar because, as mentioned in the introduction, the vast majority of path generation synthesis works make use of the four-bar. Even so, as it has been shown in the previous example and it will happen in this one, the method that we propose achieves very similar (or even better) results, despite making use of a more limited mechanism such as the slider-crank.

The optimal solution obtained in this paper with the slider-crank mechanism (Figure 10b) corresponds to an error of 0.103 and is of similar quality to Bulatović et al. [34]. They obtained an error of 0.0392 , which is slightly lower than the one we found, but is of the same order of magnitude. On the other hand, in [34] they also indicated the error achieved by Laribi et al. [39] and Smaili and Diab [40], these being 0.9022 and 0.5504 , respectively, so they would be considerably higher. On the other hand, the error obtained by Kafash and Nahvi [30] is not directly comparable with the rest because they use a different error function. However, the trajectory generated by the authors in [30] is graphically represented in Figure 10a. The corresponding optimal design parameters for the more general case of slider-crank are shown in Table 3. As in the previous example, a video showing the motion of this optimum mechanism is included as Supplementary Materials.


Figure 10. Example 2: optimal solution for: (a) four-bar and (b) slider-crank mechanism.
Table 3. Example 2: Optimum design parameters and inputs.

| Parameters |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: | :--- |
| $\mathrm{a}_{1}$ | 2.309 | $\varphi_{1}$ | 4.703 | $\varphi_{9}$ | -0.237 | $\varphi_{17}$ | 2.715 | $\varphi_{25}$ | 4.451 |
| $\mathrm{a}_{2}$ | 48.819 | $\varphi_{2}$ | 4.92 | $\varphi_{10}$ | 0.049 | $\varphi_{18}$ | 2.933 |  |  |
| $\mathrm{a}_{3}$ | -3.304 | $\varphi_{3}$ | 5.041 | $\varphi_{11}$ | 0.672 | $\varphi_{19}$ | 3.17 |  |  |
| $\mathrm{a}_{4}$ | 24.498 | $\varphi_{4}$ | 5.181 | $\varphi_{12}$ | 1.331 | $\varphi_{20}$ | 3.483 |  |  |
| $\mathrm{a}_{5}$ | 46.315 | $\varphi_{5}$ | 5.362 | $\varphi_{13}$ | 1.698 | $\varphi_{21}$ | 3.762 |  |  |
| $\mathrm{a}_{6}$ | 4.726 | $\varphi_{6}$ | 5.528 | $\varphi_{14}$ | 1.996 | $\varphi_{22}$ | 3.752 |  |  |
| $\mathrm{a}_{7}$ | -18.02 | $\varphi_{7}$ | 5.745 | $\varphi_{15}$ | 2.281 | $\varphi_{23}$ | 4.091 |  |  |
| $\mathrm{a}_{8}$ | 15.293 | $\varphi_{8}$ | 5.875 | $\varphi_{16}$ | 2.494 | $\varphi_{24}$ | 4.265 |  |  |

### 3.3. Demonstrative Example 3

On this occasion, a path generation problem, previously solved in reference [41] for the Watt mechanism, is presented. Their optimal solution is represented in Figure 11a, together with the set of prescribed points represented in red. The optimal solution obtained with the slider-crank mechanism, represented in Figure 11b, has an equal, and, it could be said, even higher precision, despite being a simpler mechanism that has fewer design parameters involved.

The optimal design parameters of the slider-crank mechanism are listed in Table 4. Yet again, a video showing the motion of this optimum mechanism is included as Supplementary Materials.


Figure 11. (a) Watt's mechanism optimal solution from [41]; (b) optimal solution for slider-crank mechanism.

Table 4. Example 3: Optimum design parameters and inputs.

| Parameters |  | Inputs |  |  |  |
| :---: | :---: | :---: | :---: | :---: | ---: |
| $\mathrm{a}_{1}$ | 6.719 | $\varphi_{1}$ | 5.580 | $\varphi_{9}$ | 3.502 |
| $\mathrm{a}_{2}$ | 15.635 | $\varphi_{2}$ | 5.349 | $\varphi_{10}$ | 3.101 |
| $\mathrm{a}_{3}$ | 5.217 | $\varphi_{3}$ | 5.116 | $\varphi_{11}$ | 2.708 |
| $\mathrm{a}_{4}$ | 8.737 | $\varphi_{4}$ | 4.918 | $\varphi_{12}$ | 2.549 |
| $\mathrm{a}_{5}$ | -6.710 | $\varphi_{5}$ | 4.703 |  |  |
| $\mathrm{a}_{6}$ | -2.924 | $\varphi_{6}$ | 4.508 |  |  |
| $\mathrm{a}_{7}$ | 42.513 | $\varphi_{7}$ | 4.124 |  |  |
| $\mathrm{a}_{8}$ | 35.584 | $\varphi_{8}$ | 3.848 |  |  |

## 4. Discussion

In this paper, a hybrid optimization procedure has been presented to address the dimensional synthesis of path generation using the slider-crank mechanism. On the one hand, a novel approach has been proposed to solve the non-linear equations corresponding to the null gradient condition, which is based on the decoupling of two subsystems of equations, and which simplifies the resolution procedure without prejudice to the precision obtained. On the other hand, the incorporation of the multi-start method manages to give the local optimization method a global character, carrying out a previous sweep of the total space of the dimensional variables to find the most promising starting approximations To carry out this search, a genetic algorithm is used where only the eight dimensional parameters are involved, thanks to the fact that the fitness function has been programmed to select the optimal input parameters based on the dimensions.

In addition, it should be noted that this methodology is aimed at achieving designs that are valid from a practical point of view. Therefore, the non-existence of branch defects is ensured, and different design restrictions can be incorporated in a simple way through the
use of penalty functions. In this way, it can be ensured that the crank input mechanism does not exceed a maximum ratio between bar lengths or other additional design requirements at the discretion of the designer.

Finally, the effectiveness of the method has been proved by verifying, through various examples, that the slider-crank mechanism allows us to achieve solutions with a precision comparable to other one degree of freedom mechanisms that have a greater number of dimensional parameters, such as the four-bar or the Watt's mechanism, with the additional advantage of having simpler kinematics.

Supplementary Materials: The following are available online at https: / / www.mdpi.com/2227-739 $0 / 9 / 13 / 1581 / \mathrm{s} 1$. The three videos corresponding to the motion of the optimum mechanisms are available.
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#### Abstract

Hybrid rigid-flexible mechanisms are a type of compliant mechanism that combines rigid and flexible elements, being that their mobility is due to rigid-body joints and the relative flexibility of bendable rods. Two of the modeling methods of flexible rods are the Cosserat rod model and its simplification, the Kirchhoff rod model. Both of them present a system of differential equations that must be solved in conjunction with the boundary constraints of the rod, leading to a boundary value problem (BVP). In this work, two methods to solve this BVP are applied to analyze the influence of external loads in the movement of hybrid compliant mechanisms. First, a shooting method (SM) is used to integrate directly the shape of the flexible rod and the forces that appear in it. Then, an integration with elliptic integrals (EI) is carried out to solve the workspace of the compliant element, considering its buckling mode. Applying both methods, an algorithm that obtains the locus of all possible trajectories of the mechanism's coupler point, and detects the buckling mode change, is developed. This algorithm also allows calculating all possible circuits of the mechanism. Thus, the performance of this method within the path analysis of mechanisms is demonstrated.
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## 1. Introduction

A compliant body is one whose motion depends on its geometry, its material properties and the location and magnitude of the applied forces. If a body of this kind belongs to a mechanism, it is known as a compliant element. When a mechanism is fully composed of compliant elements, e.g., slender rods, it is named a compliant mechanism, and it gains all or part of its mobility, thanks to the relative flexibility of those compliant elements. On another note, if the mechanism combines rigid and compliant elements, it takes the name of a hybrid compliant or hybrid rigid-flexible mechanism [1].

Regarding applications, such compliant-and, especially, hybrid-compliant-mechanisms are an alternative to robotic systems of rigid bodies [2], or even cable robots [3] used in tasks where there is a human-machine interface. Additionally, such hybrid-flexible mechanisms are a plausible alternative to sub-systems subjected to impacts, such as four-link legs in bio-inspired mobile multipod robots [4]. Finally, its elasticity, if appropriately tuned, can play a beneficial role in the dynamic characteristics of systems used in high-speed link motions, reducing the need for balancing [5].

For the complete kinematic characterization of a linkage with rigid bars, all the circuits of the mechanism should be obtained [6]. Each circuit is the set of all possible orientations of links that can be calculated without disconnecting any of the joints [7]. If the linkage needs to be disassembled to move from one position to another, these positions lie on different circuits. These mechanism's circuits do not depend on the input link chosen. In [8,9] is presented the circuit analysis for the Watt and Stephenson -like six-bar mechanisms. It should be noted that, in the case of compliant mechanisms, it is not needed to disassemble any link to obtain the different circuits but to deform a flexible rod through an external load.

To solve the movement of these hybrid rigid-flexible mechanisms, it is needed to obtain the change of shape of compliant elements and the loads that these bodies withstand.

There are a few modeling methods to analyze flexible rods, such as the Chained BeamConstraint Model (CBCM) [10] or Pseudo-Rigid-Body Model (PRBM) [11,12]. Another model is the Cosserat rod model, which produces the equations that describe the deformed shape of a slender flexible element and the loads that appear in it [13,14]. This modeling method leads to a set of differential equations that, in conjunction with the boundary constraints of the compliant element, takes the form of a boundary value problem (BVP). This BVP can be solved with the aid of a shooting method (SM) [15], which combines a direct integration method, such as 4th order Runge-Kutta (R-K), and a numerical minimization method, e.g., Newton-Raphson ( $\mathrm{N}-\mathrm{R}$ ), which refines the solutions given by the direct integration.

If the extension of the neutral line and the transverse shear strain are neglected in the Cosserat rod model, the Kirchhoff model is obtained. The equations of this new model can also be solved by applying elliptic integrals (EI) that make use of the two parameters known as the modulus of the function $(k)$ and the amplitude of the elliptic integral $(\phi)$ [16].

When a compliant element deforms, points of null moment can appear along its length. These points of null moment are those where a change of curvature is produced, and they are also known as inflection points $[17,18]$. Hence, the slender rod deforms changing its curvature in each of these points, leading to what is known as buckling modes. These buckling modes are ordered according to the number of inflection points. For instance, if a rod has only one of these points, it is in its first buckling mode. If the same rod has two points, it is in its second buckling mode, and so on. It is worth noting that the higher the buckling mode, the more deformation energy is needed for it to appear. For this reason, the compliant elements tend to deform in lower buckling modes, as they require less energy. These buckling modes can be determined using EI, which can also be used to obtain the rod workspace in each buckling mode [19].

As mentioned above, the motion of the compliant bodies, and hence that of the compliant mechanisms, depends on the applied forces. Therefore, this paper makes use of the SM and EI to check the loads' influence in the movement of a compliant mechanism. In addition, the work here developed shows how these methods allow obtaining the locus of all possible paths of the mechanism's coupler under any applied load.

A mechanism similar to that found in [20] was used to carry out the work in this paper, and it is based on a mechanism of [21] (ch. 12). The mechanisms differ in the boundary constrains of the compliant element. In the case of [20], a clamped-clamped rod is used, but in this paper, a clamped-hinged rod is analyzed.

Thus, in the following section, an introduction to the general equations of flexible rods and the different integration methods is given. Moreover, a way to obtain the workspace of a slender rod using EI is also depicted here. In the third section, a closed-loop hybrid mechanism is proposed, and it is used to analyze the load-dependent paths after explaining its general equations. Finally, the potential of the developed algorithm to detect the buckling mode changes of flexible rods and the possible circuits of the mechanism is also shown.

## 2. Elastic Rod Fundamentals

### 2.1. General Equations

Among all of the modeling methods of flexible rods, because of its easy implementation within the control of a continuum robot, a simplification of the Cosserat model, i.e., the Kirchhoff model, was used to develop the algorithms of this work. Recalling the assumptions made in the Kirchhoff model, they are that the extension of the neutral line and the transverse shear strain are neglected. It means that the deformation of the rod is mainly due to bending and torsion. This is more likely to happen in rods such as the one used in the studied mechanism because of its slenderness. All this reduces the complexity of the equations, making more efficient algorithms without greatly increasing calculation errors.

The derivation of the mathematics structure of this section draw on Antman's work [13] (chs. 4 and 8) on nonlinear elasticity. Nevertheless, the nomenclature used here are those used in the robotics community, in the line of the work of Caleb [22].

The framework needed to describe the shape of a slender rod in space includes three main aspects that, coupled, generate the nonlinear system of differential equations that has to be solved in order to obtain the relationship between force and deformation. These are as follows: a kinematic definition of the deformed rod, material constitutive laws and static equilibrium equations.

### 2.1.1. Kinematics

A three-dimensional parametric Cartesian curve $\mathbf{p}(s) \in \mathbb{R}^{3}$ that links the centroids of each transverse section and the orthonormal rotation matrix $\mathbf{R}(s) \in \mathrm{SO}(3)(\mathrm{SO}(3)$ is the special orthogonal subgroup in three dimensions, $\mathrm{SO}(3)=\left\{\mathbf{R} \in \mathbb{R}_{3 \times 3} \mid \mathbf{R}^{T} \mathbf{R}=\right.$ $\mathbf{I}$, and $\operatorname{det}(\mathbf{R})=1\}$ ) that orients a local frame attached to the section are used to define the deformed shape of a rod. The principal axes of each section are usually named the $x$ and $y$-axes. The $z$-axis is perpendicular to the cross-section and tangent to the deformed shape; see Figure 1. A scalar reference arc-length parameter $s$ is used to position and orient each cross-section. This parameter is within the finite interval $s \in[0, L]$, being that $L$ is the length of the rod in the initial state. Due to the assumption that the sections are not distorted, the whole deformation of the flexible bar can be described by mapping from $s$ to a homogeneous rigid-body transformation, $\mathrm{T}(s) \in \mathrm{SE}(3)(\mathrm{SE}(3)$ is the special Euclidean subgroup in three dimensions, with $\mathbf{p}(s) \in \mathbb{R}^{3}$ and $\left.\mathbf{R}(s) \in \mathrm{SO}(3)\right)$.

$$
\mathbf{T}(s)=\left[\begin{array}{cc}
\mathbf{R}(s) & \mathbf{p}(s)  \tag{1}\\
\mathbf{0}^{T} & 1
\end{array}\right]
$$

where we will often refer to $\mathbf{T}(s)$ as a "frame" hereafter.


Figure 1. A rod deformed in space, along with frames used.
For the unloaded pre-curved state of the rod, the magnitudes described above are designated with the subscript $\circ$.

A priori, $\mathbf{R}_{\circ}(s)$ could be assigned arbitrarily. However, one can establish conventions governing the assignment of reference orientations such that the mapping form $\mathbf{R}_{\circ}(s)$ to $\mathbf{R}(s)$ has an easily interpretable meaning in terms of material strains. As mentioned above, we have chosen to assign reference orientation such that the $z$ axis of the local
frame is parallel to the tangent curve to the reference curve (see Figure 1). Then, the following applies:

$$
\begin{equation*}
\mathbf{R}_{\circ}(s) \mathbf{e}_{3}=\frac{\frac{d \mathbf{p}_{\circ}}{d s}}{\left\|\frac{d \mathbf{p}_{\circ}}{d s}\right\|}=\frac{\mathbf{p}_{\circ}^{\prime}}{\left\|\mathbf{p}_{\circ}^{\prime}\right\|} \tag{2}
\end{equation*}
$$

where $\mathbf{e}_{1}, \mathbf{e}_{2}$ and $\mathbf{e}_{3}$ are used for the standard basis vectors of the local frame: $\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$, $\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{T}$ and $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$, respectively. The superscript ${ }^{\prime}$ is used to indicate differentiation with respect to the arc length $s$.

Now, let us consider the derivatives of $\mathbf{p}(s)$ and $\mathbf{R}(s)$ with respect to $s$. The position and orientation evolve along the arc length according to the rates of change, linear $\mathbf{v}(s) \in \mathbb{R}^{3}$ and angular $\mathbf{u}(s) \in \mathbb{R}^{3}$. These rates of change are defined in the local frame, and obtained from the above mentioned derivatives, defined in the global frame, with the use of $\mathbf{R}(s)^{T}$ as follows:

$$
\begin{align*}
\mathbf{v}(s) & =\mathbf{R}(s)^{T} \frac{d \mathbf{p}(s)}{d s}=\mathbf{R}(s)^{T} \mathbf{p}^{\prime}(s)  \tag{3}\\
\mathbf{U}(s) & =\mathbf{R}(s)^{T} \mathbf{R}^{\prime}(s)
\end{align*}
$$

where $\mathbf{U}(s)$ is a skew-symmetric matrix of the following form:

$$
\mathbf{U}(s)=\left[\begin{array}{ccc}
0 & -u_{z}(s) & u_{y}(s)  \tag{4}\\
u_{z}(s) & 0 & -u_{x}(s) \\
-u_{y}(s) & u_{x}(s) & 0
\end{array}\right]
$$

Because $\mathbf{U}(s)$ is defined through three independent values, $u_{x}(s), u_{y}(s)$ and $u_{z}(s)$, it can be expressed with a vector $\mathbf{u}(s)=\left[u_{x}(s) u_{y}(s) u_{z}(s)\right]^{T}$ such that $\mathbf{u}=\mathbf{U}^{\vee}$ and $\mathbf{U}=\widehat{\mathbf{u}}$, where the ${ }^{\vee}$ operator denotes conversion of an element of $\mathfrak{s o}(3)(\mathfrak{s o}(3)$ is the Lie algebra of $\mathrm{SO}(3)$ ) to its corresponding element in $\mathbb{R}^{3}$. The inverse operation, denoted by ${ }^{\wedge}$, maps $\mathbb{R}^{3}$ to $\mathfrak{s o}(3)$, so that $\widehat{\mathbf{u}}^{\vee}=\mathbf{u}$. In the following, $\widehat{\mathbf{u}}(s)$ is used whenever a vector form is needed to express U.

When $\mathbf{v}(s)$ and $\mathbf{u}(s)$ are those of the reference, i.e., the unloaded shape of the rod, they are designated as $\mathbf{v}_{\circ}$ and $\mathbf{u}_{\circ}$. Because of the convention of the rotation matrix stated in (2), an initially straight rod has $\mathbf{v}_{\circ}=\left[\begin{array}{lll}0 & 1 & 1\end{array}\right]^{T}$ and $\mathbf{u}_{\circ}=\mathbf{0}$.

The material strain can be defined by the variation of $\mathbf{v}(s), \Delta \mathbf{v}(s)=\mathbf{v}(s)-\mathbf{v}_{\circ}(s)$, and $\mathbf{u}(s), \Delta \mathbf{u}(s)=\mathbf{u}(s)-\mathbf{u}_{\circ}(s)$. The local elongation is represented by $\Delta v_{z}$; values above 1 correspond to extension, values below 1 to compression and values equal to 1 mean that the length of the curve has not changed. The shear deformation along the local axes is depicted by $\Delta v_{x}$ and $\Delta v_{y}$. The $x$ and $y$ components of $\Delta \mathbf{u}(s), \Delta u_{x}$ and $\Delta u_{y}$, measure the bending along the local $x$ - and $y$-axes. Concerning $\Delta u_{z}$, it collects the value of the torsion.

### 2.1.2. Material Constitutive Relationships

The way the material behaves (it can be elastic or plastic, for instance) affects the constitutive relationships between strain and stress. However, the Cosserat rod model only is valid if the cross-sections do not deform.
$\Delta \mathbf{v}(s)$ and $\Delta \mathbf{u}(s)$ can be used to define the stress field since it is obtained from the strain field. Additionally, $\Delta \mathbf{v}(s)$ and $\Delta \mathbf{u}(s)$ can also be used to express internal force $\mathbf{n}(s)$ and moment $\mathbf{m}(s)$, due to the fact that they are calculated from the stress field.

Hereafter, the linear deformation $\mathbf{v}$ is related to internal forces by a linear constitutive law, which is also used to relate the angular deformation $\mathbf{u}$ to the internal moment. Diagonal stiffness matrices, i.e., $\mathbf{K}_{S E}(s)$ and $\mathbf{K}_{B T}(s)$, allow expressing the aforementioned
magnitudes in the local frame. It is worth noting that the subscript $S E$ indicates shear and extension, and BT, bending and torsion.

$$
\begin{align*}
\mathbf{n}_{l o c}(s) & =\mathbf{K}_{S E}(s) \Delta \mathbf{v}(s)  \tag{5}\\
\mathbf{m}_{l o c}(s) & =\mathbf{K}_{B T}(s) \Delta \mathbf{u}(s) \tag{6}
\end{align*}
$$

with

$$
\begin{align*}
\mathbf{K}_{S E} & =\left[\begin{array}{ccc}
G A(s) & 0 & 0 \\
0 & G A(s) & 0 \\
0 & 0 & E A(s)
\end{array}\right]  \tag{7}\\
\mathbf{K}_{B T} & =\left[\begin{array}{ccc}
E I_{x}(s) & 0 & 0 \\
0 & E I_{y}(s) & 0 \\
0 & 0 & G J_{z}(s)
\end{array}\right] \tag{8}
\end{align*}
$$

where $A$ is the area of cross section, $E$ is Young's modulus, $G$ is the shear modulus, $I_{x}$ and $I_{y}$ are the second moment of area of the rod cross section about the principal axes $x$ and $y$, and $J_{z}$ is the polar moment about the local axis $z$. The linear constitutive law applied here is commonly used in mechanics for the small strain range. This happens for most metals and for polymers in the range of small strain.

The rotation matrix is used to change $\mathbf{n}(s)$ and $\mathbf{m}(s)$ from the local axes to the fixed global axes.

$$
\begin{align*}
\mathbf{n}(s) & =\mathbf{R}(s) \mathbf{K}_{S E}(s) \Delta \mathbf{v}  \tag{9}\\
\mathbf{m}(s) & =\mathbf{R}(s) \mathbf{K}_{B T}(s) \Delta \mathbf{u} \tag{10}
\end{align*}
$$

### 2.1.3. Static Equilibrium Equations

The forces and moments on an infinitesimal piece of the rod, $[s, s+d s]$, are considered to obtain the static equilibrium equations. The internal force and moment exerted on the piece by the material of $[0, s)$ are named $-\mathbf{n}(s)$ and $-\mathbf{m}(s)$. On the other side of the portion, the material of $(s+d s, L]$ exerts a force $\mathbf{n}(s+d s)$ and a moment $\mathbf{m}(s+d s)$. In addition, distributed forces $\mathbf{f}(s)$ and moments $\mathbf{l}(s)$ can also be applied on the interval $d s$.

On the one hand, the equilibrium of forces yields the following:

$$
\begin{equation*}
-\mathbf{n}(s)+\mathbf{n}(s+d s)+\mathbf{f}(s) d s=\mathbf{0} \tag{11}
\end{equation*}
$$

Expanding the magnitudes in $s+d s$ with the Taylor series until the element of first order, simplifying terms, and dividing by $d s$ gives the following:

$$
\begin{equation*}
\frac{d \mathbf{n}(s)}{d s}+\mathbf{f}(s)=\mathbf{0} \tag{12}
\end{equation*}
$$

On the other hand, a balance of moments, expanding variables in $s+d s$ with the Taylor series until the element of first order, simplifying terms, and taking into account (12), yields the following:

$$
\begin{equation*}
\frac{d \mathbf{m}(s)}{d s}+\frac{d \mathbf{p}(s)}{d s} \times \mathbf{n}+\mathbf{l}(s)=\mathbf{0} \tag{13}
\end{equation*}
$$

So, the nonlinear ordinary differential equations for the equilibrium of a Cosserat rod describing the evolution of the internal force $\mathbf{n}(s)$ and moment $\mathbf{m}(s)$ along arc length are as follows:

$$
\begin{align*}
\mathbf{n}^{\prime}(s)+\mathbf{f}(s) & =\mathbf{0}  \tag{14}\\
\mathbf{m}^{\prime}(s)+\mathbf{p}^{\prime}(s) \times \mathbf{n}(s)+\mathbf{1}(s) & =\mathbf{0} \tag{15}
\end{align*}
$$

### 2.1.4. Static Model

If the kinematic, constitutive, and equilibrium laws are combined, a static model of the flexible rod can be achieved.

Thus, the Cosserat static model for a flexible rod can be obtained using $\mathbf{m}$ and $\mathbf{n}$ as state variables, and combining (3), (14) and (15) to obtain a set of differential equations. If it is considered that the rod is deformed only by bending and torsion, the Cosserat rod model is simplified, leading to the Kirchhoff model. In the reference rod's configuration, shear and extension deformations do not usually appear, i.e., $\mathbf{v}=\mathbf{v}_{\circ}=\mathbf{e}_{3}$, where $\mathbf{e}_{3}$ is a unit vector tangent to the deformed shape. In this way, a new system of differential equations can be stated:

$$
\begin{align*}
\mathbf{p}^{\prime} & =\mathbf{R} \mathbf{e}_{3} \\
\mathbf{R}^{\prime} & =\mathbf{R} \widehat{\mathbf{u}} \\
\mathbf{n}^{\prime} & =-\mathbf{f}  \tag{16}\\
\mathbf{m}^{\prime} & =-\mathbf{p}^{\prime} \times \mathbf{n}-\mathbf{1}
\end{align*}
$$

where $\mathbf{u}=\mathbf{K}_{B T}^{-1} \mathbf{R}^{T} \mathbf{m}+\mathbf{u}_{\circ}$.

### 2.2. Kirchhoff Static Model Equations for the Planar Case

The three-dimensional deformation of a rod in space is defined by (16). However, if the rod only deforms within a plane, the model can be further simplified and a shorter formulation is obtained. This has an impact on the computational cost when the resolution method is implemented within an algorithm.

The rod that appears in Figure 2 deforms within the plane OXY. The local frame attached to each cross-section is oriented accordingly, so note that expressions in the previous chapter vary slightly now.


Figure 2. Deformed shape of a clamped-hinged planar rod under load $R$ at extreme.
To orientate each cross-section the rotation matrix is used and it depends on the angle $\theta=\theta(s)$ :

$$
\mathbf{R}(s)=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0  \tag{17}\\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The derivative of $\mathbf{R}$ with respect to arc length $s$ is as follows:

$$
\mathbf{R}^{\prime}(s)=\left[\begin{array}{ccc}
-\sin \theta & -\cos \theta & 0  \tag{18}\\
\cos \theta & -\sin \theta & 0 \\
0 & 0 & 0
\end{array}\right] \theta^{\prime}
$$

and allows finding vector $\mathbf{u}$ in the following:

$$
\mathbf{U}=\mathbf{R}^{T} \mathbf{R}^{\prime}=\left[\begin{array}{ccc}
0 & -\theta^{\prime} & 0  \tag{19}\\
\theta^{\prime} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]=\left[\begin{array}{ccc}
0 & -u_{z} & 0 \\
u_{z} & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Thus, only the component $u_{z}$ of vector $\mathbf{u}$ is not null:

$$
\begin{equation*}
u_{z}=\theta^{\prime} \tag{20}
\end{equation*}
$$

This makes sense, as there is no bending moment with respect to the local $y$-axis and no torsion (expressed through $u_{x}$ ).

Taking (20) into (16) considering this time $\mathbf{v}=\mathbf{v}_{\circ}=\mathbf{e}_{1}$, and taking $\mathbf{n}$ and $\mathbf{m}$ as state variables, the expression of the system of nonlinear ordinary differential equations in (16) yields the following:

$$
\left\{\begin{array}{c}
\frac{d x}{d s}  \tag{21}\\
\frac{d y}{d s} \\
\frac{d \theta}{d s} \\
\frac{d n_{x}}{d s} \\
\frac{d n_{y}}{d s} \\
\frac{d m_{z}}{d s}
\end{array}\right\}=\left\{\begin{array}{c}
\cos \theta \\
\sin \theta \\
\frac{m_{z}}{E I}+u_{0, z} \\
-f_{x} \\
-f_{y} \\
n_{x} \sin \theta-n_{y} \cos \theta-l_{z}
\end{array}\right\}
$$

If no distributed force and moment ( $\mathbf{f}$ and $\mathbf{1}$ ) are applied along the rod, we obtain the following:

$$
\left\{\begin{array}{c}
\frac{d x}{d s}  \tag{22}\\
\frac{d y}{d s} \\
\frac{d \theta}{d s} \\
\frac{d n_{x}}{d s} \\
\frac{d n_{y}}{d s} \\
\frac{d m_{z}}{d s}
\end{array}\right\}=\left\{\begin{array}{c}
\cos \theta \\
\sin \theta \\
\frac{m_{z}}{E I I} \\
0 \\
0 \\
n_{x} \sin \theta-n_{y} \cos \theta
\end{array}\right\}
$$

Hence, in this particular case, the internal force $\mathbf{n}$ is constant. Such a rod with no distributed loads is quite common in the applications.

The system of differential equations in (22) can be solved by using a direct integration method, such as the 4th order R-K, or a method based on elliptic integrals.

### 2.3. Direct Integration Using Fourth-Order Runge-Kutta Method

Typical problems in robotics are the forward kinematic problem (FKP) and the inverse kinematic problem (IKP). In the first one, the mechanism inputs are known, and the position and orientation of the end-effector are unknown. In contrast, in the IKP, the end-effector is wanted to describe a given trajectory, so its position is known, but the needed inputs to accomplish the task must be calculated.

When a flexible rod is part of a mechanism, usually, it is under external loads coming from that mechanism. Here, the aim should be to calculate how these loads deform the rod. So, it could be considered as a kind of forward kinematic (FK) position problem because the position and orientation of the extreme in which force and moment are applied are not known.

So focusing on the FKP of a rod that is clamped at the proximal end $s=0$ and subjected to a known force $\mathbf{n}_{\mathbf{e x t}}$ and moment $\mathbf{m}_{\mathbf{e x t}}$ at the distal end $s=L$ (see Figure 2), the rod undergoes a deformation that depends on these boundary conditions and the geometric and mechanical characterization of the rod.

If the effect of gravity is not taken into account, there is not distributed force along the length. Therefore, the shape and the load status of the rod are defined by (22).

This takes the form of a BVP, where the independent variable is $s$ in $[0, L]$, and the vector of dependent variables, $\mathbf{y}$, and the non-linear function, $\mathbf{f}(s, \mathbf{y})$, are the following:

$$
\mathbf{y}=\left\{\begin{array}{c}
x  \tag{23}\\
y \\
\theta \\
n_{x} \\
n_{y} \\
m_{z}
\end{array}\right\} \quad, \quad \mathbf{f}(s, \mathbf{y})=\left\{\begin{array}{c}
\cos \theta \\
\sin \theta \\
\frac{m_{z}}{E I} \\
0 \\
0 \\
n_{x} \sin \theta-n_{y} \cos \theta
\end{array}\right\}
$$

The boundary conditions are at $s=0$ of the kinematic kind, and at $s=L$ of the load kind. Regarding the kinematic variables, the position and orientation at $s=0$ are data, and unknown at $s=L$. In relation to internal forces, and because no distributed force is considered, its value does not change along the length of the rod. At $s=0$, and because of the static equilibrium, the internal force takes the same value that of the external load, $\mathbf{n}_{\text {ext }}$, at $s=L$, but in opposite direction (although the internal forces could be taken out of the integration, in this work, they are included because they are needed to solve the FKP of the whole mechanism). With respect to the internal moment, the value is a datum at $s=L$ (in fact, $\left.\mathbf{m}(L)=\mathbf{m}_{e x t}\right)$, and unknown at $s=0$.

Then, $\mathbf{y}$ at both ends are the following:

$$
\mathbf{y}(0)=\left\{\begin{array}{c}
x(0)  \tag{24}\\
y(0) \\
\theta(0) \\
n_{x}(0) \\
n_{y}(0) \\
m_{z}(0)
\end{array}\right\}=\left\{\begin{array}{c}
x_{0} \\
y_{0} \\
\theta_{0} \\
? \\
? \\
?
\end{array}\right\} \quad, \quad \mathbf{y}(L)=\left\{\begin{array}{c}
x(L) \\
y(L) \\
\theta(L) \\
n_{x}(L) \\
n_{y}(L) \\
m_{z}(L)
\end{array}\right\}=\left\{\begin{array}{c}
? \\
? \\
? \\
n_{\text {ext }, x} \\
n_{\text {ext }, y} \\
m_{\text {ext }}
\end{array}\right\}
$$

being Dirichlet conditions.
Since there are three unknowns at the initial of the range of integration $s=0$, three guess values (one for each variable) are needed: guess $=\left[n_{\text {guess }}^{x} n_{\text {guess }}^{y} m_{\text {guess }}^{z}\right]^{T}$. Once these values are chosen, the initial value problem is solved using the 4th R-K method.

$$
\begin{equation*}
\frac{d \mathbf{y}}{d s}=\mathbf{f}(s, \mathbf{y}) \quad, \quad \mathbf{y}\left(s_{0}\right)=\mathbf{y}_{0} \tag{25}
\end{equation*}
$$

where $\mathbf{y}$ is a vector that contains the unknown variables at each $s$, function $\mathbf{f}$ is given, $s$ is the independent variable, and subscript ${ }_{0}$ indicates values at initio.

### 2.4. Integration Using Elliptic Integrals

The system of differential equations in (22) can be further developed looking for an analytical integration. If only end-point load is applied (expressed in terms of magnitude $R$ and orientation $\psi$ as in Figure 2), we can express the internal force as the following:

$$
\begin{align*}
& n_{x}=R \cos \psi  \tag{26}\\
& n_{y}=R \sin \psi \tag{27}
\end{align*}
$$

For constant $E$ and $I$, with a stress-free reference straight rod, considering the wellknown Bernoulli-Euler law, and upon substitution of (26) and (27) into (22), we obtain the following:

$$
\begin{equation*}
\frac{d^{2} \theta}{d^{2} s}=\frac{1}{E I}(R \cos \psi \sin \theta-R \sin \psi \cos \theta)=\frac{R}{E I} \sin (\theta-\psi) \tag{28}
\end{equation*}
$$

Therefore, the system of differential Equation (22) can be simplified to the following:

$$
\left\{\begin{array}{c}
\frac{d x}{d s}  \tag{29}\\
\frac{d y}{d s} \\
\frac{d^{2} \theta}{d^{2} s}
\end{array}\right\}=\left\{\begin{array}{c}
\cos \theta \\
\sin \theta \\
\frac{R}{E I} \sin (\theta-\psi)
\end{array}\right\}
$$

Elliptic integrals is the classical mathematical tool to solve (29) because of its rapid computation. The following equations are used in this work to solve for the coordinates of an arbitrary point along the beam, and they are found in [21] (ch. 4).

$$
\begin{align*}
x\left(\phi_{i}\right)= & -\sqrt{\frac{E I}{R}} \cos \psi\left[2 E\left(k, \phi_{i}\right)-2 E\left(k, \phi_{1}\right)-F\left(k, \phi_{i}\right)+F\left(k, \phi_{1}\right)\right] \\
& -\sqrt{\frac{E I}{R}} 2 k \sin \psi\left[\cos \phi_{i}-\cos \phi_{1}\right]  \tag{30}\\
y\left(\phi_{i}\right)= & -\sqrt{\frac{E I}{R}} \sin \psi\left[2 E\left(k, \phi_{i}\right)-2 E\left(k, \phi_{1}\right)-F\left(k, \phi_{i}\right)+F\left(k, \phi_{1}\right)\right] \\
& +\sqrt{\frac{E I}{R}} 2 k \cos \psi\left[\cos \phi_{i}-\cos \phi_{1}\right] \tag{31}
\end{align*}
$$

where the functions $F(k, \phi)$ and $E(k, \phi)$ are the incomplete elliptic integrals of the first and second kind, respectively. Moreover, the following holds:

$$
\begin{equation*}
\sqrt{\frac{E I}{R}}=\frac{L}{\left[F\left(k, \phi_{2}\right)-F\left(k, \phi_{1}\right)\right]} \tag{32}
\end{equation*}
$$

Thus, the value of the end-tip force $R$ in terms of $k$ and $\phi$ can be obtained from (32) as:

$$
\begin{equation*}
\sqrt{R}=\frac{\sqrt{E I}}{L}\left[F\left(k, \phi_{2}\right)-F\left(k, \phi_{1}\right)\right] \tag{33}
\end{equation*}
$$

In addition, the bending moments along the rod are given by the following:

$$
\begin{equation*}
m_{i}=2 k \sqrt{R E I} \cos \phi_{i} \tag{34}
\end{equation*}
$$

The functions $F(k, \phi)$ and $E(k, \phi)$ depend on two parameters:

- The non-dimensional parameter $k$

It is known as the modulus of the function and it can vary between -1 and 1 . In this application, $k$ corresponds roughly but non-linearly to the magnitude of the force $R$.

- The variable $\phi$

It is called the amplitude of the elliptic integral. It is measured in radians, and it varies continuously along the beam from $\phi_{1}$ on the left edge to $\phi_{2}$ on the right. These amplitudes, $\phi_{1}$ and $\phi_{2}$, are defined by the boundary conditions of the rod extremes. The variable $\phi$ is related to the beam angle $\theta$ by the following relation:

$$
\begin{equation*}
k \sin (\phi)=\cos \left(\frac{\psi-\theta}{2}\right) \tag{35}
\end{equation*}
$$

Hence, (29) is integrated to yield (30), (31), and (33), i.e., a parametric system that uniquely defines a deformed rod in terms of parameters $k$ and $\psi$ for known boundary conditions and a given buckling mode.

### 2.4.1. Boundary Conditions for a Clamped-Pinned Rod

The studied mechanism in this work has a clamped-pinned rod (as in Figure 2) that substitutes one of the rigid bars of the four-bar linkage.

The first extreme clamped implies a given slope $\theta_{1}$ for the rod at $s=0$; hence, using (35), we can state the following:

$$
\begin{equation*}
\phi_{1}=\arcsin \frac{1}{k} \cos \left(\frac{\psi-\theta_{1}}{2}\right) \tag{36}
\end{equation*}
$$

A pinned end-tip implies that no moment is acting at that point. Upon application on (34), we obtain the following:

$$
\begin{equation*}
0=2 k \sqrt{R E I} \cos \phi_{2} \tag{37}
\end{equation*}
$$

This means that the end-tip is a point of null curvature, then an inflection point of the deflected curve. Additionally, the second part of the equation implies the following:

$$
\begin{equation*}
\phi_{2}=(2 q-1) \pi / 2 \quad \text { for } q=1,2, \ldots \tag{38}
\end{equation*}
$$

being that $q$ is the order of the Buckling Mode shape.
Note that feasible values of $k$ may depend on $\psi$ as, for example, is the case of the limiting value of $k_{\min }=\left\|\cos \left(\frac{\psi-\theta_{1}}{2}\right)\right\|$ that is necessary to produce real solutions in (36). This condition is indicated with the gridded area in Figure 3a. Therefore $k$ is in the range $k=\left(k_{\min }, 1\right)$ or $k=\left(-1,-k_{\min }\right)$. Provided that range for $k, \phi_{1}$ will have values in $[-\pi / 2, \pi / 2]$. On the other hand, $\phi_{2}$ will have discrete values $\pi / 2,3 \pi / 2$, and so on, for buckling modes $1,2 \cdots$, respectively. The variable $\phi$ will vary continuously from $\phi_{1}$ to $\phi_{2}$. As shown in Figure 3, if we set a duple of values to $k$ and $\psi$, inside the feasible range (Figure 3a), we will obtain the deformed shape of the rod for every buckling mode chosen (Figure 3b).

From a practical point of view, the data will come from physical quantities that should be used to find those parameters $k$ and $\psi$. For example, if end-tip force is given, $R$ and $\psi$, along with boundary conditions, (33) should be used to find $k$, and then the deformed shape with (30) and (31). If the end-tip position, $X_{P}$ and $Y_{P}$, is given for some boundary conditions, again the objective will be to find the corresponding parameters $k$ and $\psi$ from (30) and (31). In most occasions, this process is numerical.

The different problems that can be stated regarding the shape of a rod accomplishing given conditions may produce a multiplicity of solutions for each buckling mode considered. For clamped-pinned bars those multiple solutions do not have to be symmetrical, but refer to completely different configurations. For example, given a same end-point position, we can obtain different solutions for given buckling modes as shown in Figure 4.

### 2.4.2. Clamped-Pinned Rod's Workspace Analysis by Modes

The rod's end-tip position can be obtained upon substitution of $\phi_{2}$ from (38) into (30) and (31). These coordinates can be calculated for a range of values of $\psi=[0,2 \pi]$ and $k=\left(-1,-k_{\text {min }}\right)$ or $k=\left(k_{\text {min }}, 1\right)$. This calculation results in a set of curves that is the workspace of the rod's end-tip, for positive values of $k$ (Figure 5a) and negative values of $k$ (Figure 5b). This workspace is obtained by calculating the rod's end-tip position for given $\psi^{\prime}$ s and varying the value of $k$ in the corresponding interval.


Figure 3. (a) Given values of $k$ and $\psi$. (b) Deformed shapes for buckling modes 1 and 2 of a clamped-hinged rod.


Figure 4. (a) Deformed shape for buckling mode 1. (b) Deformed shape for buckling mode 2. Both correspond to a clamped-pinned rod for a given end-tip position.


Figure 5. Rod's end-tip workspace for buckling mode 1. (a) Positive $k$. (b) Negative $k$.

The curves plotted in Figure 5 were calculated for the first buckling mode of the rod. To obtain the workspace for other buckling modes, it is necessary to execute the calculation again, changing $\phi_{2}$ in (38), for the desired mode. For instance, Figure 6a shows the workspace for positive $k$ and buckling mode 2 of the rod, and Figure 6b represents that for negative $k$ and the same mode.


Figure 6. Rod's end-tip workspace for buckling mode 2. (a) Positive $k$. (b) Negative $k$.
As for the orange lines in Figures 5 and 6, they come from the calculation of the rod's end-tip position for the higher limit of the range of $k$ and varying $\psi$. The green lines are calculated with the lower limit of the interval of $k$ and varying $\psi$. To close the workspace area, the purple lines are plotted. They are related to the calculation with the higher limit of the interval of $\psi$ and varying $k$. In contrast, the cyan lines derive from the computation with the lower limit of the interval of $\psi$ and varying $k$.

## 3. Closed-Loop Hybrid Mechanisms

Once the fundamentals of elastic rods are understood, this type of element can be used in conjunction with rigid bars to create new hybrid mechanisms. These mechanisms are characterized by combining rigid and flexible bars to perform a task, such as describing a trajectory or performing a given force. In this paper, one of the mechanisms proposed in [21] (ch. 12), the four-bar linkage with one flexible clamped-pinned rod (see Figure 7), is the subject of study.


Figure 7. Analysed mechanism in an arbitrary position.

The dimensional data and the description of each bar are given in Table 1. Each angle showed in Figure 7 is explained in Table 2.

Table 1. Dimensional data of the analyzed mechanism.

| Segment | Length (m) | Description |
| :---: | :---: | :--- |
| $\overline{A B}$ | 0.3 | Input Link (Crank) |
| $\overline{B C}$ | 1.2207 | Coupler |
| $\overline{C D}$ | 1 | Output Link (Flexible clamped-pinned rod) |
| $\overline{B E}$ | 0.6103 | Distance to place the end-effector bar |
| $\overline{E F}$ | 1 | End-effector bar |

Table 2. Angles data of the analyzed mechanism.

| Angle | Description |
| :---: | :--- |
| $\alpha$ | Input angle, which positions the crank |
| $\theta_{1}$ | Orientation of the rigid coupler $\overline{B C}$ |
| $\theta_{2}$ | Relative angle between $\overline{B C}$ and $\overline{E F}$ segments. It has a constant <br> value of $90^{\circ}$ through the cycle. |

The flexible segment $\overline{C D}$ is a slender rod, made of nitinol, with a circular cross-section; its properties are shown in Table 3.

Table 3. Properties of the flexible rod.

| $\varnothing(\mathbf{m})$ | $\mathrm{E}(\mathbf{P a})$ | $\mathbf{I}\left(\mathbf{m}^{4}\right)$ |
| :---: | :---: | :---: |
| $3 \times 10^{-3}$ | $63 \times 10^{9}$ | $3.9761 \times 10^{-12}$ |

### 3.1. General Equations for the 4-Bar Linkage

The problem to solve is the FKP since the inputs to the mechanism, i.e., the $\alpha$ angle and the external forces, $\mathbf{F}_{\text {ext }}$, and moment $\mathbf{M}_{\text {ext }}$, are known, but the position and orientation of the coupler $\overline{B C}$ and the shape of the flexible rod $\overline{C D}$ are unknown.

A shooting method that combines the direct integration with a 4th order R-K method (explained in Section 2.3) and a $\mathbf{N}$-R scheme is used.

The resolution begins from a known position of the mechanism for an $\alpha$ angle of 0 degrees.

In the next step, a given $\alpha$ is introduced in the calculation. Thus, the crank $\overline{A B}$ rotates and the coordinates of $B$ point can be calculated. Then, the coordinates of point $C$ must be obtained to position the coupler $\overline{B C}$. However, this calculus requires a deeper analysis because the rod $\overline{C D}$ deforms, so one needs to integrate (22) to obtain the position of $C$ point.

Here, the SM is used to solve the position of the $C$ point and, thus, that of the mechanism, for each step. This method is focused on the minimization, with the aid of the N -R scheme, of a residue function that represents all the constraints of the mechanism, and is given by (39).

$$
\text { residue }=\left\{\begin{array}{c}
m_{z, C}^{*}  \tag{39}\\
\left.\sum M_{z}\right|_{B} \\
\sqrt{\left(x_{C}^{*}-x_{B}\right)^{2}+\left(y_{C}^{*}-y_{B}\right)^{2}}
\end{array}\right\}-\left\{\begin{array}{c}
0 \\
0 \\
|\overline{B C}|
\end{array}\right\}
$$

where $m_{z, C}^{*}$ is the bending moment at $C,\left.\sum M_{z}\right|_{B}$ the set of all moments about $B$ produced by the external loads, and the superscript * indicates that the variables are not the exact solutions; instead, they are the approximate solutions obtained numerically in each step of the SM.

The first two components of (39) are restrictions of the loads kind, and state that the moments about points $B$ and $C$ must be null because in those points there are hinges. The other restriction is of the geometric kind and imposes that the distance between points $B$ and $C$ is the length of the rigid coupler $\overline{B C}$.

To find the solution of the mechanism's position, the SM needs two inputs: the residue function (39) and a vector of guess values, guess $=\left[n_{\text {guess }}^{x} n_{\text {guess }}^{y} m_{\text {guess }}^{z}\right]^{T}$, to start the integration of the rod $\overline{C D}$. These guess values are needed to solve the BVP shown in Section 2.3. The 4th order R-K method explained in that section can be particularized for the case of the $\operatorname{rod} \overline{C D}$ if $\mathbf{m}_{\text {ext }}$ is equal to 0 since there is a hinge in the point $C$.

For the first $\alpha$ step, these guess variables can take arbitrary values. Despite this, previous calculations were made in this work to obtain guess values that improve the convergence of the SM. For the next $\alpha$ steps, the vector of guess values is composed by the $\left[\begin{array}{lll}n_{x} & n_{y} & m_{z}\end{array}\right]^{T}$ values of the solution of the previous $\alpha$ step.

With these two inputs to the SM, the process to obtain the position of point $C$ and the shaped of $\operatorname{rod} \overline{C D}$ is as follows:

1. For each guess, apply 4 th order $\mathrm{R}-\mathrm{K}$ to obtain $\mathbf{y}^{*}=\left[x_{C}^{*} y_{C}^{*} \theta_{C}^{*} n_{x, C}^{*} n_{y, C}^{*} m_{z, C}^{*}\right]^{T}$; see Section 2.3.
2. Evaluate the residue (39). To do this, $x_{C}^{*}$ and $y_{C}^{*}$ should be used to calculate $\theta_{1}$, and $\theta_{1}, n_{x, C}^{*}$ and $n_{y, C}^{*}$ to solve $\left.\sum M_{z}\right|_{B} . m_{z, C}^{*}$ from the direct integration of the $\operatorname{rod} \overline{C D}$ is directly used to compare its value with 0 .
3. If all terms are below a tolerance, exit: the final solution is obtained.
4. If not, calculate variation of residue with guess: $\mathbf{J}=\frac{d \text { residue }}{d \text { guess }}$.
5. Modify the guess values, guess ${ }^{i+1}=$ guess $^{i}-\mathbf{J}^{-1}$ residue.
6. Start the loop again.

The results are obtained when the three components of the residue are below a tolerance. With this, the position of the mechanism is obtained for the current $\alpha$ step, and the results are the guess values for the next $\alpha$ step.

### 3.2. Load-Dependent Paths

Applying the aforementioned SM, the trajectory of point $F$ can be calculated, but it depends on external loads because these affect the deformed shape of the flexible rod $\overline{C D}$. Depending on the load applied, point $C$ takes different positions and, in consequence, the position and the orientation of the coupler $\overline{B C}$ varies. This influence of the loads in the path described by point $F$ can be seen in Figure 8 where a set of trajectories for different load cases is plotted.

If these trajectories are plotted as a function of the moment that the external forces and moments generate in point $B$, it results in Figure 9. In Figure 9a, the trajectories plotted for constant external moments applied to the coupler with no external forces result in level curves. However, if external forces are applied, the relative position between points $B$ and $F$ varies during the movement, so the moment of external loading about $B$ takes different values. For this reason, the trajectories produced are not flat when forces are applied. Despite this, they belong to the same three-dimensional surface that contains the previous level set in Figure 9a, as can be seen in Figure 9b.

Hence, by applying this method to solve the FKP of mechanisms of this kind, it is possible to obtain the trajectories of the end-effector points. Moreover, this method predicts the three-dimensional surface in which the paths under different load cases are.


Figure 8. Trajectory of point $F$ after a complete turn of the crank $\overline{A B}$ and under different load cases.


Figure 9. Trajectories for different load cases. (a) External constant moments. (b) External constant forces.

### 3.3. Buckling Mode Change

Next, if the SM is combined with the integration using EI, explained in Section 2.4, a powerful algorithm that solves the FKP and shows the workspace of the flexible rod $\overline{C D}$ is obtained. In this way, it is possible to know in which buckling mode rod $\overline{C D}$ is working at each instant of the work cycle. The process should follow these steps:

1. Integrate the deformed shape using the SM explained in Section 3.1. By doing this, the distribution of internal moments along the bar is obtained.
2. Search for sign changes of the internal moments along the bar. Each sign change means a point of curvature change. The number of points of changes of the curvature corresponds to the buckling mode of the flexible rod. For instance, if there are two curvature changes, the rod is in the second buckling mode. It must be borne in mind
that, in the case of this mechanism, there is always a point of null moment, i.e., null curvature, in the distal end of the slender rod $\overline{C D}$ because of the hinge.
3. Once the buckling mode is known, solve the workspace of the rod $\overline{C D}$, applying the concepts of Section 2.4.2, and plot it.

An example of the application of this algorithm is shown in Figures 10-15 (an animation is attached in the Supplementary Materials: Video S1), in which a complete turn of the crank $\overline{A B}$ is simulated while an external horizontal force of 5 N at point $F$ is applied. Taking into account that the points of null moment of the rod $\overline{C D}$ are plotted in red, the flexible rod $\overline{C D}$ is working in its first buckling mode when the cycle starts (see Figure 10). Moreover, $k$ parameter of the EI that allows calculating the workspace is positive. The rod $\overline{C D}$ is working in this mode (see Figure 11) until it reaches an $\alpha$ of 159 degrees, where its buckling mode changes from 1 to 2 (see Figure 12). In addition, $k$ also changes from positive values to negatives ones. The rod $\overline{C D}$ remains in its second buckling mode (see Figure 13) until the input $\alpha$ acquires a value of 285 degrees (see Figure 14). From this pose on, the rod $\overline{C D}$ works in its first buckling mode, with negatives $k$, until the crank $\overline{A B}$ completes the turn (see Figure 15).


Figure 10. Cycle with buckling mode changes. Initial position.


Figure 11. Cycle with buckling mode changes. $\alpha=90^{\circ}$.


Figure 12. Cycle with buckling mode changes. Mode 1 to Mode 2 change.

$$
\alpha=235^{\circ}
$$



Figure 13. Cycle with buckling mode changes. $\alpha=235^{\circ}$.


Figure 14. Cycle with buckling mode changes. Mode 2 to Mode 1 change.


Figure 15. Cycle with buckling mode changes. Final position.

If the trajectory of point $F$ is plotted against the moment of external loading about $B$ for this load case, Figure 16 is obtained. It can be seen that the path is contained in the locus exposed on the previous Section 3.2.

It is worth noting that a cut appears on the surface for moments less than -2 Nm . The potential of this method to obtain the locus in which trajectories can lie for different load cases is highlighted here. Looking at the shadowed surface of Figure 16, it can be detected that load cases that generate moments about $B$ less than -2 Nm cannot produce complete closed trajectories of the point $F$.

Thus, it is demonstrated that the SM proposed in Section 3.1 can detect and solve buckling mode changes as long as the trajectory of the end-effector point is contained in its corresponding locus.


Figure 16. Trajectory for an external applied load of 5 N in the positive x -axis.

### 3.4. Multiplicity of Mechanism Circuits

Besides buckling mode changes, the method here developed also can find all mechanism circuits. The process to obtain all circuits is the following:

1. Integrate the deformed shape with a 4 th order $\mathrm{R}-\mathrm{K}$ method in points along a circumference with the center at point $B$ and a radius equal to the length of bar $\overline{B C}$. In this way, all potential solutions of rod $\overline{C D}$ that satisfy geometric conditions of the mechanism are calculated. Once the forces in the distal end of the rod $\overline{C D}$ are known, continue with the next step.
2. Find the points of the circumference where there is a sign change in the summation of moments about $B$. These points are the potential circuits of the mechanism.
3. Apply a SM to refine the potential initial solutions. The function to minimize is (39). 4. Run the SM explained in Section 3.1 to solve the cycle for each calculated circuit.

An example of the application of this process is shown in Figures 17-22. For the case of the mechanism analyzed in this paper, three circuits appear when external forces of $F_{e x t, x}=-4 \mathrm{~N}$ and $F_{e x t, y}=-4 \mathrm{~N}$, and a external moment of $M_{e x t, z}=4 \mathrm{Nm}$ are applied on point $F$. In the initial position of the first circuit, the rod $\overline{C D}$ is straight (Figure 17), and completes a turn without changing the buckling mode, but with a sign change of EI's parameter $k$. As for the second circuit, the rod $\overline{C D}$ starts and carries out the whole cycle in its second buckling mode (Figure 19). Finally, if the mechanism moves on its third circuit, the rod $\overline{C D}$ works in its first buckling mode (Figure 21). The complete trajectories for the first, second and third circuits are plotted in Figures 18, 20 and 22, respectively. In these figures, it can be seen that each circuit generates a specific trajectory.

For a better understanding, Videos S2-S4 are available as Supplementary Materials.


Figure 17. First mechanism circuit under external loading of $F_{e x t, x}=-4 \mathrm{~N}, F_{e x t, y}=-4 \mathrm{~N}$, and $M_{e x t, z}=4 \mathrm{Nm}$. Initial position.


Figure 18. First mechanism circuit under external loading of $F_{e x t, x}=-4 \mathrm{~N}, F_{e x t, y}=-4 \mathrm{~N}$, and $M_{\text {ext }, z}=4 \mathrm{Nm}$. Final position and trajectory.


Figure 19. Second mechanism circuit under external loading of $F_{e x t, x}=-4 \mathrm{~N}, F_{\text {ext }, y}=-4 \mathrm{~N}$, and $M_{e x t, z}=4 \mathrm{Nm}$. Initial position.


Figure 20. Second mechanism circuit under external loading of $F_{\text {ext }, x}=-4 \mathrm{~N}, F_{\text {ext }, y}=-4 \mathrm{~N}$, and $M_{\text {ext }, z}=4 \mathrm{Nm}$. Final position and trajectory.


Figure 21. Third mechanism circuit under external loading of $F_{e x t, x}=-4 \mathrm{~N}, F_{e x t, y}=-4 \mathrm{~N}$, and $M_{e x t, z}=4 \mathrm{Nm}$. Initial position.


Figure 22. Third mechanism circuit under external loading of $F_{e x t, x}=-4 \mathrm{~N}, F_{e x t, y}=-4 \mathrm{~N}$, and $M_{\text {ext }, z}=4 \mathrm{Nm}$. Final position and trajectory.

### 3.5. Algorithm's Flowchart

To summarize all steps of the entire algorithm, its flowchart is given in Figure 23.


Figure 23. Flowchart of the entire algorithm.

## 4. Discussion

In this paper, the performance of the SM that combines the 4th order R-K method with a numerical minimization method, i.e., $\mathrm{N}-\mathrm{R}$ scheme, to solve the position of hybrid compliant mechanisms is shown. This method not only allows solving the FKP, but also
allows predicting the locus of all possible paths of the mechanism's coupler under different load cases. In this manner, this method can be used in the synthesis process of mechanisms to know whether the concerned mechanism can describe the desired trajectory supporting the external loading.

Furthermore, the SM is combined with the use of EI to obtain the workspace of the flexible rod, allowing detecting changes of buckling modes.

Future work could look for an algorithm able to detect abrupt changes or loops on the deformed shape of the compliant element. If this information is known, a highly detailed knowledge of the mechanism motion can be acquired. All this would allow designing mechanisms able to foresee the possible problems that could appear in the prototyping phase.

Further research can be conducted in the multiplicity of circuits of this kind of mechanism, applying the method here proposed. An ambitious goal could be an algorithm to obtain the loci of all trajectories for different load cases and all the mechanism circuits since, as can be seen in Figures 17-22, diverse circuits lead to different trajectories' loci. Detecting the influence of external loading in these circuits also should be studied.

## 5. Conclusions

The contribution of this paper is an algorithm that combines two numerical methods (a shooting method and elliptic integrals) to solve the movement of a hybrid rigid-flexible mechanism, taking into account the influence of the external load in that movement. The external load can affect the coupler trajectory by changing the deformed shape of the slender rod since, depending on the load, the flexible rod can work in different buckling modes, or even the whole mechanism can operate in different circuits. For this reason, the proposed algorithm is also developed to detect the circuit and buckling mode in which the mechanism works.

With this work, the potential of this method to study the behavior of compliant mechanisms is demonstrated. Its potential is such that it can be used, for instance, in the modeling process of humanoid robots, such as the one that appears in [23].

Supplementary Materials: The following are available online at https:/ / www.mdpi.com/2227-7 390/9/16/1869/s1: Video S1: Buckling mode change; Video S2: First mechanism circuit; Video S3: Second mechanism circuit; Video S4: Third mechanism circuit.
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## Abbreviations

## Abbreviations

The following abbreviations are used in this manuscript:

| BVP | Boundary Value Problem |
| :--- | :--- |
| EI | Elliptic Integrals |
| FK | Forward Kinematics |
| FKP | Forward Kinematic Problem |
| IKP | Inverse Kinematic Problem |
| N-R | Newton-Raphson |
| R-K | Runge-Kutta |
| SM | Shooting Method |
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#### Abstract

Engineering data are often highly nonlinear and contain high-frequency noise, so the Levenberg-Marquardt (LM) algorithm may not converge when a neural network optimized by the algorithm is trained with engineering data. In this work, we analyzed the reasons for the LM neural network's poor convergence commonly associated with the LM algorithm. Specifically, the effects of different activation functions such as Sigmoid, Tanh, Rectified Linear Unit (RELU) and Parametric Rectified Linear Unit (PRLU) were evaluated on the general performance of LM neural networks, and special values of LM neural network parameters were found that could make the LM algorithm converge poorly. We proposed an adaptive LM (AdaLM) algorithm to solve the problem of the LM algorithm. The algorithm coordinates the descent direction and the descent step by the iteration number, which can prevent falling into the local minimum value and avoid the influence of the parameter state of LM neural networks. We compared the AdaLM algorithm with the traditional LM algorithm and its variants in terms of accuracy and speed in the context of testing common datasets and aero-engine data, and the results verified the effectiveness of the AdaLM algorithm.


Keywords: Levenberg-Marquardt algorithm; convergence; neural networks; local minima; optimization

## 1. Introduction

When applied to real-world data interspersed with high nonlinearity and highfrequency noise, LM neural networks have irreplaceable advantages. They reduce the requirement of computing resources and guarantee high convergence speed, making their performance superior to other existing regression methods. The LM neural network is an artificial neural network with an LM optimizer. The LM algorithm is a second-order method for solving general least squares problems. As an optimizer, the LM algorithm has wide engineering applications in LM neural networks because of its fast convergence and small memory occupation [1-3].

However, the disadvantage of the LM algorithm makes LM neural networks have potential symptoms of divergence or convergence to a bad local minimum. The paper [4] reported that the LM algorithm may become stuck and fail to degrade the cost function. For a nonconvex optimization problem, such as neural network optimization, there can be many local minima. The cost function may end up in the "bad" local minima when it is difficult to guarantee the nonsingularity of the Jacobian matrix and Lipschitz continuity [5]. LM neural networks show higher errors than do regular neural networks in practical engineering application [6].

Most of the recent work have tried to help the LM algorithm find one of the "good" local minima by combining with other algorithms for better engineering applications, because it is generally acceptable in the modern neural network community that searching for a global minimum is often an unnecessary endeavor, e.g., the genetic algorithm (GA)
can be used to optimize the initial weight of LM neural networks [7,8], and Bayesian estimation can be used to calibrate model variables. In Refs. [9,10], the wavelet method was used to preprocess data and the LM neural networks method was used to analyze them. In Ref. [11], the least squares support vector machine (LSSVM) and LM were combined into a hybrid model. The above hybrid methods have been proved to be effective by experiments.

Several other research groups have looked into improving the LM algorithm. Yang [12] presented a high-order LM method that has biquadratic convergence. Chen [13] presented a fourth-order method called the accelerated modified LM method. Derakhshandeh [14] presented a new three-step LM (TSLM) algorithm based on fuzzy logic theory (FLT). In Ref. [15], an adaptive Levenberg-Marquardt (LM) algorithm-based echo state network was proposed by adding a new adaptive damping term to the LM algorithm. These works proved the validity of the modified method algorithm by a trust region technique.

However, hybrid methods indicate a lot of computation, which weakens the advantage of the LM algorithm. The problem with improved algorithms is that their performance improvement is conditionally limited. These improved algorithms prove to be effective only under specific prerequisites:
(1). $\quad F(w)$ and $f(w)$ are nonlinearly continuous and differentiable. The $f(w)$ is a neural network model, $w$ is a parameter of the neural network model, and $F(w)$ is the cost function of the neural network. In Refs. [12-15], the global optimization ability of the proposed algorithm based on nonlinearly continuous and differential $F(w)$ and $f(w)$ was verified. In detail, the activation functions in the neural networks are not necessarily continuous and differentiable, so the above references are only valid in the current setting without proving that the global optimization can be achieved in the neural network model.
(2). $\quad J=\partial F(w) / \partial w$. J is a Jacobian matrix. The Jacobian matrix in Refs. [16-18] was obtained by directly solving the system of nonlinear equations. The calculation results were relatively accurate, but the calculation process was very complex. In the neural networks, the Jacobian matrix participating in the proof process was obtained by back-propagation rather than by the derivation of the objective function. Therefore, the theory of the above references may be not suitable for the field of neural networks.
Rather, a new adaptive LM algorithm is proposed for neural networks in this paper. We explain in detail the specific factors that cause the cost function to fall into bad local minima by the original LM algorithm, by analyzing the output performance of several activation functions. In view of these factors, the new algorithm makes up for the deficiency of the LM algorithm to train a network efficiently.

The remaining parts are organized as follows. Section 2 introduces the LM algorithm. Section 3 proves that the original LM algorithm has the possibility of falling into local minima in neural networks. Section 4 gives the optimization of the LM algorithm. Section 5 verifies the correctness of this theory about experiments, and the conclusions are drawn in last section.

## 2. Explanation and Problem of LM Algorithms

### 2.1. LM Algorithm

The LM algorithm was first proposed for nonlinear least squares problems by scholars Levenberg and Marquardt [19]. Before introducing the LM and carrying out research, some parameters need to be defined, which are the same as those of [20].

Definition 1. Given a neural network model $f(w)$, the cost function is the least squares problem:

$$
\begin{equation*}
F(w)=\Sigma\left(y_{\text {label }}-f(w)\right)^{2} \tag{1}
\end{equation*}
$$

where $w$ represents neural network parameters and $y_{\text {label }}$ represents label data.

Definition 2. A model $L$ is assumed to describe the behavior of $F$ in the current iteration

$$
\begin{equation*}
L(h) \approx F(w+h) \equiv F(w)+h^{\mathrm{T}} J^{\mathrm{T}} f(w)+{ }^{1} /{ }_{2} h^{\mathrm{T}} J^{\mathrm{T}} J h \tag{2}
\end{equation*}
$$

Definition 3. There is a method to evaluate the accuracy of model $L$, called gain ratio $q$ :

$$
\begin{equation*}
q=\frac{F(w)-F(w+h)}{L(0)-L(h)} \tag{3}
\end{equation*}
$$

LM method minimizes $F(w)$ by iteration. $h$ is introduced to describe the change direction of $F(w)$.

Definition 4. $h$ is a descent direction for $F(w)$ at $w$, then $F(w+h)<F(w)$.

$$
\begin{equation*}
h=-\left(J^{\mathrm{T}} J+\mu I\right)^{-1} J r \tag{4}
\end{equation*}
$$

where $J$ is the Jacoby matrix, $r$ is the cost function error, and $\mu$ is the damping parameter.
Given a variable $v$, the damping parameter $\mu$ is adjusted by $v$ in every iteration. The $\mu$ and $v$ updating formulas are illustrated below [20]:
(1). If $q<0, \mu=\mu \times v, v=v \times 2$;
(2). If $q>0, \mu=\mu \times \max \left\{{ }^{1} / 3,1-(2 q-1)^{3}\right\}$.

### 2.2. Problem of LM Algorithm

The problem of the LM algorithm is from the gain ratio $q$. A positive $q$ means $L(h)$ is a good approximation to $F(w+h)$, and vice versa. The $L(0)-L(h)$ has proved to be positive [20], and its proof is:

$$
\begin{align*}
& \begin{aligned}
L(0)-L(h) & =-h^{\mathrm{T}} J^{\mathrm{T}} f-\frac{1}{2} h^{\mathrm{T}} J^{\mathrm{T}} J h \\
& =-\frac{1}{2} h^{\mathrm{T}}\left(2 g+\left(J^{\mathrm{T}} J+\mu I-\mu I\right) h\right) \\
& =\frac{1}{2} h^{\mathrm{T}}(\mu h-g)
\end{aligned} \\
& \text { where, } g=J^{\mathrm{T}} f
\end{align*} \begin{array}{r}
h^{\mathrm{T}} h>0,-h^{\mathrm{T}} g=-h^{\mathrm{T}}\left(J^{\mathrm{T}} f\right)=-\left(-\left(J^{\mathrm{T}} J+\mu I\right)^{-1} g\right)^{\mathrm{T}} g \\
\\
\quad=g^{\mathrm{T}}\left(\left(J^{\mathrm{T}} J+\mu I\right)^{-1}\right)^{\mathrm{T}} g>0
\end{array} \begin{array}{r}
L(0)-L(h)=\frac{1}{2} h^{\mathrm{T}}(\mu h-g)>0
\end{array}
$$

In Definition 3, we know $q=(F(w)-F(w+h)) /(L(0)-L(h))$, which indicates whether $L(h)$ is a good approximation to $F(w+h)$ dependences on $F(w)-F(w+h)$. As just said, if $q>0, L(h)$ is a good approximation. If $q<0$, the damping parameter $\mu$ in Equation (4) is adjusted and the current iteration is recalculated.

There is a situation where $q$ will always remain negative regardless of how the damping parameter $\mu$ in Equation (4) is adjusted, while the cost function $F(w)$ in Equation (1) is still very large.

That situation indicates that iteration cannot continue, and that LM neural networks have fallen into the "bad" local minima or had divergence.

## 3. Analysis of Falling into "Bad" Local Minima

In the previous section, the possibility of the LM algorithm was analyzed. In this section, we focus on the case of where $q$ would always remain negative and analyze the possible situation. If we find the condition where gain ratio $q<0$ regardless of how the
parameters are adjusted, we can prove that LM neural networks may diverge or converge to the poor local minima.

The proof process includes three steps: First, given the inequality $f(w)+J(w)<r\left(w^{2}\right)$, the conditions satisfying the inequality are analyzed. Secondly, we prove that " $\exists f(w)$, when $f(w)+J(w)<r\left(w^{2}\right)$, in Equation (3), the gain ratio $q<0^{\prime \prime}$. The conditions leading to $q<0$ can be obtained. Thirdly, based on the above analysis, we discuss the conditions under which LM neural networks may diverge or converge to a worse local minimum.

Definition 5. According to the structure of the neural network, the residual function is as follows:

$$
\begin{equation*}
f(w)=\sigma(w x+b)-y_{\text {label }} \tag{6}
\end{equation*}
$$

where $\sigma$ is an activation function, $x$ is the input of the neural network, the weight of the neural network is $w$, and the bias is $b$.

Definition 6. The first-order Taylor expansion for the output function $f(w+h)$ of the neural network at $h$ is:

$$
\begin{equation*}
f(w+h)=f(w)+J(w) h+r\left(w^{2}\right) \tag{7}
\end{equation*}
$$

where $r\left(w^{2}\right)$ is the remainder.
Lemma 1. $\exists\{w, b, h\}$, when the absolute values of training data $x$ and label data $y$ of the neural network are large enough, $f(w)+J(w)<r\left(w^{2}\right)$.

Proof. According to Equation (7):

$$
\begin{equation*}
r\left(w^{2}\right)=f(w+h)-f(w)-J(w) h \tag{8}
\end{equation*}
$$

Substituting Equation (8) into $f(w)+J(w)<r\left(w^{2}\right)$ gives:

$$
\begin{equation*}
f(w+h)-2 f(w)-2 J(w) h>0 \tag{9}
\end{equation*}
$$

Thus, to prove $f(w)+J(w)<r\left(w^{2}\right)$, you only need to prove Equation (9). By Equation (6), we obtain:

$$
\begin{align*}
& f(w+h)=\sigma(w x+h x+b)-y_{\text {label }} \\
& J(w)=\sigma^{\prime}(w x+b) \tag{10}
\end{align*}
$$

Substituting Equation (6) and Equation (10) into Equation (9) gives:

$$
\begin{equation*}
\sigma(w x+h x+b)-2 \sigma(w x+b)-2 \sigma^{\prime}(w x+b) h+y_{\text {label }}>0 \tag{11}
\end{equation*}
$$

Let:

$$
\begin{equation*}
G(w, h)=\sigma(w x+h x+b)-2 \sigma(w x+b)-2 \sigma^{\prime}(w x+b) h+y_{\text {label }} \tag{12}
\end{equation*}
$$

Thus, to prove $f(w)+J(w)<r\left(w^{2}\right)$, you only need to prove:

$$
\begin{equation*}
G(w, h)=\sigma(w x+h x+b)-2 \sigma(w x+b)-2 \sigma^{\prime}(w x+b) h+y_{\text {label }}>0 \tag{13}
\end{equation*}
$$

In order to simplify the calculation, define:

$$
\begin{equation*}
w^{\prime}=w x+b, h^{\prime}=h x \tag{14}
\end{equation*}
$$

Then:

$$
\begin{align*}
& \sigma\left(w^{\prime}\right)=\sigma(w x+b) \\
& \sigma\left(w^{\prime}+h^{\prime}\right)=\sigma(w x+h x+b) \\
& \sigma^{\prime}\left(w^{\prime}\right) h^{\prime}=\sigma^{\prime}(w x+b) \frac{\partial w}{\partial w^{\prime}} h^{\prime}=\sigma^{\prime}(w x+b) \frac{h^{\prime}}{x}=\sigma^{\prime}(w x+b) h \\
& G\left(w^{\prime}, h^{\prime}\right)=\sigma\left(w^{\prime}+h^{\prime}\right)-2 \sigma\left(w^{\prime}\right)-2 \sigma^{\prime}\left(w^{\prime}\right) h^{\prime}+y_{\text {label }}=  \tag{15}\\
& \\
& \quad \sigma(w x+h x+b)-2 \sigma(w x+b)-2 \sigma^{\prime}(w x+b) h+y_{\text {label }} \\
& \quad=G(w, h)
\end{align*}
$$

The frequently used activation functions include the sigmoid function, tanh function, ReLU function, and PReLU function. Discussion:
(1). When $\sigma$ is sigmoid:

$$
\begin{align*}
& \sigma\left(w^{\prime}+h^{\prime}\right)=\frac{1}{1+e^{-w w^{\prime}-h^{\prime}}} \\
& \sigma\left(w^{\prime}\right)=\frac{1}{1+e^{-w w^{\prime}}}  \tag{16}\\
& \sigma^{\prime}\left(w^{\prime}\right)=\frac{e^{-w^{\prime}}}{1+e^{-w^{\prime}}}
\end{align*}
$$

Then, the function $G\left(w^{\prime}, h^{\prime}\right)$ is:

$$
\begin{equation*}
G\left(w^{\prime}, h^{\prime}\right)=\frac{1}{1+e^{-w^{\prime}-h^{\prime}}}-\frac{2}{1+e^{-w^{\prime}}}-\frac{2 h e^{-w^{\prime}}}{1+e^{-w^{\prime}}}+y_{\text {label }} \tag{17}
\end{equation*}
$$

Due to the arbitrariness of the value of $y_{\text {label }}$, the first three terms of the function $G\left(w^{\prime}, h^{\prime}\right)$ are considered and expressed by $g\left(w^{\prime}, h^{\prime}\right)$ :

$$
\begin{equation*}
g\left(w^{\prime}, h^{\prime}\right)=G\left(w^{\prime}, h^{\prime}\right)-y_{\text {label }}=\frac{1}{1+e^{-w^{\prime}-h^{\prime}}}-\frac{2}{1+e^{-w^{\prime}}}-\frac{2 h e^{-w^{\prime}}}{1+e^{-w^{\prime}}} \tag{18}
\end{equation*}
$$

The image of $g\left(\mathrm{w}^{\prime}, h^{\prime}\right)$ in Equation (18) drawn by OCTAVE is shown in Figure 1:


Figure 1. Regardless of the value of $w^{\prime}$, the $g\left(w^{\prime}, h^{\prime}\right)$ curve monotonically decreases and intersects the $x$-axis at the point $(0.5,0)$. This means that when the conditions ( $\sigma=$ sigmoid, $h^{\prime} \leq 0.5$, and $y_{\text {label }}>0$ ) are met, the algorithm has the possibility of divergence.

From Figure 1, it can be seen that the $g\left(w^{\prime}, h^{\prime}\right)$ curve is monotonously decreasing and converges at point $\left(h^{\prime}=0.5, g\left(w^{\prime}, h^{\prime}\right)=0\right)$; when $h^{\prime} \leq 0.5, g\left(w^{\prime}, h^{\prime}\right) \geq 0$. That is:

$$
\begin{align*}
& \left.g\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \leq 0.5}=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \leq 0.5}-y_{\text {label }} \geq 0 \\
& \left.G\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \leq 0.5} \geq y_{\text {label }}  \tag{19}\\
& G(w, h)=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \leq 0.5} \geq y_{\text {label }}
\end{align*}
$$

Thus, when $h^{\prime} \leq 0.5$ and $y_{\text {label }}>0, G(w, h)>0$. As $h^{\prime}=h x$, for the arbitrariness of $h$, when the absolute values of $x$ and $y_{\text {label }}$ are large enough, we have $G(w, h)>0$, that is, $f(w)+$ $J(w)<r\left(w^{2}\right)$.
(2). When $\sigma$ is tanh:

Similarly, let: $w^{\prime}=w x+b, h^{\prime}=h x$, then:

$$
\begin{align*}
& \sigma\left(w^{\prime}+h^{\prime}\right)=\frac{e^{w^{\prime}+h^{\prime}}-e^{-w^{\prime}-h^{\prime}}}{e^{w^{\prime}+h^{\prime}}+e^{-w^{\prime}-h^{\prime}}} \\
& \sigma\left(w^{\prime}\right)=\frac{e^{w^{\prime}}-e^{-w^{\prime}}}{e^{w^{\prime}}+e^{-w^{\prime}}}  \tag{20}\\
& \sigma^{\prime}\left(w^{\prime}\right)=\frac{4}{2+e^{-2 w^{\prime}}+e^{2 w^{\prime}}}
\end{align*}
$$

Then, the function $G\left(w^{\prime}, h^{\prime}\right)$ is:

$$
\begin{equation*}
G\left(w^{\prime}, h^{\prime}\right)=\frac{2}{1+e^{2\left(w^{\prime}+h^{\prime}\right)}}-\frac{4}{1+e^{2 w^{\prime}}}-\frac{4 h}{2+e^{2 w^{\prime}}+e^{-2 w^{\prime}}}-1+y_{\text {label }} \tag{21}
\end{equation*}
$$

For the arbitrariness of the value of $y_{\text {label }}$, the first three terms of the function $G\left(w^{\prime}, h^{\prime}\right)$ are considered and expressed by $g\left(w^{\prime}, h^{\prime}\right)$ :

$$
\begin{align*}
g\left(w^{\prime}, h^{\prime}\right) & =G\left(w^{\prime}, h^{\prime}\right)-y_{\text {label }} \\
& =\frac{2}{1+e^{2\left(w^{\prime}+h^{\prime}\right)}}-\frac{4}{1+e^{2 w w^{\prime}}}-\frac{4 h}{2+e^{2 w^{\prime}}+e^{-2 w w^{\prime}}}-1 \tag{22}
\end{align*}
$$

The image of $g\left(w^{\prime}, h^{\prime}\right)$ in Equation (21) drawn by OCTAVE is shown in Figure 2:


Figure 2. When $\sigma=$ tanh, the curve $g\left(w^{\prime}, h^{\prime}\right)$ monotonically decreases: (a) when $h^{\prime}<0.3$ and $w<0, \lim _{w \rightarrow \infty} g\left(w^{\prime}, h^{\prime}\right)=-3$; (b) when $h^{\prime}<-0.3$ and $w>0.5, \lim _{w \rightarrow \infty} g\left(w^{\prime}, h^{\prime}\right)=-1$. When the conditions $\left(\sigma=\tanh , h^{\prime}<0.3, w^{\prime}<0\right.$, and $y_{\text {label }}>3$ ) are met, the algorithm has the possibility of divergence.

In Figure 2, the curve $g\left(w^{\prime}, h^{\prime}\right)$ is also monotonically decreasing. When $h^{\prime}<0.3$, $g\left(\mathrm{w}^{\prime}, h^{\prime}\right) \geq-3$, and so:

$$
\begin{align*}
& \left.g\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \geq-3}=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \geq-3}-y_{\text {label }} \geq-3 \\
& \left.G\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \geq-3} \geq y_{\text {label }}-3  \tag{23}\\
& G(w, h)=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{h^{\prime} \geq-3} \geq y_{\text {label }}-3
\end{align*}
$$

Thus, when $h^{\prime}<0.3$ and $y_{\text {label }}>3, G(w, h)>0$. As $h^{\prime}=h x$, for the arbitrariness of $h$, when the absolute values of $x$ and $y_{\text {label }}$ are large enough, we have $G(w, h)>0$, that is, $f(w)+J(w)$ $<r\left(w^{2}\right)$.
(3). When $\sigma$ is ReLU:

Similarly, let: $w^{\prime}=w x+b, h^{\prime}=h x$, so:

$$
\begin{align*}
& \sigma\left(w^{\prime}+h^{\prime}\right)=\max \left(0, w^{\prime}+h^{\prime}\right) \\
& \sigma\left(w^{\prime}\right)=\max \left(0, w^{\prime}\right)  \tag{24}\\
& \sigma^{\prime}\left(w^{\prime}\right)=\max (0,1)
\end{align*}
$$

then, $G\left(w^{\prime}, h^{\prime}\right)$ is:

$$
\begin{equation*}
G\left(w^{\prime}, h^{\prime}\right)=\max \left(0, w^{\prime}+h^{\prime}\right)-\max \left(0,2 w^{\prime}\right)-\max (0,2 h)+y_{\text {label }} \tag{25}
\end{equation*}
$$

Due to the arbitrariness of the value of $y_{\text {label }}$, the first three terms of the function $G\left(w^{\prime}, h^{\prime}\right)$ are considered and expressed by $g\left(w^{\prime}, h^{\prime}\right)$. The image of $g\left(w^{\prime}, h^{\prime}\right)$ is shown in Figure 3:


Figure 3. The curve $g\left(w^{\prime}, h^{\prime}\right)$ at $\sigma=\operatorname{ReLU}:(\mathbf{a}) w^{\prime}>0$; (b) $w^{\prime}<0$. When the conditions ( $\sigma=\operatorname{ReLU}, h^{\prime}<0.3, w^{\prime}<0$, and $y_{\text {label }}>$ 0 ) are met, the algorithm has the possibility of divergence.

In Figure 3, when $w^{\prime}<0$ and $h^{\prime}<0, g\left(w^{\prime}, h^{\prime}\right) \geq 0$, and so:

$$
\begin{align*}
& \left.g\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0}=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0}-y_{\text {label }} \geq 0 \\
& \left.G\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0} \geq y_{\text {label }}  \tag{26}\\
& G(w, h)=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0} \geq y_{\text {label }}
\end{align*}
$$

Thus, when $w^{\prime}<0, h^{\prime}<0$, and $y_{\text {label }}>0, \mathrm{G}(w, h)>0$. As $h^{\prime}=h x$ and $w^{\prime}=w x+b$, for the arbitrariness of $h, w, b$, when the absolute values of $x$ and $y_{\text {label }}$ are large enough, we have $\mathrm{G}(w, h)>0$, that is, $f(w)+J(w)<r\left(w^{2}\right)$.
(4). When $\sigma$ is PReLU:

Similarly, let: $w^{\prime}=w x+b$ and $h^{\prime}=h x$, and draw the image of $g\left(w^{\prime}, h^{\prime}\right)$ as shown in Figure 4:


Figure 4. The curve $g\left(w^{\prime}, h^{\prime}\right)$ at $\sigma=\operatorname{PReLU}$. (a) $w^{\prime}>0$; (b) $w^{\prime}<0$. When the conditions ( $\sigma=\operatorname{PReLU}, h^{\prime}<0, w^{\prime}<0$, and $y_{\text {label }}>$ 0 ) are met, the algorithm has the possibility of divergence.

In Figure 4, when $w^{\prime}<0, g\left(w^{\prime}, h^{\prime}\right)>0$, and so:

$$
\begin{align*}
& \left.g\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0}=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0}-y_{\text {label }}>0 \\
& \left.G\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0}>y_{\text {label }}  \tag{27}\\
& G(w, h)=\left.G\left(w^{\prime}, h^{\prime}\right)\right|_{w^{\prime}<0, h^{\prime}<0}>y_{\text {label }}
\end{align*}
$$

Thus, when $w^{\prime}<0$ and $y_{\text {label }}>0, G(w, h)>0$. As $h^{\prime}=h x$ and $w^{\prime}=w x+b$, for the arbitrariness of $h, w, b$, when the absolute values of $x$ and $y_{\text {label }}$ are large enough, we have $G(w, h)>0$, that is, $f(w)+J(w)<r\left(w^{2}\right)$.

To sum up, when the absolute values of $x$ and $y_{\text {label }}$ are large enough, there are $f(w)+$ $J(w)<r\left(w^{2}\right)$.

Lemma 2. $\exists f(w)$, when $f(w)+J(w)<r\left(w^{2}\right)$, in Equation (3), the gain ratio $q<0$.
Proof. The cost function is: $F(w+h)=\frac{1}{2}| | f(w+h)| |^{2}$. The first-order Taylor expansion for $F(w+h)$ at $w$ is:

$$
\begin{equation*}
F(w+h)=F(w)+h^{\mathrm{T}} J^{\mathrm{T}} f+\frac{1}{2} h^{\mathrm{T}} J^{\mathrm{T}} J h+R(w)=L(h)+R(w) \tag{28}
\end{equation*}
$$

As $f(w)+J(w)<r\left(w^{2}\right)$, the $r\left(w^{2}\right)$ term of the residual function $f(w+h)$ after Taylor's firstorder expansion cannot be omitted. Therefore, there exists $f(w)$ that makes it impossible to omit the $R(w)$ term of Taylor's first-order expansion for $F(w+h)$. This means: $L(w)<R(w)$.

$$
\begin{equation*}
\because L(h)=L(0)+\Delta L \tag{29}
\end{equation*}
$$

In [19], it has been proven that:

$$
\begin{align*}
& \Delta L>0, L(0) \simeq F(w)=\frac{1}{2}\|f(w)\|^{2}>0 \\
& \therefore \Delta L<L(h)<R(w) \\
& \therefore q=\frac{F(w)-F(w+h)}{L(0)-L(h)}  \tag{30}\\
& \quad=\frac{F(w)-F(w)-h^{T} J^{T} f-\frac{1}{2} h^{T} J^{T} J h-R(w)}{\Delta L} \\
& \quad=\frac{\Delta L-R(w)}{\Delta L}<0
\end{align*}
$$

Lemma 3. In the case of Lemma 1 and Lemma 2, the LM algorithm causes cost functions to fall into "bad" local minima.

Proof. In the $k$ th iteration, we have $q_{k}<0$; in the case of Lemma 2, according to the LM algorithm in the original, when $q_{k}<0$, the trust region will be reduced, that is:

$$
\begin{align*}
& v=v \times 2 \\
& \mu=\mu \times v  \tag{31}\\
& h=-\left(J^{\mathrm{T}} J+\mu I\right)^{-1} J r
\end{align*}
$$

At this point, the absolute value of step $h$ decreases, and its sign remains unchanged. There is a situation where $q$ is always negative when $h$ is at any point in the positive or negative half-axis, and $h$ will approach zero infinitely and the cost function cannot decrease. At this time, there is:

$$
\begin{equation*}
q<0, v \rightarrow+\infty, h \rightarrow 0 \tag{32}
\end{equation*}
$$

According to Equation (14), $h^{\prime}=h x$, we have:

$$
\begin{equation*}
q<0, v \rightarrow+\infty, \frac{h^{\prime}}{x} \rightarrow 0 \tag{33}
\end{equation*}
$$

We analyze the common activation functions one by one to find out whether they have the possibility of this situation:

For the activation function $\sigma=$ sigmoid, when $y_{\text {label }}>1$, the area covered by the function is shown in Figure 5a. It can be seen that $g\left(w^{\prime}, h^{\prime}\right)$ will remain positive when $h^{\prime}$ is at any point on the negative half of the x-axis. In the case of Lemma 1 and Lemma 2, it is known that " $g\left(w^{\prime}, h^{\prime}\right)$ remains positive" means " $q$ remains negative." According to Equation (14), $h^{\prime}=h x$, so when $y_{\text {label }}>1$ and $h x<0, q$ remains negative, and the LM algorithm will stop running, and the LM neural networks will also diverge or converge poorly.

Similarly, for the activation function $\sigma=\tanh$, when $w \leq 0$ and $y_{\text {label }}>3$, the area covered by the function is shown in Figure 5b. When $w>0$ and $y_{\text {label }}>1$, the area covered by the function is shown in Figure 5c. Thus, when $y_{\text {label }}>3, x>0$, and $h x<0$, the LM neural network will diverge or converge poorly.

Similarly, for the activation function $\sigma=\operatorname{ReLU}$, when $w<0$ and $y_{\text {label }}>0$, the area covered by the function is shown in Figure 5d. When $w<0, y_{\text {label }}>0, x>0$, and $h x<0$, the LM neural networks will diverge or converge poorly.

Finally, for the activation function $\sigma=\operatorname{PReLU}$, when $w<0$ and $y_{\text {label }}>0$, the area covered by the function is shown in Figure 5d. When $y_{\text {label }}>0$ and $w<0$, the LM neural network will diverge or converge poorly.


Figure 5. Cont.


Figure 5. The gray part is the coverage area of $g\left(w^{\prime}, h^{\prime}\right)$ : (a) The grey area covered by the $g\left(w^{\prime}, h^{\prime}\right)$ function when $\sigma=$ sigmoid and $y_{\text {label }}>1$. If $h^{\prime} \leq 0.5, g\left(w^{\prime}, h^{\prime}\right)$ is always positive; (b) The grey area covered by the $g\left(w^{\prime}, h^{\prime}\right)$ function when $\sigma=\tanh , y_{\text {label }}$ $>3$, and $w \leq 0$. If $h^{\prime} \leq 0.3, g\left(w^{\prime}, h^{\prime}\right)$ is always positive; (c) The grey area covered by the $g\left(w^{\prime}, h^{\prime}\right)$ function when $\sigma=\tanh , y_{\text {label }}$ $>1$, and $w>0$. If $h^{\prime} \leq 0, g\left(w^{\prime}, h^{\prime}\right)$ is always positive; (d) The grey area covered by the $g\left(w^{\prime}, h^{\prime}\right)$ function when $\sigma=\operatorname{ReLU}, y_{\text {label }}$ $>0$, and $w<0$. If $h^{\prime} \leq 0, g\left(w^{\prime}, h^{\prime}\right)$ is always positive; (e) The grey area covered by the $g\left(w^{\prime}, h^{\prime}\right)$ function when $\sigma=$ PReLU, $y_{\text {label }}$ $>0$, and $w<0 . g\left(w^{\prime}, h^{\prime}\right)$ is always positive.

## 4. The Proposed Algorithm: AdaLM

It can be seen from Section 3 that the parameter state of the model will affect the stability of the LM algorithm. In order to reduce the influence of the state of the model on the algorithm, the improved scheme starts from other algorithms to participate in the iterative operation, and then slowly transitions to the LM algorithm. Therefore, a more stable algorithm is needed, and the steepest descent method meets this requirement.

With this idea, this paper proposed the AdaLM algorithm that is close to the steepest descent method at the beginning and close to the LM algorithm after several iterations.

The core step calculation of the AdaLM algorithm can be expressed by Equation (34):

$$
\begin{align*}
& A=J^{\mathrm{T}} J \\
& g=J^{\mathrm{T}} e  \tag{34}\\
& h_{k}=-\frac{1}{1+e^{k-10}}(A+\mu I)^{-1} g-\frac{1}{1+e^{10-k}} \frac{g}{\|g\|}
\end{align*}
$$

where $\mathrm{A}=J^{\mathrm{T}} J, \alpha$ is the inertia parameter, $V$ is the accumulated value of $h$, and $k$ is the current number of iterations. The damping coefficient $\mu$ is calculated from $q$ and $v$ :
(1). If $q<0, \mu=(\mu+1) \times v, v=v \times 2$;
(2). If $q>0, \mu=0, v=2$.

If AdaLM reaches the global minimum: $k \rightarrow \infty$ and $F\left(x_{\infty}\right)=g=0$. Given $\varepsilon_{1}>0$, the first stop criteria can be set to:

$$
\begin{equation*}
\|g\|_{\infty} \leq \varepsilon_{1} \tag{35}
\end{equation*}
$$

Consistent with Reference [20], there is a second stop condition if the step size is very small:

$$
\begin{equation*}
\left\|h_{\mathrm{k}}\right\| \leq \varepsilon_{2}\left(\|x\|+\varepsilon_{2}\right) \tag{36}
\end{equation*}
$$

Finally, in all iterations, we need a protection against infinite loops, so there is a third stop condition:

$$
\begin{equation*}
k \geq k_{\max } \tag{37}
\end{equation*}
$$

Thus, the AdaLM algorithm can be described in Algorithm 1:

```
Algorithm 1 AdaLM algorithm.
    Begin
    \(k=0 ; v=2 ; x=x_{0} ; \mu=0\);
    \(A=J^{\mathrm{T}} J ; g=J^{\mathrm{T}} f(x)\);
    While \(\left(||g||_{\infty} \geq \varepsilon_{1}\right)\) and \(\left(k<k_{\max }\right)\)
    \{
        \(k=k+1 ;\)
        \(h_{\mathrm{k}}=-(A+\mu I)^{-1} \mathrm{~g} /(1+\exp (k-10))-g /||g||(1+\exp (k-10)) ;\)
        if \(\left(\left|\left|h_{k}\right|\right| \leq \varepsilon_{2}\left(| | x| |+\varepsilon_{2}\right)\right)\)
        break;
        else
        \{
            \(x_{\text {new }}=x+h_{k} ;\)
            \(q=\left(F(x)-F\left(x_{\text {new }}\right)\right) /\left(L(0)-L\left(h_{k}\right)\right)\);
            if \((q>0)\)
            \{
                \(x=x_{\text {new }}\);
                \(A=J^{\mathrm{T}} J ; \mathbf{g}=J^{\mathrm{T}} f(x)\);
                if \(\left(||g||_{\infty} \leq \varepsilon_{1}\right)\)
                break;
                \(\mu=0 ; v=2\);
            \}
            else
            \{
                    \(\} \mu=(\mu+1) \times v ; v=v \times 2 ;\)
\}
\}
End
```


## 5. Case Studies

### 5.1. Experimental Preparation

In order to evaluate the performance of AdaLM, it was arranged to compare with the original LM algorithm, as well as other popular LM variants, including High order Levenberg-Marquardt (HLM) and Three Step Levenberg-Marquardt (TSLM). Each algorithm is described in Table 1. In this paper, each algorithm and neural network were combined to build a prediction model, and the performance level of the algorithm was reflected by testing the prediction ability of the model.

Table 1. Description table of other LM family algorithms participating in the comparative test.

| Algorithm | Full Name | Description |
| :---: | :---: | :---: |
| LM | LM | LM $\left(\Delta x_{k}\right)=\left[J^{\mathrm{T}}\left(x_{k}\right) J\left(x_{k}\right)+\mu I\right]^{-1} J\left(x_{k}\right) e\left(x_{k}\right)$ |
| HLM | High order LM | $\operatorname{HLM}\left(\Delta x_{k}\right)=\mathrm{LM}\left(\Delta x_{k}\right)+\operatorname{LM}\left(\Delta x_{k+1}\right)+\mathrm{LM}\left(\Delta x_{k+2}\right)$ |
| TSLM | Three step LM | TSLM $\left(\Delta x_{k}\right)=\mathrm{LM}\left(\Delta x_{k}\right)+\alpha \mathrm{LM}\left(\Delta x_{k+1}\right)+\mathrm{LM}\left(\Delta x_{k+2}\right)$ |

As for the neural network model, it has been proven that the three-layer neural network can simulate any complex nonlinear mapping if there are enough neurons in the hidden layer [21-23]. Therefore, the neural network models involved in this paper were all three-layer neural networks. We found that all the models involved in this paper will converge before 50 steps of iteration. Thus, we set the maximum number of iterations of the model to 50. In this study, the mean absolute error (MAE) was used to give the accuracy of the experimental results. MAE is the average value of absolute error, which can reflect well the actual situation of the predicted value error. Its formula is as follows:

$$
\begin{equation*}
\operatorname{MAE}(f(x), y)=\frac{1}{n} \sum_{i=1}^{n}\left|f\left(x_{i}\right)-y_{i}\right| \tag{38}
\end{equation*}
$$

The number of nodes in the model affects the quality of the neural network. The input and output nodes of the model need to be set according to the requirements of the task. The number of hidden nodes of the model can be calculated according to the empirical formula given in [24]:

$$
\begin{equation*}
m=\sqrt{n \times l} \tag{39}
\end{equation*}
$$

where $m$ is the number of hidden layer nodes, $n$ is the number of input layer nodes, and $l$ is the number of output layer nodes.

The neural network model is shown in Figure 6. The model uses the square difference formula to calculate the error between the prediction data and the label data.


Figure 6. Neural network model.

In order to test the engineering application ability of each algorithm, the real prediction task of aero-engine performance parameters was arranged in this paper. In this paper, fuel flow data of an aero-engine were selected as training data. There is a large noise in the fuel flow data of the aero-engine due to environmental conditions, operation conditions, flight tasks, maintenance measures, etc. [25]. In Figure 7, the fuel flow data collected from the CFM56-5B engine records the fuel consumption rate of the A320 aircraft in pounds per hour.


Figure 7. Aeroengine fuel flow data.
It is shown from Figure 7 that the data were highly nonlinear with many outliers. The data sample size was small. Therefore, the selection of the data can reflect the robustness and convergence of the algorithm. The specific implementation steps of the data prediction task for the fuel flow of the aeroengine are as follows:

Step 1: Obtain fuel flow data of the aeroengine. Set the total amount of data to $N$. Use normalization and data smoothing to preprocess the fuel flow data of the aeroengine, and then obtain the data $\boldsymbol{X}=\left(x_{1}, x_{2}, x_{3}, \ldots \ldots, x_{N}\right)$. The purpose of normalization is to avoid numerical problems such as overflow and underflow, reducing the impact of model initialization, and improving the prediction accuracy. The purpose of data smoothing is to reduce the influence of noise and outliers on the model. The data smoothing method is given by Equation (40):

$$
\begin{equation*}
\operatorname{MAE}(f(x), y)=\frac{1}{n} \sum_{i=1}^{n}\left|f\left(x_{i}\right)-y_{i}\right| \tag{40}
\end{equation*}
$$

Step 2: Organize data into datasets. In this step, the dataset is generated according to the number of input layer nodes $n$ of neural network, and the determination method of $n$ is given in step 5 . The fuel flow data are divided into subsequences with length of $n$ as the input data of the model and the adjacent element of the subsequence as the label data. Because this task is a one-step forecast, the label data dimension is 1 . Input data $\boldsymbol{X}$ and label data $Y$ are, respectively:

$$
\begin{gather*}
\left\{x_{1}, x_{2}, \ldots \ldots, x_{n}\right\} \rightarrow\left\{x_{n+1}\right\} \\
\left\{x_{2}, x_{3}, \ldots \ldots, x_{n+1}\right\} \rightarrow\left\{x_{n+2}\right\} \\
\ldots  \tag{41}\\
\left\{x_{i}, x_{i+1}, \ldots \ldots, x_{i+n-1}\right\} \rightarrow\left\{x_{i+n}\right\} \\
\ldots \\
\left\{x_{N-n}, x_{N-n+1}, \ldots \ldots, x_{N-1}\right\} \rightarrow\left\{x_{N}\right\}
\end{gather*}
$$

Step 3: Split the dataset $\{\boldsymbol{X}, \boldsymbol{Y}\}$ into training set $\left\{\boldsymbol{X}_{\text {train }}, \boldsymbol{Y}_{\text {train }}\right\}$ and test set $\left\{\boldsymbol{X}_{\text {test }}, \boldsymbol{Y}_{\text {test }}\right\}$. According to experience, the first $95 \%$ of the data are used as training sets. The rest are the test set.

Step 4: Build the neural network model and use the training set $\left\{X_{\text {train }}, Y_{\text {train }}\right\}$ to train the model. The model uses the square difference formula to calculate the error between the prediction data and the label data.

Step 5: Determine the number of nodes in the neural network model to make the model optimal. The enumeration method is used to determine the input node $n$ of the
neural network, with the range of $5-12$. In detail, steps 2 to 4 are looped 8 times, and the input node $n$ of the neural network is set to 5 to 12 in step 2 in each loop. The number of hidden layer nodes is determined by Equation (39), and the number of output nodes is 1. The MAE error in Equation (38) is used to describe the prediction accuracy of the experimental results. The number of input nodes and the corresponding model MAE are shown in Figure 8.


Figure 8. MAE of models with different neural network nodes.
Figure 8 shows that when the number of input nodes $n$ is 9 , the output errors of the algorithm LM reach the minimum, as well as HLM, TSLM, and AdaLM.

Step 6: Test the model. Input the test set $\boldsymbol{X}_{\text {test }}$ into the input model to obtain $f\left(\boldsymbol{X}_{\text {test }}\right)$.

### 5.2. The Influence of Each Algorithm on Activation Function

The purpose of this section is to evaluate the impact of the four algorithms on the activation function to evaluate the performance of each algorithm. In this paper, the AdaLM algorithm was compared with LM, HLM, and TSLM. As a contrast, two frameworks were set-up in this study to investigate the performance of these algorithms under different conditions.

The test results are listed in Table 2. " $\sqrt{ }$ " means convergence, "good" means local minima, " $\bigcirc$ " means "bad" local minima, and " $\times$ " means divergence or the term does not exist.

Table 2. Performance comparison of different activation functions.

| Algorithm | Year | Sigmoid | Tanh | ReLU | PReLU |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LM | 1978 | $\sqrt{ }$ | $\times$ | $\times$ | $\times$ |
| HLM | 2013 | $\sqrt{ }$ | $\bigcirc$ | $\sqrt{ }$ | $\bigcirc$ |
| TSLM | 2018 | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |
| AdaLM | 2020 | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ |

Table 2 shows that the traditional LM model diverges when Tanh, ReLU, and PReLU are used as activation functions, which proves that the LM problem exists. HLM is a higherorder descent method. The HLM model could not converge when the activation functions were Tanh and PReLU, which indicates that over-high-order descent may produce negative effects. The TSLM model is an improved version of HLM. In the test, TSLM converged with four activation functions. The AdaLM algorithm proposed in this paper could change the descent direction in time and has good stability, so it achieved convergence.

### 5.3. Evaluation of Prediction Effect

From Figure 9a, the generated curve amplitude was very small with a large error. From the perspective of the prediction effect, the curve predicted by LM could not describe the future trend of real data. From Figure $9 b, c$, it could hardly reproduce the original data. After training, HLM and TSLM only achieved a line with slight fluctuation. Obviously, they could not predict the trend of future data in this test. From Figure 9d, the curves generated by AdaLM could fit the real data well. From the perspective of the prediction effect, the curve predicted by AdaLM could describe the future trend of real data.


Figure 9. The prediction effect of each algorithm: (a) LM; (b) HLM; (c) TSLM; (d) AdaLM.
In order to quantify the prediction effect of each algorithm, the time consumption in 50 iterations and the prediction MAE of algorithms are shown in Table 3.

Table 3. MAE and time consumption of each algorithm.

| Algorithm | LM | HLM | TSLM | AdaLM |
| :---: | :---: | :---: | :---: | :---: |
| Time/s | 140 | 181 | 173 | 62 |
| MAE | 41.4847 | 38.2276 | 42.6715 | 32.9175 |

From Table 3, the neural network model with the original LM algorithm was trained in 140 s . The data predicted by the model after training were basically consistent with the original data, with an error of 41.4847. This shows that the original LM algorithm could basically make the neural network predict the fuel consumption data of the aeroengine, but the training took a lot of time because of the falling into a "bad" local minimum.

The neural network model with HLM algorithm completed the training in 181 s . The data predicted by the model after training fit the original data with an error of 38.2276 . The HLM algorithm took the longest time to train in the prediction of fuel consumption data of an aeroengine. The HLM algorithm increased the unnecessary complexity and did not improve the performance.

The neural network model of the TSLM algorithm was trained in 173 s . The data predicted by the trained model fit the original data with an error of 42.6715. TSLM algorithm has the highest error in this task, and the complexity of the algorithm affects the prediction performance.

The neural network model with the AdaLM algorithm proposed in this paper was trained in 62 s , and the data predicted by the trained model fit the original data with an error of only 32.9175, which indicates that the AdaLM algorithm took into account high performance and high speed in predicting the fuel consumption data of aeroengine, with the least time consumption and the highest accuracy.

## 6. Conclusions

This paper pointed out that the LM neural networks may converge poorly or diverge because the training data are large and the weight is not selected properly. This work can guide researchers to carry out some appropriate strategies such as training data preprocessing and weights intervention at the beginning of training to avoid problems in the use of the LM neural networks when they still insist on using this model. Furthermore, this work can expand the application scope of LM neural networks and make LM neural networks play its role better in more situations.

This study proposed a new solution to the problem of LM neural networks: the AdaLM algorithm. The algorithm adds the weight term and error direction on the original algorithm, which makes the algorithm close to the steepest descent method at the beginning to preliminarily adjust the weight of the neural network. Then, the AdaLM algorithm gradually approaches the LM algorithm, which improves the stability based on inheriting the efficient optimization ability of LM. This paper compared the performance of traditional LM, HLM, TSLM, and AdaLM algorithms. We found that the performance improvement of the higher-order algorithm was very limited. Among many high-order algorithms, the third-order algorithm had the better performance. The AdaLM algorithm could not only make the neural network converge to a "good" local minimum, but also greatly shorten the operation time without losing the prediction accuracy.

The application of the AdaLM algorithm focused on a small sample and highly nonlinear engineering data. It was especially effective for the analysis and prediction of engine performance parameters in the aviation field. In future research, we will collect engine data from more dimensions to comprehensively evaluate AdaLM's ability of analysis. The application scenarios of AdaLM will also be further explored.
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#### Abstract

A three-legged compliant parallel mechanism (3L-CPM) achieves fully decoupled motions when its theoretical $6 \times 6$ stiffness/compliance matrix is a diagonal matrix, which only contains diagonal components, while all non-diagonal components are zeros. Because the motion decoupling capability of 3L-CPMs is essential in the precision engineering field, this paper presents the fundamental criteria for designing 3L-CPMs with fully decoupled motions, regardless of degrees-of-freedom and the types of flexure element. The $6 \times 6$ stiffness matrix of a general 3L-CPM is derived based on the orientation of each flexure element, e.g., thin/slender beam and notch hinge, etc., and its relative position to the moving platform. Based on an analytical solution, several requirements for the flexure elements were identified and needed to be satisfied in order to design a 3L-CPM with a diagonal stiffness/compliance matrix. In addition, the developed design criteria were used to analyze the decoupled-motion capability of some existing 3L-CPM designs and shown to provide insight into the motion characteristics of any 3L-CPM.


Keywords: three-legged parallel mechanism; compliant mechanism; flexure-based mechanism; flexure; compliant joint; decoupled motion; coupled motion; stiffness; compliance
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## 1. Introduction

Compliant (or flexure-based) mechanisms have been widely used to develop precise devices, such as micro-scale manipulation grippers [1,2], nano-scale positioning actuators [3,4], alignment systems [5-7], etc., due to their frictionless elastic deformation behavior. Precise positioning is considered to be one of the most popular applications for a compliant mechanism, because it has the ability to deliver repeatable motion with high positioning resolution, which its traditional counterparts failed to achieve [8]. In the past few years, compliant mechanisms have been preferred in biological/surgical applications [9,10], micro-machining systems [11-13], and bulk lithography and microlithography three-dimensional fabrication processes [14,15]. It is seen that the abilities of producing precise and repeatable motions of compliant mechanisms are essential in these advanced applications. Thus, the motion property of compliant mechanisms needs to be thoroughly investigated to further improve their performance.

Compliant mechanisms in these applications can be designed through various techniques, such as the pseudo-rigid-body modeling approach [5,16-41], the exact constraint design approach [42-52], and topological/structural optimization methods [6,7,53-56]. In addition, parallel kinematic configuration is commonly adopted to design compliant
positioning stages, due to its closed-loop and compact architecture. As a result, numerous three-legged compliant parallel mechanisms (3L-CPMs) with different numbers of degrees-of-freedom (DOF) have been developed over the past two decades, e.g., the 3-DOF in-plane motions ( $X-Y-\theta_{Z}$ ) 3L-CPMs [18-20,22,27,29,35,53,55], the 3-DOF out-of-plane motions ( $X-Y$ $Z)[24,25]$ and $\left(\theta_{X}-\theta_{Y}-Z\right)$ [5-7] 3L-CPMs, and the 6-DOF motions 3L-CPMs [28,31,42,43,56]. These 3L-CPMs all adopted a three-legged parallel kinematic configuration as a base architecture. Due to their popularity, this paper focuses on the 3L-CPM with detailed studies on its motion decoupling capability.

In general, a 3L-CPM consists of three legs, wherein each leg is formed by either one or a series of flexure elements, e.g., thin/slender beams or notch hinges, etc., connected together. Hence, each leg can be partially compliant if a rigid-link is used to connect two flexure elements, or is fully compliant; or if there is no rigid-link between two flexure elements. Depending on the structure of the leg, 3L-CPMs can be classified into two types, i.e., single flexure serial chain and double reflecting flexure serial chains in a leg. For a 3L-CPM or any compliant mechanism, DOF represents the number of possible output motions that the moving platform can deliver, i.e., three translation motions along and three rotation motions about the respective $X, Y$, and $Z$ axes. In an ideal case, the output motions have to be fully decoupled, i.e., delivering the desired DOF in the actuating directions and without any parasitic motion in the non-actuating directions. Based on Hooke's Law, the motion property (coupled or decoupled) of a compliant mechanism is governed by a $6 \times 6$ stiffness matrix where the diagonal components represent the stiffness characteristics of all six possible actuation directions, while the non-diagonal components are responsible for the off-axes (or non-actuating) stiffness characteristics.

Past works in the literature have shown that the motion properties of many existing 3LCPMs were generally neglected [18-22,24,25,27-29,31,33,35,41-43,54]. Based on the derived $6 \times 6$ stiffness/compliance matrices, only few recent 3L-CPMs demonstrated decoupled motions [7,52,55,56], while most 3L-CPMs could only deliver coupled motions [5,6]. The main reason is that the existing 3L-CPMs were synthesized with the aim of achieving the desired DOF. As a result, they were able to deliver the motions in the desired actuating directions, but they also produced undesired parasitic motions in the non-actuating directions. More recent efforts have mainly focused on synthesizing 3L-CPMs with a high ratio between the non-actuating stiffness and actuating stiffness [6,7,53,55], so as to keep the undesired parasitic motions to a very small percentage as compared to the actuating motions. In addition, several design criteria for achieving 3L-CPMs with decoupled motion capability were recently presented in Reference [7]. Such criteria were obtained by substituting a number of discrete parameters (orientation and position) of flexure elements into the mathematical model of a 3L-CPM used in a specific structural optimization method [7,56]. Thus, these criteria are not general and cannot be applied in different design methods. Because motion decoupling is an important performance indicator for any positioning system, the criteria that can be used to design decoupled-motion 3L-CPMs regardless of design method and DOF are essential. This paper presents the fundamentals for designing any 3L-CPMs with fully decoupled motion characteristic. This includes several design criteria that need to be fulfilled in order to completely eliminate parasitic motions. The findings that arise from this work suggest that parametric features of flexure elements, such as the orientation and relative position to the end effector, will have a direct impact on the performance of any 3L-CPM in terms of the DOF, the constrained motions, and the parasitic motions.

The remainder of this paper is organized as follows: Section 2 describes the stiffness modeling of a typical 3L-CPM and the stiffness property of each leg. The criteria of flexure elements to design a 3L-CPM with fully decoupled motion are presented in Section 3, and a special case of 3L-CPMs having two reflecting flexure chains in a leg is discussed in Section 4 . Section 5 presents a review on the decoupled-motion capability of an existing 3L-CPM, and Section 6 provides discussions about the findings in this work. Lastly, some conclusions are offered in Section 7.

## 2. Stiffness Modeling of a Decoupled-Motion 3L-CPM

In this work, a CPM is represented by a mechanism having three compliant legs that are distributed symmetrically about the center of the end effector. The legs are fixed at one end, while the free ends are connected with the end effector. Each legs contains a serial chain of flexure elements and rigid links, as illustrated in Figure 1. Here, the global frame, $X Y Z$, is attached to the center of the end effector, and the local frame of each leg, $X^{\prime} Y^{\prime} Z^{\prime}$, is attached at the free end of each leg. Note that the $X^{\prime} Y^{\prime}$ plane of the local frame of each leg lies on the same plane as the $X Y$ plane of the global frame.


Figure 1. Construction of a general 3L-CPM.
The stiffness property of a 3L-CPM is governed by the stiffness of the legs and the moving stage (end-effector). The stiffness matrix of the leg along the $Y$ axis is represented by $\mathbf{K}^{l}$ with respect to (w.r.t.) the local frame, i.e., at point $E$, as shown in Figure 1. With $\mathbf{D}$ as the vector that represents the distance between the local frame of the leg and the global frame of the $3 \mathrm{~L}-\mathrm{CPM}$, the stiffness matrix of the entire $3 \mathrm{~L}-\mathrm{CPM}, \mathbf{K}^{m}$, is expressed as follows:

$$
\begin{equation*}
\mathbf{K}^{m}=\sum_{i=1}^{3} \mathbf{J}_{i}^{l} \mathbf{R}_{i}^{l} \mathbf{K}^{l}\left(\mathbf{R}_{i}^{l}\right)^{-1}\left(\mathbf{J}_{i}^{l}\right)^{T} \tag{1}
\end{equation*}
$$

where $i=1,2$, and 3 denotes the three legs in the CPM, as illustrated in Figure $1 ; \mathbf{J}_{i}^{l}$ is the translation matrix from the local frame of the $i$ th leg to the global frame; and $\mathbf{R}_{i}^{l}$ is the rotation matrix about the $Z$ axis of the $i$ th leg. As three legs are symmetrical and $120^{\circ}$ apart, $\mathbf{R}_{i}^{l}$ and $\mathbf{J}_{i}^{l}$ are written as follows:

$$
\begin{gather*}
\mathbf{R}_{i}^{l}=\left[\begin{array}{cc}
\mathbf{R}_{z}\left(\theta_{i}\right) & 0 \\
0 & \mathbf{R}_{z}\left(\theta_{i}\right)
\end{array}\right] \text { where } \mathbf{R}_{z}\left(\theta_{i}\right)=\left[\begin{array}{cc}
\cos \theta_{i} & -\sin \theta_{i} \\
\sin \theta_{i} & \cos \theta_{i} \\
0 & 0 \\
0 & 0
\end{array}\right]  \tag{2}\\
\mathbf{J}_{i}^{l}=\left[\begin{array}{cc}
\mathbf{I} & 0 \\
\mathbf{T}_{i}^{l} & \mathbf{I}
\end{array}\right] \text { where } \mathbf{T}_{i}^{l}=\left[\begin{array}{ccc}
0 & D_{z_{i}} & -D_{y_{i}} \\
-D_{z_{i}} & 0 & D_{x_{i}} \\
D_{y_{i}} & -D_{x_{i}} & 0
\end{array}\right] \tag{3}
\end{gather*}
$$

In Equation (2), the values of $\theta_{1}, \theta_{2}$, and $\theta_{3}$ are $0^{\circ}, 120^{\circ}$, and $240^{\circ}$, respectively. In Equation (3), $D_{x_{i}}, D_{y_{i}}$, and $D_{z_{i}}$ are three components of $\mathbf{D}_{i}$ and represent the projections of the distance from each local frame to the global frame onto the $X, Y$, and $Z$ axes, respectively.

Note that $D_{z_{i}}=0$, since the $X^{\prime} Y^{\prime}$ plane of the local frames lies on the same plane as the $X Y$ plane of the global frame.

Here, the stiffness of a general leg, $\mathbf{K}^{l}$, is represented as follows:

$$
\mathbf{K}^{l}=\left[\begin{array}{cccccc}
k_{11}^{l} & & & & &  \tag{4}\\
k_{21}^{l} & k_{22}^{l} & & & \text { SYM } & \\
k_{31}^{l} & k_{32}^{l} & k_{33}^{l} & & & \\
k_{41}^{l} & k_{42}^{l} & k_{43}^{l} & k_{44}^{l} & & \\
k_{51}^{l} & k_{52}^{l} & k_{53}^{l} & k_{54}^{l} & k_{55}^{l} & \\
k_{61}^{l} & k_{62}^{l} & k_{63}^{l} & k_{64}^{l} & k_{65}^{l} & k_{66}^{l}
\end{array}\right]
$$

where the non-diagonal components are symmetrical. By substituting Equations (2)-(4) into Equation (1), the general form of the stiffness matrix of a 3L-CPM is as follows:

$$
\mathbf{K}^{m}=\left[\begin{array}{cccccc}
k_{11}^{m} & & & & &  \tag{5}\\
0 & k_{22}^{m} & & & \mathrm{SYM} & \\
0 & 0 & k_{33}^{m} & & & \\
k_{41}^{m} & k_{42}^{m} & 0 & k_{44}^{m} & & \\
k_{51}^{m} & k_{52}^{m} & 0 & 0 & k_{55}^{m} & \\
0 & 0 & k_{63}^{m} & 0 & 0 & k_{66}^{m}
\end{array}\right]
$$

with $d$ denoting the size of the end effector, as illustrated in Figure 1, the expressions of the non-zero components within the stiffness matrix of Equation (5) are expressed as follows:

$$
\begin{align*}
& k_{11}^{m}=k_{22}^{m}=\frac{3}{2}\left(k_{11}^{l}+k_{22}^{l}\right) \\
& k_{33}^{m}=3 k_{33}^{l} \\
& k_{44}^{m}=k_{55}^{m}=\frac{3}{2}\left(d^{2} k_{33}^{l}-2 d k_{43}^{l}+k_{44}^{l}+k_{55}^{l}\right) \\
& k_{66}^{m}=3\left(d^{2} k_{11}^{l}+2 d k_{61}^{l}+k_{66}^{l}\right)  \tag{6}\\
& k_{41}^{m}=k_{52}^{m}=-\frac{3}{2}\left(d k_{31}^{l}-k_{41}^{l}-k_{52}^{l}\right) \\
& k_{51}^{m}=-k_{42}^{m}=\frac{3}{2}\left(k_{51}^{l}+d k_{32}^{l}-k_{42}^{l}\right) \\
& k_{63}^{m}=3\left(d k_{31}^{l}+k_{63}^{l}\right)
\end{align*}
$$

By referring to Equation (6), the five non-diagonal components within $\mathbf{K}^{m}\left(k_{41}^{m}, k_{42}^{m}\right.$, $k_{51}^{m}, k_{52}^{m}$, and $\left.k_{63}^{m}\right)$ are represented by seven components within $\mathbf{K}^{l}\left(k_{31}^{l}, k_{32}^{l}, k_{41}^{l}, k_{42}^{l}, k_{51}^{l}\right.$, $k_{52}^{l}$, and $k_{63}^{l}$ ). To fulfill the requirements of a fully decoupled motion, all non-diagonal components in $\mathbf{K}^{m}$ must be zeros. In this work, the $6 \times 6$ stiffness matrix of a 3L-CPM with fully decoupled motion characteristic is termed as a diagonal stiffness matrix, as shown in Equation (7).

$$
\mathbf{K}^{m}=\left[\begin{array}{cccccc}
k_{11}^{m} & & & & &  \tag{7}\\
0 & k_{22}^{m} & & & \text { SYM } & \\
0 & 0 & k_{33}^{m} & & & \\
0 & 0 & 0 & k_{44}^{m} & & \\
0 & 0 & 0 & 0 & k_{55}^{m} & \\
0 & 0 & 0 & 0 & 0 & k_{66}^{m}
\end{array}\right]
$$

In order to obtain a diagonal stiffness matrix as shown in Equation (7), the five nondiagonal components in Equation (5), for which the expressions are written in Equation (6), must be zeros. With $k_{41}^{m}=k_{52}^{m}$ and $k_{51}^{m}=-k_{42}^{m}$, the relationship between seven variables $\left(k_{31}^{l}, k_{32}^{l}, k_{41}^{l}, k_{42}^{l}, k_{51}^{l}, k_{52}^{l}\right.$, and $\left.k_{63}^{l}\right)$ in $k_{41}^{m}, k_{42}^{m}, k_{51}^{m}, k_{52}^{m}$, and $k_{63}^{m}$ can only be represented by three equations, and this condition led to a multiple-solutions problem. Hence, it is important to note that this work only uses a special case (or solution) to demonstrate how
the presented mathematical models can be used to synthesize a 3L-CPM with the aim of achieving fully decoupled motion capability. This special case is to make those seven components within $\mathbf{K}^{l}$ be zeros, as shown in Equation (8).

$$
\mathbf{K}^{l}=\left[\begin{array}{cccccc}
k_{11}^{l} & & & & &  \tag{8}\\
k_{21}^{l} & k_{22}^{l} & & & \text { SYM } & \\
0 & 0 & k_{33}^{l} & & & \\
0 & 0 & k_{43}^{l} & k_{44}^{l} & & \\
0 & 0 & k_{53}^{l} & k_{54}^{l} & k_{55}^{l} & \\
k_{61}^{l} & k_{62}^{l} & 0 & k_{64}^{l} & k_{65}^{l} & k_{66}^{l}
\end{array}\right]
$$

In this work, the two popular-choice flexure elements that are used to synthesize the compliant mechanisms are the beam type and the notch type, as shown in Figure 2. Both elements have thin features which permit elastic bending in a specific direction.

(a)

(b)

Figure 2. Original orientation of the flexure elements (solid lines): (a) beam type and (b) notch type, with the local frames, $X^{\prime \prime} Y^{\prime \prime} Z^{\prime \prime}$, attached at the free end and the arbitrary orientation of the flexure elements (dotted-lines) about these local frames.

Assuming that each leg being formed by a serial chain of flexure elements and rigid links where a rigid link has infinite stiffness (non-compliance) property, the compliance of each leg $\left(\mathbf{C}^{l}\right)$ is governed by the compliance of each flexure element, $\mathbf{C}_{j}^{e}$, expressed as follows:

$$
\begin{equation*}
\mathbf{C}^{l}=\sum_{j=1}^{n} \mathbf{J}_{j}^{e} \mathbf{R}_{j}^{e} \mathbf{C}_{j}^{e}\left(\mathbf{R}_{j}^{e}\right)^{-1}\left(\mathbf{J}_{j}^{e}\right)^{T} \tag{9}
\end{equation*}
$$

where $n$ denotes the number of flexure elements, and $\mathbf{R}_{j}^{e}$ and $\mathbf{J}_{j}^{e}$ are the rotation matrix, and translation matrix of the $j$ th flexure element respectively. Referring to Reference [57], the compliance matrix of each original flexure element, $\mathbf{C}_{j}^{e}$, with respect to the local frame, as illustrated in Figure 2, is defined as follows:

$$
\mathbf{C}_{j}^{e}=\left[\begin{array}{cccccc}
c_{11}^{e} & & & & &  \tag{10}\\
0 & c_{22}^{e} & & & \mathrm{SYM} & \\
0 & 0 & c_{33}^{e} & & & \\
0 & 0 & 0 & c_{44}^{e} & & \\
0 & 0 & c_{53}^{e} & 0 & c_{55}^{e} & \\
0 & c_{62}^{e} & 0 & 0 & 0 & c_{66}^{e}
\end{array}\right]
$$

Equation (10) is applicable for both the beam type and notch type flexure elements, as illustrated in Figure 2 [57]. In addition, the geometry of each flexure element type can vary without changing the form of the compliant matrix expressed in Equation (10). Several kinds of flexure elements which have a similar form of compliance matrix are presented in

Appendix A. Note that the $X^{\prime \prime} Y^{\prime \prime}$ plane of the local frame of each flexure element (Figure 2) lies on the parallel plane with the $X Y$ plane of the global frame, as illustrated in Figure 1. By referring to Equation (9), we see that the rotation matrix, $\mathbf{R}_{j}^{e}$, is a $6 \times 6$ matrix and is defined as the multiplication of the rotation matrices about the $X^{\prime \prime}, Y^{\prime \prime}$, and $Z^{\prime \prime}$ axes $\left(\mathbf{R}_{x_{j}}^{e}\right.$, $\mathbf{R}_{y_{j}}^{e}$ and $\mathbf{R}_{z_{j}}^{e}{ }_{j}$. Hence, it is written as follows:

$$
\begin{array}{rlr}
\mathbf{R}_{j}^{e}=\left[\begin{array}{cc}
\mathbf{R}_{z_{j}}^{e} \mathbf{R}_{y_{j}}^{e} \mathbf{R}_{x_{j}}^{e} & 0 \\
0 & \mathbf{R}_{z_{j}}^{e} \mathbf{R}_{y_{j}}^{e} \mathbf{R}_{x_{j}}^{e}
\end{array}\right] \text { where } & \mathbf{R}_{z_{j}}^{e} & =\left[\begin{array}{ccc}
\cos \gamma_{j} & -\sin \gamma_{j} & 0 \\
\sin \gamma_{j} & \cos \gamma_{j} & 0 \\
0 & 0 & 1
\end{array}\right], \\
\mathbf{R}_{y_{j}}^{e} & =\left[\begin{array}{ccc}
\cos \beta_{j} & 0 & \sin \beta_{j} \\
0 & 1 & 0 \\
-\sin \beta_{j} & 0 & \cos \beta_{j}
\end{array}\right],  \tag{11}\\
\mathbf{R}_{x_{j}}^{e} & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha_{j} & -\sin \alpha_{j} \\
0 & \sin \alpha_{j} & \cos \alpha_{j}
\end{array}\right]
\end{array}
$$

Here, $\alpha_{j}, \beta_{j}$, and $\gamma_{j}$ represent the rotation angles about the $X^{\prime \prime}, Y^{\prime \prime}$, and $Z^{\prime \prime}$ axes, respectively. The geometries of a flexure element before and after orientation are also illustrated in Figure 2. As for the $6 \times 6$ translation matrix, $J_{j}^{e}$, it represents the projected distances onto the three axes $\left(r_{x_{j}}, r_{y_{j}}\right.$, and $\left.r_{z_{j}}\right)$ from the $j$ th flexure element to the local frame of the leg that are indicated by vector $\mathbf{r}_{j}$, as shown in Figure 1, written as follows:

$$
\mathbf{J}_{j}^{e}=\left[\begin{array}{cc}
\mathbf{I} & \mathbf{r}_{j}^{e}  \tag{12}\\
0 & \mathbf{I}
\end{array}\right] \text { where } \mathbf{r}_{j}^{e}=\left[\begin{array}{ccc}
0 & r_{z_{j}} & -r_{y_{j}} \\
-r_{z_{j}} & 0 & r_{x_{j}} \\
r_{y_{j}} & -r_{x_{j}} & 0
\end{array}\right]
$$

Using Equations (9)-(12), the compliance matrix of a leg, $\mathbf{C}^{l}$, can be obtained, and the stiffness matrix of each leg is given as $\mathbf{K}^{l}=\left(\mathbf{C}^{l}\right)^{-1}$.

As mentioned earlier, the stiffness matrix of each leg must follow the exact form shown in Equation (8), and this requirement applies to its corresponding compliance matrix too. The detailed derivation of the compliance matrix of each leg with the aim of achieving that requirement is presented in Appendix B. To summarize the results obtained from Appendix B, one condition which allows for the compliance matrix of a leg to become the exact same form as Equation (8) is for seven components within the compliance matrix of a leg to be zeros, i.e., $c_{31}^{l}=c_{32}^{l}=c_{41}^{l}=c_{42}^{l}=c_{51}^{l}=c_{52}^{l}=c_{63}^{l}=0$. This condition offers simplicity during the design stage and can be used as the standard approach to synthesize 3L-CPMs with the aim of achieving fully decoupled motion capability. However, it also introduces a multiple-solutions problem to solve the corresponding components within the stiffness matrix, $\mathbf{K}^{l}$. Among a number of possible solutions, $k_{64}^{l}=k_{65}^{l}=0$ is a unique solution that is used to fulfill the condition in this work. By adopting this unique solution, both the stiffness matrix and the compliance matrix of a leg will have the same form as expressed in Equation (13), and the expression of each component within $\mathbf{K}^{l}$ is given in Appendix C.

$$
\left[\begin{array}{ccccccc}
k_{11}^{l} & & & & &  \tag{13}\\
k_{21}^{l} & k_{22}^{l} & & & \mathrm{SYM} & \\
0 & 0 & k_{33}^{l} & & & \\
0 & 0 & k_{43}^{l} & k_{44}^{l} & & \\
0 & 0 & k_{53}^{l} & k_{54}^{l} & k_{55}^{l} & \\
k_{61}^{l} & k_{62}^{l} & 0 & 0 & 0 & k_{66}^{l}
\end{array}\right]=\left[\begin{array}{cccccc}
c_{11}^{l} & & & & & \\
& & \} & & & \\
c_{21}^{l} & c_{22}^{l} & & & \text { SYM } & \\
0 & 0 & c_{33}^{l} & & & \\
0 & 0 & c_{43}^{l} & c_{44}^{l} & & \\
0 & 0 & c_{53}^{l} & c_{54}^{l} & c_{55}^{l} & \\
& & \mathbf{K}^{l} & \\
c_{61}^{l} & c_{62}^{l} & 0 & 0 & 0 & c_{66}^{l}
\end{array}\right]^{-1}
$$

## 3. Characteristics of Flexure Elements in Decoupled-Motion 3L-CPMs

In this section, the desired rotation angles ( $\alpha, \beta$, and $\gamma$ ) and distances ( $r_{x}, r_{y}$, and $r_{z}$ ) of flexure elements in a leg to achieve decoupled-motion capability are analyzed. First, Equation (9) is re-expressed as follows:

$$
\begin{equation*}
\mathbf{K}^{l}=\left(\mathbf{C}^{l}\right)^{-1}=\left(\sum_{j=1}^{n} \mathbf{J}_{j}^{e} \mathbf{R}_{j}^{e} \mathbf{C}_{j}^{e}\left(\mathbf{R}_{j}^{e}\right)^{-1}\left(\mathbf{J}_{j}^{e}\right)^{T}\right)^{-1}=\left(\sum_{j=1}^{n} \overline{\mathbf{C}}_{j}^{e}\right)^{-1} \tag{14}
\end{equation*}
$$

where $\overline{\mathbf{C}}_{j}^{e}$ indicates the compliance matrix of the $j$ th oriented flexure element referring to the local frame $X^{\prime} Y^{\prime} Z^{\prime}$ attached to the free end of the leg, as illustrated in Figure 1. In order to achieve fully decoupled motion, the nine non-diagonal components $\left(c_{31}^{l}, c_{41}^{l}, c_{51}^{l}, c_{32}^{l}, c_{42}^{l}\right.$, $c_{52}^{l}, c_{63}^{l}, c_{64}^{l}$, and $c_{65}^{l}$ ) of the compliance matrix, $\mathbf{C}^{l}$, must be zeros, as shown in Equation (13). As $\mathbf{C}^{l}$ is the sum of $n$ sub-components, $\overline{\mathbf{C}}_{j}^{e}$, there could be numerous solutions, because all components within $\overline{\mathbf{C}}_{j}^{e}$ can have arbitrary values in general cases. In this work, a special case where all $\overline{\mathbf{C}}_{j}^{e}$ have the same form $\left(\overline{\mathbf{C}}^{e}\right)$ is considered and yields the following:

$$
\overline{\mathbf{C}}^{e}=\left[\begin{array}{llllll}
\bar{c}_{11}^{e} & & & & \mathrm{SYM} &  \tag{15}\\
\bar{c}_{21}^{e} & \bar{c}_{22}^{e} & & & \\
\bar{c}_{31}^{e}=0 & \bar{c}_{32}^{e}=0 & \bar{c}_{33}^{e} & & \\
\bar{c}_{41}^{e}=0 & \bar{c}_{42}^{e}=0 & \bar{c}_{43}^{e} & \bar{c}_{44}^{e} & & \\
\bar{c}_{51}^{e}=0 & \bar{c}_{52}^{e}=0 & \bar{c}_{53}^{e} & \bar{c}_{54}^{e} & \bar{c}_{55}^{e} & \\
\bar{c}_{61}^{e} & \bar{c}_{62}^{e} & \bar{c}_{63}^{e}=0 & \bar{c}_{64}^{e}=0 & \bar{c}_{65}^{e}=0 & \bar{c}_{66}^{e}
\end{array}\right]
$$

Note that $\overline{\mathbf{C}}^{e}$ in Equation (15) is different from $\mathbf{C}^{e}$ in Equation (10), since $\overline{\mathbf{C}}^{e}=\mathbf{J}^{e} \mathbf{R}^{e} \mathbf{C}^{e}\left(\mathbf{R}^{e}\right)^{-1}\left(\mathbf{J}^{e}\right)^{T}$, as expressed in Equation (14). $\mathbf{R}^{e}$ and $\mathbf{J}^{e}$ are similar to Equations (11) and (12) with the subscript, $j$, being removed.

Equation (15) describes the condition to obtain a 3L-CPM with fully decoupled motion capability, expressed by nine equations that can be obtained based on those nine zero components. There are six unknowns in these equations, i.e., the rotation angles ( $\alpha, \beta$, and $\gamma$ ) and the distances ( $r_{x}, r_{y}$, and $r_{z}$ ) measured from the moving end of the flexure element to the free end of the leg.

$$
\begin{align*}
& \bar{c}_{31}^{e} \quad=-c_{11}^{e} \sin \beta \cos \beta \cos \gamma+c_{44}^{e} \cos \beta\left(r_{y} \cos \gamma-r_{x} \sin \gamma\right)\left(r_{y} \sin \beta+r_{z} \cos \beta \sin \gamma\right)- \\
& \cos \beta \sin \alpha\left\{\cos \gamma \sin \alpha\left(c_{62}^{e} r_{z}-c_{22}^{e} \sin \beta\right)+\cos \alpha\left[c_{62}^{e} r_{y} \cos \beta+\left(c_{22}^{e}-c_{62}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\}+ \\
& \cos \alpha \cos \beta\left\{\cos \alpha \cos \gamma\left(c_{53}^{e} r_{z}+c_{33}^{e} \sin \beta\right)+\sin \alpha\left[-c_{53}^{e} r_{y} \cos \beta+\left(c_{33}^{e}+c_{53}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\}+ \\
& {\left[\sin \alpha \sin \beta\left(r_{y} \cos \gamma-r_{x} \sin \gamma\right)-\cos \alpha\left(r_{x} \cos \gamma+r_{y} \sin \gamma\right)\right] . }  \tag{16}\\
&\left\{\cos \alpha \cos \gamma\left(c_{55}^{e} r_{z}+c_{53}^{e} \sin \beta\right)+\sin \alpha\left[-c_{55}^{e} r_{y} \cos \beta+\left(c_{53}^{e}+c_{55}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\}+ \\
& {\left[\cos \gamma\left(r_{x} \sin \alpha+r_{y} \cos \alpha \sin \beta\right)+\left(r_{y} \sin \alpha-r_{x} \cos \alpha \sin \beta\right) \sin \gamma\right] . } \\
&\left\{\cos \gamma \sin \alpha\left(-c_{66}^{e} r_{z}+c_{62}^{e} \sin \beta\right)-\cos \alpha\left[c_{66}^{e} r_{y} \cos \beta+\left(c_{62}^{e}-c_{66}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\} \\
& \bar{c}_{41}^{e} \quad=c_{44}^{e} \cos \beta \cos \gamma\left(r_{y} \sin \beta+r_{z} \cos \beta \sin \gamma\right)+(\cos \gamma \sin \alpha \sin \beta-\cos \alpha \sin \gamma) . \\
&\left\{\cos \alpha \cos \gamma\left(c_{55}^{e} r_{z}+c_{53}^{e} \sin \beta\right)+\sin \alpha\left[-c_{55}^{e} r_{y} \cos \beta+\left(c_{53}^{e}+c_{55}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\}+ \\
&(\cos \alpha \cos \gamma \sin \beta+\sin \alpha \sin \gamma) .  \tag{17}\\
&\left\{\cos \gamma \sin \alpha\left(-c_{66}^{e} r_{z}+c_{62}^{e} \sin \beta\right)-\cos \alpha\left[c_{66}^{e} r_{y} \cos \beta+\left(c_{62}^{e}-c_{66}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\} \\
& \bar{c}_{51}^{e} \quad=c_{44}^{e} \cos \beta \sin \gamma\left(r_{y} \sin \beta+r_{z} \cos \beta \sin \gamma\right)+(\cos \alpha \cos \gamma+\sin \alpha \sin \beta \sin \gamma) . \\
&\left\{\cos \alpha \cos \gamma\left(c_{55}^{e} r_{z}+c_{53}^{e} \sin \beta\right)+\sin \alpha\left[-c_{55}^{e} r_{y} \cos \beta+\left(c_{53}^{e}+c_{55}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\}+  \tag{18}\\
&(-\cos \gamma \sin \alpha+\cos \alpha \sin \beta \sin \gamma) . \\
&\left\{\cos \gamma \sin \alpha\left(-c_{66}^{e} r_{z}+c_{62}^{e} \sin \beta\right)-\cos \alpha\left[c_{66}^{e} r_{y} \cos \beta+\left(c_{62}^{e}-c_{66}^{e} r_{z} \sin \beta\right) \sin \gamma\right]\right\}
\end{align*}
$$

$$
\begin{align*}
& \bar{c}_{32}^{e}=-c_{11}^{e} \cos \beta \sin \beta \sin \gamma-c_{44}^{e} \cos \beta\left(r_{z} \cos \beta \cos \gamma+r_{x} \sin \beta\right)\left(r_{y} \cos \gamma-r_{x} \sin \gamma\right)+ \\
& \cos \beta \sin \alpha\left\{\cos \alpha\left[c_{62}^{e} r_{x} \cos \beta+\cos \gamma\left(c_{22}^{e}-c_{62}^{e} r_{z} \sin \beta\right)\right]+\sin \alpha\left(-c_{62}^{e} r_{z}+c_{22}^{e} \sin \beta\right) \sin \gamma\right\}+ \\
& \cos \alpha \cos \beta\left[c_{53}^{e} r_{x} \cos \beta \sin \alpha-\cos \gamma \sin \alpha\left(c_{33}^{e}+c_{53}^{e} r_{z} \sin \beta\right)+\cos \alpha\left(c_{53}^{e} r_{z}+c_{33}^{e} \sin \beta\right) \sin \gamma\right]+ \\
& \left\{\cos \alpha\left[c_{66}^{e} r_{x} \cos \beta+\cos \gamma\left(c_{62}^{e}-c_{66}^{e} r_{z} \sin \beta\right)\right]+\sin \alpha\left(-c_{66}^{e} r_{z}+c_{62}^{e} \sin \beta\right) \sin \gamma\right\} .  \tag{19}\\
& {\left[\cos \gamma\left(r_{x} \sin \alpha+r_{y} \cos \alpha \sin \beta\right)+\left(r_{y} \sin \alpha-r_{x} \cos \alpha \sin \beta\right) \sin \gamma\right]+} \\
& {\left[c_{55}^{e} r_{x} \cos \beta \sin \alpha-\cos \gamma \sin \alpha\left(c_{53}^{e}+c_{55}^{e} r_{z} \sin \beta\right)+\cos \alpha\left(c_{55}^{e} r_{z}+c_{53}^{e} \sin \beta\right) \sin \gamma\right] .} \\
& {\left[\sin \alpha \sin \beta\left(r_{y} \cos \gamma-r_{x} \sin \gamma\right)-\cos \alpha\left(r_{x} \cos \gamma+r_{y} \sin \gamma\right)\right]} \\
& \bar{c}_{42}^{e} \quad=-c_{44}^{e} \cos \beta \cos \gamma\left(r_{z} \cos \beta \cos \gamma+r_{x} \sin \beta\right)+(\cos \alpha \cos \gamma \sin \beta+\sin \alpha \sin \gamma) . \\
& \left\{\cos \alpha\left[c_{66}^{e} r_{x} \cos \beta+\cos \gamma\left(c_{62}^{e}-c_{66}^{e} r_{z} \sin \beta\right)\right]+\sin \alpha\left(-c_{66}^{e} r_{z}+c_{62}^{e} \sin \beta\right) \sin \gamma\right\}+  \tag{20}\\
& \quad(\cos \gamma \sin \alpha \sin \beta-\cos \alpha \sin \gamma) . \\
& {\left[c_{55}^{e} r_{x} \cos \beta \sin \alpha-\cos \gamma \sin \alpha\left(c_{53}^{e}+c_{55}^{e} r_{z} \sin \beta\right)+\cos \alpha\left(c_{55}^{e} r_{z}+c_{53}^{e} \sin \beta\right) \sin \gamma\right]} \\
& \quad=-c_{44}^{e} \cos \beta\left(r_{z} \cos \beta \cos \gamma+r_{x} \sin \beta\right) \sin \gamma+(-\cos \gamma \sin \alpha+\cos \alpha \sin \beta \sin \gamma) . \\
& \left\{\cos \alpha\left[c_{66}^{e} r_{x} \cos \beta+\cos \gamma\left(c_{62}^{e}-c_{66}^{e} r_{z} \sin \beta\right)\right]+\sin \alpha\left(-c_{66}^{e} r_{z}+c_{62}^{e} \sin \beta\right) \sin \gamma\right\}+ \\
& (\cos \alpha \cos \gamma+\sin \alpha \sin \beta \sin \gamma) .  \tag{21}\\
& {\left[c_{55}^{e} r_{x} \cos \beta \sin \alpha-\cos \gamma \sin \alpha\left(c_{53}^{e}+c_{55}^{e} r_{z} \sin \beta\right)+\cos \alpha\left(c_{55}^{e} r_{z}+c_{53}^{e} \sin \beta\right) \sin \gamma\right]} \\
& \bar{c}_{63}^{e} \quad=\frac{1}{2} \cos \beta\left\{\left(c_{62}^{e}+c_{53}^{e}\right) \cos \beta \sin 2 \alpha+\left[2 c_{44}^{e}-c_{55}^{e}-c_{66}^{e}+\left(c_{55}^{e}-c_{66}^{e}\right) \cos 2 \alpha\right] .\right. \\
& \left.\sin \beta\left(-r_{y} \cos \gamma+r_{x} \sin \gamma\right)-\left(c_{55}^{e}-c_{66}^{e}\right) \sin 2 \alpha\left(r_{x} \cos \gamma+r_{y} \sin \gamma\right)\right\}  \tag{22}\\
& \bar{c}_{64}^{e}=\cos \beta\left[\cos \gamma\left(-c_{44}^{e}+c_{66}^{e} \cos { }^{2} \alpha+c_{55}^{e} \sin { }^{2} \alpha\right) \sin \beta+\left(-c_{55}^{e}+c_{66}^{e}\right) \cos \alpha \sin \alpha \sin \gamma\right] \tag{23}
\end{align*}
$$

This set of equations can be solved by considering Equation (22) first, because $\beta$ is the only dominant angular variable, and the results are given as follows:

$$
\bar{c}_{63}^{e}=0 \Leftrightarrow\left[\begin{array}{l}
\beta=90^{\circ}  \tag{25}\\
\alpha=0^{\circ} \text { and } \beta=0^{\circ}, 180^{\circ} \\
\alpha=90^{\circ} \text { and } \beta=0^{\circ}, 180^{\circ}
\end{array} ; \forall \gamma, r_{x}, r_{y}, r_{z}\right.
$$

Here, the rotation angle about the $X^{\prime \prime}$ axis, $\alpha$, varies from $0^{\circ}$ to $90^{\circ}$, because of the symmetrical structure of the flexure elements, as illustrated in Figure 2. Equation (25) shows that there are three possible cases for, $\bar{c}_{63}^{e}=0$ with the four remaining variables $(\gamma$, $r_{x}, r_{y}$, and $r_{z}$ ) being arbitrary values.

First, the case with $\beta=90^{\circ}$ is considered. With every component within the compliance matrix of the flexure element having a specific value, as shown in Equation (10), six Equations, from (16) to (21), are always different from zero with any value of $\gamma, r_{x}, r_{y}$, and $r_{z}$. Hence, $\beta=90^{\circ}$ is not a feasible solution.

Next, consider the second case with $\alpha=0^{\circ}$ and $\beta=0^{\circ}, 180^{\circ}$; the following results can be obtained:

$$
\begin{align*}
& \bar{c}_{31}^{e}= \pm r_{z}\left\{\mp c_{55}^{e} r_{x} \cos ^{2} \gamma \mp c_{44}^{e} r_{x} \sin ^{2} \gamma+\cos \gamma\left[c_{53}^{e}+\left( \pm c_{44}^{e} \mp c_{55}^{e}\right) r_{y} \sin \gamma\right]\right\} \\
& \bar{c}_{41}^{e}=\left(c_{44}^{e}-c_{55}^{e}\right) r_{z} \cos \gamma \sin \gamma \\
& \bar{c}_{51}^{e}=r_{z}\left(c_{55}^{e} \cos ^{2} \gamma+c_{44}^{e} \sin ^{2} \gamma\right) \\
& \bar{c}_{32}^{e}= \pm r_{z}\left[\mp c_{44}^{e} r_{y} \cos ^{2} \gamma+\left( \pm c_{44}^{e} \mp c_{55}^{e}\right) r_{x} \cos \gamma \sin \gamma+\sin \gamma\left(c_{53}^{e} \mp c_{55}^{e} r_{y} \sin \gamma\right)\right]  \tag{26}\\
& \bar{c}_{42}^{e}=-r_{z}\left(c_{44}^{e} \cos ^{2} \gamma+c_{55}^{e} \sin ^{2} \gamma\right) \\
& \bar{c}_{52}^{e}=\left(-c_{44}^{e}+c_{55}^{e}\right) r_{z} \cos \gamma \sin \gamma \\
& \bar{c}_{64}^{e}=\bar{c}_{65}^{e}=0
\end{align*}
$$

Here, the upper signs of " $\pm$ " and " $\mp$ " in Equation (26) represent the case of $\alpha=0^{\circ}$ and $\beta=0^{\circ}$, while the lower signs represent the case of $\alpha=0^{\circ}$ and $\beta=180^{\circ}$. To solve Equation (26), $\bar{c}_{51}^{e}$ is first considered to be equal to zero, a unique solution can be obtained $r_{z}=0$ by, and $\gamma$ can be any value. With $r_{z}=0$, all the remaining equations in Equation (26) will also be equal to zeros. Hence, $r_{z}=0, \alpha=0^{\circ}, \beta=0^{\circ}$ or $180^{\circ}$ are solutions used to obtain a 3L-CPM with any DOF and decoupled motions.

Similarly, for the case with $\alpha=90^{\circ}$ and $\beta=0^{\circ}$ or $180^{\circ}$, it can be shown that this is also a possible solution. In summary, the two feasible solutions found from Equation (25) with $r_{z}=0$ are as follows:

$$
\left[\begin{array}{l}
\alpha=0^{\circ} \text { and } \beta=0^{\circ}, 180^{\circ}  \tag{27}\\
\alpha=90^{\circ} \text { and } \beta=0^{\circ}, 180^{\circ}
\end{array} \quad ; \forall \gamma, r_{x}, r_{y}\right.
$$

Equation (27) provides the design criteria for the orientations and positions of the flexure elements that need to be satisfied to design a 3L-CPM with fully decoupled motion capability. Figure 3 illustrates the desired orientation of the flexure elements about the $X^{\prime \prime}$ and $Y^{\prime \prime}$ axes, with various orientations about the $Z^{\prime \prime}$ axis. With flexure elements in a leg having these orientations and distributing in the $X^{\prime} Y^{\prime}$ plane ( $r_{z}=0$ ), a 3L-CPM is able to achieve fully decoupled motions.


Figure 3. Orientations of the flexure elements in fully decoupled motion 3L-CPMs: (a) beam-type and (b) notch-type with $\alpha=0^{\circ}, \beta=0^{\circ}$ or $180^{\circ}$, and $r_{z}=0$, respectively. (c) Beam-type and (d) notch-type with $\alpha=90^{\circ}, \beta=0^{\circ}, 180^{\circ}$, and $r_{z}=0$ respectively.

## 4. Stiffness Analysis of 3L-CPMs Containing Two Serial Flexure Chains in a Leg

In Section 2, the stiffness modeling of a general 3L-CPM, with each leg consisting of a single serial flexure chain, is presented. However, there are many existing 3L-CPMs synthesized by constraint-based and optimization methods that have two reflecting (or symmetrical) serial flexure chains, as shown in Figure 4 [6,7,28,31,42,43,53,55,56,58]. In this section, the analysis of such a leg configuration is presented.


Figure 4. Construction of a 3L-CPM leg containing two reflecting serial flexure chains.
From the literature [6,7,28,31,42,43,53,55,56,58], we can see that the double flexure chains are either on the same plane or have an offset distance of $2 \Delta$ along the $Z^{\prime}$ axis, as shown in Figure 4. The stiffness matrix of each leg is expressed as follows:

$$
\begin{equation*}
\mathbf{K}^{l}=\left(\sum_{j=1}^{n} \mathbf{J}_{(+\Delta)} \mathbf{C}^{s c} \mathbf{J}_{(+\Delta)}^{T}\right)^{-1}+\left(\sum_{j=1}^{n} \mathbf{J}_{(-\Delta)} \mathbf{M} \mathbf{C}^{s c} \mathbf{M}^{T} \mathbf{J}_{(-\Delta)}^{T}\right)^{-1} \tag{28}
\end{equation*}
$$

where $\mathbf{M}$ is the reflection matrix about the $Y^{\prime} Z^{\prime}$ plane given in Equation (29); and $\mathbf{J}_{(+\Delta)}$ and $\mathbf{J}_{(-\Delta)}$ represent the offset matrices used to shift the original flexure chain and the reflecting flexure chain along the $Z^{\prime}$-axis distances of $+\Delta$ and $-\Delta$, respectively, as given in Equation (30).

$$
\begin{align*}
\mathbf{M} & =\left[\begin{array}{cccccc}
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]  \tag{29}\\
\mathbf{J}_{( \pm \Delta)} & =\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & \pm \Delta & 0 & 1 & 0 & 0 \\
\mp \Delta & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \tag{30}
\end{align*}
$$

Here, $\mathbf{C}^{S c}$ is the compliance matrix of a serial flexure chain that can be calculated by Equation (9). The results from Section 3 are used to analyze the stiffness property of 3L-CPMs with two reflecting flexure chains. After substituting Equations (9), (14), (29) and (30) into Equation (28), the results show that the decoupled motion capability can only be achieved when the offset distance $2 \Delta=0$ (or $\Delta=0$ ). The offset distance can be considered as the translation component along the Z axis of each flexure elements ( $r_{z_{j}}$ ) that can lead coupled motions, as mentioned before. Most important, to achieve fully decoupled output motion, $\mathbf{C}^{S C}$ must be in the following form:

$$
\mathbf{C}^{s c}=\left[\begin{array}{cccccc}
c_{11}^{s c} & & & & &  \tag{31}\\
c_{21}^{s c} & c_{22}^{s c} & & & S Y M & \\
0 & 0 & c_{33}^{s c} & & & \\
0 & 0 & c_{43}^{s c} & c_{44}^{s c} & & \\
0 & 0 & c_{53}^{s c} & c_{54}^{s c} & c_{55}^{s c} & \\
c_{61}^{s c} & c_{62}^{s c} & 0 & 0 & 0 & c_{66}^{s c}
\end{array}\right]
$$

## 5. Review and Analysis of the Motion Characteristics of Existing 3L-CPMs

In Sections 2-4, 3L-CPMs constructed with single or double serial flexure chains in a leg together with their corresponding stiffness modeling and decoupled design criteria were presented. In this section, the proposed criteria are used to analyze the decoupled-motion capability of some existing 3L-CPM designs. It can be seen that the analysis provides insight into the motion characteristics of 3L-CPMs. With the design criteria for synthesizing 3LCPMs with fully decoupled motions being provided and the motion-decoupling capability of popular 3L-CPM designs being clearly defined, designers can select or synthesize any 3LCPM with suitable motion property (coupled or decoupled) for their specific applications.

This section presents a short review on the motion characteristics from some of the existing 3L-CPMs. For each CPM, either the compliance matrix of a leg/serial flexure chain or the stiffness/compliance matrix of the entire mechanism was derived and used to determine the theoretical motion characteristics. For 3L-CPMs having a single serial flexure chain in each leg, fully decoupled motion can be achieved if the compliance matrix of the leg is in the form of Equation (13). The full stiffness matrix of the entire 3L-CPMs can then be calculated by using Equations (5), (6) and (14). For 3L-CPMs containing two reflecting serial flexure chains in each leg, fully decoupled motion can be obtained if the compliance matrix of a serial flexure chain is similar to Equation (31), and the full stiffness matrix of entire CPM can be calculated based on Equations (5), (6) and (28). Note that the analyses were conducted for general cases where most parameters, such as rotations angles and distances, are symbolic. Therefore, the obtained results are in general forms, while the results for some specific designs were obtained by substituting values into the parameters.

### 5.1. Three-Legged Revolute-Revolute-Revolute and Three-Legged Prismatic-Revolute-Revolute CPMs

The Three-legged Revolute-Revolute-Revolute (3RRR) configuration has been the most popular design for developing 3-DOF 3L-CPMs with $\left(X-Y-\theta_{Z}\right)$ planar motions, which are widely used in positioning/alignment systems [18-20,22,27,29,35,41]. The schematic diagram of a typical 3RRR-CPM is illustrated in Figure 5a, while Figure 6a illustrates the three-legged Prismatic-Revolute-Revolute (3PRR) configuration, which is a variant of 3RRR, where a revolute joint is replaced by a prismatic joint. The 3PRR-CPMs are preferred to create 3-DOF planar motions in MEMS devices, due to their advantage in actuation $[59,60]$. The prismatic joint can be designed as an active joint and easily driven by a linear actuator. Note that all flexure elements must be in the $X Y$ plane to create three desired motions. The physical prototypes of positioning systems developed based on 3RRRand 3PRR-CPMs are shown in Figures 5b and 6b, respectively.


Figure 5. (a) Schematic diagram of 3RRR-CPM and (b) micro-motion stage developed based on 3RRR-CPM.


Figure 6. (a) Schematic diagram of 3PRR-CPM and (b) a positioning stage developed based on 3PRR-CPM.

To determine the theoretical motion characteristics of 3RRR-CPM or 3PRR-CPM, the compliance matrix of each flexure element is represented by $\mathbf{C}_{1}^{e}, \mathbf{C}_{2}^{e}$, and $\mathbf{C}_{3}^{e}$, respectively, and each compliance matrix has a similar form to the one shown in Equation (10). Here, $\mathbf{C}_{1}^{e}$ is the compliance matrix of either the first revolute joint within a 3RRR-CPM or the first prismatic joint within a 3PRR-CPM. $\mathbf{C}_{2}^{e}$ and $\mathbf{C}_{3}^{e}$ are the compliance matrices of the second and third revolute joints, respectively. As illustrated in Figures 5a and 6a, each joint has a different orientation about the $Z^{\prime \prime}$ axis, $\gamma_{j}$, and a different distance to the moving end point, $\mathbf{r}_{j}$, with $j=1,2$, and 3. The projections of $\mathbf{r}_{j}$ onto the $X$ and $Y$ axes are $r_{x_{j}}$ and $r_{y_{j}}$, respectively. Based on Equation (9), the formula to calculate the compliance matrix of a leg is written as follows:

$$
\begin{equation*}
\mathbf{C}^{l}=\sum_{j=1}^{3} \mathbf{J}_{j}^{e} \mathbf{R}_{j}^{e} \mathbf{C}_{j}^{e}\left(\mathbf{R}_{j}^{e}\right)^{-1}\left(\mathbf{J}_{j}^{e}\right)^{T} \tag{32}
\end{equation*}
$$

where $\mathbf{J}_{j}^{e}$ and $\mathbf{R}_{j}^{e}$ are obtained by using Equations (12) and (11), respectively. The result of Equation (32) is shown in Equation (33), and the detailed expression of each component
is given in Appendix D. It is observed that the compliance matrix of each leg within the 3RRR-CPMs and 3PRR-CPMs is similar to the form expressed in Equation (13). Hence, this observation suggests that the 3RRR and 3PRR configurations are able to deliver fully decoupled motion. This performance indicator also highlighted why both configurations are popular designs for developing state-of-the-art 3L-CPMs.

$$
\mathbf{C}^{l}=\left[\begin{array}{cccccc}
c_{11}^{l} & & & & &  \tag{33}\\
c_{21}^{l} & c_{22}^{l} & & & \mathrm{SYM} & \\
0 & 0 & c_{33}^{l} & & & \\
0 & 0 & c_{43}^{l} & c_{44}^{l} & & \\
0 & 0 & c_{53}^{l} & c_{54}^{l} & c_{55}^{l} & \\
c_{61}^{l} & c_{62}^{l} & 0 & 0 & 0 & c_{66}^{l}
\end{array}\right]
$$

### 5.2. Three-Legged Prismatic-Prismatic-Spherical and Three-Legged Revolute-Prismatic-Spherical CPMs

Based on past works in the literature, the three-legged Prismatic-Prismatic-Spherical (3PPS) $[5,32]$ and the three-legged Revolute-Prismatic-Spherical (3RPS) [21,61] configurations were adopted to develop 3-DOF 3L-CPMs with ( $\theta_{X}-\theta_{Y}-Z$ ) out-of-plane motions, as shown in Figure 7a,b respectively. For both 3L-CPMs, each leg employed three serially connected flexure elements along the $Z$ axis to create the desired motions. As a result, the component $r_{z_{j}}$ in Equation (12) exists and generates the off-axis components in the compliance matrix of a flexure element after transformation $\left(\overline{\mathbf{C}}_{j}^{e}\right)$. Here, the components within $\mathbf{C}^{l}$ can be derived from the following:

$$
\begin{equation*}
c_{a b}^{l}=\sum_{j=1}^{3} \bar{c}_{a b}^{e_{j}} \tag{34}
\end{equation*}
$$

where $\bar{c}_{a b}^{e_{j}}$ is a component on row $a$ and column $b$ in $\overline{\mathbf{C}}_{j}^{e}$ calculated by Equation (14).


Figure 7. Structure of (a) 3PPS CPM [62] and (b) 3RPS CPM modeled based on the design presented in [21].

Based on the results obtained from Equation (16) to Equation (24), the components, i.e., $\bar{c}_{31}^{e_{j}}, \bar{c}_{41}^{e_{j}}, \bar{c}_{51}^{e_{j}}, \bar{c}_{32}^{e_{j}}, \bar{c}_{42}^{e_{j}}$, and $\bar{c}_{52}^{e_{j}}$, are non-zeros because of the existence of $r_{z_{j}}$. Thus, the corresponding components in $\mathbf{C}^{l}$ are also non-zeros. Therefore, the legs' compliance matrices within the 3PPS- and 3RPS-CPMs do not satisfy Equation (13). As a result, both the 3-DOF 3PPS- and 3RPS-CPMs will generate coupled motions. This coupled motion property can be observed from Equation (35), which is the $6 \times 6$ stiffness matrix of the 3PPSCPM (Figure 7a) taken from Reference [5]. Having those five non-diagonal components indicates that the developed 3PPS-CPM cannot deliver fully decoupled motion.

$$
\mathbf{K}=\left[\begin{array}{cccccc}
2.57 \times 10^{5} & & & & &  \tag{35}\\
0 & 2.57 \times 10^{5} & & & \text { SYM } & \\
0 & 0 & 3.99 \times 10^{5} & & & \\
5.47 \times 10^{1} & 5.18 \times 10^{3} & 0 & 9.51 \times 10^{2} & & \\
-5.18 \times 10^{3} & 5.47 \times 10^{1} & 0 & 0 & 9.51 \times 10^{2} & \\
0 & 0 & -5.63 \times 10^{1} & 0 & 0 & 1.72 \times 10^{3}
\end{array}\right]
$$

### 5.3. Three-Legged Prismatic-Revolution-Prismatic-Revolution CPMs

Based on past works in the literature, several 3-DOF 3L-CPMs with spatial motions capability have been developed by using the three-legged Prismatic-Resolution-PrismaticRevolution (3PRPR) configuration. Depending on the orientations of the prismatic and revolute joints, a 3PRPR-CPM can deliver either ( $X-Y-Z$ ) $[24,25]$ or $\left(\theta_{X}-\theta_{Y}-Z\right)[16,17]$ spatial motions, as shown in Figure 8a,b respectively. For the 3PRPR-CPM with ( $X-Y-Z$ ) spatial motion, as shown in Figure 8a, all the P-joints and R-joints within each leg have their respective $X^{\prime \prime} Y^{\prime \prime}$ planes. The P-joints operate in their respective $X^{\prime \prime} Y^{\prime \prime}$ planes, while the R-joints rotate out of these planes. To analyze its compliance behavior, the leg parallel to the $Y$ axis of the global frame was selected. Note that detailed modeling follows the procedures presented in Section 2. Here, each leg consists of four flexure elements ( $e_{1}, e_{2}, e_{3}$, and $e_{4}$ ), representing the $\mathrm{P}-, \mathrm{R}-, \mathrm{P}-$, and R -joints, respectively. The local frame $X^{\prime} Y^{\prime} Z^{\prime}$ is attached at the free end of the leg. The compliance matrix of each flexure element, $\mathbf{C}_{j}^{e}$ (with $j=1,2,3$, $4)$, is given as follows:

$$
\mathbf{C}_{1}^{e}=\mathbf{C}_{3}^{e}=\left[\begin{array}{cccccc}
c_{11}^{P} & & & &  \tag{36}\\
0 & c_{22}^{P} & & & \mathrm{SYM} & \\
0 & 0 & c_{33}^{P} & & & \\
0 & 0 & 0 & c_{44}^{P} & & \\
0 & 0 & c_{53}^{P} & 0 & c_{55}^{P} & \\
0 & c_{62}^{P} & 0 & 0 & 0 & c_{66}^{P}
\end{array}\right] \text {, and } \mathbf{C}_{2}^{e}=\mathbf{C}_{4}^{e}=\left[\begin{array}{cccccc}
c_{11}^{R} & & & & & \\
0 & c_{22}^{R} & & & \mathrm{SYM} & \\
0 & 0 & c_{33}^{R} & & & \\
0 & 0 & 0 & c_{44}^{R} & & \\
0 & 0 & c_{53}^{R} & 0 & c_{55}^{R} & \\
0 & c_{62}^{R} & 0 & 0 & 0 & c_{66}^{R}
\end{array}\right]
$$


(a)

(b)

Figure 8. Prototypes of 3PRPR-CPMs with (a) $X-Y-Z$ motions modeled based on the design presented in [24] and (b) $\theta_{X}-\theta_{Y}-Z$ motions modeled based on the design presented in [17], respectively.

Based on Figures 2b, 8a, and A1b, the two P-joints can have arbitrary rotation angles ( $\gamma_{1}$ and $\gamma_{3}$ ) about their $Z^{\prime \prime}$ axes, while the two R-joints have two rotations, i.e., about the $X^{\prime \prime}$ axes with an angle of $90^{\circ}\left(\alpha_{2}=\alpha_{4}=90^{\circ}\right)$ and about the $Z^{\prime \prime}$ axes with an angle of $90^{\circ}\left(\gamma_{2}\right.$ $=\gamma_{4}=90^{\circ}$ ). All flexure elements have no rotation about their $Y^{\prime \prime}$ axes ( $\beta_{1}=\beta_{2}=\beta_{3}=\beta_{4}$ $=0)$. In addition, as the first three flexure elements $\left(e_{1}, e_{2}\right.$, and $\left.e_{3}\right)$ are located at specific distances from the local frame of the leg $X^{\prime} Y^{\prime} Z^{\prime}$, the distance vectors are $\mathbf{r}_{1}=\left\{r_{x_{1}}, r_{y_{1}}, r_{z_{1}}\right\}$,
$\mathbf{r}_{2}=\left\{r_{x_{2}}, r_{y_{2}}, r_{z_{2}}\right\}$, and $\mathbf{r}_{3}=\left\{r_{x_{3}}, r_{y_{3}}, r_{z_{3}}\right\}$, respectively, as illustrated in Figure 1 and Equation (12). Moreover, $\mathbf{r}_{4}$ is a zero vector, because the free end of the last R-joint ( $e_{4}$ ) coincides with the frame $X^{\prime} Y^{\prime} Z^{\prime}$. By substituting these parameters into Equations (9), (11) and (12), the compliance matrix of the proposed leg can be expressed as follows:

$$
\mathbf{C}^{l}=\left[\begin{array}{llllll}
c_{11}^{l} & & & & &  \tag{37}\\
c_{21}^{l} & c_{22}^{l} & & & \mathrm{SYM} & \\
c_{31}^{l} & c_{32}^{l} & c_{33}^{l} & & & \\
c_{41}^{l} & c_{42}^{l} & c_{43}^{l} & c_{44}^{l} & & \\
c_{51}^{l} & c_{52}^{l} & c_{53}^{l} & c_{54}^{l} & c_{55}^{l} & \\
c_{61}^{l} & c_{62}^{l} & 0 & 0 & 0 & c_{66}^{l}
\end{array}\right]
$$

The expression of each component in Equation (37) is given in Appendix E. It is observed that the compliance matrix expressed in Equation (37) does not match the form given in Equation (13) with six non-diagonal components ( $c_{31}^{l}, c_{41}^{l}, c_{51}^{l}, c_{32}^{l}, c_{42}^{l}$, and $c_{52}^{l}$ ) not equal to zero. This is due to the non-zero translation components along the $Z$ axis of the first three flexure elements $\left(r_{z_{1}}, r_{z_{2}}, r_{z_{3}} \neq 0\right)$ making the oriented compliance matrix of each flexure element different from the condition in Equation (15). Thus, the output motions of the entire 3PRPR 3L-CPM are coupled.

As for the 3PRPR-CPM with $\theta_{X}-\theta_{Y}-Z$ spatial motion shown in Figure 8b, each leg has its respective $X^{\prime \prime} Y^{\prime \prime}$ plane. Based on the design of each leg, it is observed that the P-joints (also illustrated in Figure A1b) would operate in their respective $X^{\prime \prime} Y^{\prime \prime}$ plane, while the R -joints were designed to rotate out of that working plane. In addition, the translation of each flexure element consists of three projection components onto three axes. Similar to the 3-DOF 3PRPR 3L-CPM presented above, this design also generates coupled motions, since the flexure elements are not distributed in the $X Y$ plane $\left(r_{z_{j}} \neq 0\right)$ and the orientations of the flexure elements also include the rotation out of the $X^{\prime \prime} Y^{\prime \prime}$ plane $\left(\beta_{j} \neq 0\right)$, making the non-diagonal components within the compliance matrix of each leg become non-zeros, as proven in Section 3. Lastly, a similar analysis can be adopted to demonstrate that the 3LCPM using three serial Prismatic-Universal-Prismatic-Universal (3-PUPU) flexure chains presented in Reference [33] will also generate coupled motions.

### 5.4. Three-Legged CPM with Paired Prismatic-Spherical-Spherical Configuration

A 6-DOF 3L-CPM [28] was developed using a pair of Prismatic-Spherical-Spherical (PSS) serial chain configuration to create each leg as illustrated in Figure 9. By considering the leg in the front of the 3L-CPM, it is observed that two PSS serial chains located in the $X^{\prime} Z^{\prime}$ plane and reflect about the $Y^{\prime} Z^{\prime}$ plane. Based on Figure A1, the P-joint is oriented about the $X^{\prime \prime}$ axis $\left(\alpha_{1}=90^{\circ}\right)$ and $Z^{\prime \prime}$ axis $\left(\gamma_{1}=90^{\circ}\right)$ respectively to obtain the desired orientation. In addition, the two S-joints are oriented $45^{\circ}$ about their $Y^{\prime \prime}$ axes ( $\beta_{2}=\beta_{3}=45^{\circ}$ ) and the distance vector from each joint to the local frame $X^{\prime} Y^{\prime} Z^{\prime}$ at the moving end of the leg only consists of two components, i.e., $\mathbf{r}_{1}=\left\{r_{x_{1}}, 0, r_{z_{1}}\right\}, \mathbf{r}_{2}=\left\{r_{x_{2}}, 0, r_{z_{2}}\right\}$ and $\mathbf{r}_{3}=\left\{r_{x_{3}}, 0, r_{z_{3}}\right\}$. Subsequently, the compliance matrix of each flexure element is given as follows:

$$
\mathbf{C}_{1}^{e}=\left[\begin{array}{cccccc}
c_{11}^{P} & & & & &  \tag{38}\\
0 & c_{22}^{P} & & & \mathrm{SYM} & \\
0 & 0 & c_{33}^{P} & & & \\
0 & 0 & 0 & c_{44}^{P} & & \\
0 & 0 & c_{53}^{P} & 0 & c_{55}^{P} & \\
0 & c_{62}^{P} & 0 & 0 & 0 & c_{66}^{P}
\end{array}\right] \text {, and } \mathbf{C}_{2}^{e}=\mathbf{C}_{3}^{e}=\left[\begin{array}{cccccc}
c_{11}^{S} & & & & & \\
0 & c_{22}^{S} & & & & \mathrm{SYM} \\
0 & 0 & c_{33}^{S} & & & \\
0 & 0 & 0 & c_{44}^{S} & & \\
0 & 0 & c_{53}^{S} & 0 & c_{55}^{S} & \\
0 & c_{62}^{S} & 0 & 0 & 0 & c_{66}^{S}
\end{array}\right]
$$

where $c_{u v}^{P}$ and $c_{u v}^{S}$ (with $u, v=1,2, \ldots, 6$ ) are the components within the compliance matrices of the P-joints and S-joints, respectively.


Figure 9. Six-DOF 3L-CPM with two reflecting PSS chain in a leg modeled based on the design presented in [28].

In this design, the two symmetrical PSS serial chains have no offset distance. Hence, the offset matrices, $\mathbf{J}_{( \pm \Delta)}$, as shown in Equation (30), become identity matrices. By using Equations (9), (11) and (12) with the defined parameters, the compliance matrix of a serial flexure chain in the proposed leg, $\mathbf{C}^{s c}$, is written in Equation (39), and the result of each component is given in Appendix F.

$$
\mathbf{C}^{s c}=\left[\begin{array}{cccccc}
c_{11}^{s c} & & & & &  \tag{39}\\
c_{21}^{s c} & c_{22}^{s c} & & & S Y M & \\
c_{31}^{s c} & c_{32}^{s c} & c_{33}^{s c} & & & \\
c_{41}^{s c} & c_{42}^{s c} & c_{43}^{s c} & c_{44}^{s c} & & \\
c_{51}^{s c} & c_{52}^{s c} & c_{53}^{s c} & c_{54}^{s c} & c_{55}^{s c} & \\
c_{61}^{s c} & c_{62}^{s c} & 0 & 0 & 0 & c_{66}^{s c}
\end{array}\right]
$$

Based on the obtained $\mathbf{C}^{s c}$, the stiffness matrix of each leg, $\mathbf{K}^{l}$, can be calculated by Equation (28). It is realized that the form of $\mathbf{C}^{S C}$ in this design is different from the condition shown in Equation (31), as the flexure elements are not located in the $X Y$ plane ( $r_{z_{j}} \neq 0$ ) and the P-joint has a rotation about the $Y^{\prime \prime}$ axis $\left(\beta_{1} \neq 0\right)$. Therefore, even the offset distance between two serial flexure chains in each leg is zero $(\Delta=0)$, and the output motions of this 6-DOF 3L-CPM are coupled based on the results obtained from Section 4. Using a similar analysis, the 6-DOF 3L-CPM presented in Reference [31] also generates coupled motions.

### 5.5. Six-DOF 3L-CPM Synthesized by Constrained-Based Method

A 6-DOF 3L-CPM using double flexure chains configuration, as shown in Figure 10, was presented in Reference [42]. The construction of each leg contains two horizontal beam-type flexure elements at both sides and one vertical beam flexure at the center. This structure can be considered as a reflecting double chain about the $Y^{\prime} Z^{\prime}$ plane, where each serial flexure chain consists of one horizontal beam and a half of the vertical beam, as illustrated in Figure 10. Referring to Figure 2a, it is observed that the vertical beam ( $e_{2}$ ) has a rotation of $90^{\circ}$ about its $Z^{\prime \prime}$ axis $\left(\gamma_{2}=90^{\circ}\right)$ while the horizontal beam ( $e_{1}$ ) remains in its original orientation. In addition, the translations of $e_{1}$ and $e_{2}$ are represented by $\mathbf{r}_{1}=\left\{r_{x_{1}}, r_{y_{1}}, 0\right\}$ and $\mathbf{r}_{2}=\{0,0,0\}$, respectively, since the free end of $e_{2}$ coincides with the frame $X^{\prime} Y^{\prime} Z^{\prime}$ of the leg. The compliance matrices of two flexure elements in a serial flexure chain are given as follows:

$$
\mathbf{C}_{1}^{e}=\left[\begin{array}{cccccc}
c_{11}^{e_{1}} & & & & &  \tag{40}\\
0 & c_{22}^{e_{1}} & & & \text { SYM } & \\
0 & 0 & c_{31}^{e_{1}} & & & \\
0 & 0 & 0 & c_{44}^{e_{1}} & & \\
0 & 0 & c_{53}^{e_{1}} & 0 & c_{55}^{e_{1}} & \\
0 & c_{61}^{e_{1}} & 0 & 0 & 0 & c_{66}^{e_{1}}
\end{array}\right] \text {, and } \mathbf{C}_{2}^{e}=\left[\begin{array}{cccccc}
c_{11}^{e_{2}} & & & & \\
0 & c_{22}^{e_{2}} & & & \text { SYM } & \\
0 & 0 & c_{33}^{e_{2}} & & & \\
0 & 0 & 0 & c_{44}^{e_{2}} & & \\
0 & 0 & c_{53}^{e_{2}} & 0 & c_{55}^{e_{2}} & \\
0 & c_{62}^{e_{2}} & 0 & 0 & 0 & c_{66}^{e_{2}}
\end{array}\right]
$$



Figure 10. Six-DOF 3L-CPM modeled based on the design presented in [42].
Based on Equations (9), (11) and (12) and the defined parameters, the obtained compliance matrix of the serial flexure chain shown in Figure 10, $\mathbf{C}^{s c}$, is written as follows:

It is observed that the compliance matrix presented in Equation (41) matches the form expressed in Equation (31), and all flexure elements are distributed in the $X Y$ plane ( $\Delta=0$ and $\mathbf{J}_{( \pm \Delta)}$ become identity matrices). Note that, while $c_{54}^{s c}$ is zero, those nine essential non-diagonal components $\left(c_{31}^{s c}, c_{41}^{s c}, c_{51}^{s c}, c_{32}^{s c}, c_{42}^{s c}, c_{52}^{s c}, c_{63}^{s c}, c_{64}^{s c}\right.$, and $c_{65}^{s c}$ ) are zero and, thus, satisfy the special case proposed in this work. As a result, it shows that this design is able to produce fully decoupled motion. This can be demonstrated by the resulting diagonal matrix obtained by applying Equations (1) and (28) to analyze the stiffness property of the entire 3L-CPM. Several micro-scale 6-DOF 3L-CPMs which developed based on the same concept were proposed in Reference [43], and a variant of this design was presented in Reference [58].

### 5.6. Six-DOF 3L-CPM Synthesized by Optimization Method

A recent 6-DOF 3L-CPM synthesized by the structural optimization method [56] is shown in Figure 11. Its leg consists of two reflecting flexures about the $Y^{\prime} Z^{\prime}$ plane, and each flexure is constructed by a curved beam. Here, this curved beam can be considered as a series of straight beam-type flexure elements $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ with various orientations about their respective $Z^{\prime \prime}$ axes $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right)$, as illustrated in Figure 3a. Note that each beam-type flexure element has the compliance matrix in the form shown in Equation (10).


Figure 11. Six-DOF 3L-CPM synthesized by the structural optimization method.
In Figure 11, the translation of each flexure element can be represented by $\mathbf{r}_{e_{j}}=$ $\left\{r_{x_{j}}, r_{y_{j}}, 0\right\}$ (where $j=1,2, \ldots, n$ ) because all flexure elements are located in the $X Y$ plane. It is observed that the structure of this CPM matches the case shown in Figure 4, with zero offset distance between two reflecting serial flexure chains $(\Delta=0)$. Thus, this CPM is able to achieve full decoupling. Referring to the results in Reference [56], we can see that the stiffness matrix of this CPM has the form of a diagonal matrix, as shown in Equation (42), and its motion-decoupling capability was also demonstrated.

$$
\mathrm{C}=\left[\begin{array}{cccccl}
3.67 \times 10^{-5} & & & & &  \tag{42}\\
0 & 3.67 \times 10^{-5} & & & \text { SYM } & \\
0 & 0 & 9.70 \times 10^{-5} & & & \\
0 & 0 & 0 & 3.06 \times 10^{-2} & & \\
0 & 0 & 0 & 0 & 3.06 \times 10^{-2} & \\
0 & 0 & 0 & 0 & 0 & 3.47 \times 10^{-2}
\end{array}\right]
$$

### 5.7. Three-DOF Planar-Motion 3L-CPM Synthesized by Optimization Method

The three-legged configuration with double serial flexure chains within a leg is preferred in 3L-CPMs that were synthesized by the topological optimization method. Here, an optimized 3-DOF (X-Y- $\theta_{Z}$ ) planar motion 3L-CPM [53] shown in Figure 12a was analyzed to study its motion property. It is observed that each leg contains two reflecting flexure chains about the $Y^{\prime} Z^{\prime}$ plane, and each flexure chain has four beam-type flexure elements $\left(e_{1}, e_{2}, e_{3}\right.$, and $\left.e_{4}\right)$ connected together in a series. The thicker segments with each flexure chain are considered as rigid-body links in the stiffness analysis. With this 3L-CPM being a planar structure, the translation of each flexure element to the end effector is located in the $X Y$ plane, and there is no projection component $\left(r_{z_{j}}\right)$ in the $Z$ axis. By referring to Reference [53], the $6 \times 6$ stiffness matrix of the entire 3L-CPM is as follows:

$$
\mathbf{K}=\left[\begin{array}{cccccc}
2.0 \times 10^{4} & & & & &  \tag{43}\\
0 & 2.0 \times 10^{4} & & & \text { SYM } & \\
0 & 0 & 2.6 \times 10^{6} & & & \\
0 & -545 & 0 & 1.3 \times 10^{3} & & \\
545 & 0 & 0 & 0 & 1.3 \times 10^{3} & \\
0 & 0 & 0 & 0 & 0 & 12
\end{array}\right]
$$


(a)

(b)

Figure 12. Three-DOF $\left(X-Y-\theta_{Z}\right)$ 3L-CPM designed by using the optimization method (a) structure of a leg and (b) prototype built based on the design presented in [53].

From Figure 12a, we can see that the 3L-CPM has two reflecting flexure chains with no offset distance, so that, depending on the results presented in Section 4, its output motions are decoupled. However, Equation (43) suggests that this 3L-CPM will generate coupled motions, since there are two non-diagonal components. This result can be explained by the stiffness modeling used in Reference [53]; the compliance matrices of the leg were calculated at the local frame $X^{\prime} Y^{\prime} Z^{\prime}$ in the middle plane, while the stiffness matrix of the entire 3L-CPM was derived at the global frame $X Y Z$ (located at the center of the end effector) in the top plane, as illustrated in Figure 12b. That generates the translation components $D_{z_{j}}$ along the $Z$ axis in the translation matrices of the legs, as demonstrated in Equation (3), and creates the off-axis stiffness components within the final stiffness matrix. Similar designs presented in Reference [55] will also generate decoupled motions. If the global frame is attached at the middle plane of the end effector instead, the non-diagonal stiffness will be eliminated, and the 3L-CPM will have fully decoupled motion characteristic.

### 5.8. Three-DOF Spatial-Motion 3L-CPMs Synthesized by Optimization Method

Two designs of 3-DOF $\left(\theta_{X}-\theta_{Y}-Z\right)$ spatial-motion 3L-CPMs, as shown in Figure 13, were synthesized by the structural optimization method $[6,7]$. Here, the desired motions were generated by two reflecting beam-type flexure elements about the $Y^{\prime} Z^{\prime}$ plane in each leg. The design shown in Figure 13a has a small offset distance along the $Z$ axis $(\Delta \neq 0)$ between two flexure chains, as compared to the other design, which is shown in Figure 13b, where all flexure elements are located in the same $X Y$ plane $(\Delta=0)$.

$$
\begin{align*}
& \mathbf{C}_{a}=\left[\begin{array}{cccccl}
3.21 \times 10^{-8} & & & & & \\
0 & 3.21 \times 10^{-8} & & & \text { SYM } & \\
0 & 0 & 8.98 \times 10^{-5} & & & \\
-3.31 \times 10^{-6} & 7.84 \times 10^{-8} & 0 & 3.05 \times 10^{-2} & & \\
-7.84 \times 10^{-8} & -3.31 \times 10^{-6} & 0 & 0 & 3.05 \times 10^{-2} & \\
0 & 0 & 4.28 \times 10^{-6} & 0 & 0 & 1.50 \times 10^{-4}
\end{array}\right]  \tag{44}\\
& \mathrm{C}_{b}=\left[\begin{array}{cccccc}
5.53 \times 10^{-8} & & & & & \\
0 & 5.53 \times 10^{-8} & & & \mathrm{SYM} & \\
0 & 0 & 1.99 \times 10^{-4} & & & \\
0 & 0 & 0 & 1.32 \times 10^{-1} & & \\
0 & 0 & 0 & 0 & 1.32 \times 10^{-1} & \\
0 & 0 & 0 & 0 & 0 & 2.33 \times 10^{-4}
\end{array}\right] \tag{45}
\end{align*}
$$



Figure 13. Three-DOF $\left(\theta_{X}-\theta_{Y}-Z\right)$ 3L-CPMs designed by structural optimization method (a) with offset distance and (b) without offset distance between two flexure chains in a leg [63].

For the 3L-CPM with $\Delta \neq 0$, as shown in Figure 13a, the results presented in Reference [6] agree with the findings described in Section 4, where its compliance matrix, $\mathbf{C}_{a}$, has five non-diagonal components, as derived theoretically in Equation (44). For the other 3L-CPM with $\Delta=0$, as shown in Figure 13b [7], the compliance matrix, $\mathbf{C}_{b}$, only has diagonal components, as demonstrated theoretically in Equation (45). In summary, the motion property of 3L-CPMs having two reflecting flexure chains in a leg was demonstrated. The 3L-CPM having an offset distance in the $Z$ axis between two flexure chains will generate coupled motions, while the other having both flexure chains located in the same plane will generate decoupled motions.

## 6. Discussion

In order to deliver fully decoupled motion, a 3L-CPM must have a $6 \times 6$ diagonal stiffness/compliance matrix whereby all non-diagonal components are zero. Due to the property of the parallel architecture, the stiffness matrix of a 3L-CPM can be calculated based on the stiffness matrices of its legs. However, the stiffness matrix of each leg cannot be derived directly, since it can be constructed by one or two serial chains; each is formed by a number of flexure elements and rigid links, and, thus, its characteristic is defined by the compliance. Due to the challenges in converting between the stiffness and compliance matrices, existing 3L-CPMs failed to analyze their motion property analytically. To overcome this limitation and, most importantly, for designing a 3L-CPM to obtain a full-decoupled motion characteristic, the conditions for the compliance matrix of the single serial flexure chain, i.e., Equation (13), and for the compliance matrix of the double serial flexure chains, i.e., Equation (31), are provided in this work. A short review of various state-of-the-art 3L-CPMs presented in Section 5 showed that the conditions of the compliance matrix can be used to identify the motion property of these 3L-CPMs. In order to satisfy these conditions, analytical analyses show that every flexure element within each leg must be located in the global $X Y$ plane with only two orientations $\left(0^{\circ}\right.$ and $\left.90^{\circ}\right)$ about its local $X^{\prime \prime}$ axis, as illustrated in Figure 3, and the offset distance along the Z axis between two serial flexure chains, as shown in Figure 4, must be zero $(\Delta=0)$. In other words, these design criteria can be used to synthesize a 3L-CPM that aims to achieve fully decoupled motion capability. Moreover, the findings in this work are applicable to any synthesis method, e.g., traditional pseudo-rigid-body model, constraint-based and topology/structural optimization methods, etc. Consequently, these design criteria and conditions for the compliance matrices of the flexure chains can be used as the fundamental design guidelines for the syntheses of 3L-CPMs to achieve desired motion property that can be either decoupled or coupled.

As the 3L-CPM plays an important role in precise motion systems, the motion decoupling capability needs to be clearly defined in the design process to make the control simpler and the output motions more accurate as well. Based on the literature, several compliant systems which are capable of producing precise motions with a simple control method, due to the defined motion characteristics of their compliant structures, have been developed. In particular, the 3-DOF spatial-motion $\left(\theta_{X}-\theta_{Y}-Z\right)$ manipulator [6,7] and the flexure-based electromagnetic nano-positioning actuator [3] are able to produce a large workspace with high resolutions, using simple open-loop control systems. Moreover, 3LCPMs with decoupled motions can also be applied to design micro-fabrication systems, e.g., the flexural spindle head in a micro drilling machine tool [11,12], the motion stage in a micro milling system [13], and the flexural stage to adjust the angles of mirror in advanced three-dimensional fabrication methods [14,15]. In addition, the benefits offered by decoupled 3L-CPMs have been recently exploited in biomedical applications, such as the flexural micro-dissection device [10]. Since the application range of decoupled-motion 3L-CPMs has been increasing, it can be said that the fundamental criteria for synthesizing 3L-CPMs with fully decoupled motions and the motion property of some existing designs presented in this paper are an important background for developing advanced flexure-based systems.

## 7. Conclusions

This paper presented the fundamental design criteria for synthesizing any 3L-CPM with fully decoupled motion capability regardless of the targeted DOF. The stiffness characteristics of a 3L-CPM were analytically modeled. The derived criteria suggested that the flexure elements in each leg must be distributed in the same plane with the end effector of the 3L-CPM in order to fulfill the decoupled motions requirements. In the case where each leg contains two parallel reflecting flexure chains, such requirements are valid if both flexure chains are located in the same plane with no offset distance. To demonstrate the effectiveness of the design criteria and conditions obtained from this work, several state-of-the-art 3L-CPMs were analyzed for their stiffness characteristics and compared with these criteria. The presented cases show that the proposed design criteria can be applied to accurately determine the motion characteristics of any 3L-CPM through the analysis of its stiffness/compliance matrix; only 3L-CPMs having diagonal stiffness/compliance matrices are able to achieve fully decoupled motions. Findings from this work can be used to define the motion property of any form of 3L-CPM during the design process.

In this paper, only some special solutions were considered to make the non-diagonal components within the stiffness/compliance matrix of a 3L-CPM equal to zero; there could be other solutions that need to be explored. Future work will focus on investigating more general design criteria for synthesizing any CPMs with desired DOF and motion property.
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## Appendix A. Stiffness Characteristics of Some Common Types of Flexure Element

Referring to References [22,57], some popular flexure elements have the same compliance matrix form as expressed in Equation (10) and are shown in Figure A1. They can be revolute hinge; thin beam, as illustrated in Figure 2; and also can be some other forms, such
as spherical joint (Figure A1a) or prismatic joint (linear spring), as shown in Figure A1b. The notch of spherical joint can have a circular or square cross-sectional area, while the linear spring can be constructed by four notch hinges or a pair of cantilever beams.


Figure A1. Flexure elements: (a) spherical joint and (b) linear spring.

## Appendix B. Conditions of the Leg's Compliance Matrix for Decoupled Motions

The results of the inversion of Equation (8) are written as follows:

The expression of each component in $\mathbf{C}^{l}$ is given as follows:

$$
\begin{align*}
& c_{31}^{l}=\frac{1}{\xi}\left(k_{22}^{l} k_{61}^{l}-k_{21}^{l} k_{62}^{l}\right)\left[k_{64}^{l}\left(k_{53}^{l} k_{54}^{l}-k_{43}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{44}^{l} k_{53}^{l}+k_{43}^{l} k_{54}^{l}\right)\right]  \tag{A2}\\
& c_{41}^{l}=-\frac{1}{\xi}\left(k_{22}^{l} k_{61}^{l}-k_{21}^{l} k_{62}^{l}\right)\left[k_{64}^{l}\left(\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)\right]  \tag{A3}\\
& c_{51}^{l}=-\frac{1}{\xi}\left(k_{22}^{l} k_{61}^{l}-k_{21}^{l} k_{62}^{l}\right)\left[k_{64}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)+k_{65}^{l}\left(\left(k_{43}^{l}\right)^{2}-k_{33}^{l} k_{44}^{l}\right)\right]  \tag{A4}\\
& c_{32}^{l}=-\frac{1}{\xi}\left(k_{21}^{l} k_{61}^{l}-k_{11}^{l} k_{62}^{l}\right)\left[k_{64}^{l}\left(k_{53}^{l} k_{54}^{l}-k_{43}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{44}^{l} k_{53}^{l}+k_{43}^{l} k_{54}^{l}\right)\right]  \tag{A5}\\
& c_{42}^{l}=\frac{1}{\xi}\left(k_{21}^{l} k_{61}^{l}-k_{11}^{l} k_{62}^{l}\right)\left[k_{64}^{l}\left(\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)\right]  \tag{A6}\\
& c_{52}^{l}=\frac{1}{\xi}\left(k_{21}^{l} k_{61}^{l}-k_{11}^{l} k_{62}^{l}\right)\left[k_{64}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)+k_{65}^{l}\left(\left(k_{43}^{l}\right)^{2}-k_{33}^{l} k_{44}^{l}\right)\right]  \tag{A7}\\
& c_{63}^{l}=\frac{1}{\xi}\left(\left(k_{21}^{l}\right)^{2}-k_{11}^{l} k_{22}^{l}\right)\left[k_{64}^{l}\left(k_{53}^{l} k_{54}^{l}-k_{43}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{44}^{l} k_{53}^{l}+k_{43}^{l} k_{54}^{l}\right)\right]  \tag{A8}\\
& c_{64}^{l}=-\frac{1}{\xi}\left(\left(k_{21}^{l}\right)^{2}-k_{11}^{l} k_{22}^{l}\right)\left[k_{64}^{l}\left(\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)\right]  \tag{A9}\\
& c_{65}^{l}=-\frac{1}{\xi}\left(\left(k_{21}^{l}\right)^{2}-k_{11}^{l} k_{22}^{l}\right)\left[k_{64}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)+k_{65}^{l}\left(\left(k_{43}^{l}\right)^{2}-k_{33}^{l} k_{44}^{l}\right)\right] \tag{A10}
\end{align*}
$$

$$
\left.\begin{array}{c}
c_{21}^{l}=\frac{1}{\xi}\left\{-k_{21}^{l}\left(k_{53}^{l}\right)^{2}\left(k_{64}^{l}\right)^{2}+2 k_{43}^{l} k_{53}^{l}\left(k_{54}^{l} k_{61}^{l} k_{62}^{l}+k_{21}^{l} k_{64}^{l} k_{65}^{l}-k_{21}^{l} k_{54}^{l} k_{66}^{l}\right)-\right. \\
\left(k_{43}^{l}\right)^{2}\left(k_{55}^{l} k_{61}^{l} k_{62}^{l}+k_{21}^{l}\left(k_{65}^{l}\right)^{2}-k_{21}^{l} k_{55}^{l} k_{66}^{l}\right)+ \\
k_{33}^{l}\left[k_{21}^{l} k_{55}^{l}\left(k_{64}^{l}\right)^{2}+k_{54}^{l}\left(-k_{54}^{l} k_{61}^{l} k_{62}^{l}-k_{21}^{l} k_{64}^{l} k_{65}^{l}+k_{21}^{l} k_{54}^{l} k_{66}^{l}\right)\right]+ \\
\left.k_{44}^{l}\left[\left(k_{53}^{l}\right)^{2}\left(-k_{61}^{l} k_{62}^{l}+k_{21}^{l} k_{66}^{l}\right)+k_{33}^{l}\left(k_{55}^{l} k_{61}^{l} k_{62}^{l}+k_{21}^{l}\left(k_{65}^{l}\right)^{2}-k_{21}^{l} k_{55}^{l} k_{66}^{l}\right)\right]\right\} \\
c_{61}^{l}=\frac{1}{\xi}\left\{\left[-2 k_{43}^{l} k_{53}^{l} k_{54}^{l}+k_{33}^{l}\left(k_{54}^{l}\right)^{2}+\left(k_{43}^{l}\right)^{2} k_{55}^{l}+k_{44}^{l}\left(\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right)\right]\left(k_{22}^{l} k_{61}^{l}-k_{21}^{l} k_{62}^{l}\right)\right\} \\
c_{43}^{l}=\frac{1}{\xi}\left\{2 k_{21}^{l}\left(k_{53}^{l} k_{54}^{l}-k_{43}^{l} k_{55}^{l}\right) k_{61}^{l} k_{62}^{l}+k_{11}^{l}\left(-k_{53}^{l}+k_{33}^{l}\left(k_{54}^{l}\right)^{2}+\left(k_{43}^{l}\right)^{2} k_{55}^{l}+k_{44}^{l}\left(\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right)\right]\left(k_{62}^{l}\right)^{2}+\right. \\
\left.\left.c_{21}^{l} k_{61}^{l}-k_{11}^{l} k_{62}^{l}\right)\right\}
\end{array}\right\}
$$

where we have the following:

$$
\begin{align*}
\xi & =-2 k_{21}^{l}\left\{-2 k_{43}^{l} k_{53}^{l} k_{54}^{l}+k_{33}^{l}\left(k_{54}^{l}\right)^{2}+\left(k_{43}^{l}\right)^{2} k_{55}^{l}+k_{44}^{l}\left[\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right]\right\} k_{61}^{l} k_{62}^{l}+ \\
& k_{11}^{l}\left\{-2 k_{43}^{l} k_{53}^{l} k_{54}^{l}+k_{33}^{l}\left(k_{54}^{l}\right)^{2}+\left(k_{43}^{l}\right)^{2} k_{55}^{l}+k_{44}^{l}\left[\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right]\right\}\left(k_{62}^{l}\right)^{2}+ \\
& \left(k_{21}^{l}\right)^{2}\left\{\left(k_{53}^{l}\right)^{2}\left[-\left(k_{64}^{l}\right)^{2}+k_{44}^{l} k_{66}^{l}\right]+2 k_{43}^{l} k_{53}^{l}\left(k_{64}^{l} k_{65}^{l}-k_{54}^{l} k_{66}^{l}\right)+\left(k_{43}^{l}\right)^{2}\left[-\left(k_{65}^{l}\right)^{2}+k_{55}^{l} k_{66}^{l}\right]+\right. \\
& \left.k_{33}^{l}\left[k_{55}^{l}\left(k_{64}^{l}\right)^{2}-2 k_{54}^{l} k_{64}^{l} k_{65}^{l}+k_{44}^{l}\left(k_{65}^{l}\right)^{2}+\left(k_{54}^{l}\right)^{2} k_{66}^{l}-k_{44}^{l} k_{55}^{l} k_{66}^{l}\right]\right\}+  \tag{A16}\\
& k_{22}^{l}\left\{k_{11}^{l}\left(k_{53}^{l}\right)^{2}\left(k_{64}^{l}\right)^{2}-2 k_{43}^{l} k_{53}^{l}\left[k_{54}^{l}\left(k_{61}^{l}\right)^{2}+k_{11}^{l} k_{64}^{l} k_{65}^{l}-k_{11}^{l} k_{54}^{l} k_{66}^{l}\right]+\right. \\
& \left(k_{43}^{l}\right)^{2}\left[k_{55}^{l}\left(k_{61}^{l}\right)^{2}+k_{11}^{l}\left(k_{65}^{l}\right)^{2}-k_{11}^{l} k_{55}^{l} k_{66}^{l}\right]+ \\
& k_{33}^{l}\left[-k_{11}^{l} k_{55}^{l}\left(k_{64}^{l}\right)^{2}+k_{54}^{l}\left(k_{54}^{l}\left(k_{61}^{l}\right)^{2}+2 k_{11}^{l} k_{64}^{l} k_{65}^{l}-k_{11}^{l} k_{54}^{l} k_{66}^{l}\right)\right]+ \\
& \left.k_{44}^{l}\left[\left(k_{53}^{l}\right)^{2}\left(\left(k_{61}^{l}\right)^{2}-k_{11}^{l} k_{66}^{l}\right)-k_{33}^{l}\left(k_{55}^{l}\left(k_{61}^{l}\right)^{2}+k_{11}^{l}\left(k_{65}^{l}\right)^{2}-k_{11}^{l} k_{55}^{l} k_{66}^{l}\right)\right]\right\}
\end{align*}
$$

The form of $\mathbf{C}^{l}$ needs to be specified as a standard for the design process of decoupledmotion 3L-CPMs. It is observed that the expressions of seven compliance components $\left(c_{31}^{l}, c_{32}^{l}, c_{41}^{l}, c_{42}^{l}, c_{51}^{l}, c_{52}^{l}\right.$, and $\left.c_{63}^{l}\right)$ corresponding to the seven zero-components in the stiffness matrix have similar forms as shown in Equations (A2) to (A8). In this paper, these seven compliance components are required to be zeros, so that the form of the
leg's compliance matrix will be the same with its stiffness matrix. This special form offers simplicity during the design process and can be used as the standard to define the decoupled-motion capability of various 3L-CPMs. The requirements to make the seven compliance components equal to zeros are written in Equation (A17).

$$
\left\{\begin{array} { l } 
{ k _ { 2 2 } ^ { l } k _ { 6 1 } ^ { l } - k _ { 2 1 } ^ { l } k _ { 6 2 } ^ { l } = 0 }  \tag{A17}\\
{ k _ { 2 1 } ^ { l } k _ { 6 1 } ^ { l } - k _ { 1 1 } ^ { l } k _ { 6 2 } ^ { l } = 0 } \\
{ ( k _ { 2 1 } ^ { l } ) ^ { 2 } - k _ { 1 1 } ^ { l } k _ { 2 2 } ^ { l } = 0 }
\end{array} \quad \text { or } \left\{\begin{array}{l}
k_{64}^{l}\left(k_{53}^{l} k_{54}^{l}-k_{43}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{44}^{l} k_{53}^{l}+k_{43}^{l} k_{54}^{l}\right)=0 \\
k_{64}^{l}\left(\left(k_{53}^{l}\right)^{2}-k_{33}^{l} k_{55}^{l}\right)+k_{65}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{54}^{l}\right)=0 \\
k_{64}^{l}\left(-k_{43}^{l} k_{53}^{l}+k_{33}^{l} k_{44}^{l}\right)+k_{65}^{l}\left(\left(k_{43}^{l}\right)^{2}-k_{33}^{l} k_{44}^{l}\right)=0
\end{array}\right.\right.
$$

As the diagonal components in the stiffness matrix are always non-zeros, while the non-diagonal components can be zeros or non-zeros, the non-diagonal components are considered as unknowns, and the diagonal ones are parameters. In the first set of equations, one of the first two equations can be redundant. The answers to the first set of equations are as follows:

$$
\left\{\begin{array}{l}
k_{21}^{l}= \pm \sqrt{k_{11}^{l} k_{22}^{l}}  \tag{A18}\\
k_{61}^{l}= \pm \sqrt{\frac{k_{11}^{l}}{k_{22}^{l}} k_{62}^{l}}
\end{array}\right.
$$

The second set of equations contain three equations with five unknowns, so that there could be many solutions. Here, two simple solutions are proposed, and their answers are given as follows:

$$
\left\{\begin{array} { l } 
{ k _ { 6 4 } ^ { l } = 0 }  \tag{A19}\\
{ k _ { 6 5 } ^ { l } = 0 }
\end{array} \text { or } \left\{\begin{array} { l } 
{ k _ { 5 3 } ^ { l } k _ { 5 4 } ^ { l } - k _ { 4 3 } ^ { l } k _ { 5 5 } ^ { l } = 0 } \\
{ - k _ { 4 4 } ^ { l } k _ { 5 3 } ^ { l } + k _ { 4 3 } ^ { l } k _ { 5 4 } ^ { l } = 0 } \\
{ ( k _ { 5 3 } ^ { l } ) ^ { 2 } - k _ { 3 3 } ^ { l } k _ { 5 5 } ^ { l } = 0 } \\
{ - k _ { 4 3 } ^ { l } k _ { 5 3 } ^ { l } + k _ { 3 3 } ^ { l } k _ { 5 4 } ^ { l } = 0 } \\
{ ( k _ { 4 3 } ^ { l } ) ^ { 2 } - k _ { 3 3 } ^ { l } k _ { 4 4 } ^ { l } = 0 }
\end{array} \Leftrightarrow \left\{\begin{array} { l } 
{ k _ { 6 4 } ^ { l } = 0 } \\
{ k _ { 6 5 } ^ { l } = 0 }
\end{array} \text { or } \left\{\begin{array}{l}
k_{43}^{l}= \pm \sqrt{k_{33}^{l} l_{44}^{l}} \\
k_{53}^{l}= \pm \sqrt{k_{33}^{l} l_{55}^{l}} \\
k_{54}^{l}= \pm \sqrt{k_{44}^{l} k_{55}^{l}}
\end{array}\right.\right.\right.\right.
$$

## Appendix C. Inversion of the Compliance Matrix of a Leg in a Typical

 Decoupled-Motion 3L-CPM$$
\begin{align*}
& k_{11}^{l}=\frac{\left(c_{62}^{l}\right)^{2}-c_{22}^{l} c_{66}^{l}}{c_{22}^{l}\left(c_{61}^{l}\right)^{2}-2 c_{21}^{l} c_{61}^{l} c_{62}^{l}+c_{11}^{l}\left(c_{62}^{l}\right)^{2}+\left(c_{21}^{l}\right)^{2} c_{66}^{l}-c_{11}^{l} l_{22}^{l} c_{66}^{l}}  \tag{A20}\\
& k_{21}^{l}=\frac{-c_{61}^{l} c_{62}^{l}+c_{21}^{l} c_{66}^{l}}{-2 c_{21}^{l} c_{61}^{l} c_{62}^{l}+c_{11}^{l}\left(c_{62}^{l}\right)^{2}+\left(c_{21}^{l}\right)^{2} c_{66}^{l}+c_{22}^{l}\left[\left(c_{61}^{l}\right)^{2}-c_{11}^{l} c_{66}^{l}\right]}  \tag{A21}\\
& k_{61}^{l}=\frac{c_{22}^{l} c_{61}^{l}-c_{21}^{l} c_{62}^{l}}{c_{22}^{l}\left(c_{61}^{l}\right)^{2}-2 c_{21}^{l} c_{61}^{l} c_{62}^{l}+c_{11}^{l}\left(c_{62}^{l}\right)^{2}+\left(c_{21}^{l}\right)^{2} c_{66}^{l}-c_{11}^{l} l_{22} c_{66}^{l}}  \tag{A22}\\
& k_{22}^{l}=\frac{\left(c_{61}^{l}\right)^{2}-c_{11}^{l} c_{66}^{l}}{c_{22}^{l}\left(c_{61}^{l}\right)^{2}-2 c_{21}^{l} c_{61}^{l} c_{62}^{l}+c_{11}^{l}\left(c_{62}^{l}\right)^{2}+\left(c_{21}^{l}\right)^{2} c_{66}^{l}-c_{11}^{l} l_{22}^{l} c_{66}^{l}}  \tag{A23}\\
& k_{62}^{l}=\frac{-c_{21}^{l} c_{61}^{l}+c_{11}^{l} c_{62}^{l}}{-2 c_{21}^{l} c_{61}^{l} c_{62}^{l}+c_{11}^{l}\left(c_{62}^{l}\right)^{2}+\left(c_{21}^{l}\right)^{2} c_{66}^{l}+c_{22}^{l}\left[\left(c_{61}^{l}\right)^{2}-c_{11}^{l} c_{66}^{l}\right]} \tag{A24}
\end{align*}
$$

$$
\begin{align*}
& k_{33}^{l}=\frac{\left(c_{54}^{l}\right)^{2}-c_{44}^{l} c_{55}^{l}}{c_{44}^{l}\left(c_{53}^{l}\right)^{2}-2 c_{43}^{l} c_{53}^{l} c_{54}^{l}+c_{33}^{l}\left(c_{54}^{l}\right)^{2}+\left(c_{43}^{l}\right)^{2} c_{55}^{l}-c_{33}^{l} l_{44}^{l} c_{55}^{l}}  \tag{A25}\\
& k_{43}^{l}=\frac{-c_{53}^{l} c_{54}^{l}+c_{43}^{l} c_{55}^{l}}{-2 c_{43}^{l} c_{53}^{l} c_{54}^{l}+c_{33}^{l}\left(c_{54}^{l}\right)^{2}+\left(c_{43}^{l}\right)^{2} c_{55}^{l}+c_{44}^{l}\left[\left(c_{53}^{l}\right)^{2}-c_{33}^{l} c_{55}^{l}\right]}  \tag{A26}\\
& k_{53}^{l}=\frac{c_{44}^{l} c_{53}^{l}-c_{43}^{l} c_{54}^{l}}{c_{44}^{l}\left(c_{53}^{l}\right)^{2}-2 c_{43}^{l} c_{53}^{l} c_{54}^{l}+c_{33}^{l}\left(c_{54}^{l}\right)^{2}+\left(c_{43}^{l}\right)^{2} c_{55}^{l}-c_{33}^{l} c_{44}^{l} c_{55}^{l}}  \tag{A27}\\
& k_{44}^{l}=\frac{\left(c_{53}^{l}\right)^{2}-c_{33}^{l} c_{55}^{l}}{c_{44}^{l}\left(c_{53}^{l}\right)^{2}-2 c_{43}^{l} c_{53}^{l} c_{54}^{l}+c_{33}^{l}\left(c_{54}^{l}\right)^{2}+\left(c_{43}^{l}\right)^{2} c_{55}^{l}-c_{33}^{l} l_{44}^{l} c_{55}^{l}}  \tag{A28}\\
& k_{54}^{l}=\frac{-c_{43}^{l} c_{53}^{l}+c_{33}^{l} l_{54}^{l}}{-2 c_{43}^{l} c_{53}^{l} c_{54}^{l}+c_{33}^{l}\left(c_{54}^{l}\right)^{2}+\left(c_{43}^{l}\right)^{2} c_{55}^{l}+c_{44}^{l}\left[\left(c_{53}^{l}\right)^{2}-c_{33}^{l} c_{55}^{l}\right]}  \tag{A29}\\
& k_{55}^{l}=\frac{\left(c_{43}^{l}\right)^{2}-c_{33}^{l} c_{44}^{l}}{c_{44}^{l}\left(c_{53}^{l}\right)^{2}-2 c_{43}^{l} c_{53}^{l} c_{54}^{l}+c_{33}^{l}\left(c_{54}^{l}\right)^{2}+\left(c_{43}^{l}\right)^{2} c_{55}^{l}-c_{33}^{l} c_{44}^{l} c_{55}^{l}}  \tag{A30}\\
& k_{66}^{l}=\frac{\left(c_{21}^{l}\right)^{2}-c_{11}^{l} c_{22}^{l}}{c_{22}^{l}\left(c_{61}^{l}\right)^{2}-2 c_{21}^{l} c_{61}^{l} c_{62}^{l}+c_{11}^{l}\left(c_{62}^{l}\right)^{2}+\left(c_{21}^{l}\right)^{2} c_{66}^{l}-c_{11}^{l} l_{22}^{l} c_{66}^{l}} \tag{A31}
\end{align*}
$$

## Appendix D. Compliance Matrix of a Leg in 3RRR- and 3PRR-3L-CPMs

$$
\begin{gather*}
c_{11}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left[c_{11}^{e_{j}}+c_{22}^{e_{j}}+2 c_{66}^{e_{j}} r_{y_{j}}^{2}+\left(c_{11}^{e_{j}}-c_{22}^{e_{j}}\right) \cos 2 \gamma_{j}+4 c_{62}^{c_{j}} r_{y_{j}} \sin \gamma_{j}\right]  \tag{A32}\\
c_{21}^{l}=\sum_{j=1}^{3}\left\{-c_{66}^{e_{j}} r_{x_{j}} r_{y_{j}}-c_{62}^{e_{j}} r_{x_{j}} \sin \gamma_{j}+\cos \gamma_{j}\left[-c_{62}^{e_{j}} r_{y_{j}}+\left(c_{11}^{e_{j}}-c_{22}^{e_{j}}\right) \sin \gamma_{j}\right]\right\}  \tag{A33}\\
c_{61}^{l}=\sum_{j=1}^{3}\left(-c_{66}^{e_{j}} r_{y_{j}}-c_{62}^{e_{j}} \sin \gamma_{j}\right)  \tag{A34}\\
c_{22}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left[c_{11}^{e_{j}}+c_{22}^{e_{j}}+2 c_{66}^{e_{j}} r_{x_{j}}^{2}+4 c_{62}^{e_{j}} r_{x_{j}} \cos \gamma_{j}+\left(-c_{11}^{e_{j}}+c_{22}^{e_{j}}\right) \cos 2 \gamma_{j}\right]  \tag{A35}\\
c_{62}^{l}=\sum_{j=1}^{3}\left(c_{66}^{e_{j}} c_{x_{j}}+c_{62}^{e_{j}} \cos \gamma_{j}\right)  \tag{A36}\\
c_{33}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left\{2 c_{33}^{e_{j}}+\left(c_{44}^{e_{j}}+c_{55}^{e_{j}}\right)\left(r_{x_{j}}^{2}+r_{y_{j}}^{2}\right)-\left(c_{44}^{e_{j}}-c_{55}^{e_{j}}\right)\left(r_{x_{j}}-r_{y_{j}}\right)\left(r_{x_{j}}+r_{y_{j}}\right) \cos 2 \gamma_{j}-\right.  \tag{A37}\\
\left.4 c_{53}^{e_{5}} r_{y_{j}} \sin \gamma_{j}-4 r_{x_{j}} \cos \gamma_{j}\left[c_{53}^{e_{j}}+\left(c_{44}^{e_{j}}-c_{55}^{e_{j}}\right) r_{y_{j}} \sin \gamma_{j}\right]\right\} \\
c_{43}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left[\left(c_{44}^{e_{j}}+c_{55}^{e_{j}}\right) r_{y_{j}}-2 c_{53}^{e_{j}} \sin \gamma_{j}+\left(\frac{c_{4}^{e_{j}}}{c_{44}}-c_{55}^{e_{j}}\right)\left(r_{y_{j}} \cos 2 \gamma_{j}-r_{x_{j}} \sin 2 \gamma_{j}\right)\right] \tag{A38}
\end{gather*}
$$

$$
\begin{gather*}
c_{53}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left[-\left(c_{44}^{e_{j}}+c_{55}^{e_{j}}\right) r_{x_{j}}+2 c_{53}^{e_{j}} \cos \gamma_{j}+\left(c_{44}^{e_{j}}-c_{55}^{e_{j}}\right)\left(r_{x_{j}} \cos 2 \gamma_{j}+r_{y_{j}} \sin 2 \gamma_{j}\right)\right]  \tag{A39}\\
c_{44}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left[c_{44}^{e_{j}}+c_{55}^{e_{j}}+\left(c_{44}^{e_{j}}-c_{55}^{e_{j}}\right) \cos 2 \gamma_{j}\right]  \tag{A40}\\
c_{54}^{l}=\sum_{j=1}^{3}\left[\left(c_{44}^{e_{j}}-c_{55}^{e_{j}}\right) \cos \gamma_{j} \sin \gamma_{j}\right]  \tag{A41}\\
c_{55}^{l}=\frac{1}{2} \sum_{j=1}^{3}\left[c_{44}^{e_{j}}+c_{55}^{e_{j}}+\left(-c_{44}^{e_{j}}+c_{55}^{e_{j}}\right) \cos 2 \gamma_{j}\right]  \tag{A42}\\
c_{66}^{l}=\sum_{j=1}^{3}\left(c_{66}^{e_{j}}\right) \tag{A43}
\end{gather*}
$$

Appendix E. Components in the Compliance Matrix of a Leg in the 3-DOF ( $X-Y-Z$ ) 3PRPR-3L-CPM

$$
\begin{align*}
& c_{11}^{l}=2 c_{33}^{R}-2 c_{53}^{R} r_{y_{2}}+c_{55}^{R} r_{y_{2}}^{2}+c_{66}^{P}\left(r_{y_{1}}^{2}+r_{y_{3}}^{2}\right)+c_{44}^{R} r_{z_{2}}^{2}+\left(c_{11}^{P}+c_{55}^{P} r_{z_{1}}^{2}\right) \cos ^{2} \gamma_{1}+\left(c_{11}^{P}+c_{55}^{P} r_{z_{3}}^{2}\right) \cos ^{2} \gamma_{3}+  \tag{A44}\\
& \sin \gamma_{1}\left[2 c_{62}^{P} r_{y_{1}}+\left(c_{22}^{P}+c_{44}^{P} r_{z_{1}}^{2}\right) \sin \gamma_{1}\right]+2 c_{62}^{P} r_{y_{3}} \sin \gamma_{3}+\left(c_{22}^{P}+c_{44}^{P} r_{z_{3}}^{2}\right) \sin ^{2} \gamma_{3} \\
& c_{21}^{l}=r_{x_{2}}\left(c_{53}^{R}-c_{55}^{R} r_{y_{2}}\right)-c_{66}^{P}\left(r_{x_{1}} r_{y_{1}}+r_{x_{3}} r_{y_{3}}\right)+\cos \gamma_{1}\left\{-c_{62}^{P} r_{y_{1}}+\left[c_{11}^{P}-c_{22}^{P}+\left(-c_{44}^{P}+c_{55}^{P}\right) r_{z_{1}}^{2}\right] \sin \gamma_{1}\right\}-  \tag{A45}\\
& c_{62}^{P}\left(r_{x_{1}} \sin \gamma_{1}+r_{x_{3}} \sin \gamma_{3}\right)+\cos \gamma_{3}\left\{-c_{62}^{P} r_{y_{3}}+\left[c_{11}^{P}-c_{22}^{P}+\left(-c_{44}^{P}+c_{55}^{P}\right) r_{z_{3}}^{2}\right] \sin \gamma_{3}\right\} \\
& c_{31}^{l}=-c_{44}^{R} r_{x_{2}} r_{z_{2}}-c_{55}^{P} r_{x_{1}} r_{z_{1}} \cos ^{2} \gamma_{1}-c_{55}^{P} r_{x_{3}} r_{z_{3}} \cos ^{2} \gamma_{3}+r_{z_{1}} \cos \gamma_{1}\left[c_{53}^{P}+\left(c_{44}^{P}-c_{55}^{P}\right) r_{y_{1}} \sin \gamma_{1}\right]+  \tag{A46}\\
& r_{z_{3}} \cos \gamma_{3}\left[c_{53}^{P}+\left(c_{44}^{P}-c_{55}^{P}\right) r_{y_{3}} \sin \gamma_{3}\right]-c_{44}^{P}\left(r_{x_{1}} r_{z_{1}} \sin ^{2} \gamma_{1}+r_{x_{3}} r_{z_{3}} \sin ^{2} \gamma_{3}\right) \\
& c_{41}^{l}=\left(c_{44}^{P}-c_{55}^{P}\right)\left(r_{z_{1}} \cos \gamma_{1} \sin \gamma_{1}+r_{z_{3}} \cos \gamma_{3} \sin \gamma_{3}\right)  \tag{A47}\\
& c_{51}^{l}=c_{44}^{R} r_{z_{2}}+c_{55}^{P} r_{z_{1}} \cos ^{2} \gamma_{1}+c_{55}^{P} r_{z_{3}} \cos ^{2} \gamma_{3}+c_{44}^{P} r_{z_{1}} \sin ^{2} \gamma_{1}+c_{44}^{P} r_{z_{3}} \sin ^{2} \gamma_{3}  \tag{A48}\\
& c_{61}^{l}=2 c_{53}^{R}-c_{55}^{R} r_{y_{2}}-c_{66}^{P}\left(r_{y_{1}}+r_{y_{3}}\right)-c_{62}^{P}\left(\sin \gamma_{1}+\sin \gamma_{3}\right)  \tag{A49}\\
& c_{22}^{l}=2 c_{11}^{R}+c_{55}^{R} r_{x_{2}}^{2}+c_{66}^{P}\left(r_{x_{1}}^{2}+r_{x_{3}}^{2}\right)+c_{66}^{R} r_{z_{2}}^{2}+2 c_{62}^{P} r_{x_{1}} \cos \gamma_{1}+\left(c_{22}^{P}+c_{44}^{P} r_{z_{1}}^{2}\right) \cos ^{2} \gamma_{1}+2 c_{62}^{P} r_{x_{3}} \cos \gamma_{3}+ \\
& \left(c_{22}^{P}+c_{44}^{P} r_{z_{3}}^{2}\right) \cos ^{2} \gamma_{3}+\left(c_{11}^{P}+c_{55}^{P} r_{z_{1}}^{2}\right) \sin ^{2} \gamma_{1}+\left(c_{11}^{P}+c_{55}^{P} r_{z_{3}}^{2}\right) \sin ^{2} \gamma_{3}  \tag{A50}\\
& c_{32}^{l}=-\left(c_{62}^{R}+c_{66}^{R} r_{y_{2}}\right) r_{z_{2}}-c_{44}^{P} r_{y_{1}} r_{z_{1}} \cos ^{2} \gamma_{1}+\left(c_{44}^{P}-c_{55}^{P}\right) r_{x_{1}} r_{z_{1}} \cos \gamma_{1} \sin \gamma_{1}+r_{z_{1}} \sin \gamma_{1}\left(c_{53}^{P}-c_{55}^{P} r_{y_{1}} \sin \gamma_{1}\right)+ \\
& r_{z_{3}}\left[-c_{44}^{P} r_{y_{3}} \cos ^{2} \gamma_{3}+\left(c_{44}^{P}-c_{55}^{P}\right) r_{x_{3}} \cos \gamma_{3} \sin \gamma_{3}+\sin \gamma_{3}\left(c_{53}^{P}-c_{55}^{P} r_{y_{3}} \sin \gamma_{3}\right)\right] \\
& c_{42}^{l}=-c_{66}^{R} r_{z_{2}}-c_{44}^{P} r_{z_{1}} \cos ^{2} \gamma_{1}-c_{44}^{P} r_{z_{3}} \cos ^{2} \gamma_{3}-c_{55}^{P}\left(r_{z_{1}} \sin ^{2} \gamma_{1}+r_{z_{3}} \sin ^{2} \gamma_{3}\right)  \tag{A52}\\
& c_{52}^{l}=-\left(c_{44}^{P}-c_{55}^{P}\right)\left(r_{z_{1}} \cos \gamma_{1} \sin \gamma_{1}+r_{z_{3}} \cos \gamma_{3} \sin \gamma_{3}\right)  \tag{A53}\\
& c_{62}^{l}=c_{55}^{R} r_{x_{2}}+c_{66}^{P}\left(r_{x_{1}}+r_{x_{3}}\right)+c_{62}^{P}\left(\cos \gamma_{1}+\cos \gamma_{3}\right) \tag{A54}
\end{align*}
$$

$$
\begin{gather*}
c_{33}^{l}=2 c_{33}^{P}+2 c_{22}^{R}+c_{44}^{R} r_{x_{2}}^{2}+r_{y_{2}}\left(c_{62}^{R}+c_{66}^{R} r_{y_{2}}\right)+c_{44}^{P}\left(r_{y_{1}} \cos \gamma_{1}-r_{x_{1}} \sin \gamma_{1}\right)^{2}-c_{53}^{P}\left(r_{x_{1}} \cos \gamma_{1}+r_{y_{1}} \sin \gamma_{1}\right)+ \\
\left(r_{x_{1}} \cos \gamma_{1}+r_{y_{1}} \sin \gamma_{1}\right)\left(-c_{53}^{P}+c_{55}^{P} r_{x_{1}} \cos \gamma_{1}+c_{55}^{P} r_{\left.y_{1} \sin \gamma_{1}\right)+c_{44}^{P}\left(r_{y_{3}} \cos \gamma_{3}-r_{x_{3}} \sin \gamma_{3}\right)^{2}-}^{c_{53}^{P}\left(r_{x_{3}} \cos \gamma_{3}+r_{y_{3}} \sin \gamma_{3}\right)+\left(r_{x_{3}} \cos \gamma_{3}+r_{y_{3}} \sin \gamma_{3}\right)\left(-c_{53}^{P}+c_{55}^{P} r_{x_{3}} \cos \gamma_{3}+c_{55}^{P} r_{y_{3}} \sin \gamma_{3}\right)} \begin{array}{c}
c_{43}^{l}=2 c_{62}^{R}+c_{66}^{R} r_{y_{2}}+c_{44}^{P} r_{y_{1}} \cos ^{2} \gamma_{1}+c_{44}^{P} r_{y_{3}} \cos ^{2} \gamma_{3}+\left(-c_{44}^{P}+c_{55}^{P}\right) r_{x_{1} \cos \gamma_{1} \sin \gamma_{1}+c_{55}^{P} r_{y_{1}} \sin ^{2} \gamma_{1}+}^{\left(-c_{44}^{P}+c_{55}^{P}\right) r_{x_{3}} \cos \gamma_{3} \sin \gamma_{3}+c_{55}^{P} r_{y_{3}} \sin ^{2} \gamma_{3}-c_{53}^{P}\left(\sin \gamma_{1}+\sin \gamma_{3}\right)} \\
c_{53}^{l}=-c_{44}^{R} r_{x_{2}}-c_{55}^{P} r_{x_{1}} \cos ^{2} \gamma_{1}-c_{55}^{P} r_{x_{3}} \cos ^{2} \gamma_{3}+\cos \gamma_{1}\left[c_{53}^{P}+\left(c_{44}^{P}-c_{55}^{P}\right) r_{\left.y_{1} \sin \gamma_{1}\right]+}^{\cos \gamma_{3}\left[c_{53}^{P}+\left(c_{44}^{P}-c_{55}^{P}\right) r_{y_{3}} \sin \gamma_{3}\right]-c_{44}^{P}\left(r_{x_{1}} \sin ^{2} \gamma_{1}+r_{x_{3}} \sin ^{2} \gamma_{3}\right)}\right. \\
c_{44}^{l}=2 c_{66}^{R}+c_{44}^{P}\left(\cos ^{2} \gamma_{1}+\cos ^{2} \gamma_{3}\right)+c_{55}^{P}\left(\sin ^{2} \gamma_{1}+\sin ^{2} \gamma_{3}\right) \\
c_{55}^{l}=2 c_{44}^{R}+c_{55}^{P}\left(\cos ^{2} \gamma_{1}+\cos ^{2} \gamma_{3}\right)+c_{44}^{P}\left(\sin ^{2} \gamma_{1}+\sin ^{2} \gamma_{3}\right) \\
c_{54}^{l}=\left(c_{44}^{P}-c_{55}^{P}\right)\left(\cos \gamma_{1} \sin \gamma_{1}+\cos \gamma_{3} \sin \gamma_{3}\right) \\
c_{66}^{l}=2\left(c_{66}^{P}+c_{55}^{R}\right)
\end{array}\right. \tag{A55}
\end{gather*}
$$

## Appendix F. Components in the Compliance Matrix of a Leg in the 6-DOF 6PSS-3L-CPM

$$
\begin{gather*}
c_{11}^{s c}=\frac{1}{2}\left[2 c_{33}^{P}+2 c_{11}^{S}+2 c_{22}^{S}+2 c_{44}^{P} r_{z_{1}}^{2}+\left(c_{44}^{S}+c_{55}^{S}\right)\left(r_{z_{2}}^{2}+r_{z_{3}}^{2}\right)\right]  \tag{A62}\\
c_{21}^{s c}=\frac{1}{2}\left[2 c_{11}^{S}-2 c_{22}^{S}+2 c_{53}^{P} r_{x_{1}}-\sqrt{2} c_{62}^{S}\left(r_{x_{2}}+r_{x_{3}}\right)-\left(c_{44}^{S}-c_{55}^{S}\right)\left(r_{z_{2}}^{2}+r_{z_{3}}^{2}\right)\right]  \tag{A63}\\
c_{31}^{s c}=\frac{1}{2}\left[-2 c_{44}^{P} r_{x_{1}} r_{z_{1}}+\sqrt{2} c_{53}^{S}\left(r_{z_{2}}+r_{z_{3}}\right)-\left(c_{44}^{S}+c_{55}^{S}\right)\left(r_{x_{2}} r_{z_{2}}+r_{x_{3}} r_{z_{3}}\right)\right]  \tag{A64}\\
c_{41}^{s c}=\frac{1}{2}\left(c_{44}^{S}-c_{55}^{S}\right)\left(r_{z_{2}}+r_{z_{3}}\right)  \tag{A65}\\
c_{51}^{s c}=\frac{1}{2}\left[2 c_{44}^{P} r_{z_{1}}+\left(c_{44}^{S}+c_{55}^{S}\right)\left(r_{z_{2}}+r_{z_{3}}\right)\right]  \tag{A66}\\
c_{61}^{s c}=c_{53}^{P}-\sqrt{2} c_{62}^{S} \tag{A67}
\end{gather*}
$$

$$
\begin{equation*}
c_{22}^{s c}=c_{11}^{p}+c_{11}^{S}+\frac{1}{2}\left[2 c_{22}^{S}+2 c_{55}^{p} r_{x_{1}}^{2}+2 \sqrt{2} c_{62}^{S}\left(r_{x_{2}}+r_{x_{3}}\right)+2 c_{66}^{S}\left(r_{x_{2}}^{2}+r_{x_{3}}^{2}\right)+2 c_{66}^{p} r_{z_{1}}^{2}+\left(c_{44}^{S}+c_{55}^{s}\right)\left(r_{z_{2}}^{2}+r_{z_{3}}^{2}\right)\right] \tag{A68}
\end{equation*}
$$

$$
\begin{equation*}
c_{32}^{s c}=\frac{1}{2}\left[-c_{62}^{p} r_{z_{1}}+\sqrt{2} c_{53}^{s}\left(r_{z_{2}}+r_{z_{3}}\right)+\left(c_{44}^{S}-c_{55}^{S}\right)\left(r_{x_{2}} r_{z_{2}}+r_{x_{3}} r_{z_{3}}\right)\right] \tag{A69}
\end{equation*}
$$

$$
\begin{equation*}
c_{42}^{s c}=\frac{1}{2}\left[-2 c_{66}^{P} r_{z_{1}}-\left(c_{44}^{S}+c_{55}^{S}\right)\left(r_{z_{2}}+r_{z_{3}}\right)\right] \tag{A70}
\end{equation*}
$$

$$
\begin{equation*}
c_{52}^{s c}=-\frac{1}{2}\left(c_{44}^{S}-c_{55}^{S}\right)\left(r_{z_{2}}+r_{z_{3}}\right) \tag{A71}
\end{equation*}
$$

$$
\begin{equation*}
c_{62}^{s c}=\sqrt{2} c_{62}^{S}+c_{55}^{p} r_{x_{1}}+c_{66}^{S}\left(r_{x_{2}}+r_{x_{3}}\right) \tag{A72}
\end{equation*}
$$

$$
\begin{gather*}
c_{33}^{s c}=\frac{1}{2}\left[2 c_{22}^{P}+4 c_{33}^{S}+2 c_{44}^{P} r_{x_{1}}^{2}-2 \sqrt{2} c_{53}^{S}\left(r_{x_{2}}+r_{x_{3}}\right)+\left(c_{44}^{S}+c_{55}^{S}\right)\left(r_{x_{2}}^{2}+r_{x_{3}}^{2}\right)\right]  \tag{A73}\\
c_{43}^{s c}=\frac{1}{2}\left[2 c_{62}^{P}-2 \sqrt{2} c_{53}^{S}-\left(c_{44}^{S}-c_{55}^{S}\right)\left(r_{x_{2}}+r_{x_{3}}\right)\right]  \tag{A74}\\
c_{53}^{s c}=\frac{1}{2}\left[2 \sqrt{2} c_{53}^{S}-2 c_{44}^{P} r_{x_{1}}-\left(c_{44}^{S}+c_{55}^{S}\right)\left(r_{x_{2}}+r_{x_{3}}\right)\right]  \tag{A75}\\
c_{44}^{s c}=c_{66}^{P}+c_{44}^{S}+c_{55}^{S}  \tag{A76}\\
c_{54}^{s c}=c_{44}^{S}-c_{55}^{S}  \tag{A77}\\
c_{55}^{S c}=c_{44}^{P}+c_{44}^{S}+c_{55}^{S}  \tag{A78}\\
c_{66}^{s c}=c_{55}^{P}+2 c_{66}^{S} \tag{A79}
\end{gather*}
$$
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#### Abstract

A good suspension system is mandatory for ensuring stability, comfort and safety in land vehicles; therefore, advanced semi and fully active suspension systems have been developed along with their associated management strategies to overcome the limitations of passive suspensions. This paper presents a suspension algorithm for land vehicles traveling through a deterministic topography. The kinematics of a half-vehicle model and the algorithm are implemented in Simulink The algorithm's inputs are the measurements provided by a position scanner located on the front wheel of the vehicle. Based on this input, the algorithm reconstructs the topography in real-time and sends the corresponding command to an actuator located on the rear wheel to compensate for the irregularities of the terrain. The actuation is governed by the parameter " $D$ ", which represents the distance over which the algorithm averages the height of the terrain. Two ground profiles were tested and sensitivity analysis of the parameter " $D$ " was performed. Results show that larger values of " $D$ " usually yield less vibration on the actuated mass, but this value also depends on the irregularities of the terrain.
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## 1. Introduction

Suspension is an essential system for land vehicles to ensure their stability, comfort and safety; however, increasing the vehicle stability usually results in a worsening of comfort and vice versa [1,2]. In an attempt to improve both stability and comfort, semi-active and active suspensions and their corresponding management strategies have been developed in recent years.

Suspension systems can be classified into three types according to their operation: passive, semi-active and active.

The fundamental elements of passive suspensions are springs, dampers and the required rigid links to connect the sprung and unsprung masses. In this kind of suspension, the parameters of springs and dampers are fixed; therefore, the dynamic response of the system is fixed too. The design of these suspensions must achieve a trade-off solution for different conditions due to the different surfaces the vehicle travels through; however, nonlinear springs [3,4], non-linear dampers [5] and hydro-gas rotary suspension systems [6] have been used in land vehicles to obtain better response over the widest possible range of conditions.

Semi-active suspensions can adjust the parameters of passive suspensions, but the generated forces will always be dependent on the speed of the damper [7]. Hence, semiactive suspensions are not able to control ride height, roll or pitch angles. Nonetheless, their simplicity requires less power consumption than fully active suspensions and can be implemented easily:

- The stiffness of semi-active suspensions is modified by using magnetorheological dampers within a specific mechanism [8] or by governing smart air springs [9].
- Variable damping is the most common strategy in the development of semi-active suspensions, having different solutions:

Hydraulic dampers with electrically controlled valves for adjusting the fluid flow rate from one chamber to the other [10].

- Magnetorheological [11] and electrorheological $[12,13]$ dampers are similar to hydraulic dampers but they contain a magnetorheological or electrorheological fluid. This fluid, usually non-Newtonian, reacts to the application of magnetic or electrical fields and changes the properties of the damper. The use of these devices is widely spread in road and rail vehicles [14-16].
- Electromagnetic dampers take advantage of the known interaction between a moving coil and the magnetic field generated by a permanent magnet or electromagnet to generate a damping effect [17]. Karnopp studies the use of permanent magnet linear motors as variable mechanical dampers for vehicle suspensions [18].
- The third component of suspension systems, inertia, is modified through a variable inerter. The inerter is a mechanical device in which the force applied is proportional to the relative accelerations between the two terminals of the device [19]. These systems have been proposed to improve the comfort of rail vehicles [20].
Active suspensions allow full management of the suspension motion, as the actuator force is independent of the speed direction. On the other hand, the main disadvantage of these suspension types is the high energy consumption that they require. The devices used in these suspension systems are, typically:
- Electromechanical actuators can use an electric motor attached to a mechanism that converts rotary motion into linear motion [21] or can use linear motors [22].
- Hydraulic actuators require the installation of pumps, valves and all the devices needed for the proper operation of the system. These actuators have been applied to improve the quality of the ride on both road [23] and railway vehicles [24].
Regarding railway vehicles, their own nature allows the development of tilting technology, which rolls the car body in curves with the aim of reducing the lateral acceleration perceived by the passengers. Usually, the movement of the car body is achieved by using hydraulic or electromechanical actuators [25]; however, Talgo introduced in the 1980s a passive natural tilting system in its trains [26].

The management of active and semi-active suspension systems is performed through different strategies. Several concepts are found in the literature: classic control [27,28], Model Predictive Control [29], fuzzy logic [30], skyhook control [31] and H2 and Ho control [32]. All of them have proved an ability to achieve a reasonable trade-off between stability and comfort with the appropriate tuning conditions.

Another approach for managing the suspension system of light vehicles is proposed. This new approach is based on mechanical principles and relies on the measurements acquired by a position scanner installed at the front end of the vehicle to actuate on the following suspension systems; therefore, the unevenness of the terrain can be counteracted. This paper presents a predictive suspension algorithm for land vehicles traveling through a deterministic topography. The kinematics of a half vehicle model is posed and then implemented in Simulink, including the suspension algorithm. Our algorithm "reads" the surface the vehicle is traveling through thanks to a sensor installed in the front wheel of the vehicle and acts over a device installed in the rear wheel to compensate for the irregularities of the terrain. The actuation is governed by the parameter " $D$ ", which represents the distance over which the algorithm averages the height of the terrain. Two ground profiles were tested and sensitivity analysis of the parameter " $D$ " was performed.

The structure of the paper is as follows: Section 2 describes the equations that define the vehicle model and the suspension algorithm. Section 3 shows the results obtained after
simulating the vehicle and the response of the algorithm in two types of terrain. The fourth and last section presents the conclusions of this work.

## 2. Materials and Methods

The predictive suspension algorithm is implemented on a two-axle vehicle, whose kinematics must be solved first. For simplicity, only $1 / 2$ vehicle is modeled and symmetry action on both wheels of the same axle is assumed, so the problem becomes bi-dimensional. The vehicle will travel through a deterministic topography. Hence, the vertical position of any wheel can be established from the horizontal position by the function that relates both variables.

The vehicle model also assumes that the mechanical energy remains constant, only wheels have mass and pure rolling (no sliding) is considered as it is a condition for the good performance of the suspension algorithm. This model and the algorithm were implemented in Simulink.

### 2.1. Vehicle Model

The mechanical energy of the vehicle is given by Equation (1)

$$
\begin{equation*}
E=\frac{1}{2} m_{1} v_{1}^{2}+\frac{1}{2} I_{1} \omega_{1}^{2}+m_{1} \cdot g \cdot y_{1}+\frac{1}{2} m_{2} v_{2}^{2}+\frac{1}{2} I_{2} \omega_{2}^{2}+m_{2} \cdot g \cdot y_{2} \tag{1}
\end{equation*}
$$

where $E$ is the mechanical energy, $m_{1}$ and $m_{2}$ are the masses of both wheels, $I_{1}$ and $I_{2}$ are the inertias of both wheels, $v_{1}$ and $v_{2}$ are the linear velocities of the wheels, $\omega_{1}$ and $\omega_{2}$ are the angular speeds of the wheels, $y_{1}$ and $y_{2}$ are the vertical positions of the wheels and $g$ is the gravity.

By assuming pure rolling motion and the wheels as solid disks, Equation (1) can be simplified; therefore, the initial energy of the system is obtained from Equation (2), where the subscript 0 means "initial conditions".

$$
\begin{equation*}
E_{0}=\frac{1}{2} 2 \cdot m \cdot v_{0}^{2}+\frac{1}{4} 2 \cdot m \cdot v_{0}^{2}+2 \cdot m \cdot g \cdot y_{0}=\frac{3}{2} \cdot m \cdot v_{0}^{2}+2 \cdot m \cdot g \cdot y_{0} \tag{2}
\end{equation*}
$$

The distance between the front and rear wheels (that is, the wheelbase) $L$ is known and can be described mathematically as a circumference centered on the front wheel and radius $L$. The position of the rear wheel is obtained by computing the intersection of this circumference with the trajectory described by the ground function $y=f(x)$. Hence, the solution of the equation system given by Equation (3) yields the position of the rear wheel.

$$
\left\{\begin{array}{l}
\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}=L^{2}  \tag{3}\\
y=f(x)
\end{array}\right.
$$

This system of equations is solved by iteration, as the ground function can be any type of function, even not analytical. The flowchart describing the iteration process is shown in Figure 1.

The velocity of both wheels is computed from the conservation of energy, the time derivative of the constraint equation and the ground function, obtaining the equation system built up by Equations (4)-(6).

$$
\begin{gather*}
E_{0}-\left(m_{1} \cdot g \cdot y_{1}+m_{2} \cdot g \cdot y_{2}\right)=\frac{3}{4} m_{1} v_{1}^{2}+\frac{3}{4} m_{2} v_{2}^{2}  \tag{4}\\
2\left(\dot{x}_{2}-\dot{x}_{1}\right)\left(x_{2}-x_{1}\right)+2\left(\dot{y}_{2}-\dot{y}_{1}\right)\left(y_{2}-y_{1}\right)=0  \tag{5}\\
\dot{y}=\frac{d f(x)}{d t} \tag{6}
\end{gather*}
$$



Figure 1. Flowchart for computing the position of the rear wheel.
In order to solve this system more efficiently, polar coordinates are used. This implies defining the pitch angle $\theta$ as Equation (7).

$$
\begin{equation*}
\theta=\pi+\operatorname{arctg}\left(\frac{y_{1}-y_{2}}{x_{1}-x_{2}}\right) \tag{7}
\end{equation*}
$$

Therefore, the constraint Equation (3) is rewritten as Equation (8).

$$
\left\{\begin{array}{l}
x_{2}=x_{1}+L \cos \theta  \tag{8}\\
y_{2}=y_{1}+L \sin \theta
\end{array}\right.
$$

The combination of the conservation of energy with the time derivatives of the ground function and the constraint equation in polar coordinates yields Equations (9)-(12), which allows computing all the components of the speed of both wheels.

As previously, this system of equations is solved by iteration following the flowchart in Figure 2.

$$
\begin{gather*}
E_{0}-\left(m_{1} \cdot g \cdot y_{1}+m_{2} \cdot g \cdot y_{2}\right)=\frac{3}{4} m_{1} v_{1}^{2}+\frac{3}{4} m_{2} v_{2}^{2}=\frac{3}{4} m_{1}\left(\dot{x}_{1}^{2}+\dot{y}_{1}^{2}\right)+\frac{3}{4} m_{2}\left(\dot{x}_{2}^{2}+\dot{y}_{2}^{2}\right)  \tag{9}\\
\dot{y}_{1}=\frac{d f\left(x_{1}\right)}{d t}  \tag{10}\\
\dot{x}_{2}=\dot{x}_{1}-L \cdot \dot{\theta} \cdot \operatorname{sen} \theta  \tag{11}\\
\dot{y}_{2}=\dot{y}_{1}+L \cdot \dot{\theta} \cdot \cos \theta \tag{12}
\end{gather*}
$$



Figure 2. Flowchart for computing the angular speeds.
Two different ground topographies and several values of the parameter $D$ were proposed for testing the algorithm. The first topography (profile 1) simulates a wiggly surface and is defined by Equation (13)-where $A_{1}$ is the amplitude of the wave and $\lambda_{1}$ is the wavelength, both in meters.

$$
\begin{equation*}
y=A_{1} \sin \left(\frac{2 \pi}{\lambda_{1}} x\right) \tag{13}
\end{equation*}
$$

The second profile is a combination of two sinusoidal irregularities according to Equation (14):

$$
\begin{equation*}
y=A_{0}+A_{1} \operatorname{sen}\left(\frac{2 \pi}{\lambda_{1}}(x-a)\right)+A_{2} \operatorname{sen}\left(\frac{2 \pi}{\lambda_{2}} x\right) \tag{14}
\end{equation*}
$$

$A_{1}$ and $A_{2}$ are the amplitudes of both sines, $\lambda_{1}$ and $\lambda_{2}$ are the wavelengths, $A_{0}$ is the reference height and $a$ is a parameter to guarantee continuity in the first derivative; therefore, $A_{0}$ and $a$ are such that:

$$
\begin{gather*}
a=\frac{1}{2} \lambda_{1}\left(1-\frac{1}{\pi}\right) \arccos \left(\frac{A_{2} \lambda_{1}}{A_{1} \lambda_{2}}\right)  \tag{15}\\
A_{0}=A_{1} \operatorname{sen}\left(\frac{2 \pi a}{\lambda_{1}}\right) \tag{16}
\end{gather*}
$$

The model parameters and initial conditions used in the simulations of both topography profiles are summarized in Table 1. The input values of both topography profiles are depicted in Table 2, as well as the computed values of variables $A_{0}$ and $a$.

Table 1. Model parameters.

| Parameter | Value |
| :---: | :---: |
| Simulation time | 10 s |
| Horizontal velocity at $\mathrm{t}=0$ | $3 \mathrm{~m} / \mathrm{s}$ |
| Vertical velocity at $=0$ | $0 \mathrm{~m} / \mathrm{s}$ |
| Wheel diameter | 1 m |
| Wheel mass | 60 kg |
| Wheelbase | 3 m |

Table 2. Ground function parameters.

|  | Profile 1 |  | Profile 2 |  |
| :---: | :---: | :---: | :---: | :---: |
| Parameter | Value | Parameter | Value |  |
| $\mathrm{A}_{1}$ | 0.05 m | $\mathrm{~A}_{1}$ | 0.05 m |  |
| $\lambda_{1}$ | 4 m | $\lambda_{1}$ | 2 m |  |
|  |  | $\mathrm{~A}_{2}$ | -0.25 m |  |
|  |  | $\lambda_{2}$ | 10 m |  |
|  |  | $\mathrm{~A}_{0}$ | 0 m |  |
|  |  | a | 0 m |  |

### 2.2. Suspension Algorithm

The suspension algorithm is applied to the $1 / 2$ vehicle model described in the previous subsection. The frontwheel acts as a probe wheel, whereas the rear wheel is the actuated wheel. The probe wheel is instrumented with a vertical accelerometer and both wheels should be equipped with an accurate system for measuring their angular positions.

In Figure 3, two kinds of terrain defects (peak and corrugated) are sketched, as well as the trajectories described by the wheel centers and the trajectory that the sprung mass should follow (a straight line).

Let $\Delta t$ be the sampling time interval of the accelerometer and $\ddot{y}_{n}=\ddot{y}(n \Delta t)$ the vertical acceleration registered at time $t=n \Delta t$. Assuming a constant vertical jerk along the interval $[(n-1) \Delta t, n \Delta t]$ yields Equation (17).

$$
\begin{equation*}
\dddot{y}_{n}=\frac{\ddot{y}_{n}-\ddot{y}_{n-1}}{\Delta t}=c t e \tag{17}
\end{equation*}
$$

Then the expressions for the vertical velocity and position of the wheel center are, respectively:

$$
\begin{gather*}
\dot{y}_{n}=\dot{y}_{n-1}+\ddot{y}_{n-1} \Delta t+\frac{1}{2} \dddot{y}_{n} \Delta t^{2}=\dot{y}_{n-1}+\frac{1}{2}\left(\ddot{y}_{n-1}+\ddot{y}_{n}\right) \Delta t  \tag{18}\\
y_{n}=y_{n-1}+\dot{y}_{n-1} \Delta t+\frac{1}{2} \ddot{y}_{n-1} \Delta t^{2}+\frac{1}{6} \dddot{y}_{n} \Delta t^{3}=y_{n-1}+\dot{y}_{n-1} \Delta t+\frac{1}{6}\left(2 \ddot{y}_{n-1}+\ddot{y}_{n}\right) \Delta t^{2} \tag{19}
\end{gather*}
$$

Although the corresponding velocity and position errors grow with time, $n \Delta t$, and time squared, $(n \Delta t)^{2}$, respectively, (easy to show); this is not too much of a problem since the algorithm does not include the absolute height, but its variation over a certain distance, " $D$ ". In other words, the database of values obtained in Equations (18) and (19), will be dynamically refreshed, so that $n$, and therefore the temporal interval $n \Delta t$, does not increase indefinitely.
(a)

(b)


Figure 3. Two kinds of terrain defects: (a) peak defects and (b) smooth or corrugated terrain.
The vertical actuator (between the actuated or rear wheel and the sprung mass) has to maintain the latter at the objective height. In this approach, the objective height is the result of the moving average of the calculated height over the rolling distance $2 D$. Actually, the larger this distance, the softer the objective function, but also the bigger error is accumulated in calculating the height from the accelerometer reading. Thus, parameter " $D$ " should be adjusted according to the kind of roughness the topography has (with the sole requirement not to exceed the distance between wheels).

For the proposed algorithm, it is important to know exactly the position of both wheels (which are supposed to roll without slipping) on the ground. This is achieved by recording the corresponding angles, $\varphi_{n}^{\text {pro }}, \varphi_{n}^{a c t}$ (angle turned by the probe wheel, and actuated wheel, respectively), having set both to zero at the initial position ( $n=0$ ). The model is sketched in Figure 4 at the initial position and at the time $t=n \Delta t$. The actual trajectories followed by the center of the wheels and the trajectory the end of the actuator should follow are also represented.


Figure 4. Model of the vehicle sketched at the initial position $(\mathrm{t}=0)$ and at the time $t=n \Delta t$, where the angles are indicated. Dotted and dashed curves represent respectively the actual trajectory followed by the center of the wheels and that the actuated mass should follow.

At time $t=n \Delta t$, the vertical acceleration of the probe wheel, $\ddot{y}_{n}$, and the angles turned by the wheels, are measured. Then, the velocity, $\dot{y}_{n}$, and vertical position, $y_{n}$, are calculated by using Equations (18) and (19), respectively. All these values are recorded in a database in the way indicated in Table 3.

Table 3. Database of recorded and computed values.

| \# Record | Probe Wheel <br> Angle Turned | Actuated Wheel <br> Angle Turned | Vertical <br> Acceleration | Vertical <br> Velocity | Vertical <br> Position | Time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\varphi_{1}^{p r o}$ | $\varphi_{1}^{a c t}$ | $\ddot{y}_{1}$ | $\dot{y}_{1}$ | $y_{1}$ | $t_{1}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| n | $\varphi_{n}^{p r o}$ | $\varphi_{n}^{a c t}$ | $\ddot{y}_{n}$ | $\dot{y}_{n}$ | $y_{n}$ | $t_{n}$ |

Once enough records have been acquired, the algorithm is ready to provide the current length to be taken by the actuator. The objective height is calculated as the moving average centered on the record corresponding to the actuated wheel and over a sufficient number of records; speaking in terms of rolling distances, the moving average is calculated over a rolling distance of $2 D$. This is achieved by identifying the records $m, i$ and $f$ that, respectively, define the current position for the actuated wheel and the first and last of the records to average over. In other words, at $t=m \Delta t$ the probe wheel was just on the same point of the trajectory that the actuated wheel is at $t=n \Delta t$ (i.e., at present). In Figure 5, the model at moments corresponding to records $m, n, i$ and $f$ is sketched.


Figure 5. Sketch of the model at the key moments for the algorithm: at the initial position (dashed line in (up) and (middle) diagrams); when the record $m$ is being registered (up); when the record $n$ is being registered (middle); when the record $i$ is being registered (dotted line, (down)); when the record $f$ is being registered (dash line, (down)).

On seeing Figure 5, if we consider both wheels have the same radius, $r$, the following rules for identifying the numbers $m, i$ and $f$ are deduced:
$m$ is such that:

$$
\begin{equation*}
\varphi_{m}^{p r o} \approx \varphi_{n}^{a c t}-\frac{L}{r} \tag{20}
\end{equation*}
$$

$i$ is such that:

$$
\begin{equation*}
\varphi_{i}^{p r o} \approx \varphi_{m}^{p r o}-\frac{D}{r} \approx \varphi_{n}^{a c t}-\frac{L+D}{r} \tag{21}
\end{equation*}
$$

$f$ is such that:

$$
\begin{equation*}
\varphi_{f}^{p r o} \approx \varphi_{m}^{p r o}+\frac{D}{r} \approx \varphi_{n}^{a c t}+\frac{L+D}{r} \tag{22}
\end{equation*}
$$

With " $\approx$ " we mean "is the nearest value to" (note that $\left\{\varphi_{j}^{p r o}\right\}$ is a discrete set of values, so in general, none of the last equalities could be exactly satisfied). We have also considered that the first section of the trajectory is flat and horizontal, with a minimum distance that is equal to the wheelbase, $L$.

Once the records $i, m$ and $f$ have been identified, the algorithm calculates the objective height (see Figure 6) as:

$$
\begin{equation*}
y^{o b j}=\frac{1}{f-i+1} \sum_{j=i}^{f} y_{j}+h \tag{23}
\end{equation*}
$$

and the actuated distance results:

$$
\begin{equation*}
y^{a c t}=y^{o b j}-y_{m}=\frac{1}{f-i+1} \sum_{j=i}^{f} y_{j}+h-y_{m} \tag{24}
\end{equation*}
$$

where $h$ is the initial objective height (i.e., the actuator initial length, see Figures 4 and 6).


Figure 6. Heights that are involved in the calculus of the actuated distance.
Finally, the database is refreshed by deleting the records with subscripts less than $i$, and decreasing the remainder subscripts in $i$ units:

$$
\begin{aligned}
& \text { if } j<i \text { :, delete record } \\
& \qquad \text { if } j \geq i, j=j-i
\end{aligned}
$$

In this way, the database does not grow indefinitely, and only the records to be used by the algorithm at the current time of calculation remain.

In summary, the algorithm can be considered as consisting of three tasks:

1. Reading (angles and vertical acceleration) and computing vertical velocity and position.
2. Identifying the indexes $i, m$ and $f$.
3. Obtaining the actuated distance and refreshing the database.

To understand how the algorithm performs the second task, suppose the database at time $n \Delta t$ is as shown in Table 4. For a given angle turned by the actuated wheel $\varphi_{n}^{a c t}$, the algorithm computes the theoretical angle turned by the probe wheel at the three key moments $i \Delta t, m \Delta t$ and $f \Delta t\left(\varphi_{n}^{a c t}-\frac{L+D}{r}, \varphi_{n}^{a c t}-\frac{L}{r}\right.$ and $\varphi_{n}^{a c t}+\frac{L+D}{r}$, respectively), using Equations (20)-(22).Then, it searches the closest actual angles recorded in the database to those computed and determines the indexes $i, m$ and $f$. As the probe wheel angle turned does not decrease with $n$ (hence $i \leq m \leq f$ ), the search can be performed sequentially.

Table 4. Time " $n \Delta t$ " database.

| \# Record | Angle Turned by Probe Wheel | Angle Turned by Actuated Wheel |
| :---: | :---: | :---: |
| 1 | $\varphi_{1}^{\text {pro }}$ | $\varphi_{1}^{a c t}$ |
| : | : | : |
| $i \leftharpoonup$ | $\cdots \varphi_{i}^{\text {pro }}$ | $\varphi_{i}^{a c t}$ |
| $\vdots$ |  | : |
| $m$ | $\varphi_{m}^{p r o}$ | $\varphi_{m}^{a c t}$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $f \longleftarrow$ | $\varphi_{f}^{p r o}$ | $\varphi_{f}^{a c t}$ |
| : | ! |  |
| $n$ | $\varphi_{n}^{p r o}$ | $\varphi_{n}^{a c t}$ |

The whole algorithm flowchart is represented in Figure 7.

### 2.3. Implementation in Simulink

The models described above to define the kinematics of the $1 / 2$ vehicle and the suspension algorithm are implemented in Simulink, and more specifically, in Simscape. The main diagram is shown in Figure 8 and is composed of six big blocks. The input block is the "Ground function" block, which defines the parameters of the trajectory that the vehicle must follow. The "Energy" block performs all the calculations (Equations (1)-(13)) to compute the kinematics of the half vehicle model. Front and rear wheel blocks contain the relationships between the wheel bodies and the main reference frame of Simscape. The rear wheel block also has the actuator to move the sprung mass according to the commands given by the suspension algorithm. The computation of the rotation angles turned by both wheels is carried out within the rotation block. Finally, the block "Suspension algorithm" performs all the calculations (Equations (14)-(21)) to actuate the sprung mass.

The "Energy" block is composed of another block called "Calculations", which is the block that actually computes the kinematics of the model. The inputs of this block are the ground profile, the wheel properties and the position of the front wheel. The outputs of this block are the kinematics of both wheels. Within this block, an S-function is responsible for executing the algorithms that compute the kinematics. To perform this action, this function is feedbacked with the positions and velocities computed in the previous integration step.


Figure 7. Suspension algorithm flowchart.


Figure 8. Diagram of the Simulink implementation of the whole model.

## 3. Results

This section presents the results obtained after testing the predictive suspension algorithm over the two ground topographies defined in Section 2.1. The first topography (profile 1) simulates a wiggly surface; the second topography is a combination of two sinusoidal irregularities. The parameters of both topographies are summarized in Table 2.

As is described in Section 2.2, the algorithm's key parameter to define the motion of the sprung or actuated mass is the distance " $D$ ". This parameter is set from $\mathrm{D}=0 \mathrm{~m}$ (no actuation over the sprung mass) to $\mathrm{D}=3 \mathrm{~m}$ (the vehicle's wheelbase) in steps of 0.5 m . Hence, seven values of " $D$ " were tested.

Additionally, the parameter " $D$ " is normalized to the wheelbase of the vehicle by defining a new variable $d=D / L$, where $L$ is the wheelbase. As the value of the " $D$ " is limited by the wheelbase (it is not possible to obtain information on positions not yet traveled by the front wheel), the value of " $d$ " will always be between 0 and 1 .

### 3.1. Profile Type 1

The results of the simulation of the first ground profile are shown in Figures 9-12. Figure 9 illustrates the kinematics of both wheels of the $1 / 2$ vehicle. The trajectory of both wheels follows the input ground profile as expected. The velocity in both axes varies according to the topography of the ground profile and the energy conservation. Similar behavior is noticed in the accelerations. The significant acceleration peak at the horizontal position equal to 0 is due to the sudden transition from flat terrain to an irregular surface.


Figure 9. Kinematics of the vehicle when traveling through the ground profile 1.


Figure 10. The motion of the actuator in the first ground profile.


Figure 11. Displacement of the actuated mass in the first ground profile.


Figure 12. Acceleration spectra of the actuated mass in the first ground profile tested.
The displacement of the actuator placed between the rear wheel and the sprung mass is plotted in Figure 10. As it can be seen, the actuator does not move when the value of the normalized parameter " $d$ " is 0 . When increasing the value of this parameter, the actuator moves to compensate for the irregularities of the ground, which even leads to a wave out phased $180^{\circ}$ to the ground profile. Lower values of parameter " $d$ "yield smaller displacements of the actuator, though it also generates some discontinuities. Larger values of parameter " $d$ " depict better an out phased trajectory from the terrain, but the amplitude of the movement is larger too. The actuator always works in extension (positive
displacement) at the beginning of these simulations due to the initial elevation of the front wheel.

Figure 11 shows the path followed by the center of the rear wheel and the position of the actuated mass for a better comparison of the followed trajectory and the actuation of the suspension system. It is observed that the movement of the sprung mass is the opposite of the rear wheel when the parameter " $d$ " is larger than $2 / 3$, that is, when the distance " $D$ " over which the moving average is computed is larger than 2 m . In this situation, when the rear wheel moves upwards, the sprung mass is moved downwards, and vice versa. For values of parameter " $D$ " below $2 \mathrm{~m}(d<2 / 3)$, the sprung mass moves vertically in the same direction as the rear wheel, but this movement is limited.

In order to establish what is the best value of the normalized parameter " $d$ " among all the tested and for ground profile 1, the spectra of the vertical accelerations experienced by the sprung mass are computed. The results obtained are plotted in Figure 12. The analysis of the graph shows that the largest values of the parameter " $d$ " yield the lowest accelerations at low frequencies; however, it appears to be an undesirable vibration at high frequencies; therefore, according to this criterion, the best value will be one that obtains the best arrangement between low and high-frequency vibrations.

To make easier the search for the optimum value of parameter " $d$ ", Table 5 summarizes the maximum amplitude and the RMS of the spectra shown in Figure 12. Combining the spectra and the data in the table, it can be concluded that the best value for parameter " $d$ " in the conditions of this simulation is $d=2 / 3$, which means the distance $D=2 \mathrm{~m}$.

Table 5. Characterization of the acceleration spectra in the first ground profile tested.

|  | $d=\mathbf{0}$ | $d=\mathbf{1 / 6}$ | $d=\mathbf{1} / \mathbf{3}$ | $d=\mathbf{1} / \mathbf{2}$ | $d=\mathbf{2 / 3}$ | $d=5 / 6$ | $d=\mathbf{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Maximum | 2.8035 | 2.0397 | 1.2130 | 1.0728 | 1.0361 | 1.2695 | 2.1981 |
| RMS | 0.6057 | 0.9422 | 0.7551 | 0.6772 | 0.6728 | 0.7363 | 1.1141 |

### 3.2. Profile Type 2

The results obtained from the simulation of the second ground profile are shown in Figures 13-16. Figure 13 displays the kinematics of both wheels of the $1 / 2$ vehicle. As in the previous case, the trajectory of both wheels follows the input ground profile as expected. The speed varies according to the topography of the ground profile and the energy conservation. Velocity variations are slower on the horizontal axis than on the vertical axis, where the velocity is more sensitive to profile variations. Similar behavior is noticed in the accelerations, being the vertical accelerations larger than the horizontal ones.

The displacement of the actuator is plotted in Figure 14. As it can be seen, the actuator does not move when the value of the parameter " $d$ " is zero. Once the simulation begins, the actuator starts to move in compression (negative displacement) to compensate initial descent of the vehicle. As it happens in the first set of simulations, the larger the value of the parameter " $d$ ", the larger the displacement of the actuator. The use of the largest values results in an actuation that clearly highlights the two harmonics that compose the second ground profile.

Figure 15 shows the path followed by the center of the rear wheel and the position of the actuated mass for a better comparison of the followed trajectory and the actuation of the suspension system. The movement of the mass follows the movement of the rear wheel, but the larger the value of " $d$ ", the smoother the displacement of the actuated mass. In fact, the algorithm moves the mass in advance to the irregularity of the surface the vehicle will encounter to try to achieve a smoother ride.


Figure 13. Kinematics of the vehicle when traveling through the second ground profile.


Figure 14. The motion of the actuator in the first ground profile.


Figure 15. Displacement of the actuated mass in the second ground profile tested.


Figure 16. Acceleration spectra of the actuated mass in the second ground profile tested.
The PSD of the vertical accelerations experienced by the sprung mass through the second ground profile is computed to establish what is the best value of the parameter " $d$ " among all the tested values. The results obtained are plotted in Figure 16. As was seen in the previous subsection, there is a big peak at low frequencies and also some undesirable accelerations at high frequencies; however, in this set of simulations, a larger value of the parameter " $d$ " does not mean lower acceleration amplitudes at low frequencies. In fact, larger acceleration amplitudes are achieved with $d=1$ than with $d=5 / 6$, which indicates that moving the sprung mass in advance to the terrain elevation is not as good as it can be expected.

Once again, to make easier the search for the optimum value of parameter " $d$ ", the maximum amplitude and the RMS of the spectra are summarized in Table 6. Combining the spectra and the numbers in the table, it can be concluded that the best value for parameter " $d$ " in the conditions of this simulation is $d=5 / 6$, as it achieves the lowest maximum amplitude and RMS values. The normalized parameter $d=5 / 6$ means that the distance " $D$ " is equal to 2.5 m .

Table 6. Characterization of the acceleration spectra in the second ground profile tested.

|  | $d=\mathbf{0}$ | $d=\mathbf{1 / 6}$ | $d=\mathbf{1} / \mathbf{3}$ | $d=\mathbf{1} / \mathbf{2}$ | $d=\mathbf{2 / 3}$ | $d=\mathbf{5 / 6}$ | $d=\mathbf{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Maximum | 37.9703 | 22.1259 | 19.0021 | 24.2496 | 18.3643 | 17.6156 | 19.4286 |
| RMS | 8.4317 | 5.6769 | 5.0129 | 6.7450 | 5.9922 | 5.7087 | 5.7104 |

## 4. Conclusions

This paper presents a predictive suspension algorithm for land vehicles traveling through a deterministic topography. Prior to the virtual implementation of the algorithm, the kinematics of a two-wheel 2D $(1 / 2)$ vehicle were proposed and solved. The algorithm inputs are the measurements given by a position scanner installed in the first wheel of the vehicle. From these inputs, the algorithm reconstructs the terrain and averages its height over a distance " $D$ ". Then, it generates the command for moving the actuator installed in the rear wheel and connected to the sprung mass. Both the algorithm and the kinematic model of the $1 / 2$ vehicle were implemented in Simulink.

The algorithm was tested on two terrains with different profiles. Furthermore, sensitivity analyses were carried out in order to establish the best value of the parameter " $D$ " in each profile. The performance of the algorithm is quantified for several values of the parameter " $D$ ", using the spectral analysis of the accelerations experienced by the sprung mass.

The results show that, in general, increasing the parameter " $D$ " reduces the motion of the sprung/actuated mass and, hence, improves comfort; however, there is an optimum value of the parameter " $D$ " for each ground profile, and this value does not coincide necessarily with the highest value of " $D$ ". In fact, the optimum " $D$ " value will depend on the terrain irregularities and their characteristic length. For the first ground profile, the optimum value of the parameter " $D$ " is $2 \mathrm{~m}(d=2 / 3)$, which is half the wavelength of the unevenness of the terrain. The optimum value for the second terrain is $D=2.5 \mathrm{~m}(d=5 / 6)$.

The value of the " $D$ " parameter is limited by the wheelbase since it is not possible to obtain information on positions not yet traveled by the front wheel. In fact, the maximum value of the " $D$ " parameter must be slightly less than the wheelbase, as the data processing and calculation time of the algorithm must be taken into account. This is not of major significance in the current development status of the research as the Simulink implementation computes the algorithm in real-time, but it should be taken into account when developing the physical device to install in a light vehicle for real testing.

Finally, it can be concluded that the algorithm works correctly and decreases the movement of the sprung/actuated mass when the vehicle travels through a deterministic topography. The next steps in the research would be the development of a physical device that executes the proposed predictive algorithm and its implementation in a light vehicle.
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#### Abstract

Airlines evaluate the energy-saving and emission reduction effect of washing aeroengines by analyzing the exhaust gas temperature margin (EGTM) data of aeroengines so as to formulate a reasonable washing schedule. The noise in EGTM data must be reduced because they interfere with the analysis. EGTM data will show several step changes after cleaning the aeroengine. These step changes increase the difficulty of denoising because they will be smoothed in the denoising. A denoising method for aeroengine data based on a hybrid model is proposed to meet the needs of accurately evaluating the washing effect. Specifically, the aeroengine data is first decomposed into several components by time and frequency. The amplitude of the component containing the most noise is amplified, and Gaussian noise is added to generate noise-amplified data. Second, a Gated Recurrent Unit Autoencoder (GAE) model is proposed to capture engine data features. The GAE is trained to reconstruct the original data from the amplified noise data to develop its noise reduction ability. The experimental results show that, compared with the current popular algorithms, the proposed denoising method can achieve a better denoising effect, retaining the key characteristics of the aeroengine data.


Keywords: autoencoder; aeroengine; denoising; GRU
MSC: 68T09

## 1. Introduction

An aeroengine will be polluted after long-term operation. Pollution of aeroengines leads to mechanical failure, degraded engine performance, and pollutant gas emission. Washing is a main approach to controlling aeroengine pollution specified in aircraft maintenance manuals. Engine washing constitutes spraying cleaning fluid into the engine through multiple spray guns to remove fouling in the Engine. Washing an aeroengine is expensive. In order to minimize the washing cost while maintaining the normal performance of the engine, airlines must formulate a reasonable aircraft engine washing schedule.

A reasonable washing schedule can reduce 2735 tons of fuel consumption and 8626 tons of harmful gas emissions per 100 engines per year, saving USD 10.08 million [1]. However, the mechanical failure of the polluted engine causes high-frequency noise in the aeroengine data. The noise of aeroengine data will interfere with the reasonable formulation of an aircraft engine cleaning schedule, so it is necessary for airlines to denoise aeroengine data.

There are two difficulties in denoising aeroengine data: the noise of the engine itself is difficult to eliminate, and the step change of data generated by washing will be smoothed. Aeroengines are man-made systems. Different from noise in nature, the probability distribution of the engine's own noise does not obey the normal distribution, which increases
the difficulty of denoising. After washing the aircraft engine, the data will experience a step change. Traditional denoising methods often treat the step changes in data as noise and smooth them out, making it difficult for the data to accurately reveal the washing effect, adding difficulties for subsequent evaluation. Therefore, a new denoising model is needed to eliminate the noise of the engine itself and retain the impact of cleaning on the data, as shown in Figure 1.


Figure 1. Demand for denoising aeroengine data. (a) Raw engine data; (b) Denoising effect of traditional methods; (c) Denoising required for aircraft engine

Many noise reduction methods have been proposed, including empirical mode decomposition (EMD), wavelet threshold denoising, and filtering. Xue Feng et al. [2] decomposed the data with EMD after adding Gaussian noise to the data and successfully separated the noise from the signal by searching the dominant component of noise through the continuous mean square error criterion. Lu et al. [3] randomly shuffled the high-frequency noise part of the data and then decomposed the data with EMD to achieve noise reduction. Kai et al. [4] denoised complex images with a non-sampling wavelet transform method. Mohammad Saleh Sadooghi et al. [5] denoised the compressor vibration signal of aeroengines with the wavelet threshold denoising method. Because the effect of wavelet threshold denoising is related to the threshold and threshold function, the author evaluates 84 matching effects of the threshold and threshold function to search for the most suitable method for denoising engine compressor vibration signals. P. Maragos et al. [6] proposed morphological filters, which are filters composed of basic operations of mathematical morphology. Morphological filters can selectively suppress image noise. M. H. Sedaaghi et al. [7] proposed mediated morphological filters by combining morphological filters with media filtering and classical gray scale morphological operators. Mediated morphological filters have a good effect on eliminating salt and pepper noise in images. Yang Chao et al. [8] denoised the temperature data with a two-way Kalman filter method. They improved the computational efficiency by simplifying the Kalman filter algorithm by precalculating the filter coefficients.

The above methods show some disadvantages. The EMD algorithm must calculate the dividing point between noise components and key characters; the Wavelet threshold denoising algorithm must find the threshold and threshold function manually. These two algorithms are inefficient, and the calculation results can only be approximate. The Kalman filter is suitable for linear systems rather than highly nonlinear systems such as aeroengines. The above three methods are not adaptive methods. Researchers must select or set model parameters according to data characteristics [9]. Therefore, these methods are
not suitable for aeroengine data with non-uniform data distribution, hardly meeting the needs of accurately evaluating the washing effect.

Autoencoders are adaptive artificial intelligence algorithms that are frequently used as noise reduction models. Denoising Autoencoders (DAE) were first proposed by Bourlard H. [10] to extract features from raw data. The idea of the denoising autoencoder is to make the autoencoder reconstruct the original data from the noise-added data to obtain its noise reduction ability. Vincent et al. [11] enhanced the robustness of the model by setting the input of the autoencoder to zero at a specific scale. Song Hui et al. [12] used seismic data to verify the above algorithm and found that the algorithm can filter out random noise with strong intensity, but the algorithm's efficiency is low. According to the characteristics of underwater heterogeneous information data, Wang et al. [13] combined a three-layer sparse autoencoder with two-layer convolution to build a model with strong noise reduction ability. Peng et al. [14] added convolutional layers to the autoencoder, which made the autoencoder more robust with a smaller reconstruction error. However, the signal amplitude is reduced by this. Hui et al. [15] constructed a convolutional autoencoder to filter seismic data with a low signal-to-noise ratio and achieved desirable results. Alexander Kensert et al. [16] denoised the chromatogram to a completely or almost completely noise-free state with a deep convolutional autoencoder.

However, the DAE also smooths the edge features of the data while denoising. Although the literature $[11,13$ ] preserves the characteristics of the data to the greatest extent, the premise is that the noise of underwater heterogeneous information data and seismic data comes from nature, conforming to the Gaussian noise distribution. The noise of aeroengine data comes from the engine system rather than nature. There is no reference documenting that the engine noise conforms to the Gaussian noise distribution. Therefore, the above-mentioned algorithms are not very applicable to engine data. Therefore, the existing denoising methods based on autoencoders can only eliminate the conventional noise, but it is difficult to eliminate the specific noise of the aeroengine. These methods are not suitable for engine data and hardly meet the need to accurately evaluate the washing effect.

To meet the needs of accurately evaluating the washing effect, a denoising method for aeroengine data based on a hybrid model is proposed. This method can filter out the noise of the aeroengine data, retaining the edge features of the data. The method first splits the data by washing time, and then decomposes the data into several components by frequency. Second, the method finds the component that contains the most noise, amplifies its magnitude, and adds Gaussian noise to compose the noise-amplified data. Finally, the method inputs the noise-amplified data together with the original data into the proposed autoencoders, training the model's ability to recover the detailed information of the engine data from the noise-amplified data. Figure 2 shows the principle of the aeroengine data denoising method based on the hybrid model.

The rest of the paper is as follows: The second part presents the decomposition method of the aeroengine data and the identification method of the data frequency band containing the most noise. A GAE model is proposed to denoise aeroengine data. The third part first introduces the source of the engine data and secondly gives the identification results of the data frequency bands containing the most noise and the determination results of the hyperparameters of the GAE model. Finally, this part tests the noise reduction effect of the EMD model, the EAD model, and the GAE model on aeroengine data. The fourth part summarizes the superiority of the proposed aeroengine data denoising method through the analysis of the above noise reduction testing results.


Figure 2. Denoising model principle.

## 2. Denoising Method for Aeroengine Data Based on a Hybrid Model

The paper involves more abbreviations, and their meanings are given in Table 1.
Table 1. Meaning of abbreviations.

| Abbreviations | Full Title |
| :---: | :---: |
| DAE | Denoising Autoencoders |
| EMD | Empirical Mode Decomposition |
| EGTM | Exhaust Gas Temperature Margin |
| DTW | Dynamic Time Warping |
| IMF | Intrinsic Mode Functions |
| GRU | Gated Recurrent Unit Autoencoder |
| OEM | Original Equipment Manufacturer |
| MAE | Mean Absolute Error |

### 2.1. Analysis of Noise Reduction Problems and Corresponding Solutions

The problems in eliminating engine noise and remaining data step sizes from washing are analyzed from the following three aspects, and methods are proposed.

Problem 1: Difficulty in retaining the data step size generated by washing the engine.
Aeroengines are complex nonlinear systems. Engine data is the output of a complex system that characterizes the performance and condition of the engine. Cleaning can be viewed as a stimulus applied to the engine system. The engine system has changed state due to being purged. As the system changes, the distribution of data output by the system changes. This change will be removed as noise, thus smoothing out the data's features.

The solution to this problem is to divide aeroengine data into several data segments according to the washing time. The data distribution within each data segment does not change, avoiding the smoothing of data features.

Problem 2: Difficulty in identifying engine-specific noise.
Each data segment contains an engine characteristic part and an engine-specific noise part. The process of denoising is performed to maximize the separation of engine-specific noise components from data segments. Traditional methods can identify noise with a Gaussian distribution, but it is difficult to identify engine-specific noise.

The solution to this problem is to decompose the data segment into several components with different frequencies. The similarity of each component to the noise data specific to the aeroengine is calculated to identify the component that contains the most noise.

Problem 3: Difficulty in reducing engine-specific noise.
Because the components containing the most noise still contain engine characteristic information, it is unscientific to directly delete the data components containing the most noise. Removing these components results in a loss of the feature components in the aeroengine data, smoothing the edge features of the data.

To reduce the loss of feature components, a new denoising method is proposed. First, the amplitudes of the data components that contain the most noise are amplified. Artificial noise is added to the data. Secondly, the autoencoder model is built. Finally, let the model reconstruct the original data from the noise-amplified data, training its ability to perform denoising.

Based on the above analysis, a denoising method for aeroengine data based on a mixed model is proposed. The noise reduction process of this method is shown in Figure 3. After the EGTM data were collected, they were split into several sets of data according to the water wash records. The data components containing the most noise as well as artificial Gaussian noise are superimposed on the original data. The original data are input into the autoencoder for training to generate several sets of denoised EGTM data. Finally, several sets of data are assembled into denoised complete EGTM data.

As shown in Figure 3, the denoising method for aeroengine data based on mixed models includes a proposed method for identifying data components that contain noise and a proposed denoising method.

Method 1: The proposed method for identifying data components that contain noise.
The paper first decomposes the aeroengine data according to the washing records; secondly, the paper decomposes the data into several components by frequency with the EMD algorithm; lastly, the noise content in the data components is evaluated with the distance calculation method based on the DTW algorithm to find the data components that contain the most noise.

Method 2: The proposed denoising method.
First, the amplitudes of the data components that contain the most noise are amplified. Artificial noise is added to the data. Secondly, the autoencoder model is built. Finally, let the model reconstruct the original data from the noise-amplified data, training its ability to perform denoising.

### 2.2. Identification Method of Aeroengine Data Components Containing Noise Based on EMD and DTW

This section is about splitting the data, decomposing the data, and identifying noise.
The washing time is used as the basis for splitting the engine data. The engine data in this study come from OEM factories, and they are recorded with the flight cycle as the observation time, so the aeroengine data is time series data. The engine washing records are tables that record the time, location, engine type, and aircraft type when the engine was washed. What can be used in this study is wash time. Data is denoted as $X=\left\{x_{1}, x_{2}, x_{3}, \ldots\right\}$. If the number of washings is $n-1$, the washing records can be defined as: $T_{\text {washing }}=\left\{t_{1}, t_{2}\right.$, $\left.\ldots, t_{n-1}\right\} . T_{\text {washing }}$ can split data $X$ into $n$ pieces of split data. Let $X(i)$ denote split data, which can be given by Equation (1).

$$
\begin{equation*}
X(i)=\left\{x_{t_{(i-1)}+1}, x_{t_{(i-1)}+2}, \cdots, x_{t_{i}}\right\}, i=1,2, \cdots, n \tag{1}
\end{equation*}
$$



Figure 3. Denoising method for aeroengine data based on a hybrid model.
Then $X(i)$ is decomposed in frequency with the EMD algorithm. The EMD algorithm is a signal analysis algorithm, which decomposes the signal according to the timescale of the aeroengine data without setting any basis functions in advance. Aeroengine data can be divided into several "intrinsic mode functions" (IMF) by the EMD method without deviating from the time domain. The aeroengine data can be expressed as the trend component and the sum of several IMF functions.

The steps of EMD decomposing the data segment $X(i)$ obtained by dividing the aeroengine data are as follows:

Step 1: Find all the extreme points of the aeroengine data, use the spline curve to connect all the maximum points into the upper envelope, and connect all the minimum points to the lower envelope.

Step 2: Calculate the average value $m(i)$ of the upper and lower envelopes and the engine data IMF component $c(i)$ according to Equation (2).

$$
\begin{equation*}
c(i)=X(i)-m(i) \tag{2}
\end{equation*}
$$

Nordne E. Hunag [17] put forward the concept of IMF and defined two conditions of IMF: 1. In the whole time range, the number of local extreme points and zero-crossing points of IMF differs by at most one; 2 . The mean value of the upper and lower envelopes
is zero. If $c(i)$ does not satisfy these two conditions, repeat steps 1 and 2 until they are satisfied, and then go to step 3.

Step 3: Separate $c(i)$ from the aeroengine data $X(i): X(i)-c(i)$. Repeat step 1, step 2, and step 3 until $X(i)-c(i)$ becomes a monotonic sequence. Given $r(i)$, defined by Equation (3):

$$
\begin{equation*}
r(i)=X(i)-\sum c(i) \tag{3}
\end{equation*}
$$

where $r(i)$ is the residual component of engine data $X(i)$.
The pseudocode of the EMD algorithm is given by Algorithm 1.

```
Algorithm 1. EMD algorithm
    IMFs \(=[]\)
    While haspeaks( \(X(i)\) ):
        maximum_points \(=\operatorname{search}(X(i)\), maximum \()\)
        minimum_points \(=\operatorname{search}(X(i)\), minimum \()\)
        max_envelope \(=\) fitting(maximum_points)
        min_envelope \(=\) fitting \((\) minimum_points \()\)
        \(c(i)=(\) max_envelope + min_envelope \() / 2\)
        \(r(i)=X(i)-c(i)\)
    IMFs.append(data_imf)
```

Real engine data can be seen as a superposition of ideal data and noise data caused by minor faults. To identify the characteristic noise components of aeroengines, four kinds of fault data were prepared in this study, including compressor fault data, fan fault data, high-pressure turbine fault data, and low-pressure turbine fault data. The distance of the fault data from each data component is calculated to find the data component with the most noise.

However, each component of the engine data has unequal data lengths and nonexisting linear correspondences with the four types of fault data. There are phenomena such as amplitude scaling and linear drift between data [18]. The Euclidean distance is directly used to represent the similarity between each component of the engine data and the four types of fault data, which may encounter the problem of information flooding to a certain extent, resulting in an unrealistic distance between each component of the engine data and the four types of fault data. Therefore, a distance calculation method that is compatible with various data lengths is required.

The DTW algorithm is proposed for measuring the distance between two time series of different lengths. DTW is widely used in the field of speech recognition, and it is also suitable for recognizing two similar aeroengine data sets. In this study, DTW is used to calculate the minimum distance between the four types of fault data and $c(i)$ or $r(i)$.

The process of the DTW algorithm is shown in Figure 4. First, a matrix grid is created, and the length and width are respectively the lengths of the engine data component and the length of the fault data. The elements of the matrix represent the Euclidean distance d of the data at the corresponding position of the engine data component and the fault data. Then take the lower-left corner $(1,1)$ point of the matrix grid as the starting point and move to the adjacent grid corresponding to the smallest element of the right and upper elements until it reaches the upper-right corner of the matrix grid to form a path. Finally, calculate the cumulative value of the matrix elements that the path passes through. This accumulated value is the distance between the engine data component and the fault data.


Figure 4. Principle of DTW algorithm.
The pseudocode of the DTW algorithm is given by Algorithm 2.

```
Algorithm 2. DTW algorithmM
\(n=\) length(engine_data)
\(m=\) length(fault_data)
dtw_matrix \(=[\infty]_{(n+1) \times(m+1)}\)
dtw_matrix \((0,0)=0\)
for \(i=2: n+1\)
    for \(j=2: m+1\)
        dtw_matrix \((i, j)=\Sigma\left[\text { engine_data }(i-1)-\operatorname{fault\_ data(~}(j-1)\right]^{2}+\min [\) dtw_matrix \((i-1, j)\),
        dtw_matrix \((i-1, j-1), d t w \_m a t r i x(i, j-1)\) ]
    end
end
return \(d t w \_\operatorname{matrix}(n+1, m+1)\)
```

Define the distance as dis. The distance of $c(i)$ or $r(i)$ and the four kinds of fault data are given in Table 2, as are symbols and explanations.

Table 2. Distance table.

| $d i s$ | Interpretation of dis |
| :---: | :---: |
| $d i s_{c(i)}$ | Distance sum between $c(i)$ and all fault data |
| $d i s_{r(i)}$ | Distance sum between $r(i)$ and all fault data |
| $d i s_{c(i), \text { FAN }}$ | Distance between $c(i)$ and fan fault data |
| $d i s_{c(i), \text { COMP }}$ | Distance between $c(i)$ and compressor fault data |
| $d i s_{c(i), \text { HPT }}$ | Distance between $c(i)$ and high-pressure turbine fault data |
| $d i s_{r(i), \text { FAN }}$ | Distance between $r(i)$ and fan failure data |
| $d i s_{r(i), \text { COMP }}$ | Distance between $r(i)$ and compressor failure data |
| $d i s_{r(i), \text { HPT }}$ | Distance between $r(i)$ and high-pressure turbine failure data |
| $d i s_{r(i), \text { LPT }}$ | Distance between $r(i)$ and low-pressure turbine failure data |

In Table 2, the distance between $c(i)$ and all fault data can be given by Equation (4).

$$
\begin{equation*}
d i s_{c(i)}=\sum\left(d i s_{c(i), \mathrm{FAN}}, d i s_{c(i)}, \mathrm{COMP}, d i s_{c(i), \mathrm{HPT}}, d i s_{c(i), \mathrm{LPT}}\right) \tag{4}
\end{equation*}
$$

The distance between $r(i)$ and all fault data can be given by Equation (5).

$$
\begin{equation*}
\operatorname{dis}_{r(i)}=\sum\left(\operatorname{dis}_{r(i), \mathrm{FAN}}, \operatorname{dis}_{r(i), \mathrm{COMP}}, \operatorname{dis}_{r(i), \mathrm{HPT}}, \operatorname{dis}_{r(i), \mathrm{LPT}}\right) \tag{5}
\end{equation*}
$$

The smaller the distance, the more noise it contains. The engine data component corresponding to the smallest distance is selected as the noise component of the aeroengine.

### 2.3. Gated Recurrent Unit Autoencoder(GAE): A Proposed Denoising Autoencoder Model for Aeroengine Data

DAE is a promising method for data denoising, which can be used for aeroengine data denoising. It is a feature extractor with a denoising function whose purpose is to convert noisy aeroengine data into clean aeroengine data.

In addition, the aeroengine data is a time series, and each element in the sequence is affected by all the previous elements, which requires the model to be able to learn the influence from the historical accumulation of the aeroengine data. Real engine data is difficult to obtain, and the limited amount of data has difficulty supporting large-scale models. This requires the model to have a simple structure, and the GRU (Gated Recurrent Unit) model meets the requirements. The GRU was proposed by Cho et al. [19]. GRUs have fewer parameters, making training faster and requiring less data [20].

Therefore, in this paper, the Gated Recurrent Unit Autoencoder (GAE) model is proposed as a denoising module for aeroengine data by combining the autoencoder with the GRU. The structure of the GAE model is shown in Figure 5. The model includes encoders and decoders with special structures. The input end of the encoder and the output end of the decoder are both GRU modules, and a three-layer autoencoder is used as the connection in the middle. The three layers of the autoencoder are marked as $h_{1}, h_{2}$, and $h_{3}$. In the coding stage, the aeroengine data is continuously input to the GRU and the characteristic data is output through $h_{1}$ and $h_{2}$. In the decoding stage, the feature data is input into the $h_{3}$ layer, and the denoised data is output through the GRU module.


Figure 5. GAE Model.
In Figure 5, the input data is the aeroengine data that amplifies its own noise and adds Gaussian noise, which can be expressed as $X(i)_{\text {noise }}$; the label data is the raw aeroengine data, expressed as $X(i)$. The GRU involved in Figure 5 has two doors: update door and reset door. the basic structure of the GRU is shown in Figure 6.

In Figure 6, the definitions are as follows: $z$ is the update gate, $r$ is the reset gate, $h$ is the current state, and $h_{-1}$ is the previous state. The update gate $z$ is used to control the amount of previous state information which is brought into the current state. The reset gate $r$ controls how much information from the previous state is written to the current candidate set. The smaller the reset gate, the less information from the previous state is
written. Define the current candidate set as $\widetilde{h}$. For the input data $X(i)_{\text {noise }}$, the forward propagation formula of the network can be constructed, which is given by Equation (6):

$$
\left\{\begin{array}{l}
r=\sigma\left(W_{r} \cdot\left[h_{-1}, X(i)_{\text {noise }}\right]\right)  \tag{6}\\
z=\sigma\left(W_{z} \cdot\left[h_{-1}, X(i)_{\text {noise }}\right]\right) \\
\widetilde{h}=\tanh \left(W_{h} \cdot\left[r \cdot h_{-1}, X(i)_{\text {noise }}\right]\right) \\
h=(1-z) \cdot h_{-1}+z \cdot \widetilde{h} \\
y=\sigma\left(W_{y} \cdot h\right)
\end{array}\right.
$$

where ${ }_{r}$ is the weight from the input and the hidden layer at the previous moment to the reset gate $r ; W_{z}$ is the weight from the input and the hidden layer at the previous moment to the update gate $z ; W_{h}$ is the input and the hidden layer of the previous moment to $\widetilde{h} ; W_{y}$ is the weights from the hidden layer to the output layer.


Figure 6. The structure of GRU.
The $h_{2}$ layer's output of the denoising autoencoder model is the feature code of the aeroengine data. The encoding process is that the encoding function maps high-dimensional aeroengine data vectors to low-dimensional feature vectors. The encoder function is the activation function of the $h_{2}$ layer of the autoencoder. The activation function is defined as the sigmoid function. The feature vector output by the $h_{2}$ layer is $c o$. Then the aeroengine data encoding process of the $h_{2}$ layer is given by Equation (7).

$$
\begin{equation*}
c o=\frac{1}{1+e^{-w_{\text {hid }} \cdot y-b_{\text {hid }}}} \tag{7}
\end{equation*}
$$

where $\boldsymbol{w}_{\text {hid }}$ is the $h_{2}$ layer weight matrix; $\boldsymbol{b}_{\text {hid }}$ is the $h_{2}$ layer bias vector.
The decoding process maps the feature vector co to the reconstructed aeroengine data. The activation function of the $h_{3}$ layer in the decoder is defined as a linear function, and the feature vector output by the $h_{3}$ layer is deco, which is given by Equation (8).

$$
\begin{equation*}
\text { deco }=w_{\mathrm{out}} \cdot \boldsymbol{h}+\boldsymbol{b}_{\mathrm{out}} \tag{8}
\end{equation*}
$$

where $w_{\text {out }}$ is the $h_{3}$ layer weight matrix; $\boldsymbol{b}_{\text {out }}$ is the $h_{3}$ layer bias vector.
Finally, deco is output by the GRU module as denoised data, which is defined as $X(i)_{\text {denoise }}$. The loss function in this model is the mean absolute error (MAE). Define the number of output nodes of the GAE model as $n_{\text {out }}$, then MAE is given by Equation (9).

$$
\begin{equation*}
\operatorname{MAE}\left(X(i)_{\text {denoise }}, X(i)_{\text {noise }}\right)=\frac{1}{n_{\text {out }}} \sum_{j=1}^{n_{\text {out }}}\left(X(i)_{\text {denoise }}-X(i)_{\text {noise }}\right)^{2} \tag{9}
\end{equation*}
$$

## 3. Experiment

All functions are written on the python 3.5 platform of the Windows system with Tensorflow as the framework. Tensorflow is an open source machine learning platform. The
hardware platforms involved in the calculation are CPU and GPU; the models are Intel(R) Core (TM) i3-9100F CPU_3.60GHz and NVIDIA GeForce GTX TITAN X, respectively.

The data involved in this paper is aeroengine EGTM data. Airlines take EGTM as a reference for aeroengine performance. EGTM refers to the difference between the red line value of engine exhaust temperature and the exhaust temperature when the engine takes off at full thrust. When the engine is washed, there are step changes in the EGTM data. During denoising, these step changes may be recognized as noise and smoothed. Therefore, selecting EGTM data as the noise reduction object can better verify the performance of the proposed method.

Since exhaust gas temperature margin (EGTM) data is an important indicator for evaluating the efficiency of engine washing, the data form of the paper is EGTM data that includes the number of cycles recorded in the water wash. The EGTM data is collected at the outlet of the low-pressure turbine of the engine, and Figure 7 is the measurement point of the exhaust temperature of the aeroengine.


Figure 7. Aeroengine data sources.
EGTM data is real data provided by the OEM. In this study, the flight cycle was used as a time unit to record the aeroengine data from takeoff to landing. Therefore, aeroengine data is time series data. In practice, the airline provided three materials for an aeroengine, including OEM data in Table 3, fault records in Table 4, and washing records in Table 5.

Table 3. OEM data.

| ID | ESN | Time | EGTM |
| :---: | :---: | :---: | :---: |
| B-5793 | 657208 | 16 September 2013 1:52 | 90.845 |
| B-5793 | 657208 | 16 September 2013 5:09 | 84.52 |
| B-5793 | 657208 | 16 September 2013 8:50 | 87.208 |
| B-5793 | 657208 | 16 September 2013 12:31 | 89.306 |
| B-5793 | 657208 | 17 September 2013 8:00 | 82.397 |
| B-5793 | 657208 | 17 September 2013 11:45 | 85.755 |
| B-5793 | 657208 | 18 September 2013 9:44 | 85.973 |
| B-5793 | 657208 | 21 September 2013 0:06 | 66.281 |
| B-5793 | 657208 | 21 September 2013 4:08 | 86.617 |
| B-5793 | 657208 | 21 September 2013 8:36 | 75.281 |

Table 4. Fault records.

| ID | Full Title | Noise Source | Noise Type |
| :---: | :---: | :---: | :---: |
| B2530 | 1 August 2009 | Abnormal left engine | Compressor fault noise |
| B2588 | 2 January 2014 | Fan seal broken | Fan fault noise |
| B6076 | 26 February 2002 | Turbine oil leakage | Turbine fault noise |
| B6070 | 2 January 2014 | Abnormal turbine blade | Turbine fault noise |

Table 5. Washing records.

| Date | ID | Base | CAMP |
| :---: | :---: | :---: | :---: |
| 8 September 2014 0:00 | B-1816 | Beijing | A320 720000-CCA-C-02 |
| 8 September 2014 0:00 | B-1816 | Beijing | A320 720000-CCA-C-02 |
| 28 September 2014 0:00 | B-2210 | Hangzhou | A320 720000-CCA-C-02 |
| 16 January 2015 0:00 | B-2210 | Hangzhou | A320 720000-CCA-C-02 |
| 9 March 2014 0:00 | B-2210 | Hangzhou | A320 720000-CCA-C-03 |
| 19 April 2014 0:00 | B-2210 | Hangzhou | A320 720000-CCA-C-03 |
| 16 April 2014 0:00 | B-2364 | Chengdu | A320 720000-CCA-C-02 |
| 16 April 2014 0:00 | B-2364 | Chengdu | A320 720000-CCA-C-02 |

The data required for the study are spread out across three tables. The collection process of the data to be denoised is: According to the aircraft registration number (ID) and water washing date in Table 5, the IDs of the OEM data in Table 3 are located to collect all the corresponding EGTM data; the collection process of the fault data is: According to the ID in the fault record in Table 4, the ID of the OEM data in Table 3 is located to collect all the corresponding EGTM data. Figure 8 shows the aeroengine EGTM data. Figure 9 shows all types of data.


Figure 8. The engine data involved in this paper.
During the wing period, the engine was washed a total of nine times. Taking the washing time as the time point, the aeroengine data is split into eight segments. The first six segments are used as the training set, and the last two segments are used as the testing set. Number the eight segments sequentially to obtain Table 6.

Table 6. Split aeroengine data grouping table.

|  | Data Number | Flight Cycles |
| :---: | :---: | :---: |
| Training data | 1 | $1 \sim 329$ |
|  | 2 | $330 \sim 481$ |
|  | 3 | $482 \sim 708$ |
|  | 4 | $709 \sim 1142$ |
| Testing Data | 5 | $1143 \sim 1484$ |
|  | 6 | $1485 \sim 1711$ |
|  | 7 | $1712 \sim 1981$ |
|  | 8 | $1982 \sim 2222$ |



Figure 9. The fault data involved in this paper. (a) EGTM data for compressor failure; (b) EGTM data for fan failure; (c) EGTM data for high pressure turbine failure; (d) EGTM data for low pressure turbine failure.

### 3.1. Noise Identification Results for Data Components

To identify the data components that contain the most noise, the aeroengine data components are first decomposed based on EMD after being collected. Secondly, based on DTW technology, the noise identification of each component is carried out. The aeroengine EGTM data in Figure 8 are decomposed into residual components and IMF components. Figure 10 shows the two components derived from the decomposition of the six-segment aeroengine training data.

Based on the DTW algorithm, the distances were calculated between the two components of aeroengine EGTM data and four kinds of fault data, such as compressor fault data, fan fault data, high-pressure turbine fault data and low-pressure turbine fault data. In the calculation results, a very large number $\left(>1 \times 10^{308}\right)$ appeared in the calculation of the distances, marked as " $\infty$ ". Table 7 records the distances between the IMF component of the six-segment aeroengine training data and the four kinds of fault data. Table 8 records the distances between the residual component of the six-segment aeroengine training data and the four types of fault data.

Table 7. Distances of IMF components.

| Data <br> Number | Fan Fault <br> Data | Compressor <br> Fault Data | High Pressure <br> Turbine Fault Data | Low Pressure <br> Turbine Fault Data |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 5.236 | 5.227 | 6.493 | 6.199 |
| 2 | 4442.453 | 5582.838 | $\infty$ | $\infty$ |
| 3 | $10,463.488$ | $12,162.886$ | $\infty$ | $\infty$ |
| 4 | 2.907 | 4.205 | 2.521 | 5.467 |
| 5 | 3.167 | 3.981 | 3.0158 | 6.385 |
| 6 | 6209.860 | 7909.258 | $\infty$ | $\infty$ |



Figure 10. Components of the six-segment aeroengine training data. (a) No. 1 data residual component; (b) No. 1 data IMF component; (c) No. 2 data residual component; (d) No. 2 data IMF component; (e) No. 3 data residual component; (f) No. 3 data IMF component; (g) No. 4 data residual component; (h) No. 4 data IMF component; (i) No. 5 data residual component; (j) No. 5 data IMF component; (k) No. 6 data residual component; (l) No. 6 data IMF component.

Table 8. Distances of residual components.

| Data <br> Number | Fan Fault <br> Data | Compressor <br> Fault Data | High Pressure <br> Turbine Fault Data | Low Pressure <br> Turbine Fault Data |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 10.703 | 13.716 | 9.991 | 13.171 |
| 2 | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| 3 | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| 4 | 8.680 | 11.051 | 8.301 | 11.654 |
| 5 | 9.745 | 11.480 | 9.929 | 14.420 |
| 6 | $\infty$ | $\infty$ | $\infty$ | $\infty$ |

In Tables 7 and 8, the distances between the residual components of No. 2, 3, and 6 in the training data and the four types of fault data are all " $\infty$ ", indicating that these three sets of residual component data hardly contain noise components. The distances between the residual components of No. 1, 4, and 5 and the four kinds of fault data are all within 15 , while the distances between the IMF components of these three groups and the four kinds of fault data are smaller than those of the residual components, which shows that more noise is included in the IMF component of the aeroengine EGTM data. Therefore, the IMF component is selected as the data component containing the most noise. Separate the data components that contain the most noise in the testing data (No. 7 and No. 8), as shown in Figure 11.


Figure 11. Components that contain the most noise in the testing data. (a) Data No. 7 contains the most noise data component; (b) Data No. 8 contains the most noise data component.

### 3.2. Hyperparameter Settings for GAE

In this part, the number of nodes in the $h_{1}$ layer and the number of nodes in the $h_{2}$ layer of the GAE model are determined. Define the number of nodes in the $h_{1}$ layer as $n_{\text {in }}$, the number of nodes in the $h_{2}$ layer as $n_{\text {hid }}$, and the number of nodes in the $h_{3}$ layer as $n_{\text {out }}$. Since the number of nodes in the $h_{1}$ layer is same as that in the $h_{3}$ layer, $n_{\text {in }}=n_{\text {out }}$.

There is currently no formula defining the $n_{\mathrm{in}}$. To obtain reliable results, the enumeration method is used to determine the most suitable $n_{\mathrm{in}}$. The enumeration range is $15-25$. The mean absolute error (MAE) is used to describe the reconstruction error of the denoising autoencoder for the null engine data.

The model uses the Adam algorithm as the descent algorithm. The number of iterations is 3000 and the training batch is 100 . The learning rate is 0.001 , and the component containing the most noise is amplified by a factor of 1.1. The model was run 10 times, and the $n_{\text {in }}$ and the reconstruction error were plotted as shown in Figure 12.

The vertical line in Figure 12 marks the $n_{\text {in }}$ when the reconstruction error is the smallest. In order to analyze the results in more detail, the mean, standard deviation, and minimum and maximum values of 10 experiments are given in Table 9. The data in the Table 9 are reserved for three significant figures.


Figure 12. Relationship between the number of nodes in the $h_{1}$ layer and reconstruction error.
Table 9. Table of the nodes number in the $h_{1}$ layer and reconstruction error data.

| $n_{\text {in }}$ | Mean Reconstruction Error | Standard Deviation | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: |
| 15 | 0.0442 | 0.0476 | 0.0174 | 0.152 |
| 16 | 0.0420 | 0.0237 | 0.0208 | 0.0863 |
| 17 | 0.0486 | 0.0317 | 0.0236 | 0.111 |
| 18 | 0.0420 | 0.0286 | 0.0190 | 0.114 |
| 19 | 0.0398 | 0.0272 | 0.0197 | 0.117 |
| 20 | 0.0376 | 0.0397 | 0.0170 | 0.140 |
| 21 | 0.0481 | 0.0349 | 0.0261 | 0.150 |
| 22 | 0.0484 | 0.0441 | 0.0173 | 0.168 |
| 23 | 0.0548 | 0.0356 | 0.0254 | 0.114 |
| 24 | 0.0528 | 0.0496 | 0.0194 | 0.117 |
| 25 | 0.0497 | 0.0507 | 0.0223 | 0.186 |

From the data given in Table 9, the average reconstruction error is the lowest when $n_{\text {in }}$ is 20 . The average reconstruction error is slightly higher when $n_{\text {in }}$ is 19 . However, the standard deviation when $n_{\text {in }}$ is 20 is larger than that when $n_{\text {in }}$ is 19 , being 0.0397 and 0.0272 , respectively. The minimum error value when $n_{\text {in }}$ is 20 is smaller than that when $n_{\text {in }}$ is 19 . The maximum error when $n_{\text {in }}$ is 20 is greater than that when $n_{\text {in }}$ is 19 . Table 5 shows that the output is unstable when $n_{\text {in }}$ is 20 , although the average reconstruction error is small. Although the average reconstruction error is slightly larger, the output is stable when $n_{\text {in }}$ is 19. Therefore, $n_{\text {in }}$ is determined to be 19 in this paper.

Similarly, to minimize reconstruction error, $n_{\text {hid }}$ must be determined. At present, researchers have developed empirical formulas [21] for $n_{\text {hid }}$, which help narrow the search for optimal nodes. The empirical formula is given by Equation (10).

$$
\begin{equation*}
n_{\text {hid }}=\sqrt{n_{\mathrm{in}} \times n_{\mathrm{out}}} \tag{10}
\end{equation*}
$$

According to Equation (10), it can be roughly determined that $n_{\text {hid }}$ is around 19. The optimal $n_{\text {hid }}$ is searched by the enumeration method in the interval of 15-25. After the experiment is carried out 10 times, $n_{\text {hid }}$ and the reconstruction error are plotted in Figure 13.

As can be seen from Figure 13, when $n_{\text {hid }}$ is 21, the reconstruction error is the lowest. To analyze the results in more detail, in Table 10, the mean reconstruction error, standard deviation, minimum error, and maximum error of 10 experiments are given. The above four types of data in Table 10 all retain three significant figures.


Figure 13. Relationship between $n_{\text {hid }}$ and reconstruction error.
Table 10. Table of $n_{\text {hid }}$ and reconstruction error.

| $n_{\text {hid }}$ | Mean Reconstruction Error | Standard Deviation | Minimum | Maximum |
| :---: | :---: | :---: | :---: | :---: |
| 15 | 0.0172 | 0.00522 | 0.00900 | 0.0260 |
| 16 | 0.0151 | 0.00460 | 0.00900 | 0.0220 |
| 17 | 0.0157 | 0.00748 | 0.00900 | 0.0350 |
| 18 | 0.0143 | 0.00487 | 0.0100 | 0.0270 |
| 19 | 0.0129 | 0.00375 | 0.00900 | 0.0190 |
| 20 | 0.0153 | 0.00503 | 0.00800 | 0.0260 |
| 21 | 0.0123 | 0.00343 | 0.00800 | 0.0180 |
| 22 | 0.0144 | 0.00469 | 0.00900 | 0.0220 |
| 23 | 0.0128 | 0.00418 | 0.00700 | 0.0190 |
| 24 | 0.0132 | 0.00486 | 0.00900 | 0.0230 |
| 25 | 0.0133 | 0.00421 | 0.00800 | 0.0230 |

From the data given in Table 10, the mean reconstruction error is the lowest when $n_{\text {hid }}$ is 21 . The standard deviation is the smallest when $n_{\text {hid }}$ is 21 . This means that the model's output is currently stable. Therefore, the most suitable $n_{\text {hid }}$ is determined to be 21 .

### 3.3. Validation of Aeroengine Data Denoising Method

### 3.3.1. Reconstruction Accuracy Verification of GAE

First, the reconstruction accuracy of the GAE model is verified. Figure 14 visually shows the reconstruction errors of the three denoising models. Data No. 1-6 are the reconstruction error of the training data in the figure, and data No. 7-8 are the reconstruction error of the Testing data. The figure shows that the reconstruction error of the denoised data output by the EMD model is much larger than that of the GAE model and the EAD model. Except for data No. 4 and No. 8, the reconstruction error of the GAE model is smaller than that of the EAD model.

The reconstruction errors of the DAE, EMD, and GAE models on the training data are given in Table 11.

Table 11. Reconstruction errors of training data.

| Model | Reconstruction Error of Training Data |  |  |  |  | Average |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| GAE | 0.0810 | 0.0909 | 0.0637 | 0.0681 | 0.0585 | 0.0861 | 0.0747 |
| DAE | 0.0853 | 0.0995 | 0.0991 | 0.0628 | 0.0901 | 0.0817 | 0.0864 |
| EMD | 0.185 | 0.3578 | 0.320 | 0.288 | 0.248 | 0.705 | 0.351 |



Figure 14. Comparison of reconstruction accuracy of three noise reduction models.
Tables 11 and 12 show that the MAE error of GAE training data is $(0.0864-0.0747)$ / $0.0864 \times 100 \%=13.54 \%$ lower than that of DAE and $78.72 \%$ lower than that of EMD; the MAE error of GAE test data is $3.11 \%$ lower than that of DAE and $76.80 \%$ lower than that of EMD.

Table 12. Reconstruction errors of testing data.

| Model | Reconstruction Error of Testing Data | Average |  |
| :---: | :---: | :---: | :---: |
| GAE | 0.0807 | 0.0807 | 0.0965 |
| DAE | 0.161 | 0.161 | 0.0996 |
| EMD | 0.365 | 0.467 | 0.416 |

The MAE error of GAE is relatively smaller than that of DAE, which reflects that the GRU in GAE can learn the time series relationship of aeroengine data so as to better reconstruct pure data. The combination of the GRU module and the DAE model effectively improves the noise reduction effect, making the MAE error smaller than that of the DAE model.

The MAE error of GAE is much smaller than that of EMD. The reason for this is that the algorithm of EMD is susceptible to noise interference. The algorithm of EMD separates the noise signal by calculating the envelopes of the extrema of the data. Noise makes the extremum of the data change, and the envelopes follow. The changes of the envelope also make the EMD algorithm unstable, resulting in a large error.

To summarize, Tables 8 and 11 reflect that the noise reduction effect of the DAE model is slightly better than that of the EMD model. The mean reconstruction error of the GAE model is smaller than that of the EAD model. The data reconstruction ability of the GAE model is stronger than that of the DAE model and the EMD model. It is proved that the GAE model can preserve the characteristics of the aeroengine better.
3.3.2. The Effectiveness of the Proposed Noise Reduction Method Based on Hybrid Model Is Verified

Figure 15 shows the reconstruction curves of DAE, EMD, and the proposed model on the EGTM Testing data of an aeroengine. In the figure, the original data are marked with black curves, the denoised data of the proposed model are marked with green dotted lines, the denoised data of the EAD model are marked with light blue, and the noise reduction of the EMD model are marked with dark blue.


Figure 15. Comparison of noise reduction effects of three noise reduction models.
The red vertical line in Figure 15 represents the time of washing the aeroengine. Due to the washing, there is a step change in the original EGTM data. EAD, EMD, and the proposed method show different performances under the influence of cleaning. The EAD method significantly smoothed the step change of EGTM. It shows that the EAD model has an underfitting problem in training. The EMD method separates the step change as noise from the EGTM, thus smoothing the step change of the EGTM.

In Figure 15, the proposed model can reconstruct the EGTM sequence and express data mutation well. The denoised data of the proposed model in the figure is closer to the original data than DAE and EMD, which shows that the denoised data of the proposed model is more suitable for the subsequent analysis of washing effects. In order to more accurately express the noise reduction effect of DAE, EMD, and the proposed model on aeroengine data, the EGTM step value after aeroengine washing is investigated.

The influence of the denoising model on the subsequent evaluation of the washing effect can be known by calculating step size after washing. The step size after washing is a direct expression of the washing effect. Therefore, calculating the post-washing step size of the denoised data is an important indicator to investigate whether the denoising model will affect the evaluation of the washing effect. Since the data after washing has a gradual increase rather than a sudden increase, the step size calculated in the paper is the difference between the average values of 10 data before and after washing. The step size is calculated from the No. 2 data.

Figure 16 visually shows the steps sizes of No. 2-8 raw data and the step sizes of denoised data of DAE, EMD and the proposed model. Table 13 gives the step sizes of the training data and testing data. The data in Table 13 are the steps sizes of each piece of data. Since No. 1 is unwashed engine data, the step size is recorded from No. 2 data.

Table 13. Step of each segment of data.

| Model | Step Size of the EGTM/ ${ }^{\circ} \mathbf{C}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Training Data |  |  |  |  |  |  |
| Original data | 11.326 | 5.212 | 7.199 | 12.206 | 12.078 | 5.613 | 6.971 |
| The proposed model | 10.604 | 4.841 | 6.832 | 11.292 | 11.555 | 5.584 | 5.108 |
| DAE | 9.649 | 4.525 | 5.435 | 9.979 | 10.958 | 5.871 | 2.709 |
| EMD | 10.220 | 2.813 | 5.067 | 8.137 | 9.469 | 10.288 | 0.738 |



Figure 16. The step sizes from data of all models.
Table 13 is the variance of the steps of the original data and the steps of the denoised data of DAE, EMD, and the proposed model.

It can be seen from Table 14 that EMD has a large variance in both the testing set and the training set. The variances of the DAE in the training set and testing set are much smaller than those of the EMD, but they are still large. The variances of the proposed model are extremely small in both the testing set and the training set. The step sizes calculated from the denoised data of the proposed model are the closest to the original data. Therefore, the proposed model has the least impact on the analysis of subsequent washing effects. It is more suitable for aeroengine data noise reduction than other models.

Table 14. Step value variance between noise reduction data and original data.

| Model | Training Data | Testing Data |
| :---: | :---: | :---: |
| The proposed model | 0.381 | 1.736 |
| DAE | 2.522 | 9.116 |
| EMD | 6.978 | 30.358 |

## 4. Conclusions

To improve prediction accuracy, a denoising method for aeroengine data based on a hybrid model is proposed in this paper. The method first amplifies the noise part of the data, and then adds Gaussian noise to the data as the input of the autoencoder. Let the autoencoder reconstruct the original data from the amplified noise data so that the autoencoder can perform targeted noise reduction. In the paper, the proposed model is compared with EMD and DAE, which reflects that the proposed model can effectively denoise the data and retain mutation characteristics after aeroengine washing.

The autoencoder involved in the hybrid-model-based aeroengine data denoising method is the GAE model proposed in this paper. The GAE model is composed of three fully connected layers connecting two GRU modules. The model is good at working with time series data. After testing with real aeroengine data, compared with EMD and DAE, the reconstruction error of the GAE model is the smallest, preserving the data features to the greatest extent.

The model proposed in this paper has an ideal effect on the denoising of EGTM data after aeroengine washing. This model is applicable for denoising the various data with sudden changes, such as the gas path data of aeroengines or gas turbines after maintenance. In the future, we will plan to collect more real data to improve our methods.
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#### Abstract

Frequency-dependent adaptive noise cancellation-based tracking controller (ANC-TC) is a known technique for the stabilization of several nonlinear dynamical systems. In recent years, this control strategy has been introduced and applied for the stabilization of a flexible rotor supported on full-lubricated journal bearings. This paper proposes a theoretical investigation, based on robust immersion and invariance (I\&I) theory, of a novel ANC-frequency estimation (FE) technique designed to stabilize a flexible rotor shaft affected by self-generated sinusoidal disturbances, generalized to the case of unknown frequency. A structural proof, under assumptions on closed-loop output signals, shows that the sinusoidal disturbance rejection is exponential. Numerical simulations are presented to validate the mathematical results in silico. The iterative Inexact Newton method is applied to the disturbance frequency and phase estimation error point series. The data fitting confirms that the phase estimation succession has an exponential convergence behavior and that the asymptotical frequency estimation is a warm-up phase of the overall close-loop disturbance estimation process. In two different operating conditions, the orders of convergence obtained by phase and frequency estimate timeseries are $p_{\varphi}=1, p_{\omega, u n c}=0.9983$ and $p_{\omega, c a v}=1.005$. Rejection of the rotor dynamic disturbance occurs approximately $76 \%$ before in the cavitated than in the uncavitated condition, 2 (s) and 8.5 (s), respectively.


Keywords: rotordynamic; adaptive rejection control; sinusoidal disturbance; flexible rotor; hydrodynamic journal bearing
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## 1. Introduction

### 1.1. Problem Statement: Flexible Rotor with Lubricated Journal Bearings

In rotating machines, bearings are used to transfer radial and axial forces in a supporting structure ensuring a low value of the coefficient of friction and good system stability $[1,2]$. For cases with high loads and high rotational speeds, fluid film lubricated bearings are often preferred. The latter can be of two main categories: hydrodynamic bearings and hydrostatic bearings [3]. In the case of hydrodynamic bearings, the relative movement between the two coupled surfaces (journal and bearing) generates a pressurized fluid film that reduces the friction forces, ensuring the necessary support for the external load [3]. In the case of hydrostatic bearings, the pressure of the lubricating fluid is guaranteed by the action of an external pump, which injects pressurized lubricant into the bearing [4]. The most common version of hydrodynamic bearings is the full journal bearing,
which consists of a rotor (journal) that rotates inside a bearing with a diameter slightly larger than that of the rotor, and the fluid film exists in the small space between the two (meatus) [3]. In the unsteady dynamical behavior, fluid film bearings can, however, present oscillating behavior (typical elliptical orbits) due to destabilizing cross coupling forces caused by the nonlinear fluid dynamic phenomena in the oil film [2,5]. To obtain acceptable operating conditions, it is necessary to simultaneously analyze the rotor-journal bearing couple in the case of a flexible rotor. These types of dynamic systems exhibit a particular type of self-excited vibration due to fluid dynamics phenomena in the oil film [2] known as oil whirl and oil whip, and are characterized by subsynchronous processional motions [6,7] These vibrations appear when the subsynchronous vortex frequency reaches the natural frequency of the system [8] and is typically characterized by high vibration amplitudes. In recent years, research has shown that oil whirl phenomena are generated also when the journal bearing runs on micropolar lubricant [9-11]. Many authors have studied the effect of lubricant contamination [12] and the nonlinear behavior of film-oil main bearings in rotating machines [13]. Furthermore, the performance of the bearing, in order to avoid instability phenomena, has been analyzed, studied and simulated considering factors such as misalignment [14], elasticity of the bearing liner [15], dynamic conditions and coupled surface roughness [16].

### 1.2. Literary Review: Active Noise Rejection Control

One of the objectives of recent research has been to propose control strategies for solving the classical problem of vibration rejection, in the frame of flexible mechanical structures [17,18], flexible rotor bearings control [19-23] and their active balancing [21]. The aim is to absorb, or reject, any vibrational phenomena on a rotating shaft connected to a motor, and stabilize it around an arbitrary equilibrium position [24], for example, using a closed-loop controller with notch filtering actions [24-26]. Good attenuation features are obtained if the disturbance frequency is well-known. Indeed, the stop bands of these filtering-based controllers exhibit very steep edges. Usually, in the presence of unmodelled dynamics, observer-based and sliding mode observer-based controls allow for the tracking control precision to be improved by adapting to the unmatched uncertainties [18]. Nevertheless, the use of an adaptive observer to solve this category of problems, the vibration suppression in flexible mechanical system, is not so widespread. For example [26], avoids the application of an adaptive observer due to the risk of control spillover. Conversely, the ANC control in D'Amato et al. [24] is implemented as an observer-based control. In [24], the equations of the elastic contributions in the journal bearings and the relative vibrations are modelled as a separated exosystem [27], which represents the disturbance acting on the control. Then, the ANC operation consists of the observation of such disturbance elastic contributions, so that the control injects, on purpose, a counterphase oscillation, aiming to delete them. This makes the closed-loop control independent of the operating conditions of the bearings: cavitated and uncavitated.

First results concerning controllability and observability problems in rotordynamic systems date back to the 1980s. The flexible rotor and the flexibly-mounted journal bearings were modelled by Stanway and Burrows, 1981 [22], as a spring-damping-mass system, with well-known natural vibration modes. They determined the system observability and controllability conditions in order to assign directly the closed-loop eigenvalues with a linear controller. A linear control approach was also addressed by Lei and Palazzolo, 2008 [25]. To this aim they used the Finite-Element-Method (FEM) to model the rotor dynamic system. In their approach, active magnetic bearings (AMB) were employed to handle the rotordynamic systems by acting coaxially to the inertial axis through a linear control law. In the framework of control techniques which uses AMB, Kumar and Tiwari, 2020 [28], investigated the rotordynamic system modeling unbalance and misalignment with the rigid body theory. The possibility of modeling the flexible system with a new set of nonlinear closed-form equations is a definite novelty introduced by D'Amato et al., 2022 [24], and retrieved in this presented study. By considering the lubricated bearing
dynamic effects and with lubricant film cavitation conditions, an input-output feedback linearizing controller can be implemented. The proposed control law is adaptive with respect to the control and disturbance parameter (i.e., phase and frequency of the sinusoidal disturbance, corresponding to rotor angular speed of the rotor).

### 1.3. Proposed Control Strategy: ANC with Frequency Estimation

This paper proposes a theoretical investigation of a novel ANC-frequency estimation (FE) technique designed to stabilize a flexible rotor shaft affected by self-generated sinusoidal disturbances. This work extends the adaptive noise cancellation tracking control (ANC-TC) algorithm presented by D'Amato et al. in 2022 [24,29], generalized to the case of unknown frequency. The disturbance frequency corresponds to the rotor operating angular speed $(\omega)[20,24,30]$, which is driven by an external actuator, so that uncertainties may arise in the frequency actual value due to actuation operating point fluctuations. Other incoming nonlinear phenomena, such as gyroscopic moments acting on the disk-for example due to asymmetries of the rotor support [31]-can make the operating frequency vary. The ANC-TC in $[24,29]$ uses such a frequency value as a known parameter, which is also a parameter of the dynamics of the system. With respect to the specific uncavitated case study [29], a theoretical formulation has been provided in [24]: structural proofs for noise suppression estimation, cancellation and system stabilization are given when the disturbance frequency is known but not the initial condition. In this paper, inspired by immersion and invariance (I\&I) robust control techniques [18,32,33], the possibility of estimating online the constant unknown frequency of the disturbance is considered. Following I\&I-based approaches, the studied controlled system is immersed into a target dynamical model so that its trajectories are an image of the target dynamic system into the immersion map. Then, the aim of this kind of approach is to make the target system image an attractive manifold, so that the controlled system is made globally, uniformly, asymptotically stable around its invariant trajectories [18,32,33].

The approach of [33] was convoluted in the hybrid logic (even if in a more general sense with respect to [32]). The general multi-harmonic disturbance case may be considered $[17,33]$. An I\&I-based strategy, adaptive with respect to perturbation parameters, was recently presented and applied to a reversible cold strip rolling mill to control the speed and tension system [18], characterized by severe coupling effects, multiple statevariables, nonlinearities and model uncertainties. In [18], it was shown that the estimation errors follow an exponential convergence.

A recent research work [17] deals with the problem of active multi-harmonic disturbances cancellation in flexible mechanical structures, under the analysis of passivity properties of a closed-loop system. The controller operates an inner loop, which performs the position control of the system, while the frequency estimation is demanded to an outer control loop, elaborating the position measurements of the plant. A robust linear compensator scheme, non-accurate model-based, was employed and experimentally validated. An exponential cancellation of the disturbance was obtained.

The ANC-TC in $[24,29]$ already showed an intrinsic robustness since the vibrational disturbances acting on the rotor were cancelled. Consequently, the introduction of a frequency identifier for vibrational modes improves the robustness of the method.

The closed-loop sinusoidal noise rejection is conceived in two phases: first, the operating frequency identification is performed as a combination of state-observer and asymptotical parameter estimation [32,33]; second, the asymptotical frequency estimate is fed back to the closed-loop adaptive noise cancellation control (ANC), which hooks the phase of the disturbance by injecting on rotor dynamics a counterphase sinusoid acceleration. The frequency estimation is in practice a warm-up phase of the overall closed-loop control [34,35]. This study proposed a unified theoretical structure including an I\&I-based frequency estimator as a plug-in control block. The proposed control architecture design concerns the externalization of the FE process, which appears as an additive standalone block downstream to the ANC closed-loop, elaborating its output data and generating the
asymptotical frequency estimate. Once such an asymptotical estimate converges at the steady-state closed-loop, the ANC control exponentially hooks the sinusoidal disturbance, following [24].

Table 1 itemizes and catalogues the scientific literary references that are investigated as background for the proposed study.

Table 1. Literary review.

| Authors | Year | Source | Section Content | Authors | Year | Source | Section Content |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Poritsky | 1953 | [8] | PS | Avramov and Borysiuk | 2012 | [31] | PCS |
| Stanway and Burrows | 1981 | [22] | LR | Harika et al. | 2013 | [12] | PS |
| Burrows and Sahinkaya | 1983 | [19] | LR | Marino and Tomei | 2016 | [27] | LR |
| Lund | 1987 | [2] | PS | Carnevale | 2016 | [33] | PCS |
| Vance | 1988 | [30] | PCS | Salazar and Santos | 2017 | [4] | PS |
| Muszynska | 1988 | [6] | PS | Zheng et al. | 2017 | [23] | LR |
| D'Agostno et al. | 2001 | [7] | PS | Ruggiero et al. | 2018 | [20] | LR, PCS |
| Zhou and Shi | 2001 | [21] | LR | Ballnus et al. | 2018 | [35] | PCS |
| Hamrock and Schimd | 2004 | [3] | PS | Das and Guha | 2019 | [10] | PS |
| Sukumaran Nair and Prabhakaran | 2004 | [15] | PS | Bhattacharjee et al. | 2019 | [11] | PS |
| Das et al. | 2005 | [14] | PS | D'Amato et al. | 2019 | [29] | PCS |
| Ypma | 2006 | [36] | PCS | Marko et al. | 2020 | [26] | LR |
| Prabhakaran Nair et al. | 2007 | [16] | PS | Kumar and Tiwari | 2020 | [28] | LR |
| Lei and Palazzolo | 2008 | [25] | LR | Chen et al. | 2021 | [5] | PS |
| Carnevale and Astolfi | 2008 | [32] | PCS | Tripathy and Bhattacharyya | 2022 | [9] | PS |
| Friswell et al. | 2010 | [1] | PS | Liu et al. | 2022 | [18] | LR, PCS |
| Hoad et al. | 2010 | [34] | PCS | Marko et al. | 2022 | [17] | LR, PCS |
| Vania et al. | 2012 | [13] | PS | D'Amato et al. | 2022 | [24] | PCS |
| PS: Problem Statement <br> - flexible rotor with lubricated journal bearings; <br> - fluid dynamics; <br> - self-excited vibrations due to fluid dynamics; |  | LR: Literary Review <br> - flexible rotor bearings control; <br> - active rejection of vibrational phenomena; <br> - notch filtering; <br> - observer-based control; |  |  | PCS: Proposed Control Strategy <br> - adaptive noise cancellation-rejection; <br> - immersion and invariance; <br> - method comparison; <br> - numerical analysis methods; |  |  |

A mathematical proposition for the ANC-FE is formulated and a structural proof is given under assumptions on closed-loop output signals, showing that the sinusoidal disturbance rejection is exponentially performed. Numerical simulations are presented to validate the theoretical results in silico. The simulations are designed to illustrate the adaptive rejection performance in terms of time and residual vibration amplitude. Moreover, it is shown that the proposed I\&I-based asymptotical frequency estimation may have a practical application since its duration is acceptable as an initialization process. This is a training/warm-up phase for the ANC controller. In addition, in order to evaluate the order of convergence of the disturbance frequency and phase estimation error point series the iterative Inexact Newton method [36] was applied.

The main novelties of this study are summarized:
i generalization of ANC-TC control devised in [24] to the unknown/ uncertain operating frequency;
ii application of I\&I robust technique for frequency estimation (FE), considering as input an analytical reconstruction of the closed-loop output noise signals;
iii plug-in integration of the FE module with the ANC-TC control;
iv formulation of a mathematical proposition for the novel ANC-FE control;
v structural proof of the proposition under assumptions on closed-loop output signals.
This paper has the following outline: Section 2 introduces the closed formulation of the rotor dynamics model and ANC-FE control conceptualization and design; in Section 3 the theoretical proposition is formulated and its proof is given; Section 4 reports numerical simulation results with a detailed description of the data fitting analysis; in Section 5 the numerical simulation results are discussed and some conclusions are reported.

## 2. Materials and Methods

The dynamical system under investigation is composed by an unbalanced thin disk, symmetrically disposed on a flexible shaft, and supported by two hydrodynamic full (short) journal bearings, as represented in [24]. The mass of the rotor is 2 m and the flexible shaft is a thin bar of a circular section with a negligible mass with respect to the disk mass. According to Figure 1, during the motion, the disk remains in plane motion in $x-y$ plane without gyroscopic effects. The lubricated dynamical system can be studied by applying the classical approach based on the Reynolds equation [20] in cylindrical coordinates and under the classical hypothesis of short bearing approximation [30]. The scalar nonlinear differential motion equations of the system are [20]

$$
\left\{\begin{array}{c}
m \ddot{x}+k\left(x_{c}-x_{j}\right)=m u \omega^{2} \sin \omega t  \tag{1a}\\
m \ddot{y}+k\left(y_{c}-y_{j}\right)=-m u \omega^{2} \cos \omega t-W \\
F_{x}\left(x_{j}, \dot{x}_{J}, y_{j}, \dot{y}_{J}\right)=-k\left(x_{c}-x_{j}\right) \\
F_{y}\left(x_{j}, \dot{x}_{J}, y_{j}, \dot{y}_{J}\right)=-k\left(y_{c}-y_{j}\right)
\end{array}\right.
$$

where the forces $F_{x}, F_{y}$ are defined in [24].


Figure 1. Journal bearing geometry.

### 2.1. Adaptive Noise Cancellation Tracking Control (ANC-TC)

In the following, for the lubricated dynamical system, the cavitated ( $\pi$-film) and the uncavitated short bearing model are considered. A closed-form model formulation for the controlled model, which has been introduced in [24], is written as follows

$$
\left\{\begin{array}{c}
\ddot{x}(t)=\left[\begin{array}{c}
\ddot{x}_{c} \\
\ddot{y}_{c}
\end{array}\right] \doteq-\frac{k}{m}\left(x-z_{j}\right)-d_{w}-\ddot{d}_{e}(t, \omega)+\vec{u}_{x}  \tag{1b}\\
\dot{z}_{j}(t, \omega, i)=\left[\begin{array}{c}
\dot{x}_{j} \\
\dot{y}_{j}
\end{array}\right] \doteq k e^{3} l^{-1}\left(t, z_{j}, e, i\right)\left\{\Sigma\left(t, z_{j}, e, \omega, i\right)\left[\begin{array}{l}
x_{j} \\
y_{j}
\end{array}\right]+\frac{1}{\mu_{0}}\left[\begin{array}{l}
x_{c} \\
y_{c}
\end{array}\right]\right\}
\end{array}\right.
$$

where: $x=\left(x_{c}, y_{c}\right)^{T}$ and $z_{j}=\left(x_{j}, y_{j}\right)^{T}$ denote the disc center and journal center coordinates, respectively; $d_{w}=[0, W / m]^{T}$ is a constant load term and $\vec{u}_{x}$ is the control input. The vector of sinusoidal disturbances acting on the two coordinate dynamics is denoted by $d_{e}(t, \omega)=u\left[\sin \left(\omega t+\varphi_{01}\right),-\cos \left(\omega t+\varphi_{02}\right)\right]^{T}\left(\varphi_{0_{1,2}}\right.$ unknown initial phase), so that

$$
\dot{d}_{e}(t, \omega)=\Omega \cdot d_{e}(t, \omega) \quad \Rightarrow \quad \dot{d}_{e}(t, \omega)=\left[\begin{array}{cc}
0 & -\omega  \tag{2}\\
\omega & 0
\end{array}\right] \cdot\left[\begin{array}{c}
u \sin \left(\omega t+\varphi_{01}\right) \\
-u \cos \left(\omega t+\varphi_{02}\right)
\end{array}\right]
$$

The dynamics of acceleration noise in Equation (2) has the canonical parametrization $(\Omega)$ of a disturbance with ellipsoidal trajectories, whose dimensions depend on the values of the system parameters, as found by the numerical simulations of the analytical model Equation (1a) presented in $[24,29]$. The $\omega$ is the frequency of the disturbance and corresponds to the operating rotation speed of the flexible rotor. The two matrices $l^{-1}$ and $\Sigma$ are defined as follows

$$
\begin{gather*}
l^{-1}\left(t, z_{j}, e, i\right) i \cdot \Lambda^{-1}\left(t, z_{j}, e, i\right)=i\left\{\left[\left(\begin{array}{cc}
z x_{j} & -2 \zeta \pi^{(i-1)} e y_{j} \\
z y_{j} & +2 \zeta \pi^{(i-1)} e x_{j}
\end{array}\right)+(1-i) \cdot 8 \lambda\left(\begin{array}{cc}
-y_{j} & e x_{j} \\
x_{j} & e y_{j}
\end{array}\right)\right] \cdot\left(\begin{array}{cc}
e x_{j} & e y_{j} \\
-y_{j} & x_{j}
\end{array}\right)\right\}^{-1} \\
\Sigma\left(t, z_{j}, e, \omega, i\right)\left(\begin{array}{cc}
-\frac{1}{\mu_{0}} & -\omega \frac{\zeta}{k} \frac{\pi}{i}(i-1) \\
\omega \frac{\zeta}{k} \frac{\pi}{i}(i-1) & -\frac{1}{\mu_{0}}
\end{array}\right)+(1-i) \cdot\left(\begin{array}{cc}
\frac{2 \lambda}{k} \omega & \frac{t_{0}}{k e} \\
-\frac{t_{0}}{k e} & \frac{2 \lambda}{k} \omega
\end{array}\right) \tag{3}
\end{gather*}
$$

where: $e=\sqrt{x_{j}^{2}+y_{j}^{2}}$ denotes the orbit eccentricity; the $i \in\{1,2\}$ is the summary index, which allows us to switch the model representation among uncavitated ( $i=1$ ) and cavitated ( $i=2$ ) operating conditions, respectively. In [1], it was shown-analytically and by numerical simulations- that the dynamical time-variant matrix $\Lambda$ is always nonsingular with a high determinant.

To reduce Equation (1a) into Equations (1b)-(3), the following analytical positions are introduced in [24]

$$
\begin{array}{cccc}
z=\frac{2 \pi \zeta\left(1+2 \varepsilon^{2}\right)}{\left(1-\varepsilon^{2}\right)} & \zeta=\frac{1}{2\left(1-\varepsilon^{2}\right)^{3 / 2}} & \lambda=\sigma \zeta & \mu_{0}=\mu R\left(\frac{L}{c}\right)^{3}  \tag{4}\\
\rho_{0}=2 R L p_{0} & \sigma=\frac{e}{\left(c^{2}-e^{2}\right)^{1 / 2}} & \varepsilon=\frac{e}{c} &
\end{array} t_{0}=\frac{\rho_{0}}{\mu_{0}}
$$

where: $k, m, \mu, R, L, c, \pi, p_{0}, u$ are dynamical and geometrical parameters of the system collected in Table 1 [24].

In the case of known operating frequency $\omega$, in [24] the closed-loop ANC-TC algorithm $\vec{u}_{x}$ in Equations (5)-(7) was proposed for the flexible rotor Equations (1a) and (2), and an exponential tracking of a desired trajectory for the disc center $\left[\vec{x}_{r} ; \dot{\vec{x}}_{r} ; \ddot{\vec{x}}_{r}\right]=\left[x_{c r}, y_{c r} ; \dot{x}_{c r}, \dot{y}_{c^{r}} ; \ddot{x}_{c r}, \ddot{y}_{c^{r}}\right]$ is obtained (the detailed formal proof is reported in [24]). The ANC-TC includes two main parts: it allows both the sinusoidal disturbance in closed-loop and the springback force contribution to be adaptively canceled due to the always nonzero displacement between disc and journal (eccentricity). The overall vectorial control law is reported in Equations (5)-(7) (the vector symbols are omitted for convenience)

$$
\left\{\begin{array}{c}
\ddot{\hat{d}}(t, \omega) \triangleq \omega^{2}\left[\begin{array}{c}
-u \sin (\omega t+\hat{\varphi}(t)) \\
u \cos (\omega t+\hat{\varphi}(t))
\end{array}\right]  \tag{6}\\
\hat{\varphi}(t, \omega) \triangleq \int_{0}^{t}\left(\phi(\tau, \omega)\left[\begin{array}{cc}
k_{\varphi_{1}} & 0 \\
0 & k_{\varphi_{2}}
\end{array}\right] \cdot\left(\omega^{2} \tilde{d}_{e}(\tau, \omega)\right)\right) d \tau=\left(\begin{array}{c}
\phi(\tau, \omega) \\
\left.\phi(t, \omega) \triangleq u\left[\begin{array}{cc}
\cos \left(\omega t+\phi_{0}\right) & 0 \\
0 & 0 \\
0 & k_{\varphi_{1}}
\end{array}\right] \cdot\left(\ddot{\tilde{x}}+k_{1} \dot{\tilde{x}}+k_{2} \tilde{x}\right)\right) d \tau \\
\left\{\begin{array}{cc}
\hat{z}_{j} \triangleq-\frac{m}{k}\left(\hat{\eta}+c_{\eta} \cdot \dot{x}\right) \\
\dot{\hat{\eta}} \triangleq-c_{\eta} \cdot \hat{v}_{x}+c_{\eta} \cdot \hat{\eta}+c_{\eta}^{2} \cdot \dot{x} & \Rightarrow
\end{array} \hat{\eta}(0) \doteq 0 \quad, \quad \hat{z}_{j} \triangleq-\frac{m}{k} \cdot c_{\eta} \cdot \dot{x}(0),\right.
\end{array}\right.
\end{array}\right.
$$

where: $\widetilde{x}=\left(x-x_{r}\right), \dot{\tilde{x}}=\dot{x}-\dot{x}_{r}, \ddot{\tilde{x}}=\ddot{x}-\ddot{x}_{r}$ are the tracking errors of position, velocity and acceleration of disc center, respectively; $\hat{d}_{e}(t, \omega)$ is the sinusoidal disturbance estimate;
$\hat{\varphi}(t)=\left[\hat{\varphi}_{1}, \hat{\varphi}_{2}\right]^{T}$ is the phase estimate vector, which is responsible for matching at steadystate the initial conditions of the noise ( $\left.\overline{\varphi_{0}}=\left[\varphi_{0}, \varphi_{0}\right]^{T}=\left[\varphi_{01}, \varphi_{02}\right]^{T}\right)$ in (2), provided that the amplitude $(u)$ and frequency $(\omega)$ are known; $\phi_{0}=\hat{\varphi}_{i}(0)=\operatorname{rand}(-2 \pi, 2 \pi)$ is a random value chosen as the (arbitrary) initial value for the phase estimation. According to [24], $\omega^{2} \widetilde{d}_{e}=\ddot{\widetilde{x}}+k_{1} \dot{\tilde{x}}+k_{2} \widetilde{x}$ is a known term, which has been modeled in Equation (6) in terms of residual spurious dynamics, under the assumption that the asymptotic control $\hat{u}_{x 0}$-linked to the estimation of the displacement Equation (7)-is already converged on target value. Equation (6) is written according to a linear parametrization of the estimation error $\widetilde{d}_{e}(t, \omega)=d_{e}-\hat{d}_{e}$ [37]: it appears as product of regressor $\Phi(t, \omega)$ and the parameter estimation error, namely $\widetilde{d}_{e}=\Phi^{T}(t, \omega) \cdot \widetilde{\varphi}(t)$ (see [24]).

The control gains $k_{1}, k_{2}, k_{\varphi_{1}}, k_{\varphi_{2}}$ and $c_{\eta}$ are found by trial-and-error procedures reported in Table 2.

Table 2. Simulation parameters.

| Dynamical Parameters | Values | Initial Conditions | Values | Operating <br> Parameters | Values |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ (kg) | 1.5 | $x_{c}(0)$ | 0 | $f(\mathrm{~Hz})$ | 500 |
| $K(\mathrm{~N} / \mathrm{m})$ | $4 \times 10^{6}$ | $\dot{x}_{c}(0)$ | 0 | $\omega(\mathrm{rad} / \mathrm{s})$ | 3141 |
| $u$ (m) | $10^{-3}$ | $y_{c}(0)$ | $-10^{-5}$ | $\mu_{0}(\mathrm{~m} \mathrm{~kg} / \mathrm{s})$ | $7.06 \times 10^{4}$ |
| $R$ (m) | $1.6 \times 10^{-2}$ | $y_{c}(0)$ | 0 | $\rho_{0}(\mathrm{~N})$ | $1 \times 10^{-3}$ |
| $L$ (m) | $1.6 \times 10^{-2}$ | $x_{j}(0)$ | 0 | $t_{0}\left(\mathrm{~s}^{-1}\right)$ | $1.45 \times 10^{-8}$ |
| $\mu(\mathrm{kg} / \mathrm{s})$ | $3.4 \times 10^{-2}$ | $y_{j}(0)$ | $-10^{-5}$ | $p_{0}$ (bar) | 2 |
| $c(\mathrm{~m})$ | $3.16 \times 10^{-5}$ | $\varphi_{0}(\mathrm{rad})$ | [5.2, 5.2] |  |  |
| $g\left(\mathrm{~m} / \mathrm{s}^{2}\right)$ | 9.81 |  |  |  |  |
| $\pi$ | $180^{\circ}$ |  |  |  |  |
|  | Step |  | $5 \times 10^{-6}$ |  |  |
|  | Time (s) |  | 12 |  |  |

The phase estimator part of Equation (6) is devised since the main problem in sinusoidal noise rejection is the knowledge of the initial disturbance phase [27,38], so it acts as a dynamic Phase-Locked-Loop (PLL [39]). The displacement estimation part of Equation (7) represents a reduced-order observer of the dynamical subsystem $\left[\dot{x}_{c}, \dot{y}_{c}, x_{j}, y_{j}\right]$ of the overall system Equation (1b). It is required due to technical limitation to install a sensor to measure the center position of the journal. For the same reasons, moreover, even if an analytical value of $z_{j}$ was considered by Equation (1b), even in this case, the uncertainty on the initial condition $z_{j 0}=z_{j}(0)$ may have a fundamental role in the vibration attenuation at steady-state.

Remark 1. It is noteworthy that only the disc center position $(x)$, speed $(\dot{x})$ and acceleration ( $\ddot{x})$ measurements are required and fed back for control closed-loop adaptation Equation (7), as well as for frequency estimation (Figure 2). $\diamond$

### 2.2. Adaptive Noise Cancellation with Frequency Estimation (ANC-FE) Control

Now, even if the operating frequency was known, which is used as a parameter in the ANC-TC [24], it can be affected by a percentage uncertainty due to possible miscalibration of the actuator, which is keeping the rotor in rotation at $\omega$ speed. In practice, this makes the operating frequency, and consequently the disturbance frequency, unknown. Moreover, other incoming nonlinear phenomena, such as gyroscopic moments acting on the disk, for example, due to asymmetries of the rotor support [31], can make the operating frequency vary. For this scope, consider the problem of estimating the operating frequency of the system. The following control scheme is adopted (Figure 2). The scheme recovers the one adopted in [24], where the exosystem Equation (2) (hereafter EXO) acts as an external dynamics. Downstream of the control loop, a further stage is added: the frequency
estimator (FE). This module elaborates the analytical output $y_{a n}$ of the closed-loop system Equations (1a)-(7) in loop with the frequency online estimate $\hat{\omega}(t)$. Eventually, the FE module feeds back to the control loop the value of estimated frequency $\omega_{\text {est }}$, which is used in the ANC-TC module as an input.


Figure 2. ANC-FE (adaptive noise cancellation with frequency estimation) [1].

### 2.2.1. ANC-FE Control Design with Measured Output Noise (y)

In the following, a mathematical formulation of the novel adaptive noise cancellation control with frequency estimation (ANC-FE) is given. It is inspired by immersion and invariance (I\&I) approach (see [32,33]), which unifies the asymptotic parameter and state estimation problems as reduced-order-observer-based problems (see Remarks 3-5). Let some notations be introduced. From Equation (2)

$$
\dot{d}_{e}(t, \omega)=\Omega\left[\begin{array}{c}
u \sin \left(\omega t+\varphi_{0}\right) \\
-u \cos \left(\omega t+\varphi_{0}\right)
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\vdots  \tag{8}\\
\dot{d}_{e i} \\
\vdots
\end{array}\right](t, \omega)=\Omega \cdot\left[\begin{array}{c}
\vdots \\
d_{e i} \\
\vdots
\end{array}\right]=\Omega\left[\begin{array}{c}
d_{e 1} \\
d_{e 2}
\end{array}\right] \Rightarrow y(t, \omega) d_{e i}(t, \omega) \Rightarrow\left\{\begin{array}{c}
\dot{y}=\dot{d}_{e i}=\varepsilon \\
\dot{\varepsilon}=-\varsigma y=-\omega^{2} y
\end{array}\right.
$$

First, the signal $y$ can be regarded as a (measured) scalar output of the closed-loop system Equations (1a)-(7) (Figure 1); $\varsigma=\omega^{2}, u$ and $\varphi_{0}$ are related to the initial states $y(0)=y(t=0)$ and $\epsilon(0)=\epsilon(t=0)$.

Remark 2. The following computation is performed for the only scalar variable $d_{e i}$ first since the two components' analyses are analogous and since the two disturbance components are shifted of $\pi / 2$, so that the estimation is shared among the two components [24]. For convention, let the first component $y=d_{e 1}=u \sin \left(\omega t+\varphi_{0}\right)$ be used. $\diamond$

Consistently with the notation used in Equations (5)-(7) (see [24]), by calling $\hat{\epsilon}$ and $\hat{\zeta}$ the online state and parameter estimates of the disturbance, respectively, the following injected scalar estimation errors [18] are defined as follows

$$
\begin{equation*}
z_{\epsilon}(y)=k_{\epsilon} y+\left\{\hat{\epsilon}\left(k_{\epsilon}^{2}+\varsigma\right)-\epsilon\right\} \doteq \beta_{\epsilon}(y)+\left(\alpha_{\epsilon}\right) \hat{\epsilon}-\epsilon ; z_{\varsigma}(y)=y \hat{\epsilon}+\{\hat{\varsigma}-\varsigma\} \doteq \beta_{\varsigma}(y, \hat{\epsilon})+\widetilde{\varsigma} \tag{9}
\end{equation*}
$$

where $k_{\epsilon}>0$ is an arbitrary control parameter reported in Table 2. The two errors $\left[z_{\epsilon}, z_{\zeta}\right]$ in Equation (9) differ from the classical error definition $\widetilde{\epsilon}=\hat{\epsilon}-\epsilon$ and $\widetilde{\varsigma}=\hat{\varsigma}-\varsigma$. They contain
two injection terms $\left[\beta_{\epsilon}(y), \beta_{\varsigma}(y, \hat{\epsilon})\right]$ acting as a dynamical correction; $\alpha_{\epsilon}=\left(k_{\epsilon}^{2}+\varsigma\right)>0$ acts a kind of scaling. The Equation (9) is written as follows

$$
\begin{equation*}
\epsilon=-z_{\epsilon}(y)+\hat{\epsilon}\left(\alpha_{\epsilon}\right)+\beta_{\epsilon}(y) ; \quad \varsigma=-z_{\varsigma}(y)+\hat{\varsigma}+\beta_{\varsigma}(y, \hat{\epsilon}) \tag{10}
\end{equation*}
$$

By setting at zero the estimation errors $z_{\epsilon}(y), z_{\varsigma}(y)$ in Equations (9) and (10), it follows that

$$
\begin{equation*}
\epsilon_{e s t}=\left(k_{\epsilon}^{2}+\zeta_{e s t}\right) \hat{\epsilon}+k_{\epsilon} y ; \zeta_{e s t}=\hat{\zeta}+y \hat{\epsilon}, \tag{11}
\end{equation*}
$$

where, $\epsilon_{\text {est }}(0)=\left(k_{\epsilon}^{2}+\zeta_{\text {est }}(0)\right) \hat{\epsilon}(0)+k_{\epsilon} y(0)$ and $\zeta_{\text {est }}(0)=\hat{\zeta}(0)+y(0) \hat{\epsilon}(0)$.
The two asymptotic estimates $\left[\epsilon_{e s t}, \zeta_{e s t}\right]$ are found as with a PI (proportional integral) law with respect to the measured output $y$. Indeed, both $\left(\alpha_{\epsilon}\right) \hat{\epsilon}$ and $\hat{\zeta}$ turn out to be an integration process, $\alpha_{\epsilon}$ denotes the gain of the integral part, while both the two injection terms represent the proportional part. To prove this point, derive in time the errors $\left[z_{\epsilon}, z_{\varsigma}\right](y)$ in Equation (9). From Equation (8) it follows that

$$
\begin{equation*}
\dot{z}_{\epsilon}(y)=\left(\alpha_{\epsilon}\right) \dot{\hat{\epsilon}}+\varsigma y+k_{\epsilon} \epsilon ; z_{\zeta}(y)=\dot{\hat{\zeta}}+\epsilon \hat{\epsilon}+y \dot{\hat{\epsilon}}, \tag{12}
\end{equation*}
$$

while, replacing Equation (10) in Equation (12), it follows

$$
\begin{align*}
& \dot{z}_{\epsilon}=\left(k_{\epsilon}^{2}+\varsigma\right) \dot{\hat{\epsilon}}+\varsigma y+k_{\epsilon}\left(-z_{\epsilon}+k_{\epsilon}^{2} \hat{\epsilon}+\hat{\epsilon} \varsigma+k_{\epsilon} y\right) \\
& =-k_{\epsilon} z_{\epsilon}+\left(k_{\epsilon}^{2}+\varsigma\right)\left\{y+k_{\epsilon} \hat{\epsilon}+\dot{\hat{\epsilon}}\right\} ;  \tag{13a}\\
& \dot{z}_{\varsigma}=\dot{\hat{\zeta}}+y \dot{\hat{\epsilon}}+\hat{\epsilon}\left[-z_{\epsilon}+k_{\epsilon}^{2} \hat{\epsilon}+k_{\epsilon} y+\hat{\epsilon}\left(-z_{\varsigma}+\hat{\zeta}+y \hat{\epsilon}\right)\right] \\
& =-\hat{\epsilon} z_{\epsilon}-\hat{\epsilon}^{2} z_{\zeta}+\left\{\dot{\hat{\zeta}}-\left[-y \dot{\hat{\epsilon}}-k_{\epsilon}^{2} \hat{\epsilon}^{2}-k_{\epsilon} y \hat{\epsilon}-\hat{\epsilon}^{2} \hat{\zeta}-y \hat{\epsilon}^{3}\right]\right\}=-\hat{\epsilon} z_{\epsilon}-\hat{\epsilon}^{2} z_{\zeta}+\{\dot{\hat{\zeta}}-\Delta(y, \hat{\epsilon}, \hat{\zeta})\} . \tag{13b}
\end{align*}
$$

The term $\Delta(y, \hat{e}, \hat{\zeta})$ is a function of known signals. By setting at zero the quantities between braces in both Equations (13a) and (13b), the two scalar adaptation laws for $(\hat{\epsilon}, \hat{\zeta})(t)$ are found as follows

$$
\begin{equation*}
\dot{\hat{\epsilon}}=-y-k_{\epsilon} \hat{\epsilon}, \quad \dot{\hat{\zeta}}=-\left[y \dot{\hat{\epsilon}}+k_{\epsilon}^{2} \hat{\epsilon}^{2}+k_{\epsilon} y \hat{\epsilon}+\hat{\epsilon}^{2} \hat{\zeta}+y \hat{\epsilon}^{3}\right], \tag{14}
\end{equation*}
$$

where, from Equations (6) and (8), $\hat{\epsilon}(0)=u \omega_{0} \cos \left(\omega_{0} t+\hat{\varphi}_{i}(0)\right)$ and $\hat{\varsigma}(0)=\omega_{0}^{2}$.
Consequently, Equations (13a) and (13b) become

$$
\left[\begin{array}{c}
\dot{z}_{\epsilon}  \tag{15}\\
\dot{z}_{\zeta}
\end{array}\right]=\left[\begin{array}{cc}
-k_{\epsilon} & 0 \\
-\hat{\epsilon} & -\hat{\epsilon}^{2}
\end{array}\right] \cdot\left[\begin{array}{c}
z_{\epsilon} \\
z_{\zeta}
\end{array}\right]
$$

The first-row of Equation (15) makes that $z_{\epsilon} \rightarrow 0$ exponentially. However, this is not sufficient to construct an estimation of the state variable $\epsilon$ since the overall convergence of the estimation is linked to the convergence of all the error dynamics $\left[z_{\epsilon}, z_{\zeta}\right]$. However, once the two adaptation laws have reached their steady-state values, namely $[\dot{\hat{\epsilon}}, \dot{\hat{\zeta}}]=[0,0]$, the asymptotic estimates for $\left[\epsilon_{e s t}, \zeta_{e s t}\right]=\left[\epsilon, \omega^{2}\right]$ are given by Equation (11) (see the proof in Section 3). Note that $\omega_{0}$ may be the rough initial estimate of the operating rotor frequency, taken from the rotor actuator datasheet as the steady-state operation value. As mentioned above, the estimates of Equation (11) are two PI, with integral parts $\left(\alpha_{\epsilon}\right) \hat{\epsilon}$ and $\hat{\varsigma}$, as may be inferred from Equation (14).

### 2.2.2. ANC-FE Control Design with Analytical Output Noise ( $y_{a n}$ )

Regarding the assumption about $y$, which in Equations (8)-(14) is regarded as the measured output of the closed-loop system Equations (1a)-(7), it requires a sensor in output able to distinguish and provide only the sinusoidal vibration measurement $\left(d_{e}(t, \omega)\right)$. First, it is a logic short-circuit since once the disturbance measurement is available a direct cancellation could be viable. Second, the sensor in turn may be affected by measurement
noise, which is source of uncertainty. Then, the ANC-FE control Equations (8)-(14) with measured output noise $(y(t, \omega))$ cannot be directly implemented in closed-loop. For this scope, the value of the output noise $y$, which is used as a known quantity in the ANC-FE Equations (8)-(14), is reconstructed analytically from Equation (1b). By using position, speed and acceleration measurements of the disc center coordinates $\left([\ddot{x}, \dot{x}, x]^{T}\right)$ and an analytical chasing of the journal center displacement $\left(\overline{z_{J}}\left(\omega_{0}\right)\right)$, the analytical output noise $\left(y_{a n}\right)$ is computed from Equations (1b)-(3) as follows

$$
\begin{array}{r}
y_{a n}\left(t, \overline{z_{j}}, \hat{\omega}\right)-\left\{\ddot{x}(t)+\frac{k}{m}\left(x-\overline{z_{j}}(t, \hat{\omega}(t))\right)+d_{w}-\vec{u}_{x}\right\} \\
\overline{z_{j}}(t, \hat{\omega}(t), i) \overline{z_{j 0}}+\int_{0}^{t}\left[k \bar{e}^{3} l^{-1}\left(\tau, \bar{z}_{j}, \bar{e}, i\right)\left\{\Sigma\left(\tau, \bar{z}_{j}, \bar{e}, \hat{\omega}(\tau), i\right) \overline{z_{j}}(\tau, \hat{\omega}(\tau))+\frac{1}{\mu_{0}} x(\tau)\right\}\right] d \tau \tag{17}
\end{array}
$$

where: $\overline{z_{j 0}}$ is the arbitrary initial condition of the analytical chasing $\overline{z_{j}}(t, \hat{\omega}(t), i)$ of the journal displacement $\left(z_{j}\right) ; z_{j}(t, \omega, i)$ is a function of the frequency through the matrix $\Sigma\left(t, z_{j}, e, \omega, i\right)$ in Equation (3); $\bar{e}$ is the eccentricity computed in the analytical chasing coordinates $\left(\overline{z_{j}}\right)$. From Equations (1b) and (16), it follows

$$
y_{a n}\left(t, \overline{z_{j}}, \hat{\omega}\right)=\left[\begin{array}{c}
\vdots  \tag{18}\\
y_{a n i} \\
\vdots
\end{array}\right] \doteq \ddot{d}_{e}(t, \omega)+\frac{k}{m}\left[-z_{j}(t, \omega)+\overline{z_{j}}(t, \hat{\omega}(t))\right]=\ddot{d}_{e}(t, \omega)+\delta_{y}\left(t, \overline{z_{j 0}}, \omega, \hat{\omega}(t)\right) \equiv y_{a n}\left(t, \overline{z_{j}}, \omega, \hat{\omega}\right)
$$

where from (8) $\ddot{d}_{e i}(\omega, t) \propto d_{e i}=y$, so that $y_{a n i} \propto \ddot{d}_{e i}(\omega, t)$. The constant proportional factor is the square of unknown frequency $-\omega^{2}$, which, from (11), is absorbed in the tuning procedure of $k_{\epsilon}$. Then, $y_{\text {an }}$ and the bounded disturbance $d_{e}(t, \omega)$ are consistent since, eventually, the two sinusoidal vibrations have the same frequency $(\omega)$. Indeed, from Equation (18), $y_{a n}\left(t, \overline{z_{j}}, \omega, \hat{\omega}\right)$ is a function of $\omega$. We now state the main assumption in this paper.
Assumption 1. The analytical chasing error $\delta_{y}\left(t, \overline{z_{j 0}}, \omega, \hat{\omega}(t)\right)$ in Equation (18) is bounded and small enough that $y_{\text {an }}\left(t, \overline{z_{j}}, \hat{\omega}\right)$ is assumed at the same frequency of $\dot{d}_{e}(t, \omega)=\Omega d_{e}(t, \omega)$.

From Equations (8) and (16)-(18), according to Remark 2, and under the Assumption 1, the asymptotic adaptation laws Equations (11)-(14) are updated considering the computation for only one component $y_{a n i}$, as follows

$$
\begin{gather*}
\epsilon_{\text {est }}=\left(k_{\epsilon}^{2}+\zeta_{e s t}\right) \hat{\epsilon}+k_{\epsilon} y_{\text {ani }} ; \\
S_{\text {est }}=\hat{\zeta}+y_{\text {ani }} \hat{\epsilon} ; \dot{\hat{\epsilon}}=-y_{\text {ani }}-k_{\epsilon} \hat{\epsilon} ; \dot{\hat{\epsilon}}=-\left[y_{\text {ani }} \dot{\hat{\epsilon}}+k_{\epsilon}^{2} \hat{\epsilon}^{2}+k_{\epsilon} y_{\text {ani }} \hat{\epsilon}+\hat{\epsilon}^{2} \hat{\zeta}+y_{a n i} \hat{\epsilon}^{3}\right], \\
\omega_{\text {est }}=\lim _{t \rightarrow \infty} \hat{\omega}(t)=\lim _{t \rightarrow \infty} \sqrt{\zeta_{\text {est }}(t)}  \tag{19}\\
\text { with } \quad \epsilon_{\text {est }}(0)=\left(k_{\epsilon}^{2}+\zeta_{\text {est }}(0)\right) \hat{\epsilon}(0)+k_{\epsilon} y_{\text {ani }}(0) ; \zeta_{e s t}(0)=\hat{\zeta}(0)+y_{\text {ani }}(0) \hat{\epsilon}(0) ; \\
\hat{\epsilon}(0)=u \omega_{0} \cos \left(\omega_{0} t+\hat{\varphi}_{i}(0)\right) ; \hat{\zeta}(0)=\omega_{0}^{2} .
\end{gather*}
$$

Equations (16), (17), and (19), constitute the frequency estimator (FE) equations. Equation (15) holds as function of $y_{\text {ani }}$.

By absorbing Equations (16), (17) and (19) in the ANC-TC Equations (5)-(7), the ANC-FE control, Equations (19)-(20c) with analytical output noise $\left(y_{a n}\left(t, \overline{z_{j}}, \hat{\omega}\right)\right.$ ), is implementable in closed-loop as follows

$$
\left\{\begin{array}{c}
\hat{u}_{x} \triangleq \hat{u}_{x 0}+\ddot{\hat{d}}_{e}\left(t, \omega_{e s t}\right)  \tag{20a}\\
\hat{u}_{x 0} \triangleq \frac{k}{m} x+d_{w}+\hat{v}_{x} \\
\hat{v}_{x} \triangleq-\frac{k}{m} \hat{z}_{j}+\ddot{x}_{r}-k_{1} \dot{\tilde{x}}-k_{2} \tilde{x}
\end{array}\right.
$$

$$
\begin{gather*}
\left\{\begin{array}{c}
\ddot{\hat{d}}_{e}\left(t, \omega_{\text {est }}\right) \triangleq \omega_{\text {est }}{ }^{2}\left[\begin{array}{cc}
-u & \sin \left(\omega_{\text {est }} t+\hat{\varphi}(t)\right) \\
u & \cos \left(\omega_{\text {est }} t+\hat{\varphi}(t)\right)
\end{array}\right] \\
\hat{\varphi}\left(t, \omega_{e s t}\right) \triangleq \int_{0}^{t}\left(\varphi\left(\tau, \omega_{e s t}\right)\left[\begin{array}{cc}
k_{\varphi_{1}} & 0 \\
0 & k_{\varphi_{2}}
\end{array}\right] \cdot\left(\begin{array}{c}
\left.\tilde{x}+k_{1} \dot{\tilde{x}}+k_{2} \tilde{x}\right)
\end{array}\right) d \tau\right. \\
\varphi\left(t, \omega_{\text {est }}\right) \triangleq u\left[\begin{array}{cc}
\cos \left(\omega_{\text {est }} t+\phi_{0}\right) & 0 \\
0 & \sin \left(\omega_{\text {est }} t+\phi_{0}\right)
\end{array}\right] \\
\left\{\begin{array}{c}
\hat{z}_{j} \triangleq-\frac{m}{k}\left(\hat{\eta}+c_{\eta} \cdot \dot{x}\right) \\
\dot{\hat{\eta}} \triangleq-c_{\eta} \cdot \hat{v}_{x}+c_{\eta} \cdot \hat{\eta}+c_{\eta}^{2} \cdot \dot{x}
\end{array} \Rightarrow \quad \hat{\eta}(0) \doteq 0, \quad \hat{z}_{j} \triangleq-\frac{m}{k} \cdot c_{\eta} \cdot \dot{x}(0),\right.
\end{array}\right. \tag{20b}
\end{gather*}
$$

where, in Equations (20a)-(20c), the asymptotic estimate $\omega_{e s t}=\hat{\omega}(t)_{t \rightarrow \infty}$ (Equation (19)) is considered for the constant $\omega$ as the constant frequency parameter in the phase estimator (compare Equations (5)-(7) with Equations (20a)-(20c).

At steady-state, when all the estimates' terms are converged (i.e., $\hat{v}_{x} \rightarrow v_{x}, \hat{z}_{j} \rightarrow z_{j}, \hat{d}_{e} \rightarrow d_{e}$ ), the closed-loop system, Equations (1b)-(4) and (19)-(20c), is regulated by $\hat{u}_{x} \rightarrow u_{x}$ around the reference $x_{r}$ (Figure 2).

Remark 3. The idea of frequency estimation, namely Equations (8)-(15), inspired from immersion and invariance (IEI) approach, are borrowed from the algorithm proposed in [32]. Nevertheless, the novelty of applying this technique to a rotordynamic model Equation (1a) [24,30] consists of a further manipulation. Equations (16)-(19) have been introduced with the aim of reconstructing analytically $\left(y_{\text {an }}\right)$ an unavailable signal, the output noise $(y)$ ). The signal chasing Equation (17) is possible by virtue of the closed-form formulation, Equations (1b)-(4), presented in [24], which allows a reliable numerical extraction of the coordinates of the journal disc center to be performed, with a very high determinant value of the matrix $\Lambda$, by integration of Equation (1b).

In particular, the system Equation (8) of dimension 3 [ $\left.\varsigma, \epsilon, y_{\text {ani }}\right]$ is immersed in a wider space with 5 dimensions $\left[\varsigma, \hat{\varsigma}, \epsilon, \hat{\epsilon}, y_{\text {ani }}\right]$. Then, the observer problem is attracted by the surface at $z_{\epsilon}=0$ and $z_{\varsigma}=0$, where it remains at steady-state, so that the resultant invariant locus is a manifold (Figure 3). $\diamond$

Remark 4. It is worth highlighting that Equation (20c) is identical to Equation (7), namely, the reduced-order-observer, which estimates the $z_{j}$ displacement, acts independently from the other control blocks. The FE controller designed in this paper (Equations (16)-(19)) based on the analytical output $y_{\text {an }}$ results as a plug-in estimation block downstream to the ANC-TC Equations (5)-(7) proposed in [24]. This property shall be exploited for control convergence proof. $\checkmark$

Remark 5. The control ANC-FE Equations (19) and (20a)-(20c) are a general-purpose control with respect to the actual lubricated rotordynamics' operating condition, namely cavitated/uncavitated. Indeed, according to the notations in Equations (1b)-(4), the matrices $l^{-1}\left(t, \bar{z}_{j}, \bar{e}, i\right)$ and $\Sigma\left(t, \bar{z}_{j}, \bar{e}, \hat{\omega}(t), i\right)$ in Equation (17) are functions of the parameter $i . \diamond$


Figure 3. Immersion and Invariance application on analytical output noise ( $y_{\text {ani }}$ ).

## 3. Closed-Loop ANC-FE Control Convergence Proof

### 3.1. Proposition Statement

In this section a formal convergence proof of the proposed closed-loop ANC-FE control Equations (19) and (20a)-(20c) is provided through the following proposition statement.

Proposition 1. Consider the lubricated rotordynamic model Equations (1b)-(4) and $y=d_{e i}(t, \omega)$ Equation (8) as the sinusoidal output noise from the exosystem (2), with unknown constant frequency $(\omega)$ and initial phase ( $\varphi_{0}$ ). Consider the reference dynamics $\vec{x}_{r}=\left[x_{c r}, y_{c r}\right]$ for the disc center coordinates, with $\widetilde{x}=\left(x-x_{r}\right)$.

From Equations (9) and (16)-(20c), $\widetilde{\varphi}=\left(\overline{\varphi_{0}}-\hat{\varphi}(t)\right), \widetilde{z}_{j}=\left(z_{j}-\hat{z}_{j}\right), z_{\epsilon}\left(t, y_{\text {ani }}\right)=$ $\left(-\epsilon_{\text {est }}+\left(k_{\epsilon}^{2}+\zeta_{\text {est }}\right) \hat{\epsilon}+k_{\epsilon} y_{\text {ani }}\right)$ and $z_{\zeta}\left(t, y_{\text {ani }}\right)=\left(-\hat{\omega}^{2}(t)+\hat{\zeta}+y_{\text {ani }} \hat{\epsilon}\right)$.

Under the Assumption 1, the $\hat{u}_{x}$ control in Equations (20a)-(20c) makes that for the closed-loop system Equations (1b)-(4) and (19)-(20c):
i. the equilibrium point $\left(z_{\epsilon}\left(y_{\text {ani }}\right), \hat{\epsilon}\left(y_{\text {ani }}\right) z_{\varsigma}\left(y_{\text {ani }}\right)\right)=(0,0)$ is asymptotically stable;
ii. $\quad \epsilon_{\text {est }}=\left(k_{\epsilon}^{2}+\zeta_{\text {est }}\right) \hat{\epsilon}+k_{\epsilon} y_{\text {ani }}$. is an asymptotic estimate of the analytical output noise derivative $\dot{y}_{\text {ani }}$ and $\omega_{\text {est }}=\lim _{t \rightarrow \infty} \hat{\omega}(t)=\sqrt{\hat{\zeta}+y_{\text {ani }} \hat{\epsilon}}$ is an asymptotic estimate of the rotor operating frequency $\omega$;
iii. $\left(\widetilde{\varphi}, \widetilde{z}_{j}, \widetilde{x}\right)=(0,0,0)$ is exponentially stable (thesis from [24]).

### 3.2. Proof

Let $V_{1}\left(t, z_{\epsilon}, z_{\varsigma}\right)$ be a suitable Lyapunov function

$$
\begin{equation*}
V_{1}\left(t, z_{\epsilon}, z_{\varsigma}\right)=\frac{z_{\epsilon}^{2}}{2 k_{\epsilon}}+\frac{z_{\varsigma}^{2}}{2} \geq 0 \tag{21}
\end{equation*}
$$

Deriving in time Equation (21), from Equation (15)

$$
\dot{V}_{1}\left(t, z_{\epsilon}, z_{\zeta}\right)=-z_{\epsilon}^{2}-\hat{\epsilon} z_{\zeta} z_{\epsilon}-\hat{\epsilon}^{2} z_{\zeta}^{2}=-\left[\begin{array}{cc}
z_{\epsilon} & \hat{\epsilon} z_{\zeta}
\end{array}\right]\left[\begin{array}{cc}
1 & \frac{1}{2}  \tag{22}\\
\frac{1}{2} & 1
\end{array}\right]\left[\begin{array}{c}
z_{\epsilon} \\
\hat{\epsilon} z_{\zeta}
\end{array}\right] \leq 0, \quad \forall\left(z_{\epsilon}, \hat{\epsilon} z_{\zeta}\right)
$$

Due to $\dot{V}_{1} \leq 0, V_{1}\left(t, z_{\epsilon}, z_{\varsigma}\right)$ is always nonincreasing in $t \in(0, \infty)$, so that $V_{1}$ is bounded and, consequently, $\left(z_{\epsilon}, z_{\varsigma}\right)$ are bounded. By deriving in time $\dot{V}_{1}$ Equation (22) and from Equations (15) and (19), it follows

$$
\begin{gather*}
\ddot{V}_{1}\left(t, z_{\epsilon}, z_{\zeta}\right)=-2 z_{\epsilon} \dot{z}_{\epsilon}-\dot{\hat{\epsilon}} z_{\zeta} z_{\epsilon}-\hat{\epsilon} \dot{z}_{\zeta} z_{\epsilon}-\hat{\epsilon} z_{\zeta} \dot{z}_{\epsilon}-\left(\dot{\epsilon}^{2}\right) z_{\zeta}^{2}-\hat{\epsilon}^{2}\left(z_{\zeta}^{2}\right) \\
=2 k_{\epsilon} z_{\epsilon}^{2}-z_{\zeta} z_{\epsilon}\left(-y_{\text {ani }}-k_{\epsilon} \hat{\epsilon}\right)-\hat{\epsilon} z_{\epsilon}\left(-\hat{\epsilon} z_{\epsilon}-\hat{\epsilon}^{2} z_{\varsigma}\right)+k_{\epsilon} \hat{\epsilon} z_{\zeta} z_{\epsilon}  \tag{23}\\
-2 \hat{\epsilon} z_{\zeta}^{2}\left(-y_{\text {ani }}-k_{\epsilon} \hat{\epsilon}\right)-2 \hat{\epsilon}^{2} z_{\varsigma}\left(-\hat{\epsilon} z_{\epsilon}-\hat{\epsilon}^{2} z_{\zeta}\right) .
\end{gather*}
$$

The $\ddot{V}_{1}$ is bounded since under the Assumption 1 the analytical output noise $y_{a n i}$ is bounded and the estimate $\hat{\epsilon}(s)=\left[-y_{\text {ani }}(s) /\left(s+k_{\epsilon}\right)\right]$ is a passive filter of a bounded signal, so it is bounded and also its derivative $\dot{\hat{\epsilon}}=\left(-y_{a n i}-k_{\epsilon} \hat{\epsilon}\right)$ is bounded in turn. Then, B.2.1 Barbalat's Lemma [40] applies on $\dot{V}_{1}$, so that $\lim _{t \rightarrow \infty} \dot{V}_{1}(t)=0$. Consequently, $\left(z_{\epsilon}, \hat{\epsilon} z_{\varsigma}\right) \rightarrow(0,0)$ globally asymptotically. Now, according to [32] and from Equations (10), (13) and (19), $\epsilon_{e s t}=\left(k_{\epsilon}^{2}+\zeta_{e s t}\right) \hat{\epsilon}+k_{\epsilon} y_{\text {ani }}$ is an asymptotic estimate of analytical output noise derivative $\dot{y}_{\text {ani }}$, while $\omega_{\text {est }}=\hat{\omega}(t)_{t \rightarrow \infty}=\sqrt{\hat{\zeta}+y_{\text {ani }} \hat{\epsilon}}$ is an asymptotic estimate of the rotor operating frequency $\omega$. This proves the theses $(i)-(i i)$.

The rest of the proof is inherited from [24].
Let $V_{2}(t, \widetilde{\varphi})$ and $V_{3}(t, \widetilde{\eta})$ be introduced as two suitable Lyapunov functions

$$
\begin{align*}
& V_{2}(t, \widetilde{\varphi})=\frac{1}{2} \widetilde{\varphi}^{T} \cdot \widetilde{\varphi} \geq 0  \tag{24}\\
& V_{3}(t, \widetilde{\eta})=\frac{1}{2} \widetilde{\eta}^{T} \cdot \widetilde{\eta} \geq 0 . \tag{25}
\end{align*}
$$

Deriving $V_{2}(t)$ Equation (24) in time, from Equations (6) and (20b) it follows

$$
\dot{V}_{2}(t)=\widetilde{\varphi}^{T} \dot{\widetilde{\varphi}}=-\widetilde{\varphi}^{T} \Phi\left(t, \omega_{e s t}\right)\left[\begin{array}{cc}
k_{\varphi_{1}} & 0  \tag{26}\\
0 & k_{\varphi_{2}}
\end{array}\right]\left(\omega^{2} \widetilde{d}_{e}\left(t, \omega_{e s t}\right)\right)=-\widetilde{d}_{e}^{T}\left[\left(\omega^{2} k_{\varphi}\right) I_{(2 \times 2)}\right] \widetilde{d}_{e} \leq 0,
$$

where: $k_{\varphi 1}=k_{\varphi 2}=k_{\varphi}>0 ; I_{(2 \times 2)}$ is the 2-by-2 identity matrix; the linear parametrization of the estimation error in Equation (6) has been considered, i.e., $\widetilde{d}_{e}\left(t, \omega_{\text {est }}\right)=\Phi^{T}\left(t, \omega_{\text {est }}\right) \widetilde{\varphi}\left(t, \omega_{\text {est }}\right)$ (where the $\omega_{\text {est }}$ has been considered constant at steady-state so that it is replaced for the actual constant $\omega$ ). Due to $\dot{V}_{2} \leq 0, V_{2}(t)$ does not increase in $t \in(0, \infty)$. Then, $V_{2}$ is bounded and so $\widetilde{\varphi}$ is bounded. By time-deriving $V_{2}$ again, under the assumption of bounded $(\Phi, \dot{\Phi})$, the Barbalat's Lemma in [40] applies on $\dot{V}_{2}$. Then, $\lim _{t \rightarrow \infty} \dot{V}_{2}(t)=0$ and $\widetilde{d}_{e} \rightarrow 0$; consequently, $\widetilde{\varphi} \rightarrow 0$ asymptotically. To prove the exponential convergence of $\widetilde{\varphi}\left(t, \omega_{\text {est }}\right)$ estimation error the Persistency of Excitation condition [40] is required, provided that $\exists T, k_{T} \in \mathbb{R}^{+}$such that

$$
\begin{equation*}
\int_{t}^{t+T} \Phi\left(\tau, \omega_{e s t}\right) \Phi^{T}\left(\tau, \omega_{e s t}\right) d \tau \geq k_{T} I_{(2 \times 2)}>0, \forall t \geq 0 \tag{27}
\end{equation*}
$$

which is always trivially fulfilled, given the regressor definition in Equations (6) and (20b).
Now, consider, from Equations (7) and (20c), the following definitions of $\widetilde{\eta}, \dot{\tilde{\eta}}^{\prime}, \widetilde{v}_{x}, \widetilde{u}_{x}$

$$
\begin{gather*}
-\frac{k}{m}\left(z_{j}-\hat{z}_{j}\right)=\left(c_{\eta} \dot{x}+\eta\right)-\left(c_{\eta} \dot{x}+\hat{\eta}\right) \widetilde{\eta} \\
\dot{\eta}-\dot{\hat{\eta}}=\left(-c v_{x}+c \eta\right)-\left(-c \hat{v}_{x}+c \hat{\eta}\right)=-c \widetilde{v}_{x}+c \widetilde{\eta} \dot{\tilde{\eta}}  \tag{28}\\
v_{x}-\hat{v}_{x}=\left(u_{x}-\hat{u}_{x}\right)+\omega^{2} \widetilde{d}_{e}=\widetilde{u}_{x}+\omega^{2} \widetilde{d}_{e} \widetilde{v}_{x} \\
-\frac{k}{m} \widetilde{z}_{j}-\omega^{2} \widetilde{d}_{e} \widetilde{u}_{x}
\end{gather*}
$$

with $c_{\eta}<0$ (see [24] for detailed derivation of Equation (28)). Deriving $V_{3}(t)$ Equation (25) in time, from (28) it follows

$$
\begin{gather*}
\dot{V}_{3}(t)=\widetilde{\eta}^{T} \cdot \dot{\tilde{\eta}}=c \cdot \widetilde{\eta}^{T} \widetilde{\eta}+(-c) \cdot \widetilde{\eta}^{T}\left(\widetilde{u}_{x}+\omega^{2} \widetilde{d}_{e}\right) \leq \frac{c}{2} \cdot\|\widetilde{\eta}\|^{2}+\left(-\frac{c}{2}\right)\left(\left\|\widetilde{u}_{x}\right\|+\left\|\omega^{2} \widetilde{d}_{e}\right\|\right)^{2} \\
=\frac{c}{2} \cdot\|\widetilde{\eta}\|^{2}+\left(-\frac{c}{2}\right)\left\|\omega^{2} \widetilde{d}_{e}\right\|^{2}+\left(-\frac{c}{2}\right)\left\|-\frac{k}{m} \widetilde{z}_{j}-\omega^{2} \widetilde{d}_{e}\right\|^{2}+(-c)\left\|-\frac{k}{m} \widetilde{z}_{j}-\omega^{2} \widetilde{d}_{e}\right\|\left\|\omega^{2} \widetilde{d}_{e}\right\|  \tag{29}\\
\leq \frac{c}{2} \cdot\|\widetilde{\eta}\|^{2}+\left(-\frac{c}{2}\right)\left\|\omega^{2} \widetilde{d}_{e}\right\|^{2}\left(-\frac{c}{2}\right)\left(\left\|-\frac{k}{m} \widetilde{z}_{j}\right\|+\left\|\omega^{2} \widetilde{d}_{e}\right\|\right)\left(\left\|-\frac{k}{m} \widetilde{z}_{j}\right\|+\left\|\omega^{2} \widetilde{d}_{e}\right\|+2\left\|\omega^{2} \widetilde{d}_{e}\right\|\right) \\
=-2 c\left\|\omega^{2} \widetilde{d}_{e}\right\|^{2}-2 c\|\widetilde{\eta}\|\left\|\omega^{2} \widetilde{d}_{e}\right\| \leq c\|\widetilde{\eta}\|^{2}-c \omega^{4}\left\|\widetilde{d}_{e}\right\|^{2} .
\end{gather*}
$$

Equation (29) is obtained considering the triangular inequalities $\widetilde{\eta}^{T}\left(\widetilde{u}_{x}+\omega^{2} \widetilde{d}_{e}\right) \leq$

$$
\frac{1}{2}\left(\|\widetilde{\eta}\|^{2}+\left\|\widetilde{u}_{x}+\omega^{2} \widetilde{d}_{e}\right\|^{2}\right) \text { and }\left\|\left(-\frac{k}{m} \widetilde{z}_{j}\right)+\left(-\omega^{2} \widetilde{d}_{e}\right)\right\|^{2} \leq\left(\left\|-\frac{k}{m} \widetilde{z}_{j}\right\|+\left\|-\omega^{2} \widetilde{d}_{e}\right\|\right)^{2} ; \text { then, }
$$

the square of $\xi(t) \triangleq\left(\|\widetilde{\eta}\|+\left\|\omega^{2} \widetilde{d}_{e}\right\|\right)$ has been reconstructed, so that the inequalities $\|\widetilde{\eta}\|\left\|\omega^{2} \widetilde{d}_{e}\right\| \leq-\frac{1}{2}\left(\|\widetilde{\eta}\|^{2}+\left\|\omega^{2} \widetilde{d}_{e}\right\|^{2}\right)$ have been used.

Following this, $\widetilde{d}_{e}(t)$ is bounded on $[0, \infty)$ so that, according to Lemma A. 1 in [41], any globally exponentially convergent observer for the modal disturbance $\widetilde{d}_{e}(t)$ guarantees the exponential convergence for $\widetilde{\eta} \rightarrow 0$ and, consequently, for $\widetilde{z}_{j} \rightarrow 0$ and $\widetilde{u}_{x}=\left(u_{x}-\hat{u}_{x}\right) \rightarrow 0$ (see Equation (28)). This is enforced by the global exponential zero convergence of $\widetilde{d}_{e}(t)$, as has been proved in Equations (26) and (27).

Eventually, by replacing in Equation (1a) the control $\hat{u}_{x}$ Equation (20a) ( $\hat{u}_{x}$ for $u_{x}$ ), it follows that for $\widetilde{u}_{x} \rightarrow 0$

$$
\begin{equation*}
\ddot{\widetilde{x}}=-k_{1} \dot{\widetilde{x}}-k_{2} \tilde{x}+\frac{k}{m} \widetilde{z}_{j}-\ddot{\tilde{d}_{e}}=-k_{1} \dot{\widetilde{x}}-k_{2} \tilde{x}-\tilde{u}_{x}=-k_{1} \dot{\tilde{x}}-k_{2} \tilde{x} \tag{30}
\end{equation*}
$$

is a Hurwitz system dynamics. Hence, also $\widetilde{x} \rightarrow 0$ globally exponentially. This proves the thesis (iii). ■ ■

Remark 6. It has been proved that, under the Assumption 1, the convergence of asymptotical frequency estimate FE in Equation (19)—with its additional inner loop $\left(\hat{\omega}(t), y_{\text {an }}\left(t, \overline{z_{j}}, \omega, \hat{\omega}\right)\right)$ ) in which the FE is elaborated-is standalone with respect to the rest of the control loop: it is a plug-in estimation block, according to Remark 2. In this case, once $\omega_{\text {est }} \rightarrow \omega$, at steady-state $\omega_{\text {est }}$ is considered as an internal parameter for the control loop. Then, the frequency estimation phase is a warm-up process for the ANC-TC Equations (5)-(7) [34,35], which through Equation (19) is transformed into Equations (20a)-(20c). $\diamond$

Remark 7. From [24,32], as aforementioned at the beginning of Section 2.2.1, the closed-loop system from the input disturbance $d_{e}(t)$ to the output $x(t)$, including the phase estimator Equation (20b), the journal displacement observer Equation (20c) and the asymptotic frequency estimator Equation (19), results in a regulation loop unifying the parameter and state estimation problems as reduced-order observed-based problems, with adaptive notch filtering characteristics [24]. $\diamond$

## 4. Results

### 4.1. Numerical Simulation Setup and Method Description

The proposed control is implemented in the Simulink MATLAB environment with the parameter set as shown in Table 2 and with the control parameters reported in Table 3. The results are presented in four simulation cases for cavitated and uncavitated operating conditions with measured and analytical output noise.

The subscript " $i$ " in the notation of the analytical output noise $y_{\text {ani }}$ is omitted for editing convenience of the graphs. Hence, $y_{a n}$ in all figures is referred to as the only one component $y_{\text {ani }}$, accordingly to Equation (16) and Remark 2.

The signal $\ddot{d}_{e i}(t, \omega)$ and $z_{j}$ in the figures represent the actual sinusoidal disturbance and the journal center vector coordinates, respectively, whose values are computed from the simulated model differential equations. These signals, $\left(\ddot{d}_{e i}(t, \omega), z_{j}\right)$ would not be available in practice, so their analytical chasing in simulation is reported only for the sake of comparison with respect to the analytical signals.

Table 3. Control Parameters.

| Control <br> Gains | Values | Initial <br> Conditions | Values |
| :---: | :---: | :---: | :---: |
| $c_{\eta}\left[\mathbf{s}^{-1}\right]$ | -400 | $\hat{x}_{j}(\mathbf{0})$ | 0 |
| $k_{1}, k_{2}$ | 2000 | $\hat{y}_{j}(\mathbf{0})$ | 0 |
| $k_{\varphi_{1}}$ | 50.66 | $\hat{\varphi}(\mathbf{0})(\mathrm{rad})$ | $[4,4]$ |
| $k_{\varphi_{2}}$ | 50.66 | $\omega_{0}(\mathrm{rad} / \mathbf{s})$ | 2985 |
| $k_{\boldsymbol{e}}$ | 7.5 | $\bar{z}_{J 0}(\mathrm{~m})$ | $\left[0,-2 \times 10^{-5}\right]$ |

Bias and initialization issues can mislead the estimated response measure of performance obtained from a simulation. Several techniques surveyed in [34] can be used to estimate online the length of the warm-up phase in the output data collection of a simulation model, to understand, automatically, when this preliminary phase ends and when the actual numerical simulation starts giving a reliable response. The same issue is tackled in Bayesian parameter estimation [35] where the parameters of the model under study are usually derived from the available data, using optimization and sampling method estimations. It is shown that a warm-up phase occurs (the asymptotical frequency estimation phase) before the closed-loop ANC control can start its exponential hooking of the exosystem output disturbance signal. In practice, such a length cannot be quantified, but for the proposed technique, the warm-up phase length estimation is not required.

The simulations are designed in order to validate numerically the theoretical analytical proof reported in the previous Section 3. In practice, the settling time and trajectory behavior of the phase estimate can be forecast since its trend is exponential, properly, while this does not occur for the frequency estimate, which converges asymptotically. Hence, to highlight the differences in the convergence behaviors of the estimation errors, a further numerical evidence is provided. The Inexact Newton method [36] is applied to the frequency estimation error and phase estimation error successions, while the convergence of the overall disturbance error succession is considered only in the time since it follows from the previous two errors. The iterative Newton method is applied to the error successions in both cavitated and uncavitated conditions, and only in the case of analytical output noise, which is more interesting in practice.

To analyze and evaluate the order of the convergence of the estimation errors, the following point series are defined as the difference between the estimation dynamics terms and the constant target values of each series ( $\omega$ and $\varphi_{0}$ ). Denoting the successions of frequency and phase estimation with $\left\{\omega_{\text {est,yan }}\right\}_{n}$ and $\left\{\hat{\varphi}_{-, y a n_{n}}\right\}_{n^{\prime}}$, respectively, sampled at discrete time instants $n$ ( 1 sample each $5(\mathrm{~ms})$ ), the following

$$
\begin{equation*}
e_{\omega_{n}}=\left\{\omega_{e s t, \text { yan }_{n}}\right\}_{n}-\omega e_{\varphi_{n}}=\left\{\hat{\varphi}_{-, \text {yan }_{n}}\right\}_{n}-\varphi_{0} \tag{31}
\end{equation*}
$$

represent the successions of the frequency and phase estimation errors, respectively. Considering the absolute value of the ratio between the $\{n+1\}$-element of each error succession and the $\{n\}$-element power of $p_{\omega, \varphi}$, as long as the limits of these ratios are constant for $n \rightarrow \infty$, namely

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mid \omega_{\text {est }, \text { yan }}^{n+1}}{}-\omega| | \omega_{\text {enstant }} \lim _{n \rightarrow \infty} \frac{\left|\hat{\varphi}_{-, \text {yan }_{n+1}}-\varphi_{0}\right|}{\left|\hat{\varphi}_{-, y a n_{n}}-\varphi_{0}\right|^{p_{\varphi}}}=\text { constant } \tag{32}
\end{equation*}
$$

then, each succession converges with at least a polynomial behavior.
We can rewrite Equation (32) as follows

$$
\begin{equation*}
\left|\omega_{e s t, \text { yan }_{n+1}}-\omega\right| \leq k_{\omega} \cdot\left|\omega_{e s t, y a n_{n}}-\omega\right|^{p_{\omega}}\left|\hat{\varphi}_{-, \text {yan }_{n+1}}-\varphi_{0}\right| \leq k_{\varphi} \cdot\left|\hat{\varphi}_{-, y a n_{n}}-\varphi_{0}\right|^{p_{\varphi}} \tag{33}
\end{equation*}
$$

parametrized by the coefficient pair $\left(k_{\omega, \varphi}, p_{\omega, \varphi}\right)$. In Equation (33): $p_{\omega, \varphi}$ represents the order of convergence for each error succession, Equations (31) and (32), while $k_{\omega, \varphi}$ is a proportional factor, denoting the exponential convergence time-constant (when $p_{\omega, \varphi}=1$ ).

The following numerical simulations are proposed to: (1a) evaluate the convergence performance of disturbance estimation errors in time; (2) verify that the initial frequency estimation warm-up phase length is acceptable in practice in a real application (namely the asymptotical convergence occurs at $t<\infty$ ). In all four simulation scenarios, $5 \%$ of initial frequency estimation error and about $25 \%$ (about 70 deg ) of initial phase estimation error are considered.

### 4.2. Figure Descriptions

Figures 4 and 5 illustrate the frequency estimation performance in time, in the case of the cavitated condition (Figure 4) and in the case of the uncavitated condition (Figure 5). Three curves are plotted: $\omega$ denotes the real constant operating frequency; $\omega_{\text {est,yan }}$ denotes the asymptotical frequency estimate with the analytical output noise; $\omega_{\text {est,y }}$ denotes the asymptotical frequency estimate in the case of measured output noise.


Figure 4. Frequency estimation performance in the case of cavitated condition.


Figure 5. Frequency estimation performance in the case of uncavitated condition.
In Figure 6 the frequency estimation performance in time, considering the analytical output noise $y_{a n}$, is compared in uncavitated and cavitated conditions.


Figure 6. Comparison of frequency estimation performance in uncavitated and cavitated conditions with the analytical output noise $y_{a n}$.

Figure 7 shows the comparison (in offset view) of phase estimation performance in time, in the four simulation cases. The ( $\hat{\varphi}_{u n c, y a n}, \hat{\varphi}_{u n c, y}$ ) represent the phase estimate for the uncavitated case, with analytical and measured output noise, respectively; the ( $\hat{\varphi}_{c a v, y a n}, \hat{\varphi}_{c a v, y}$ ) represent the phase estimate for the cavitated case, with analytical and measured output noise, respectively. In the graph, the warm-up phase edges, and time interval labels, are marked-up in the four cases for illustration purposes.


Figure 7. Offset view of phase estimation in the four simulation cases, with warm-up phase edges.
Figure 8 shows the scatter plot of the $(k, p)$-parametrized successions of frequency estimation error $\left|e_{\omega_{n+1}}\right|=k_{\omega}\left|e_{\omega_{n}}\right|^{p_{\omega}}$ (Figure 8A,B) and phase estimation error $\left|e_{\varphi_{n+1}}\right|=k_{\varphi}\left|e_{\varphi_{n}}\right|^{p_{\varphi}}$ (Figure 8C,D), following Equations (31)-(33). Both cavitated and uncavitated conditions with analytical output noise $y_{a n}$ are considered. The timeseries in Figure 8A,B are plotted considering the overall simulation time data. To evaluate whether the phase estimates' convergent behavior is exponential starting from the warm-up phase end (according to Proposition 1), the timeseries in Figure 8C,D are plotted on the two restricted simulation time intervals starting from 8.41 (s) and 1.59 (s) for uncavitated and cavitated cases, respectively, as shown in Figure 7.

The text boxes in Figure 8 report the fitting data statistics obtained applying the iterative Inexact Newton method on the frequency and phase estimation error timeseries, in cavitated and uncavitated conditions with analytical output noise. Such statistics are used to evaluate the order of the convergence $p_{\omega, \varphi}$ in the four cases. The arrows indicate the direction of the succession point distribution from $e_{\omega_{n=0}}$ to $e_{\omega_{n \rightarrow \infty}}$, and from $e_{\varphi_{n=0}}$ to $e_{\varphi_{n \rightarrow \infty}}$ as defined in Equation (31).

Figure 9 shows the difference between the scalar analytical noise $y_{a n}$ and the actual disturbance component $\ddot{d}_{e i}(t, \omega)$ for the uncavitated case (Figure 9A) and for the cavitated case (Figure 9C). For ease of graph interpretation, due to the high frequency of the signals, a restricted time lapse $(0-0.0012)$ (s) was chosen, arbitrarily, on the overall simulation time of 12 (s), in order to highlight the detail of the comparison over a few periods.


Figure 8. Convergence of frequency estimation error timeseries ( $\mathbf{A}, \mathbf{B}$ ) and phase estimation error timeseries (C,D) for uncavitated and cavitated condition, with analytical output noise.


Figure 9. Scalar analytical output noise $y_{a n}$ and actual disturbance component $\ddot{d}_{e i}(t, \omega)$ for uncavitated and cavitated conditions ( $\mathbf{A}, \mathbf{C}$ ); " $i$ " component of actual journal displacement $z_{j_{i}}$ and its analytically reconstruction $\bar{z}_{i}$ with the scaled difference $\delta_{y i}$ for uncavitated and cavitated conditions (B,D).

In Figure 9B, D, the behavior of only one component of the journal displacement coordinate vector, $z_{j_{i}}$, is shown in time. It is compared with the same component " $i$ " of its analytically reconstructed value $\overline{z_{J}}$. Both Figure 9B,D contain a subplot showing the scaled difference $\delta_{y i}=-\frac{k}{m}\left(z_{j_{i}}-\bar{z}_{i}\right)$, where $\delta_{y i}$ is the acceleration injected error referred to as only one component of the vector $\delta_{y}\left(t, \overline{z_{j 0}}, \omega, \hat{\omega}(t)\right)$, as defined in Equation (18).

Figure 10 shows the journal displacement observation errors $\widetilde{z}_{j}$ as defined according to Equations (20c) and (28), in the four simulation cases. The signals $z_{j}=\left[x_{j}, y_{j}\right]^{T}$ are not available in practice, but they are shown only for comparison to their corresponding observation $\hat{z}_{j}=\left[\hat{x}_{j}, \hat{y}_{j}\right]^{T}$.


Figure 10. Observation errors of the journal displacement coordinate $\widetilde{z}_{j}$ with analytical output noise for uncavitated and cavitated conditions ( $\mathbf{A}, \mathbf{C}$ ) and with measured output noise for uncavitated and cavitated conditions (B,D).

Figure 11 illustrates the hooking of the sinusoidal disturbance $\dot{d}_{e i}(t, \omega)$ by the estimate $\hat{d}_{e i}\left(t, \omega_{\text {est }}\right)$ in the case of the uncavitated condition with analytical noise. For ease of graph interpretation, due to the high frequency of the signals, the signal hooking is shown on the restricted time interval (7.5-8.5) (s).


Figure 11. Hooking of the sinusoidal disturbance $\ddot{d}_{e i}(t, \omega)$ by its estimate $\ddot{\hat{d}}_{e i}\left(t, \omega_{e s t}\right)$ in the case of uncavitated condition with analytical disturbance ( $y_{a n}$ ).

Figure 12 illustrates the sinusoidal disturbance estimation errors $\ddot{\widetilde{d}}_{e i}(t, \omega)$ in the four simulation cases.


Figure 12. Sinusoidal disturbance estimation errors $\ddot{\widetilde{d}}_{e i}(t, \omega)$ are reported for uncavitated and cavitated conditions with analytical output noise ( $\mathbf{A}, \mathbf{C}$ ) and for uncavitated and cavitated conditions with measured output noise (B,D).

In Figure 13, the control vector $\hat{u}_{x}=\left[\hat{u}_{x, 1}, \hat{u}_{x, 2}\right]^{T}$ (Equation (20a)) is plotted in the four simulation cases. A zoomed plot, referred to by the dashed rectangle, highlights the detail of the last transient variation in the control before the steady-state behavior.


Figure 13. Control vector $\hat{u}_{x}=\left[\hat{u}_{x, 1}, \hat{u}_{x, 2}\right]^{T}$ for uncavitated and cavitated conditions with analytical output noise ( $\mathbf{A}, \mathbf{C}$ ) and for uncavitated and cavitated conditions with measured output noise (B,D).

Figure 14 illustrates the disturbance attenuation on disc center coordinates $\left[x_{c}, y_{c}\right]$ in the four simulation cases.


Figure 14. Disturbance attenuation of disc center coordinates ( $x_{c}, y_{c}$ ) for uncavitated and cavitated conditions with analytical output noise ( $\mathbf{A}, \mathbf{C}$ ) and for uncavitated and cavitated conditions with measured output noise (B,D).

## 5. Discussions and Conclusions

### 5.1. Discussions

The closed-loop ANC-FE operates on the output noise date to compute the asymptotical frequency estimate. In the following simulative analysis, both measured and analytical noise reconstruction is considered (in two cavitated and uncavitated operating conditions). Due to the reconstruction error $\delta_{y}$ (Figure 9), the analytical output noise is affected by an intrinsic additive disturbance, which entails a data quality lowering with respect to the measured output noise case. The latter is considered an ideal case, and it is used in this analysis only for the sake of comparison.

The control performance, in terms of settling time, is evaluated in four simulation cases. From Figure 4 it emerges that, from the comparison between the case of analytical output noise $\omega_{\text {est,yan }}$ and the case of measured output noise $\omega_{\text {est,y, }}$, for the cavitated operating condition, the frequency estimation performance is very close. The residual vibration in the analytical case is due to the discrepancy between $y$ and $y_{a n}$, but it has a very low amplitude so that, macroscopically, the two curves cannot be distinguished. The comparison of the frequency estimation for the uncavitated condition is presented in Figure 5, showing that the performance degradation in terms of the settling of time, for analytical output noise $\omega_{\text {est,yan }}$ with respect to measured output noise $\omega_{\text {est,y, }}$, is restrained in 2 s. In Figure 6, both curves refer to the analytical output noise, and it is visible that different convergence performances are registered in cavitated and uncavitated cases. This difference is also recovered by the performance in phase estimation (Figure 7). As expected, the frequency estimation procedure represents a warm-up phase of the overall closed-loop disturbance estimation. In fact, according to Remark 6, the convergence of the asymptotical frequency estimate is standalone with respect to the rest of the control loop. Hence, only once the frequency estimate has reached its steady-state value, the phase estimation starts its exponential convergence ((thesis iii) of Proposition 1) in the last segment of all four curves (Figures 4,5 and 7). The worst performance is registered in the uncavitated condition with analytical noise (solid black line in Figure 7) since the phase estimation settling time exceeds the other three simulation cases by 6 s .

The numerical analysis of the frequency and phase estimation timeseries gives the fitting results shown in Figure 8, considering 95\% confidence in the goodness of fit (GOF) statistics. The order of convergence calculated for the frequency estimation timeseries are $p_{\omega, u n c}=0.9983$ and $p_{\omega, \text { cav }}=1.005$ under uncavitated and cavitated conditions, respectively (Figure 8A,B), with acceptable GOF where the $R_{\omega, u n c}^{2}=0.9998$ and $R_{\omega, c a v}^{2}=1.0$. The frequency estimation timeseries are sampled in the overall simulation time (degree of freedom, $\mathrm{dfe}=2398$ ). Aiming to show that the phase estimation converges exponentially only after the initial warm-up (according to Proposition 1), in the case of phase estimation (Figure 8C,D), each timeseries sampling is restricted to the interval in which its own warm-up phase ends: $8.41(\mathrm{~s})(\mathrm{dfe}=716)$ and $1.59(\mathrm{~s})(\mathrm{dfe}=2079)$ under uncavitated and cavitated conditions, respectively, as shown in Figure 7. The convergence of phase estimation approximates the exponential behavior better than frequency estimation, obtaining $p_{\varphi, u n c}=1.001$ and $p_{\varphi, c a v}=1$ under uncavitated and cavitated conditions, respectively (Figure 8C,D) with acceptable GOF where $R_{\varphi, u n c}^{2}=0.9983$ and $R_{\varphi, \text { cav }}^{2}=0.9989$. The final phase estimation error is registered within $0.43 \%$. Overall, with respect to the fitting curve, both frequency and phase estimation error timeseries exhibit less dispersion of the points in the cavitated case than the points sampled in the uncavitated condition.

Figure 9 illustrates that, although an additive disturbance $\delta_{y i}$ affects the analytical output $y_{a n}$, due to the disturbance $\delta_{y i}$ amplitude, which is bounded and considerably smaller than the output noise itself (nine orders of magnitude less), $y_{a n}$ fits the real disturbance $\ddot{d}_{e i}(t, \omega)$ very well in both cavitated and uncavitated conditions (Figure 9A,C). This enforces Assumption 1, and Proposition 1 applies. Figure 10 illustrates the comparison of the reduced-order observer performance (Equation (20c)) in the center journal coordinates' estimation in the four simulation cases. It emerges that the performance degradation in the journal vibration absorption in the two cases with the analytical output (Figure 10A,C)
is restrained in a few tenths of millimeters with respect to the ideal case with measured output (Figure 10B,D). The exponential hooking of the disturbance $\ddot{d}_{e i}(t, \omega)$ by the adaptive noise cancellation control $\ddot{\hat{d}}_{e i}\left(t, \omega_{\text {est }}\right)$ (Equation (20b)) is illustrated in Figure 11. For sake of brevity, only the worst case (uncavitated condition with analytical output noise) is reported. Analogous results are obtained in the other three simulation cases. The preliminary phase of the overall disturbance estimations is dictated by the asymptotical convergence of the frequency estimate $\omega_{\text {est }}$. From that instant, the same closed-loop behavior of [24] is recovered, with the last segment of the disturbance convergence, which is exponential. The disturbance adaptation error $\ddot{\widetilde{d}}_{e i}(t, \omega)$, reported in Figure 12, in the four cases recovers the observer behavior (Figure 10). Moreover, the behavior and performance of the control input (Figure 13) recover the behaviors of the displacement observation error (Figure 10) and the sinusoidal estimation errors (Figure 11) in the four cases. A zoomed plot is reported to highlight the sinusoidal trend of the two control vector components, oscillating at the same frequency as the rejected disturbance (as shown also in [24]). Figure 13 shows that the control amplitude stabilizes at the same time (respectively, in the four cases) in which all the estimation errors converge. Figure 14 illustrates that, from the comparison of the rotor center coordinate stabilization in the four cases, it emerges that the performance degradation in terms of vibration amplitude, for analytical output noise with respect to the (ideal) measured output noise case, is restrained in a few tenths of millimeters.

Overall, better estimation performance is obtained in the cavitated condition with respect to the uncavitated case. As the main figures of merit for the proposed adaptive closed-loop control, the rotor vibration attenuation time (about 8.5 (s) in the worst case) and the vibration residual amplitude (order of $10^{-1}(\mathrm{~mm})$ ) are considered, which are acceptable values for a practical application. Similar results, in terms of estimation error convergence time, are obtained in $[17,18]$ (order of seconds), which presented tests of an experimental setup on thin steel strips [17] (order of millimeters) and simulative in silico validation on a reversible cold strip rolling mill [18].

### 5.2. Conclusions

The aim of this study was to provide a mathematical model for a novel adaptive noise cancellation (ANC) technique designed to stabilize a flexible rotor shaft supported by two hydrodynamic full (short) journal bearings and affected by a sinusoidal disturbance output noise with unknown frequency. The disturbance frequency corresponds to the rotor operating angular speed $(\omega)$, which is driven by an external actuator, so that uncertainties may arise in the frequency actual value due to actuation operating point fluctuations. The adaptation with respect to the frequency estimation (FE) generalizes the ANC to the novel ANC-FE.

As the main novelty in this study, inspired from immersion and invariance (I\&I) techniques, an asymptotical frequency estimation (FE) module is designed as a combination of state-observer and asymptotical parameter estimation. The FE operation represents the warm-up phase of the overall adaptive noise cancellation control. The FE module is externalized as an additive plug-in block, which processes the analytical reconstruction of the output data downstream of the ANC closed-loop system (Figure 2).

The mathematical structural proof of the ANC-FE control theoretical formulation, Proposition 1, is provided under Assumption 1, which requires that the analytical output noise reconstruction is a signal at the same frequency of disturbance. It follows that: the frequency estimation convergence is asymptotical; the disturbance phase estimation and the rotor center coordinate stabilization are exponential.

The mathematical results have been validated experimentally in silico by numerical simulations performed in four scenarios: cavitated and uncavitated conditions with analytical and measured output noise. Moreover, a data fitting analysis with the Inexact Newton method (with $95 \%$ of confidence) is performed on frequency and phase estimation error point series, in order to also validate numerically Proposition 1, demonstrating that the
phase estimate succession approximates the exponential behavior better than frequency estimate succession. The orders of convergence obtained by the frequency estimation timeseries are $p_{\omega, u n c}=0.9983$ and $p_{\omega, \text { cav }}=1.005$; the order of convergence obtained by the phase estimation timeseries is $p_{\varphi}=1$ for both uncavitated and cavitated conditions. Considering the analytical output noise as the case of practical interest, the settling time of disturbance rejection and then of the rotor center coordinates stabilization is about $76 \%$ less in the cavitated than in the uncavitated condition, 2 (s) and 8.5 (s), respectively.

Simulation shows that the analytical output noise is very close to the measured output noise, enforcing Assumption 1. The warm-up phase length is restrained in less than 10 s , which is acceptable as an initialization process duration in a real application. For future investigations the possible application of the proposed control technique to other dynamical complex systems can be considered.
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#### Abstract

The high-speed operation of unbalanced machines may cause vibrations that lead to noise, wear, and fatigue that will eventually limit their efficiency and operating life. To restrain such vibrations, a complete balancing must be performed. This paper presents the complete balancing optimization of a six-bar mechanism with the use of counterweights. A novel method based on fully Cartesian coordinates (FCC) is proposed to represent such a balanced mechanism. A multiobjective optimization problem was solved using the Differential Evolution (DE) algorithm to minimize the shaking force (ShF) and the shaking moment (ShM) and thus balance the system. The Pareto front is used to determine the best solutions according to three optimization criteria: only the ShF, only the ShM, and both the ShF and ShM. The dimensions of the counterweights are further fine-tuned with an analysis of their partial derivatives, volumes, and area-thickness relations. Numerical results show that the ShF and ShM can be reduced by $76.82 \%$ and $77.21 \%$, respectively, when importance is given to either of them and by $45.69 \%$ and $46.81 \%$, respectively, when equal importance is given to both. A comparison of these results with others previously reported in the literature shows that the use of FCC in conjunction with DE is a suitable methodology for the complete balancing of mechanisms.
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## 1. Introduction

The high-speed motion of the links of a mechanism generates dynamic reactions that are transmitted as vibrations to the fixed frame producing undesirable effects such as noise, wear, fatigue, and energy losses that will eventually limit the mechanism's performance and operating life. In addition to these technical problems, vibrations may induce a constant machine maintenance involving wastes that have an environmental impact and noise pollution that can lead to health problems [1].

The dynamic reactions under discussion are produced by both external and inertial forces. The former are naturally forces generated outside the mechanism such as those induced by an actuator. The latter are due to the large accelerations of the links. Some representative methods for calculating dynamic reactions in mechanisms are those of Uicker [2] and Waldron [3].

The force and the moment that occur at the mechanism's fixed frame are typically known as shaking force (ShF) and shaking moment (ShM), respectively. Thus, a traditional but still open challenge in machine theory is how to effectively remove or minimize the dynamic reactions, i.e., the ShF and ShM, derived from the mechanism's motion. This process is known as complete (or dynamic) balancing.

The dynamic balancing of mechanisms has been widely studied in mechanical engineering. Some recent historical reviews addressing the topic can be found in [1,4-6].

Among the first publications, we can find the work of Fischer introducing in 1902 a method called principal vectors [7]. This method allows for the balancing of the ShF by analyzing each of the links of the mechanism and determining the points, called principal points, in which the static balancing can be reached. The work of Fischer provided the basis for the methods studying the motion of the centers of mass (CoM) of the links in a mechanism. The method of principal vectors was subsequently used by Goryachkin [8], Yudin [9], and Kreutzinger [10].

Another early method proposed for the dynamic balancing of mechanisms was the static substitution of masses. Its aim is to statically replace the mass of the coupler by concentrated masses, thus transforming the problem of mechanism balancing into a simpler problem of balancing the rotating links. The works of Maxwell [11], Smith [12], and Talbourdet [13] are based on this method.

The 1920s were marked by a special interest in the balancing of engines [14,15] and machines related to agriculture [16]. The Lanchester balancer stands out among these works. It is still being used for balancing four-stroke engines.

During the 1940s, some methods based on function approximation were proposed to achieve partial equilibrium. The work of Gheronimus [17] is a representative example. In this work, the balancing conditions were formulated by minimizing the root mean square (RMS) or the maximum values of the ShM. The duplicate mechanism method [18] was also proposed in this decade. It achieves a complete balancing with the addition of axial and mirror symmetric mechanism duplicates.

The balancing methods based on harmonic analysis appeared in the 1960s with the use of the crank-slider mechanism in internal combustion engines [19,20]. Such methods reduce the ShM by balancing certain harmonics of both the ShF and ShM. To carry out this process, the unbalanced forces and moments are divided into Fourier series and then analyzed in parts.

In 1969, Berkof and Lowen [21] proposed a new solution for dynamic balancing using a method called linearly independent vectors. This method consists of formulating an equation considering a vector representation describing the position of the total CoM of the mechanism in conjunction with the equation representing the closed kinematic chain. A system of equations containing linearly independent vectors is then obtained allowing to find the balancing conditions of the mechanism by reducing to zero the time-dependent coefficients. This method was subsequently explored in [22,23].

In the 1970s, the dynamic balancing theory achieved significant advances. Berkof [24] formulated the first method for complete balancing using counterweights and counterinertias to eliminate the undesired forces and moments of the moving links, respectively. It then became clear that a complete balancing of mechanisms is feasible at the expense of considering complex design modifications and an inevitable increase of the total mass and volume of the mechanism.

Methods proposing a partial balancing were then proposed searching to keep the added mass reasonably small. In [25], Wiederrich and Roth formulated simple general conditions for determining the inertia properties of a four-bar mechanism and achieved its partial balancing. Dresig examined the partial balancing conditions for several 2D mechanims with six and eight-bar linkages [26].

Later approaches involved the use of planetary [27] and auto-balanced systems [28]. More recent ones propose the use of the instantaneous dynamic balancing conditions [29], the trajectory planning of the CoM of the mechanism [30], and the reformulation of the
balancing conditions following a Taylor-based approach [29]. Finally, the most recent and novel balancing method encompasses the flexibility of the links of the mechanism [31].

We focus our attention on Berkof's counterweight approach. After the partial balancing methods, optimization techniques were then explored searching a tradeoff between the added mass and the reduction of the ShF and ShM.

In 1998, Segla presented the static balancing optimization of a robotic mechanism [32]. The balancing conditions were first obtained and then, a basic genetic algorithm programmed in Fortran was used for the optimization.

Currently, the most popular optimization techniques for mechanical problems are based on metaheuristic methods: evolutionary [33], differential evolution [34], genetic [35], and Firefly [36] algorithms. These proposals were designed to find heuristics (i.e., partial solutions) that may provide sufficiently good tradeoffs for the dynamic balancing problem.

To our knowledge, all previous works addressing optimization techniques for the dynamic balancing of mechanisms make use of Cartesian coordinates (CC) to obtain the expressions of the dynamic reactions. A major drawback of CC is that they involve trigonometric functions that derive into complex mathematical expressions that are computationally burdensome.

Our research approach differs from the existing literature in that it presents an alternative to CC: fully Cartesian coordinates (FCC), which are also called natural coordinates [37]. By using FCC, the dynamic reactions at the fixed frame can be formulated by means of equations of less complexity (no angular variables). Then, the resulting ShF and ShM expressions are used to optimize the dynamic balancing of mechanisms through the use of counterweights.

Our previous work $[38,39]$ successfully reported the dynamic balancing of a four-bar mechanism and its optimization with Projected Gradient Descent. In this paper, we address the dynamic balancing of a more complex system, a six-bar mechanism, and explore the differential evolution (DE) algorithm as our optimization method.

Parallel mechanisms are increasingly being used in robotic applications [40,41]. The six-bar mechanism is a typical parallel manipulator. This single degree-of-freedom planar linkage is typically used as a variable-speed transmission mechanism where the input crank rotates at constant speed and the output link works as an overrunning clutch mounted on the output shaft [42].

The rest of the paper is organized as follows: In Section 2, the FCC-based mass-matrix definition for the six-bar mechanism with counterweights is introduced together with the expressions of the ShF and ShM. In Section 3, the details of the multiobjective DE optimization are presented. In Section 4, a numerical example is presented to illustrate the proposed approach. In Section 5, results are discussed and compared to others previously reported in the literature. Finally, Section 6 concludes, summarizing the main contributions and giving the future work perspectives of this research.

## 2. Mechanical Analysis

### 2.1. FCC-Based Definition of the Mass Matrix of an Element Defined by Three Basic Points

This section details the method used to obtain the mass matrix $\mathbf{M}_{3}$ p of elements defined by three basic points using FCC and the concept of virtual work.

Consider an element defined by three basic points $i, j$, and $k$, as shown in Figure 1. The element is located in a global coordinate system $(x, y)$ and in a local coordinate system $(\bar{x}, \bar{y})$ with its origin at point $i$ and the $\bar{x}$ axis directed toward point $j$.


Figure 1. A 2D element with three basic points ( $i, j$, and $k$ ).
The location of any point $P$ in this element is defined by a vector $\mathbf{r}$ in the global reference system and a vector $\bar{r}$ in the local coordinate system. In this way, $\mathbf{r}$ can be expressed, according to Equation (1).

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}_{\mathbf{i}}+\mathbf{A} \overline{\mathbf{r}} \tag{1}
\end{equation*}
$$

where $\mathbf{A}$ is the rotation matrix. Being the element rigid, the local position of vector $\overline{\mathbf{r}}$ remains constant regardless of the element's motion. Thus, the position of point P can be defined according to Equation (2).

$$
\begin{equation*}
\mathbf{r}=\mathbf{r}_{\mathbf{i}}+\mathbf{A} \overline{\mathbf{r}}=\mathbf{r}_{\mathbf{i}}+c_{1}\left(\mathbf{r}_{\mathbf{j}}-\mathbf{r i}\right)++c_{2}\left(\mathbf{r}_{\mathbf{k}}-\mathbf{r}_{\mathbf{i}}\right) \tag{2}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are the components of vector $\overline{\mathbf{r}}$ in the local coordinate system. The components of vector $\mathbf{r}$ can be expressed in matrix form as shown in Equation (3).

$$
\mathbf{r}=\left\{\begin{array}{l}
x  \tag{3}\\
y
\end{array}\right\}=\left[\begin{array}{ccccc}
1-c_{1}-c_{2} & 0 & c_{1} & 0 & c_{2} \\
0 & 1-c_{1}-c_{2} & 0 & c_{1} & 0
\end{array}\right]\left[\begin{array}{l}
c_{2}
\end{array}\right]\left\{\begin{array}{l}
x_{i} \\
y_{i} \\
x_{j} \\
y_{j} \\
x_{k} \\
y_{k}
\end{array}\right\}=\mathbf{C q}
$$

where $\mathbf{q}^{\mathbf{T}}=\left\{\begin{array}{llllll}x_{i} & y_{i} & x_{j} & y_{j} & x_{k} & y_{k}\end{array}\right\}$ is the vector that contains the FCC of the element. Note that matrix $\mathbf{C}$ is constant for a given point $P$ and does not change with the system's motion, thus fulfilling Equations (4) and (5).

$$
\begin{align*}
\dot{\mathbf{r}} & =C \dot{\mathbf{q}}  \tag{4}\\
\ddot{\mathbf{r}} & =C \ddot{\mathbf{q}} \tag{5}
\end{align*}
$$

Coefficients $c_{1}$ and $c_{2}$ in matrix $\mathbf{C}$ can be expressed in terms of the coordinates of points $i, j$, and $k$ in the local reference frame according to Equation (6).

$$
\begin{equation*}
\overline{\mathbf{r}}=c_{1}\left(\mathbf{r}_{\mathbf{j}}-\mathbf{r}_{\mathbf{i}}\right)+c_{2}\left(\mathbf{r}_{\mathbf{k}}-\mathbf{r}_{\mathbf{i}}\right) \tag{6}
\end{equation*}
$$

Since $\overline{\mathbf{r}_{\mathbf{i}}}=0$ is located at the local reference origin, Equation (6) can be rewritten as shown in Equation (7).

$$
\overline{\mathbf{r}}=\left[\overline{\mathbf{r}_{\mathbf{j}}} \mid \overline{\mathbf{r}_{\mathbf{k}}}\right]\left\{\begin{array}{l}
c_{1}  \tag{7}\\
c_{2}
\end{array}\right\}=\overline{\mathbf{X}} \mathbf{c}
$$

Vector $\mathbf{c}$ contains the coefficients $c_{1}$ and $c_{2}$, and matrix $\overline{\mathbf{X}}$ has the components of vectors $\overline{\mathbf{r}_{\mathfrak{j}}}$ and $\overline{\mathbf{r}_{\mathrm{k}}}$ in its columns (Equation (8)).

$$
\overline{\mathbf{X}}=\left[\overline{\mathbf{r}_{\mathbf{j}}} \mid \overline{\mathbf{r}_{\mathbf{k}}}\right]=\left[\begin{array}{ll}
x_{j} & x_{k}  \tag{8}\\
y_{j} & y_{k}
\end{array}\right]=\left[\begin{array}{cc}
l_{i j} & K_{x} \\
0 & K_{y}
\end{array}\right]
$$

Now, it is possible to define the virtual work $W^{*}$ generated by the inertial forces (Equation (9)).

$$
\begin{equation*}
W^{*}=-\rho \int_{\Omega} \dot{\mathbf{r}}^{* T} \ddot{\mathbf{r}} d \Omega \tag{9}
\end{equation*}
$$

where $\rho$ is the density of the element's material. Substituting Equations (4) and (5) into Equation (9) yields to the definition of virtual work (Equation (10)):

$$
\begin{equation*}
W^{*}=-\rho \int_{\Omega} \dot{\mathbf{q}}^{* T} \mathbf{C}^{\mathrm{T}} \mathbf{C} \ddot{\mathbf{q}} d \Omega \tag{10}
\end{equation*}
$$

Since vectors $\dot{\mathbf{q}}^{* \mathbf{T}}$ and $\ddot{\mathbf{q}}$ are independent of $\Omega$, they can be taken out of the integral as expressed by Equation (11).

$$
\begin{equation*}
W^{*}=-\dot{\mathbf{q}}^{* T}\left(\rho \int_{\Omega} \mathbf{C}^{\mathbf{T}} \mathbf{C} d \Omega\right) \ddot{\mathbf{q}} \tag{11}
\end{equation*}
$$

On the other hand, taking into account the definition of virtual work proposed in [43] (Equation (12)) and comparing it to Equation (11), the mass matrix $\mathbf{M}_{3 \mathbf{P}}$ can be expressed by Equation (13).

$$
\begin{gather*}
W^{*}=-\dot{\mathbf{q}}^{* \mathrm{~T}} \mathbf{M} \ddot{\mathbf{q}}  \tag{12}\\
\mathbf{M}_{3 \mathbf{P}}=\rho \int_{\Omega} \mathbf{C}^{\mathrm{T}} \mathbf{C} d \Omega \tag{13}
\end{gather*}
$$

Further development of the product of $\mathbf{C}^{\mathbf{T}} \mathbf{C}$ in Equation (13) yields to Equation (14).

$$
\mathbf{M}_{\mathbf{3 P}}=\rho \int_{\Omega}\left[\begin{array}{cccccc}
c_{e} & 0 & c_{f} & 0 & c_{g} & 0  \tag{14}\\
0 & c_{e} & 0 & c_{f} & 0 & c_{g} \\
c_{f} & 0 & c_{h} & 0 & c_{i} & 0 \\
0 & c_{f} & 0 & c_{h} & 0 & c_{i} \\
c_{g} & 0 & c_{i} & 0 & c_{j} & 0 \\
0 & c_{g} & 0 & c_{i} & 0 & c_{j}
\end{array}\right] d \Omega
$$

with:

$$
\begin{gather*}
c_{e}=c_{1}^{2}+2 c_{1} c_{2}-2 c_{1}+c_{2}^{2}-2 c_{2}+1  \tag{15}\\
c_{f}=-c_{1}^{2}-c_{1} c_{2}+c_{1}  \tag{16}\\
c_{g}=-c_{1} c_{2}-c_{2}^{2}+c_{2}  \tag{17}\\
c_{h}=c_{1}^{2}  \tag{18}\\
c_{i}=c_{1} c_{2}  \tag{19}\\
c_{j}=c_{2}^{2} \tag{20}
\end{gather*}
$$

Note that Equation (14) involves solving the integrals of Equations (21)-(23).

$$
\begin{equation*}
\int_{\Omega} \rho d \Omega=m \tag{21}
\end{equation*}
$$

$$
\begin{gather*}
\int_{\Omega} \rho \mathbf{c} d \Omega=\int_{\Omega} \rho \overline{\mathbf{X}}^{-\mathbf{1}} \overline{\mathbf{r}} d \Omega=\rho \int_{\Omega}\left[\begin{array}{cc}
\frac{1}{l_{i j}} & -\frac{K_{x}}{K_{X} l_{i j}} \\
0 & \frac{1}{K_{y}}
\end{array}\right]\left[\begin{array}{l}
\bar{x} \\
\bar{y}
\end{array}\right] d \Omega= \\
\rho \int_{\Omega}\left[\begin{array}{c}
\frac{\bar{x}}{l_{i j}}-\frac{\bar{y} K_{x}}{K_{y} l_{i j}} \\
\frac{\bar{y}}{K y}
\end{array}\right] d \Omega=\left[\begin{array}{c}
\frac{m \bar{x}_{g}}{l_{i j}}-\frac{m \bar{y}_{g} K_{x}}{K_{y} l_{i j}} \\
\frac{m \bar{y} g}{K y}
\end{array}\right]  \tag{22}\\
\int_{\Omega} \rho \mathbf{c c}^{\mathbf{T}} d \Omega=\overline{\mathbf{X}}^{-\mathbf{1}}\left(\int_{\Omega} \rho \overline{\mathbf{r}}^{\mathbf{T}} d \Omega\right) \overline{\mathbf{X}}^{-\mathbf{T}}=\overline{\mathbf{X}}^{-\mathbf{1}}\left(\int_{\Omega} \rho\left[\begin{array}{cc}
\bar{x}^{2} & \bar{x} \bar{y} \\
\bar{x} \bar{y} & \bar{y}^{2}
\end{array}\right] d \Omega\right) \overline{\mathbf{X}}^{-\mathbf{T}}= \\
\overline{\mathbf{X}}^{-\mathbf{1}}\left[\begin{array}{cc}
I_{y} & I_{x y} \\
I_{x y} & I_{x}
\end{array}\right] \overline{\mathbf{X}}^{-\mathbf{T}}=\left[\begin{array}{cc}
\frac{I_{x} K_{x}^{2}}{K_{y}^{2} l_{i j}^{2}}-\frac{2 I_{x y} K_{x}}{K_{y} l_{i j}^{2}}+\frac{I_{y}}{l_{i j}^{2}} & -\frac{I_{x} K_{x}}{K_{y}^{2} l_{i j}}+\frac{I_{x y}}{K_{y} l_{i j}} \\
-\frac{I_{x} K_{x}}{K_{y}^{2} l_{i j}}+\frac{I_{x y}}{K_{y} l_{i j}} & \frac{I_{x}}{K_{y}^{2}}
\end{array}\right] \tag{23}
\end{gather*}
$$

where $m$ is the total mass of the element, $\overline{\mathbf{r}}$ represents the local coordinates of the center of gravity, and $I_{x}, I_{y}$, and $I_{x y}$ are the moments and products of inertia with respect to local coordinates with origin at the basic point $i$.

By substituting the integrals of Equations (21)-(23) into Equation (14), we finally obtain the mass matrix $\mathbf{M}_{3 \mathbf{P}}$ (Equation (24)).

$$
\mathbf{M}_{\mathbf{3 P}}=\left[\begin{array}{llllll}
e & 0 & f & 0 & g & 0  \tag{24}\\
0 & e & 0 & f & 0 & g \\
f & 0 & h & 0 & i & 0 \\
0 & f & 0 & h & 0 & i \\
g & 0 & i & 0 & j & 0 \\
0 & g & 0 & i & 0 & j
\end{array}\right]
$$

with:

$$
\begin{gather*}
e=\frac{I_{x} K_{x}^{2}}{K_{y}^{2} l^{2}}-\frac{2 I_{x} K_{x}}{K_{y}^{2} l_{i j}}+\frac{I_{x}}{K_{y}^{2}}-\frac{2 I_{x y} K_{x}}{K_{y} l_{i j}^{2}}+\frac{2 I_{x y}}{K_{y} l_{i j}}+\frac{I_{y}}{l_{i j}^{2}}+\frac{2 K_{x} m \bar{y}_{g}}{K_{y} l_{i j}}+m-\frac{2 m \bar{x}_{g}}{l_{i j}}-\frac{2 m \bar{y}_{g}}{K_{y}}  \tag{25}\\
f=-\frac{I_{x} K_{x}^{2}}{K_{y}^{2} l_{i j}^{2}}+\frac{I_{x} K_{x}}{K_{y}^{2} l_{i j}}+\frac{2 I_{x y} K_{x}}{K_{y} l_{i j}^{2}}-\frac{I_{x y}}{K_{y} l_{i j}}-\frac{I_{y}}{l_{i j}^{2}}-\frac{K_{x} m \bar{y}_{g}}{K_{y} l_{i j}}+\frac{m \bar{x}_{g}}{l_{i j}}  \tag{26}\\
g=\frac{I_{x} K_{x}}{K_{y}^{2} l_{i j}}-\frac{I_{x}}{K_{y}^{2}}-\frac{I_{x y}}{K_{y} l_{i j}}+\frac{m \bar{y}_{g}}{K_{y}}  \tag{27}\\
h=\frac{I_{x} K_{x}^{2}}{K_{y}^{2} l_{i j}^{2}}-\frac{2 I_{x y} K_{x}}{K_{y} l_{i j}^{2}}+\frac{I_{y}}{l_{i j}^{2}}  \tag{28}\\
i=-\frac{I_{x} K_{x}}{K_{y}^{2} l_{i j}}+\frac{I_{x y}}{K_{y} l_{i j}}  \tag{29}\\
j=\frac{I_{x}}{K_{y}^{2}} \tag{30}
\end{gather*}
$$

### 2.2. Six-Bar Mechanism

Figure 2 shows the six-bar mechanism. This kind of mechanism exhibits one degree of freedom and five mobile links.

Each of the links has a local coordinate system with its origin located at point $i$ and the $x$ axis directed toward point $j$. Each of the links has a mass $m_{b n}$ and a center of gravity located at local coordinates $\left(x_{b n}, y_{b n}\right)$ for $1 \leq n \leq 5$. The distribution of the points is detailed in Table 1.

For this mechanism, it is possible to define a vector $\mathbf{q}$ representing the positions of its basic points (Equation (31)).

$$
\mathbf{q}=\left[\begin{array}{lllllllll}
A_{x} & A_{y} & B_{x} & B_{y} & C_{x} & C_{y} & D_{x} & D_{y} & E_{x} \tag{31}
\end{array} E_{y} F_{x} F_{y} G_{x} G_{y}\right]^{T}
$$

By time-deriving $\mathbf{q}$, it is possible to obtain a new vector $\dot{\mathbf{q}}$ representing the velocities of each of the basic points of the mechanism (Equation (32)). Similarly, by time-deriving the velocity vector, the acceleration vector $\ddot{\mathbf{q}}$ can be obtained (Equation (33)).

$$
\begin{gather*}
\dot{\mathbf{q}}=\left[V_{A x} V_{A y} V_{B x} V_{B y} V_{C x} V_{C y} V_{D x} V_{D y} V_{E x} V_{E y} V F x V_{F y} V_{G x} V_{G y}\right]^{T}  \tag{32}\\
\ddot{\mathbf{q}}=\left[A_{A x} A_{A y} A_{B x} A_{B y} A_{C x} A_{C y} A_{D x} A_{D y} A_{E x} A_{E y} A_{F x} A_{F y} A_{G x} A_{G y}\right]^{T} \tag{33}
\end{gather*}
$$



Figure 2. The six-bar mechanism.
Table 1. Point distribution for the six-bar mechanism.

| Element | Point $\mathbf{i}$ | Point $\mathbf{j}$ | Point $\mathbf{k}$ |
| :---: | :---: | :---: | :---: |
| 1 | C | E | D |
| 2 | A | C | E |
| 3 | B | F |  |
| 4 | D | G |  |
| 5 | F | G |  |

### 2.3. Counterweight Addition

To proceed with the dynamic balancing of the six-bar mechanism, a set of cylindrical counterweights is added to its structure (Figure 3).

To simplify the procedure, let us assume that all counterweights are coincident with the basic point $i$ of each of the elements of the mechanism. The center of gravity of each
counterweight is located at the local coordinates $\left(x_{c n}, y_{c n}\right)$ for $1 \leq n \leq 5$. Their thickness is defined by $t_{c n}$ for $1 \leq n \leq 5$.


Figure 3. Six-bar mechanism with cylindrical counterweights.
It is then possible to define the mass $m_{c n}$ of each counterweight as a function of its density $\rho_{c n}=\rho$, its thickness $t_{c n}$, and the location of its $\operatorname{CoM}\left(x_{c n}, y_{c n}\right)$, as shown in Equation (34).

$$
\begin{equation*}
m_{c n}=\rho V=\rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right) \tag{34}
\end{equation*}
$$

It is also possible to obtain the mass moments for each of the counterweights with respect to the local coordinate system origin, as shown in Equations (35) and (36).

$$
\begin{align*}
& I_{x c n}=\frac{1}{4} m_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)+m y_{c n}^{2}=\frac{1}{4} m_{c n}\left(x_{c n}^{2}+5 y_{c n}^{2}\right)=\frac{1}{4} \rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\left(x_{c n}^{2}+5 y_{c n}^{2}\right)  \tag{35}\\
& I_{y c n}=\frac{1}{4} m_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)+m x_{c n}^{2}=\frac{1}{4} m_{c n}\left(5 x_{c n}^{2}+y_{c n}^{2}\right)=\frac{1}{4} \rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\left(5 x_{c n}^{2}+y_{c n}^{2}\right) \tag{36}
\end{align*}
$$

The polar moment of inertia of each counterweight $I_{z c n}$ with respect to the local coordinate system origin can be defined by Equation (37).

$$
\begin{equation*}
I_{z c n}=I_{x c n}+I_{y c n}=\frac{3}{2} m_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)=\frac{3}{2} \rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)^{2} \tag{37}
\end{equation*}
$$

Similarly, the product of inertia of each counterweight with respect to the local coordinate system origin can be calculated with Equation (38).

$$
\begin{equation*}
I_{x y c n}=m_{c n} x_{c n} y_{c n}=\rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right) x_{c n} y_{c n} \tag{38}
\end{equation*}
$$

### 2.4. Mass Matrix for the Six-Bar Mechanism with Counterweights

To formulate the mass matrix of the balanced mechanism, it is necessary to obtain the mass matrices for each of the linkages (link and counterweight) first. The details of these individual mass matrices can be found in Appendix A.

Given that the mechanism consists of seven basic points, each of them represented by one $(x, y)$ coordinate, the resulting mass matrix will consist of 14 columns and 14 rows.

Equation (39) shows the mass matrix $M$ representing the six-bar mechanism with counterweights.

$$
M=\left[\begin{array}{cccccccccccccc}
a_{2} & 0 & 0 & 0 & b_{2} & c_{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{39}\\
0 & a_{2} & 0 & 0 & -c_{2} & b_{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & e_{3} & 0 & 0 & 0 & 0 & 0 & g_{3} & 0 & f_{3} & 0 & 0 & 0 \\
0 & 0 & 0 & e_{3} & 0 & 0 & 0 & 0 & 0 & g_{3} & 0 & f_{3} & 0 & 0 \\
b_{2} & c_{2} & 0 & 0 & d_{2}+e_{1} & 0 & g_{1} & 0 & f_{1} & 0 & 0 & 0 & 0 & 0 \\
-c_{2} & b_{2} & 0 & 0 & 0 & d_{2}+e_{1} & 0 & g_{1} & 0 & f_{1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & g_{1} & 0 & a_{4}+j_{1} & 0 & i_{1} & 0 & 0 & 0 & b_{4} & c_{4} \\
0 & 0 & 0 & 0 & 0 & g_{1} & 0 & a_{4}+j_{1} & 0 & i_{1} & 0 & 0 & -c_{4} & b_{4} \\
0 & 0 & g_{3} & 0 & f_{1} & 0 & i_{1} & 0 & h_{1}+i_{3} & 0 & i_{3} & 0 & 0 & 0 \\
0 & 0 & 0 & g_{3} & 0 & f_{1} & 0 & i_{1} & 0 & h_{1}+i_{3} & 0 & i_{3} & 0 & 0 \\
0 & 0 & f_{3} & 0 & 0 & 0 & 0 & 0 & i_{3} & 0 & a_{5}+h_{3} & 0 & b_{5} & c_{5} \\
0 & 0 & 0 & f_{3} & 0 & 0 & 0 & 0 & 0 & i_{3} & 0 & a_{5}+h_{3} & -c_{5} & b_{5} \\
0 & 0 & 0 & 0 & 0 & 0 & b_{4} & c_{4} & 0 & 0 & b_{5} & c_{5} & d_{4}+d 5 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -c_{4} & b_{4} & 0 & 0 & -c_{5} & b_{5} & 0 & d_{4}+d_{5}
\end{array}\right]
$$

where $a_{n}, b_{n}, \ldots, j_{n}$ are the terms of the different mass matrices for linkages $\mathrm{n}=1, \ldots, 5$ (see Appendix A).

### 2.5. Linear Momentum and Shaking Force

Once vectors $\mathbf{q}, \dot{\mathbf{q}}$, and $\ddot{\mathbf{q}}$ have been defined (Equations (31)-(33)), it is possible to calculate the linear momentum $L$ associated to the balanced mechanism (Equation (40)).

$$
\left[\begin{array}{l}
L_{i}  \tag{40}\\
L_{j}
\end{array}\right]=\mathbf{B M} \dot{\mathbf{q}}
$$

where $\mathbf{B}$ (Equation (41)) is a matrix formed by identity matrices matching the number of basic points in the mechanism.

$$
\mathbf{B}=\left[\begin{array}{llllllllllllll}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0  \tag{41}\\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right]^{\mathbf{T}}
$$

By solving Equation (40) and considering that the velocity of the fixed points is always zero $\left(V A_{X}=0, V A_{Y}=0, V B_{X}=0, V B_{Y}=0\right)$, the expressions of the linear momentum $\left(\mathbf{L}_{\mathbf{i}}\right.$ and $\mathbf{L}_{\mathbf{j}}$ ) can be obtained.

The $\mathrm{ShF}_{i}$ and $\mathrm{ShF}_{j}$ of the mechanism can be computed by time-deriving the equations $\mathbf{L}_{\mathbf{i}}$ and $\mathbf{L}_{\mathbf{j}}$ (Equation (40)) (expressions are not included in the paper because of their length).

To guarantee the equilibrium, the result of these derivatives must be constant (normally zero) in the analyzed period of time.

### 2.6. Angular Momentum and Shaking Moment

The use of FCC allows us to express the angular momentum $H$ of the mechanim, as shown in Equation (42):

$$
\begin{equation*}
H=\mathbf{q} \times(\mathbf{M} \dot{\mathbf{q}})=\mathbf{r} \mathbf{M} \dot{\mathbf{q}} \tag{42}
\end{equation*}
$$

where $\mathbf{r}$ is given as a function of the basic points and can be expressed as Equation (43):

$$
\mathbf{r}=\left[\begin{array}{llllllllllllll}
-A_{Y} & A_{X} & -B_{Y} & B_{X} & -C_{Y} & C_{X} & -D_{Y} & D_{X} & -E_{Y} & E_{X} & -F_{Y} & F_{X} & -G_{Y} & G_{X} \tag{43}
\end{array}\right]^{\mathbf{T}}
$$

The ShM can then be calculated by time-deriving $H$ (Equations (44) and (45)).

$$
\begin{equation*}
\operatorname{ShM}=\frac{d H}{d t}=\mathbf{r M}\left(\frac{d(\dot{\mathbf{q}})}{d t}\right)+\left(\frac{d \mathbf{r}}{d t}\right) \mathbf{M} \dot{\mathbf{q}} \tag{44}
\end{equation*}
$$

$$
\begin{equation*}
S h M=\frac{d H}{d t}=\mathbf{r M} \ddot{\mathbf{q}}+\dot{\mathbf{r}} \mathbf{M} \dot{\mathbf{q}} \tag{45}
\end{equation*}
$$

with:

$$
\begin{align*}
& \dot{\mathbf{r}}=\left[\begin{array}{llllllll}
- & V A_{Y} & V A_{X} & -V B_{Y} & V B_{X} & -V C_{Y} & V C_{X} & -V D_{Y}
\end{array}\right) V D_{X} \\
&-V E_{Y}  \tag{46}\\
& V E_{X}-V F_{Y}
\end{aligned} \begin{aligned}
& \\
& \hline
\end{align*}
$$

To guarantee the dynamic equilibrium of the mechanism, the ShM must be constant, i.e., the time-derivative of $H$ (Equation (45)) must be zero.

The ShM of the mechanism is finally obtained by solving Equation (45) and considering $V A_{X}=0, V A_{Y}=0, V B_{X}=0$ y $V B_{Y}=0$ (equation is not included in the paper because of its length).

## 3. Optimization

### 3.1. Objective Function

Two dimensionless balancing indexes $\beta_{i}$, containing the motion parameters ( $\mathbf{q}, \dot{\mathbf{q}}$, and $\ddot{q})$ of the six-bar mechanism, can be used to define the optimization's objective function: $\beta_{\text {ShF }}$ and $\beta_{\text {ShM }}$.
$\beta_{S h F}$ (Equation (47)) is defined by the RMS value of the ShF reaction of the optimized mechanism $\left(\operatorname{rms}\left({ }^{\circ} S h F\right)\right)$ with respect to the RMS value of the original mechanism $(r m s(S h F))$, which are both considered over a time period T .

$$
\begin{equation*}
\beta_{S h F}=\frac{r m s\left({ }^{\circ} S h F\right)}{r m s(S h F)}=\sqrt{\frac{\sum_{k=1}^{N}\left({ }^{o} S h F_{i k}^{2}+{ }^{o} S h F_{j k}^{2}\right)}{\sum_{k=1}^{N}\left(S h F_{i k}^{2}+S h F_{j k}^{2}\right)}} \tag{47}
\end{equation*}
$$

$\beta_{S h M}$ (Equation (48)) can be calculated in a similar way. Nevertheless, the reaction produced by ShM must also be considered.

$$
\begin{equation*}
\beta_{S h M}=\frac{\sum_{k=1}^{N}{ }^{o} S h M_{k}^{2}}{\sum_{k=1}^{N} S h M_{k}^{2}} \tag{48}
\end{equation*}
$$

where ${ }^{\circ} S h M$ is the shaking moment of the optimized mechanism and $S h M$ is a constant representing the shaking moment of the unbalanced mechanism.

A multiobjective optimization problem emerges as it is desired to minimize both $\beta_{\text {ShF }}$ and $\beta_{S h M}$ considering the variables boundaries (i.e., the physical limits for the locations of the $\mathrm{CoM}\left(x_{c n}\right.$ and $\left.y_{c n}\right)$ and the thickness $\left(t_{c n}\right)$ of each counterweight). To solve this problem, a linear combination of the objectives is performed as proposed in Equation (49).

$$
\begin{equation*}
f(X)=\gamma * \beta_{S h M}+(1-\gamma) * \beta_{S h F} \tag{49}
\end{equation*}
$$

where $\gamma$ is a scalar value that assigns the importance to each optimization objective. Thus, the 15 variables to be optimized are: $x_{c 1}, y_{c 1}, t_{c 1}, x_{c 2}, y_{c 2}, t_{c 2}, x_{c 3}, y_{c 3}, t_{c 3}, x_{c 4}, y_{c 4}, t_{c 4}, x_{c 5}, y_{c 5}$, and $t_{c 5}$. The boundaries for optimization are defined according to Equation (50).

$$
\begin{align*}
& x_{c n}^{\min } \leqslant x_{c n} \leqslant x_{c n}^{\text {max }} \\
& y_{c n}^{\min } \leqslant y_{c n} \leqslant y_{c n}^{\max }  \tag{50}\\
& t_{c n}^{\min } \leqslant t_{c n} \leqslant t_{c n}^{\max }
\end{align*}
$$

### 3.2. Algorithm

Once the objective function has been proposed, an optimization method can be applied. In this paper, we explore Differential Evolution (DE) [44].

Being an evolutionary algorithm, DE uses approaches inspired by the theory of evolution. It optimizes a problem by proposing a population of candidate solutions and creating new candidate solutions with the ones that obtained the best scores. Thus, the new gen-
erations are better than the previous ones. Recently, DE has been successfully applied to disruptive fields such as the oil market [45] and genome studies [46].

The DE algorithm proposed for the complete balancing optimization of the six-bar mechanism is presented in Algorithm 1. It was programmed in Python.

```
Algorithm 1: Differential Evolution (DE).
    Input : \(N=255, F=0.8, C R=0.7, k_{\max }=100\)
    An initial population is generated \(S=\left\{X_{1 k}, X_{2 k}, \ldots, X_{N k}\right\}\)
    \(X_{\text {best }}=\) solution with the lowest value in the objective function
    for \(k=0\) until \(k_{\max }\) do
        \(Q=\{ \}\)
        for \(i=1\) until \(N\) do
            Selection of three random solutions in \(\mathrm{S} \gamma, \delta, \eta \in\{1, \ldots, N\}, \gamma \neq \delta \neq \eta \neq i\)
            \(\hat{X}_{i k}=X_{\gamma k}+F\left(X_{\delta k}-X_{\eta k}\right)\)
            \(\hat{X}_{i k}=\operatorname{Clip}\left(\hat{X}_{i k}\right)\)
            for \(j=1\) until \(D\) do
                    \(\mathrm{R}=\) Random value between 0 and 1 with uniform distribution
                    if \(R \leq C R\) then
                    \(Y_{i k j}=\hat{X}_{i k j}\)
                else
                    \(Y_{i k j}=X_{i k j}\)
                end
            end
            if \(f\left(Y_{i k}\right)<f\left(X_{i k}\right)\) then
                \(Q=Q \cup Y_{i k}\)
            else
                \(Q=Q \cup X_{i k}\)
            end
            If \(f\left(Y_{i k}\right)<f\left(X_{\text {best }}\right)\) then \(X_{\text {best }}=Y_{i k}\)
        end
        \(S=Q\)
        \(k=k+1\)
    end
    return \(X_{\text {best }}\)
```

Given that the number of variables to optimize is equal to 15 , a population of $N=15^{2}=225$ solutions is created, identifying the $n_{t h}$ solution of generation $k$ with the vector $X_{N k}$. Solutions are initialized following a uniform distribution bounded by limits between the allowed ranges for each variable. Three solutions are then selected to perform the random mutation: $X_{\gamma k}, X_{\delta k}$, and $X_{\eta k}$ to generate a new solution: $\hat{X}_{i k}=X_{\gamma k}+F\left(X_{\delta k}-X_{\eta k}\right)$ with $F$ being a random value between 0 and 2 .

The crossover is performed with a probability $C R=0.7$. Then, $Y_{i k}$ and $X_{i k}$ are evaluated in the function to be optimized. To be considered part of the new generation, the one with the best results is chosen. The generations are repeated 100 times, resulting in the solution exhibiting the lowest value.

## 4. Results

This section presents the numerical results of the dynamic balancing of the six-bar mechanism with FCC and DE optimization. To better visualize the influence of the counterweights on the procedure, a Pareto front analysis is proposed. This tool allows to restrict our attention to the set of best solutions and ease the decision-making process.

Table 2 summarizes the physical parameters of the six-bar mechanism shown in Figure 2. Steel links have been considered with a density of $7800 \mathrm{~kg} / \mathrm{m}^{3}$. The counterweights are considered to be made of brass with a density $\rho_{c n}=8500 \mathrm{~kg} / \mathrm{m}^{3}$.

Table 2. Parameters of the six-bar mechanism used in the example. Those indicated with a ' - ' are not necessary for the numerical analysis.

| $\begin{gathered} \text { Link } \\ n \end{gathered}$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { Mass } \\ m_{b_{n}} \\ {[\mathrm{~kg}]} \\ \hline \end{gathered}$ | 0.6935 | 0.1022 | 0.9636 | 0.1825 | 0.1679 |
| $\begin{gathered} \text { Length } \\ l_{n} \\ {[\mathrm{~m}]} \end{gathered}$ | 0.19 | 0.14 | 0.13416408 | 0.25 | 0.23 |
| $\begin{gathered} \text { Inertia } \\ I_{x b_{n}} \\ {\left[\mathrm{~kg} \mathrm{~m} / \mathrm{s}^{2}\right]} \\ \hline \end{gathered}$ | 0.00116161 | - | 0.00622646 | - | - |
| $\begin{gathered} \text { Inertia } \\ I_{y b_{n}} \\ {\left[\mathrm{~kg} \mathrm{~m} / \mathrm{s}^{2}\right]} \end{gathered}$ | 0.00556534 | - | 0.00657336 | - | - |
| $\begin{gathered} \text { Inertia } \\ I_{z b_{n}} \\ {\left[\mathrm{~kg} \mathrm{~m} / \mathrm{s}^{2}\right]} \\ \hline \end{gathered}$ | - | 0.00066856 | - | 0.00380360 | 0.00296204 |
| $\begin{gathered} \text { Inertia } \\ I_{x y b_{n}} \\ {\left[\mathrm{~kg} \mathrm{~m} / \mathrm{s}^{2}\right]} \end{gathered}$ | 0.00167596 | - | 0.00522914 | - | - |
| $\begin{gathered} \text { CoM } \\ x_{b_{n}}[\mathrm{~m}] \end{gathered}$ | 0.08 | 0.07 | 0.07751702 | 0.125 | 0.115 |
| $\begin{gathered} \hline \mathrm{CoM} \\ y_{b_{n}}[\mathrm{~m}] \end{gathered}$ | 0.03333333 | 0.0 | 0.06559133 | 0.0 | 0.0 |
| $K_{x}[\mathrm{~m}]$ | 0.05 | - | 0.09838699 | - | - |
| $K_{y}$ [m] | 0.1 | - | 0.196677398 | - | - |

A motor located at point $A$ is responsible for actuating the mechanism. Its rotating speed has been fixed at 500 rpm . Using direct kinematics, it is possible to obtain a sample of the positions, velocities, and accelerations at each of the basic points of the mechanism.

By replacing all known parameters in the equations of the balancing indexes (Equations (47) and (48)), it is possible to define the objective function (Equation (49)). According to the mechanical characteristics of this particular example, the boundaries considered for the optimization are shown in Equation (51):

$$
\begin{align*}
-0.16 \mathrm{~m} & \leqslant x_{c n}, y_{c n}
\end{align*} \leqslant 0.16 \mathrm{~m}, ~\left(0.005 \mathrm{~m} \leqslant t_{c n} \leqslant 0.04 \mathrm{~m}\right.
$$

### 4.1. Optimization with Five Counterweights

The DE algorithm was executed until 200 valid solutions (i.e., solutions resulting from the objective function optimization with values between 0 and 1) were obtained considering $\gamma$ as a random value with uniform distribution in the range $(0,1)$, following the random search of the hyper-parameters presented in [47].

Figure 4 a shows the relationship between the $\beta_{S h F}$ and the $\beta_{S h M}$ values for all the solutions found. Different colors are used to represent the values used for $\gamma$ in the objective function $f(X)$ (Equation (49)).

In Figure 4b, the dark points represent the Pareto front while the light ones represent the dominated solutions.


Figure 4. Pareto analysis of the optimization objectives: $\beta_{S h M}$ and $\beta_{\text {ShF }}$. (a) Optimized $\beta_{S h M}$ and $\beta_{S h F}$ according to $\gamma$. (b) Pareto Front of the optimized objectives.

Among all the solutions found in the Pareto front, it is possible to select the one that is the most appropriate according to the desired type of balancing. To exemplify this statement, let us consider three different solutions from the Pareto front.

In the first one, a greater importance is given to balancing the ShM ( $\beta_{S h M}=0.235917108$, $\beta_{S h F}=0.932850297$ ). In the second one, a greater importance is given to balancing the ShF ( $\beta_{S h M}=0.924195224, \beta_{S h F}=0.270900009$ ). Finally, in the third solution, the same importance is given to balancing both the $\operatorname{ShF}$ and $\operatorname{ShM}\left(\beta_{S h M}=0.580111266, \beta_{S h F}=0.558041831\right)$. These solutions are detailed below.

1. In the first solution, a greater importance is given to balancing the ShM. This is achieved by choosing the minimum value of index $\beta_{S h M}\left(\beta_{S h M}=0.235917108\right)$, which allows us to obtain an improvement of $76.4 \%$ without considering any improvement of the $\operatorname{ShF}\left(\beta_{S h F}=0.932850297\right)$. The following variables values correspond to this solution:
$\begin{array}{lll}x_{c 1}=-0.02611622 & y_{c 1}=-0.033186164 & t_{c 1}=0.021370695 \\ x_{c 2}=-0.06 & y_{c 2}=-0.012314794 & t_{c 2}=0.039459546 \\ x_{c 3}=-0.06 & y_{c 3}=0.016752092 & t_{c 3}=0.039814955 \\ x_{c 4}=-0.002045161 & y_{c 4}=-0.000151565 & t_{c 4}=0.005 \\ x_{c 5}=0.001614171 & y_{c 5}=0.00639164 & t_{c 5}=0.005106848\end{array}$
2. The second chosen solution in the Pareto front is the one with the minimum value in $\beta_{\text {ShF }}\left(\beta_{S h F}=0.270900009\right)$, which achieves an improvement of $72.91 \%$ in balancing the ShM. This choice assigns no importance to the balancing of the ShM ( $\beta_{S h M}=$ $0.924195224)$. This solution yields to the following variable values:
$x_{c 1}=-0.049437705 \quad y_{c 1}=-0.04279353 \quad t_{c 1}=0.0074319$
$x_{c 2}=-0.06 \quad y_{c 2}=-0.001485936 \quad t_{c 2}=0.038953174$
$x_{c 3}=-0.050813691 \quad y_{c 3}=-0.017724236 \quad t_{c 3}=0.039660979$
$x_{c 4}=0.001669535 \quad y_{c 4}=0.005996916 \quad t_{c 4}=0.005$
$x_{c 5}=0.000387207 \quad y_{c 5}=0.013090811 \quad t_{c 5}=0.005$
3. The third chosen solution is the one in the Pareto front where both indexes are optimized $\left(\beta_{S h M}=0.580111266, \beta_{S h F}=0.558041831\right)$. By using this solution, the ShM is reduced by $41.99 \%$ and the ShF is reduced by $44.2 \%$. It corresponds to the following variable values:

$$
\begin{array}{lll}
x_{c 1}=-0.06 & y_{c 1}=-0.030069707 & t_{c 1}=0.006021448 \\
x_{c 2}=-0.06 & y_{c 2}=-0.00383543 & t_{c 2}=0.04 \\
x_{c 3}=-0.06 & y_{c 3}=0.004650961 & t_{c 3}=0.028206906 \\
x_{c 4}=0.000606455 & y_{c 4}=-0.001322538 & t_{c 4}=0.005416754 \\
x_{c 5}=0.000545683 & y_{c 5}=-0.0000185 & t_{c 5}=0.005
\end{array}
$$

To measure the method's efficiency, we assessed two parameters: convergence and computing time. Figure 5 shows the process of convergence of the objective function $f(X)$ as a function of generations. Six executions are presented with different $\gamma$ values. Note that all executions exhibit values higher than 1.0 at the beginning of the execution (i.e., not optimized at all). After the 40th generation, all reach convergence (the closer the value to zero, the better), proving that the DE method actually optimizes the objective function.

Computing time is a major concern in the efficiency of optimization algorithms. To measure it, we executed 50 times the DE optimization procedure on a desktop computer with an Intel Core i7 processor ( 2.40 GHz ), 8 GB RAM, and Windows 10 OS. The average computing time was 15.22 min with a standard deviation of 0.25 min . Being a mechanical design application, the optimization procedure does not require a fast or real-time computing but rather a practical one.


Figure 5. The convergence of the objective function $f(X)$ with the DE method.

### 4.2. Dimensions of the Counterweights

An analysis is now presented to determine if the proposed boundaries for the optimization are the most suitable or if they should be modified (in case there is the possibility of changing them due to the mechanical constraints of the mechanism and its surrounding space).

Figure 6 shows the box plots of the partial derivatives of the objective function with respect to each of the variables to be optimized $x_{n}, y_{n}$, and $t_{n}$ for each of the $n$ counterweights $(1 \leq n \leq 5)$ when evaluated at the optimal solutions.

We can state that optimal boundaries have been found when all the values of the partial derivatives of the objective function are close to zero. In the box plots of Figure 6, it can be seen that the partial derivatives of the variables $x_{1}, y_{1}, y_{2}, y_{3}, x_{4}, y_{4}, t_{4}, x_{5}, y_{5}$, and $t_{5}$ are close to zero, implying that the proposed boundaries allow such variables to reach their optimal values.

However, note that variables $t_{1}, x_{2}, t_{2}, x_{3}$, and $t_{3}$ have partial derivative values that are not close to zero. For example, in $t_{1}$ and even more significantly in $x_{2}$ and $x_{3}$, the values tend to be greater than zero; hence, it can be deduced that better optimization results could be obtained if: (1) the thicknesses of counterweight 1 were smaller than the fixed boundary of 0.005 m (i.e., practically eliminating counterweight 1 ) and (2) the x -axis positions of counterweights 1 and 3 were less than the limit of -0.16 m (i.e., moving their CoM in their -x local axis).

Counterweight 1


Counterweight 3


Counterweight 2



Counterweight 4


Counterweight 5


Figure 6. Box plots of partial derivatives of the objective function with respect to each optimization variable when using five counterweights.

On the other hand, the values of the partial derivatives of variables $t_{2}$ and $t_{3}$ tend to be less than zero, which means that, if possible, it would be convenient to further extend the boundaries of the optimization of these variables to values greater than 0.04 m .

Note that the information obtained from the Pareto front of the partial derivatives of the objective function is extremely useful to make decisions concerning the boundaries of the optimization, allowing us to foresee pertinent changes in the linkages as far as their mechanical conditions allow it.

Figure 7a shows the histograms of the volumes of the counterweights obtained from the different optimization results. Together with the analysis of the counterweights' area and thickness shown in Figure 7 b , it is possible to conclude that counterweight 4 can be eliminated: it has a very small volume compared to the other counterweights, and its thickness and area are practically negligible.

In addition, for both counterweights 2 and 3, it can be appreciated that their thickness tends to remain at the upper limit of the optimization, thus confirming the result of the partial derivatives analysis: if the mechanical characteristics of the mechanism allow it, it would be advisable to extend the upper limit of their thicknesses.


Figure 7. Dimensional analysis for the five counterweights balancing the six-bar mechanism. (a) Volumes of the five counterweights. (b) Relationship between the area and the thickness for the five counterweights.

### 4.3. Implementation

The optimization method and the dimensional analysis conclude with the design of a solution that effectively reduces the dynamic reactions of the six-bar mechanism.

Let us consider the third case where both ShF and ShM are optimized. Figure 8 shows the proposed implementation. As suggested by the analysis, counterweight 4 has been eliminated. Note that counterweight 5 is not visible because it exhibits very small dimensions in relation to the mechanism. Yet, it has been considered for the dynamic balancing of the mechanism.


Figure 8. Conceptual implementation of the third solution from the Pareto front for the six-bar mechanism using five counterweights $C_{i}$.

### 4.4. Optimization with Four or Less Counterweights

The previous analysis suggested that not all five counterweights are strictly needed to balance the six-bar mechanism: counterweight 4 is meaningless and counterweight 5 is so small that it can be practically eliminated. When seeking a simple solution, i.e., one that does not involve adding too much volume to the mechanism, it may be useful to reduce the number of counterweights as long as they still provide acceptable results.

We performed the same analysis for four, three, two, and one counterweights. Figure 9 shows a comparison between the Pareto fronts of the different optimization results as a function of the number of counterweights. Note that as expected, similar results are obtained when using five, four, and three counterweights. So, a general conclusion for the implementation would be to use three counterweights.


Figure 9. Pareto front comparison of the optimization objectives $\beta_{S h M}$ and $\beta_{S h F}$ according to the number of counterweights.

Table 3 summarizes the results obtained. The best results are highlighted in blue. Again, the best choice depends on the desired balancing: only the ShF, only the ShM, or both.

Table 3. Summary of the optimization results for the six-bar mechanism balancing.

| Counterweights <br> Cn | ShF Optimization <br> \% ShF, \% ShM | ShM Optimization <br> \% ShF, \% ShM | ShF and ShM Optimization <br> \% ShF, \% ShM |
| :---: | :---: | :---: | :---: |
| All 5 | $72.91,7.59$ | $6.72,76.41$ | $44.2,41.99$ |
| C1, C2, C3, C4 | $76.82,3.59$ | $3.21,76.97$ | $44.31,40.73$ |
| C1, C2, C3 | $75.95,0.5$ | $3.53,77.21$ | $45.69,46.81$ |
| C2, C3 | $56.98,6.52$ | $0.17,67$ | $41.66,34.18$ |
| C3 | $44.97,2.26$ | $1.03,61$ | $28.69,30.23$ |

## 5. Discussion

The implementation of well-designed counterweights allows us to reduce the ShF and ShM by $76.82 \%$ and $77.21 \%$, respectively, when importance is given to either of them and by $45.69 \%$ and $46.81 \%$, respectively, when equal importance is given to both of them.

Table 4 compares our balancing results with others previously reported in the literature. Note that the comparison is limited to the cases where either the ShF or the ShM are optimized as not all the studies report the joint optimization. Table 4 includes other types of mechanisms such as the crank-slider and the four-bar mechanism, which are indeed simpler structures and thus easier to optimize. Six-bar mechanisms and their balancing are more complex and less frequently found in the literature because, as explained in Section 2, they exhibit a higher number of links with some defined by three basic points.

Table 4. Comparison of balancing results for several types of mechanisms and optimization methods.

| Reference, <br> CC or FCC | Mechanism | Optimization <br> Algorithm | \% of ShF <br> Optimization | \% of ShM <br> Optimization |
| :---: | :---: | :---: | :---: | :---: |
| [48], CC | crank-slider | Differential Evolution | 61.42 | 65.96 |
| [49], CC | crank-slider | Teaching-Learning | 48 | 44 |
| [50], CC | crank-slider | Genetic | 46 | 99 |
| [51], FCC | crank-slider | Differential Evolution | 97.76 | 94.58 |
| [52], CC | four-bar | Genetic | 50 | 68 |
| [36], CC | four-bar | Firefly | 86.3 | 83.39 |
| [38], FCC | four-bar | Gradient Descent | 99.70 | 83.99 |
| [53], CC | six-bar | Genetic | 48.5 | 32.35 |
| This work, FCC | six-bar | Differential Evolution | 76.82 | 77.21 |

Note that the use of FFC to define the mass matrix of a mechanism and thus obtain the expressions representing the dynamic reactions in its base, in conjunction with an optimization algorithm, is a suitable methodology for the complete balancing of mechanisms. Our previous work in crank-sliders [51] and four-bar [38] mechanisms confirm the efficiency of the proposed approach. The results obtained surpass those of approaches using Cartesian coordinates (CC).

The DE optimization method was successfully applied to solve the balancing problem of a six-bar mechanism. DE is a simple yet robust approach to address multiobjective problems.

Comparison between Pareto fronts has proven to be a useful tool for better visualizing the impact of each counterweight on the dynamic balancing of the mechanism.

The effectiveness of the analysis of the boundaries by means of box plots of the partial derivatives of the variables to be optimized together with the histograms of volumes and relations between area and thickens were also demonstrated. They ease the visualization of possible improvements on the counterweights and allow us to make useful decisions on their implementation.

Balancing six-bar mechanisms is highly appreciated in areas such as mobile robotics, since this type of linkage is used in humanoid robots [54] and bionic legs [55,56] as well as in rehabilitation engineering [57], in which balancing could minimize the reactions caused by the devices' motion, thus improving their performance and usability.

## 6. Conclusions

This paper has presented a novel approach for the complete (or dynamic) balancing of mechanisms: the use of fully Cartesian coordinates (FCC) in conjunction with an optimization method such as Differential Evolution (DE).

Among the main contributions of this paper is the development of the two-dimensional mass matrix for elements defined by three basic points. To our knowledge, this matrix has not been proposed so far in the literature and it can be applied to a vast number of more complex mechanisms that use type of linkages. By using FCC, this work has demonstrated that even for the most complex mechanisms, it is possible to obtain relatively simple nontrigonometric equations that define the ShF and ShM and to further optimize their dynamic balancing with algorithms such as DE with very good results.

As future work, it is expected to continue exploring FCC together with other metaheuristic methods to optimize more complex mechanisms in two and three dimensions. Our approach promises to be highly efficient for optimizing the balancing conditions of even more complex mechanisms once their mass matrices have been defined.
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## Abbreviations

The following abbreviations are used in this manuscript:

| CC | Cartesian Coordinates |
| :--- | :--- |
| FCC | Fully Cartesian Coordinates |
| ShF | Shaking Force |
| ShM | Shaking Moment |
| CoM | Center of Mass |
| DE | Differential Evolution |

## Appendix A. Mass-Matrix for Individual Linkages

It is necessary to define the mass matrix for each of the linkages in order to assemble the mass matrix of the entire mechanism.

Given that each counterweight is firmly attached to its corresponding link and that their position with respect to the local reference system does not change with the mechanism's motion, it is possible to consider five linkages to be optimized, each of them encompassing a link and a counterweight.

Linkages 1 and 3 have mass matrices consisting of three basic points, while linkages 2, 4 , and 5 have mass matrices involving two basic points.

To define the different mass matrices, it is necessary to substitute the terms $m, \bar{x}_{g}, \bar{y}_{g}$, $I_{x}, I_{y}, I_{x y}$, and $I_{z}$ in the equations that define the mass matrices of two and three points,
considering the contribution of both the link and the counterweight. Thus, for each $n$ linkage, Equations (A1)-(A7) can be written.

$$
\begin{gather*}
m_{n}=m_{b n}+m_{c n}=m_{b n}+\rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)  \tag{A1}\\
x_{g n}=\frac{x_{b n} m_{b n}+x_{c n} m_{c n}}{m_{b n}+m_{c n}}  \tag{A2}\\
y_{g n}=\frac{y_{b n} m_{b n}+y_{c n} m_{c n}}{m_{b n}+m_{c n}}  \tag{A3}\\
I_{x n}=I_{x b n}+I_{x c n}=I_{x b n}+\frac{1}{4} \rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\left(x_{c n}^{2}+5 y_{c n}^{2}\right)  \tag{A4}\\
I_{y n}=I_{y b n}+I_{y c n}=I_{y b n}+\frac{1}{4} \rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\left(5 x_{c n}^{2}+y_{c n}^{2}\right)  \tag{A5}\\
I_{x y n}=I_{x y b n}+I_{x y c n}=I_{x y b n}+\rho \pi t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right) x_{c n} y_{c n}  \tag{A6}\\
I_{z n}=I_{z b n}+I_{z c n}=I_{x b n}+I_{y b n}+I_{x c n}+I_{y c n} \tag{A7}
\end{gather*}
$$

## Appendix A.1. Mass Matrix for Linkages 1 and 3

To define the mass matrix of linkage 1 , let us consider point C as $i$, point E as $j$, and point D as $k$. Similarly, for linkage 3 , point B is considered as $i$, point F as $j$, and point E as $k$

Figure A1 shows the distances $K_{x 1}, K_{y 1}, K_{x 3}$, and $K_{y 3}$. Note that for linkage $1, l_{i j}=l_{1}$ corresponds to the distance $\overline{C E}$ while for linkage $2, l_{i j}=l_{2}$ corresponds to the distance $\overline{B F}$.


Figure A1. Linkages defined by three basic points. (a) Linkage 1. (b) Linkage 3.
By using the mass matrix $\mathbf{M}_{3 \mathbf{P}}$ (Equation (24)), the terms of the mass matrix for linkages $n=1$ and $n=3$ can be defined according to Equations (A8)-(A13).

$$
\begin{align*}
& e_{n}=\frac{I_{x b n} K_{x n}^{2}}{K_{y n}^{2} l_{n}^{2}}-\frac{2 I_{x b n} K_{x n}}{K_{y n}^{2} l_{n}}+\frac{I_{x b n}}{K_{y n}^{2}}-\frac{2 I_{x y b n} K_{x n}}{K_{y n} l_{n}^{2}}+\frac{2 I_{x y b n}}{K_{y n} l_{n}}+\frac{I_{y b n}}{l_{n}^{2}}+\frac{\pi K_{x n}^{2} \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2} l_{n}^{2}} \\
& +\frac{3 \pi K_{x n}^{2} \rho_{c n} t_{c n} x_{c n}^{2}}{2 K_{y n}^{2} l_{n}^{2}} y_{c n}^{2}+\frac{5 \pi K_{x n}^{2} \rho_{c n} t_{c n} y_{c n}^{4}}{4 K_{y n}^{2} l_{n}^{2}}+\frac{2 K_{x n} m_{b n} y_{b n}}{K_{y n} l_{n}}+\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}} t_{c n} x_{c n}^{2} y_{c n} \\
& +\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}} t_{c n} y_{c n}^{3}-\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}^{2}} t_{c n} x_{c n}^{3} y_{c n}-\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}^{2}} t_{c n} x_{c n} y_{c n}^{3}-\frac{\pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{4}}{2 K_{y n}^{2} l_{n}} \\
& -\frac{3 \pi K_{x n} \rho_{c n}}{K_{y n}^{2} l_{n}} t_{c n} x_{c n}^{2} y_{c n}^{2}-\frac{5 \pi K_{x n} \rho_{c n} t_{c n} y_{c n}^{4}}{2 K_{y n}^{2} l_{n}}-\frac{2 m_{b n}^{2} x_{b n}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{2 m_{b n}^{2} y_{b n}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}}-\frac{2 \pi m_{b n} \rho_{c n} t_{c n} x_{b n} x_{c n}^{2}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{2 \pi m_{b n} \rho_{c n} t_{c n} x_{b n} y_{c n}^{2}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}}-\frac{2 \pi m_{b n} \rho_{c n} t_{c n} x_{c n}^{3}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{2 \pi m_{b n} \rho_{c n} t_{c n} x_{c n}^{2} y_{b n}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{2 \pi m_{b n} \rho_{c n} t_{c n} x_{c n}^{2} y_{c n}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}}  \tag{A8}\\
& -\frac{2 \pi m_{b n} \rho_{c n} t_{c n} x_{c n} y_{c n}^{2}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}}-\frac{2 \pi m_{b n} \rho_{c n} t_{c n} y_{b n} y_{c n}^{2}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& 2 \pi m_{b n} \rho_{c n} t_{c n} y_{c n}^{3}-\frac{2 \pi^{2} \rho_{c n}^{2} t_{c n}^{2} x_{c n}^{5}}{1} \\
& -\overline{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}}-\overline{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{2 \pi^{2} \rho_{c n}^{2} t_{c n}^{2} x_{c n}^{4} y_{c n}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}}-\frac{4 \pi^{2} \rho_{c n}^{2} t_{c n}^{2} x_{c n}^{3} y_{c n}^{2}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{4 \pi^{2} \rho_{c n}^{2} t_{c n}^{2} x_{c n}^{2} y_{c n}^{3}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}}-\frac{2 \pi^{2} \rho_{c n}^{2} t_{c n}^{2} x_{c n} y_{c n}^{4}}{l_{n} m_{b n}+\pi l_{n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi l_{n} \rho_{c n} t_{c n} y_{c n}^{2}} \\
& -\frac{2 \pi^{2} \rho_{c n}^{2} t_{c n}^{2} y_{c n}^{5}}{K_{y n} m_{b n}+\pi K_{y n} \rho_{c n} t_{c n} x_{c n}^{2}+\pi K_{y n} \rho_{c n} t_{c n} y_{c n}^{2}}+1+\frac{5 \pi \rho_{c n} t_{c n}}{4 l_{n}^{2}} x_{c n}^{4}+\frac{3 \pi \rho_{c n} t_{c n}}{2 l_{n}^{2}} x_{c n}^{2} y_{c n}^{2} \\
& +\frac{\pi \rho_{c n} t_{c n} y_{c n}^{4}}{4 l_{n}^{2}}+\frac{2 \pi \rho_{c n} t_{c n}}{K_{y n} l_{n}} x_{c n}^{3} y_{c n}+\frac{2 \pi \rho_{c n} t_{c n}}{K_{y n} l_{n}} x_{c n} y_{c n}^{3}+\frac{\pi \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2}}+\frac{3 \pi \rho_{c n} t_{c n}}{2 K_{y n}^{2}} x_{c n}^{2} y_{c n}^{2} \\
& +\frac{5 \pi \rho_{c n} t_{c n}}{4 K_{y n}^{2}} y_{c n}^{4} \\
& f_{n}=-\frac{I_{x b n} K_{x n}^{2}}{K_{y n}^{2} l_{n}^{2}}+\frac{I_{x b n} K_{x n}}{K_{y n}^{2} l_{n}}+\frac{2 I_{x y b n} K_{x n}}{K_{y n} l_{n}^{2}}-\frac{I_{x y b n}}{K_{y n} l_{n}}-\frac{I_{y b n}}{l_{n}^{2}}-\frac{\pi K_{x n}^{2} \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2} l_{n}^{2}} \\
& -\frac{3 \pi K_{x n}^{2} \rho_{c n} t_{c n} x_{c n}^{2}}{2 K_{y n}^{2} 2_{n}^{2}} y_{c n}^{2}-\frac{5 \pi K_{x n}^{2} \rho_{c n} t_{c n} y_{c n}^{4}}{4 K_{y n}^{2} l_{n}^{2}}-\frac{K_{x n} m_{b n} y_{b n}}{K_{y n} l_{n}}-\frac{\pi K_{x n} \rho_{c n} t_{c n}}{K_{y n} l_{n}} x_{c n}^{2} y_{c n} \\
& -\frac{\pi K_{x n} \rho_{c n} t_{c n}}{K_{y n} l_{n}} y_{c n}^{3}+\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}^{2}} t_{c n} x_{c n}^{3} y_{c n}+\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}^{2}} t_{c n} x_{c n} y_{c n}^{3}+\frac{\pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2} l_{n}}  \tag{A9}\\
& +\frac{3 \pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{2}}{2 K_{y n}^{2} l_{n}} y_{c n}^{2}+\frac{5 \pi K_{x n} \rho_{c n} t_{c n} y_{c n}^{4}}{4 K_{y n}^{2} l_{n}}+\frac{m_{b n} x_{b n}}{l_{n}}+\frac{\pi \rho_{c n}}{l_{n}} t_{c n} x_{c n}^{3}+\frac{\pi \rho_{c n}}{l_{n}} t_{c n} x_{c n} y_{c n}^{2} \\
& -\frac{5 \pi \rho_{c n} t_{c n}}{4 l_{n}^{2}} x_{c n}^{4}-\frac{3 \pi \rho_{c n} t_{c n}}{2 l_{n}^{2}} x_{c n}^{2} y_{c n}^{2}-\frac{\pi \rho_{c n} t_{c n} y_{c n}^{4}}{4 l_{n}^{2}}-\frac{\pi \rho_{c n} t_{c n} y_{c n}}{K_{y n} l_{n}} x_{c n}^{3}-\frac{\pi \rho_{c n} t_{c n} x_{c n}}{K_{y n} l_{n}} y_{c n}^{3}
\end{align*}
$$

$$
\begin{align*}
& g_{n}= \frac{I_{x b n} K_{x n}}{K_{y n}^{2} l_{n}}-\frac{I_{x b n}}{K_{y n}^{2}}-\frac{I_{x y b n}}{K_{y n} l_{n}}+\frac{\pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2} l_{n}}+\frac{3 \pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{2}}{2 K_{y n}^{2} l_{n}} y_{c n}^{2} \\
&+\frac{5 \pi K_{x n} \rho_{c n} t_{c n} y_{c n}^{4}}{4 K_{y n}^{2} l_{n}}+\frac{m_{b n} y_{b n}}{K_{y n}}+\frac{\pi \rho_{c n}}{K_{y n}} t_{c n} x_{c n}^{2} y_{c n}+\frac{\pi \rho_{c n}}{K_{y n}} t_{c n} y_{c n}^{3}-\frac{\pi \rho_{c n} t_{c n} y_{c n}}{K_{y n} l_{n}} x_{c n}^{3}  \tag{A10}\\
&-\frac{\pi \rho_{c n} t_{c n} x_{c n}}{K_{y n} l_{n}} y_{c n}^{3}-\frac{\pi \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2}}-\frac{3 \pi \rho_{c n} t_{c n}}{2 K_{y n}^{2}} x_{c n}^{2} y_{c n}^{2}-\frac{5 \pi \rho_{c n} t_{c n}}{4 K_{y n}^{2}} y_{c n}^{4} \\
& h_{n}= \frac{I_{x b n} K_{x n}^{2}}{K_{y n}^{2} l_{n}^{2}}-\frac{2 I_{x y b n} K_{x n}}{K_{y n} l_{n}^{2}}+\frac{I_{y b n}}{l_{n}^{2}}+\frac{\pi K_{x n}^{2} \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2} l_{n}^{2}}+\frac{3 \pi K_{x n}^{2} \rho_{c n} t_{c n} x_{c n}^{2}}{2 K_{y n}^{2} l_{n}^{2}} y_{c n}^{2} \\
&+\frac{5 \pi K_{x n}^{2} \rho_{c n} t_{c n} y_{c n}^{4}}{4 K_{y n}^{2} l_{n}^{2}}-\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}^{2}} t_{c n} x_{c n}^{3} y_{c n}-\frac{2 \pi K_{x n} \rho_{c n}}{K_{y n} l_{n}^{2}} t_{c n} x_{c n} y_{c n}^{3}+\frac{5 \pi \rho_{c n} t_{c n}}{4 l_{n}^{2}} x_{c n}^{4}  \tag{A11}\\
&+\frac{3 \pi \rho_{c n} t_{c n}}{2 l_{n}^{2}} x_{c n}^{2} y_{c n}^{2}+\frac{\pi \rho_{c n} t_{c n} y_{c n}^{4}}{4 l_{n}^{2}} \\
& i_{n}=-\frac{I_{x b n} K_{x n}}{K_{y n}^{2} l_{n}}+\frac{I_{x y b n}}{K_{y n} l_{n}}-\frac{\pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2} l_{n}}-\frac{3 \pi K_{x n} \rho_{c n} t_{c n} x_{c n}^{2}}{2 K_{y n}^{2} l_{n}} y_{c n}^{2}-\frac{5 \pi K_{x n} \rho_{c n} t_{c n} y_{c n}^{4}}{4 K_{y n}^{2} l_{n}}  \tag{A12}\\
&+\frac{\pi \rho_{c n} t_{c n} y_{c n}}{K_{y n} l_{n}} x_{c n}^{3}+\frac{\pi \rho_{c n} t_{c n} x_{c n}}{K_{y n} l_{n}} y_{c n}^{3} \\
& j_{n}=\frac{I_{x b n}}{K_{y n}^{2}}+\frac{\pi \rho_{c n} t_{c n} x_{c n}^{4}}{4 K_{y n}^{2}}+\frac{3 \pi \rho_{c n} t_{c n}}{2 K_{y n}^{2}} x_{c n}^{2} y_{c n}^{2}+\frac{5 \pi \rho_{c n} t_{c n}}{4 K_{y n}^{2}} y_{c n}^{4} \tag{A13}
\end{align*}
$$

## Appendix A.2. Mass Matrix for Linkages 2, 4, and 5

Linkages 2,4 , and 5 are defined by two basic points. For linkage 2, point A is considered as $i$ while point $C$ is considered as $j$; for linkage 4 , point $D$ is considered as $i$ while point G is considered as $j$; for linkage 5 , point F is considered as $i$ while point G is considered as $j$. Each of them have their origin at point $i$ and the x axis directed toward point $j$. For each linkage, $l_{n}$ is the distance between points $i$ and $j$.

By substituting the corresponding terms in the mass matrix of the elements defined by two basic points $M_{2 P}$ (equation can be found in [38]), it is possible to obtain the terms of the mass matrix of each of these elements consisting of a counterweight and a linkage (Equations (A14)-(A17)).

$$
\begin{align*}
& a_{n}=m_{b n}+\pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)-\frac{1}{l_{n}\left(m_{b n}+\pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right)} \\
& \left(2.0 m_{b n}+2.0 \pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right)\left(m_{b n} x_{b n}+\pi \rho_{c n} t_{c n} x_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right)  \tag{A14}\\
& +\frac{1}{l_{n}^{2}}\left(I_{b n}+\pi \rho_{c n} t_{c n} x_{c n}^{2}\left(x_{c n}^{2}+y_{c n}^{2}\right)+\pi \rho_{c n} t_{c n} y_{c n}^{2}\left(x_{c n}^{2}+y_{c n}^{2}\right)+0.5 \pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)^{2}\right) \\
& b_{n}=\frac{1}{l_{n}}\left(m_{b n} x_{b n}+\pi \rho_{c n} t_{c n} x_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right) \\
& -\frac{1}{l_{n}^{2}}\left(I_{b n}+\pi \rho_{c n} t_{c n} x_{c n}^{2}\left(x_{c n}^{2}+y_{c n}^{2}\right)+\pi \rho_{c n} t_{c n} y_{c n}^{2}\left(x_{c n}^{2}+y_{c n}^{2}\right)+0.5 \pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)^{2}\right)  \tag{A15}\\
& c_{n}=\frac{1}{l_{n}\left(m_{b n}+\pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right)}\left(-m_{b n}-\pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right)  \tag{A16}\\
& \quad\left(m_{b n} y_{b n}+\pi \rho_{c n} t_{c n} y_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)\right)
\end{align*}
$$

$$
\begin{equation*}
d_{n}=\frac{1}{l_{n}^{2}}\left(I_{b n}+\pi \rho_{c n} t_{c n} x_{c n}^{2}\left(x_{c n}^{2}+y_{c n}^{2}\right)+\pi \rho_{c n} t_{c n} y_{c n}^{2}\left(x_{c n}^{2}+y_{c n}^{2}\right)+0.5 \pi \rho_{c n} t_{c n}\left(x_{c n}^{2}+y_{c n}^{2}\right)^{2}\right) \tag{A17}
\end{equation*}
$$
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#### Abstract

The singularities of serial robotic manipulators are those configurations in which the robot loses the ability to move in at least one direction. Hence, their identification is fundamental to enhance the performance of current control and motion planning strategies. While classical approaches entail the computation of the determinant of either a $6 \times n$ or $n \times n$ matrix for an $n$-degrees-of-freedom serial robot, this work addresses a novel singularity identification method based on modelling the twists defined by the joint axes of the robot as vectors of the six-dimensional and three-dimensional geometric algebras. In particular, it consists of identifying which configurations cause the exterior product of these twists to vanish. In addition, since rotors represent rotations in geometric algebra, once these singularities have been identified, a distance function is defined in the configuration space $\mathcal{C}$, such that its restriction to the set of singular configurations $\mathcal{S}$ allows us to compute the distance of any configuration to a given singularity. This distance function is used to enhance how the singularities are handled in three different scenarios, namely, motion planning, motion control and bilateral teleoperation.
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## 1. Introduction

A serial robot manipulator is an open kinematic chain made up of a sequence of rigid bodies, called links, connected by means of actuated kinematic pairs, called joints, that provide relative motion between consecutive links. At the end of the last link, there is a tool or device known as the end-effector. Only two types of joints are considered throughout this work: revolute joints, which only perform rotations, and prismatic joints, which only perform translations. If joint $i$ is revolute (prismatic), the amount it rotates (translates) is encoded by an angle $\theta_{i}$ (a displacement $d_{i}$ ). These scalars are known as the joint variables of the robot.

From a kinematic point of view, the end-effector position and orientation (also known as the pose) can be expressed as a differentiable function $f: \mathcal{C} \rightarrow X$, where $\mathcal{C}$ denotes the space of joint variables, called the configuration space of the robot, and $X$ is the space of all positions and orientations of the end-effector with respect to a reference frame, which is usually called the operational space. A serial robot is said to have $n$ degrees of freedom (DoF) if its configuration can be minimally specified by $n$ variables. For a serial robot, the number and nature of the joints determine the number of the DoF. For the task of positioning and orientating its end-effector in the three-dimensional space, the manipulators with more than six DoF are called redundant while the rest are non-redundant.

In order to describe its relative position and orientation, a frame $\{o, x, y, z\}$ is attached to each joint (Figure 1). The relations between consecutive joint frames are conventionally
described by homogeneous transformation matrices. In particular, ${ }^{i-1} T_{i}$ relates frame $\{i\}$ to frame $\{i-1\}$ (the first joint frame is related to a fixed reference frame, known as the world frame). Therefore, the end-effector pose ${ }^{0} T_{n}$ of a robot with $n$ DoF with respect to the world frame can be represented as:

$$
\begin{equation*}
{ }^{0} T_{n}={ }^{0} T_{1}{ }^{1} T_{2} \ldots{ }^{n-1} T_{n} \tag{1}
\end{equation*}
$$

with

$$
{ }^{0} T_{n}=\left(\begin{array}{cc}
R & p  \tag{2}\\
0 & 1
\end{array}\right)
$$

where $R$ is a rotation matrix that describes the end-effector orientation with respect to the world frame, while $p$ is a position vector describing the end-effector position with respect to the world frame. This description is equivalent to the one provided by $f$, known as the kinematic function of the serial robot. Thus, $f(\boldsymbol{q})=x$, where $x$ denotes the vector describing the end-effector pose and $\boldsymbol{q}=\left(q_{1}, \ldots, q_{n}\right)$ denotes the vector whose components are the joint variables, also known as the configuration of the robot. Clearly, either $q_{i}=\theta_{i}$ if joint $i$ is revolute or $q_{i}=d_{i}$ if joint $i$ is prismatic.


Figure 1. A frame $\{o, x, y, z\}$ is attached to each joint of the serial robot to describe its relative position and orientation.

Deriving the kinematic relation defined by $f$ with respect to time, we obtain another relation:

$$
\begin{equation*}
\dot{x}=J(\boldsymbol{q}) \dot{\boldsymbol{q}}, \tag{3}
\end{equation*}
$$

where $\dot{x}$ denotes the end-effector velocity vector, $\dot{\boldsymbol{q}}$; the vector of the joint velocities; and $J$, the Jacobian matrix of $f$. If $J=\left[J_{1} \cdots J_{n}\right]$, then each column $J_{i}$ can also be computed as:

$$
\begin{array}{ll}
J_{i}=\left[\begin{array}{c}
z_{i} \times\left(o_{n}-o_{i}\right) \\
z_{i}
\end{array}\right] \quad \text { if joint } i \text { is revolute, } \\
J_{i}=\left[\begin{array}{c}
z_{i} \\
0
\end{array}\right] & \text { if joint } i \text { is prismatic. } \tag{4}
\end{array}
$$

Definition 1. Given a serial robot with $n$ DoF, a singularity or kinematic singularity is a configuration $\boldsymbol{q} \in \mathcal{C}$ satisfying $\rho(J(\boldsymbol{q}))<\min \{n, 6\}$, where $\rho(\cdot)$ denotes the rank of the matrix argument. The set of all singular configurations is a subset of $\mathcal{C}$ that is usually denoted by $\mathcal{S}$ and known as the singular set.

Using the relation (3), it is easy to see that if $\boldsymbol{q} \in \mathcal{C}$ is a singularity of a given serial robot, then the following two statements hold:

- The robot loses at least one degree of freedom or, equivalently, its end-effector cannot be translated along or rotated around at least one Cartesian direction.
- Finite linear and angular velocities of the end-effector may require infinite joint velocities.

In addition, Gottlieb [1] and Hollerbach [2] have independently proven that any serial manipulator with $n>2$ DoF has singularities. The identification of such singularities is achieved by solving the following non-linear equation:

$$
\begin{equation*}
\operatorname{det}(J(\boldsymbol{q}))=0 \tag{5}
\end{equation*}
$$

if the robot is non-redundant and

$$
\begin{equation*}
\operatorname{det}\left(J(\boldsymbol{q}) J^{T}(\boldsymbol{q})\right)=0 \tag{6}
\end{equation*}
$$

if it is redundant.
In general, if the serial robot possesses at least one revolute joint, several coefficients of the Jacobian matrix are non-linear expressions, and thus, neither Equation (5) nor Equation (6) are easy to formulate and solve. However, for manipulators with a spherical wrist, a simplification can be made. For these robots, the axes of their last three joints intersect at a common point, known as the wrist center point, or are parallel (the intersection point and, hence, the wrist center point, is the point at the infinity). Since the origin of the frame attached to the end-effector can be placed at the wrist center point, a zero block appears in $J(\boldsymbol{q})$ by definition (see Equation (4)). Hence:

$$
J(\boldsymbol{q})=\left[\begin{array}{cc}
J_{11}(\boldsymbol{q}) & 0  \tag{7}\\
J_{21}(\boldsymbol{q}) & J_{22}(\boldsymbol{q})
\end{array}\right],
$$

where $J_{11}(\boldsymbol{q}), J_{21}(\boldsymbol{q})$ are blocks of order $3 \times(n-3), J_{22}(\boldsymbol{q})$ is a block of order $3 \times 3$ and 0 denotes a block of order $3 \times 3$, whose entries are all zero. Now, Equation (5) is simplified to:

$$
\begin{equation*}
\operatorname{det}(J(\boldsymbol{q}))=\operatorname{det}\left(J_{11}(\boldsymbol{q})\right) \operatorname{det}\left(J_{22}(\boldsymbol{q})\right), \tag{8}
\end{equation*}
$$

from which the singularities can be obtained as solutions of either $\operatorname{det}\left(J_{11}(\boldsymbol{q})\right)=0$ or $\operatorname{det}\left(J_{22}(\boldsymbol{q})\right)=0$. These two equations allow us to decouple the singularities into position and orientation singularities as follows:

- Position singularities $P S=\left\{\boldsymbol{q} \in \mathcal{C}: \operatorname{det}\left(J_{11}(\boldsymbol{q})\right)=0\right\}$;
- Orientation singularities $O S=\left\{\boldsymbol{q} \in \mathcal{C}: \operatorname{det}\left(J_{22}(\boldsymbol{q})\right)=0\right\}$.

Similarly, we can make the same decoupling for redundant robots:

- Position singularities $P S=\left\{\boldsymbol{q} \in \mathcal{C}: \operatorname{rank}\left(J_{11}(\boldsymbol{q})\right)<3\right\}$;
- Orientation singularities $O S=\left\{\boldsymbol{q} \in \mathcal{C}: \operatorname{det}\left(J_{22}(\boldsymbol{q})\right)=0\right\}$.

Remark 1. The Jacobian matrix $J(\boldsymbol{q})$ is represented with respect to the world frame (usually located at the base of the robot). However, sometimes it is useful to represent $J(\boldsymbol{q})$ in a different frame $\mathcal{B}$. To do so, the following identity is used:

$$
\begin{equation*}
J(\boldsymbol{q})^{\mathcal{B}}=B J(\boldsymbol{q}) \tag{9}
\end{equation*}
$$

where:

$$
B=\left[\begin{array}{cc}
R_{0}^{\mathcal{B}} & 0  \tag{10}\\
0 & R_{0}^{\mathcal{B}}
\end{array}\right],
$$

with $R_{0}^{\mathcal{B}}=\left(R_{\mathcal{B}}^{0}\right)^{T}$ and where $R_{\mathcal{B}}^{0}$ denotes the rotation matrix that relates the orientation of $\mathcal{B}$ with respect to the orientation of the world frame.

Singularity identification is one of the fundamental research fields in robot kinematics since, as stated before, it affects the motion of the robot and its performance when executing different tasks. Therefore, such identification is fundamental to enhancing the performance of current control and motion planning strategies by designing approaches to handle them. For instance, current applications of the subject include the handling of singularities for a robust control architecture in human-robot collaboration [3], the planning of singularity-free trajectories [4,5] and the smooth trajectory generation for rotating extensible manipulators or painting robots [6,7]. However, such identification is still problematic. The majority of the current approaches are based on the computation of either $\operatorname{det}(J(\boldsymbol{q}))=0$ or $\operatorname{det}\left(J(\boldsymbol{q}) J^{T}(\boldsymbol{q})\right)=0$ or on the manipulation of the singular values of $J(\boldsymbol{q})$ [8-10]; hence, they are not computationally efficient. In addition, there is no efficient way of computing how close an arbitrary configuration is to a given singularity (which is fundamental for defining a threshold from where the strategies to handle them start to work). In this context, geometric algebra turns out to be very useful. In addition, it is currently applied to several problems in robot kinematics and geometry [11-15].

There is not much literature regarding the identification of singularities using geometric algebra, and the majority of the contributions focus on parallel mechanisms. For serial robots, Corrochano \& Sobczyk [16] extend the Lie bracket of two vectors defined in any Lie algebra to what they call the superbracket of the lines $\ell_{1}, \ldots, \ell_{6},\left[\ell_{1}, \ldots, \ell_{6}\right]$, where the line $\ell_{i}$ denotes the axis of joint $i$. For serial robots with six DoF, the main idea is to split the superbracket into smaller superbrackets, called bracket monomials, that are equated to zero. The singularities are the solutions of these monomial bracket equations. Following the same idea, Kanaan et al. [17] define the superbracket in a Grassmann-Caley algebra. Since the Lie bracket is well defined in every Grassmann-Caley algebra, the superbracket is also well defined. However, splitting the superbracket into the bracket monomials in this context is not intuitive and, as a consequence, is not always realizable. In addition, there is no standard procedure for computing these brackets' monomials.

For parallel mechanisms, the majority of works [18-22] focus on approaches developed for some particular parallel robots. The main idea consists of computing, for each leg of the mechanism, the exterior product of the twists defined by its joints and equating it to zero. For those legs with less than six actuated joints, combinations of two, three or more legs are considered. The main problem with these approaches is their lack of generalisability. Each approach is designed for the specific parallel robot the authors work with.

Huo et al. [23] present a mobility analysis applying conformal geometric algebra and a singularity analysis using an idea similar to the ones presented in the above-mentioned contributions. A mobility analysis of overconstrained parallel mechanisms is performed using Grassmann-Cayley algebra by Chai et al. [24], while Yang and Li [25] propose a novel identification method for the constraint singularities of parallel robots based on differential manifolds. Finally, Kim et al. [26] apply conformal geometric algebra to the identification of the singularities of a particular type of parallel manipulator, the SPSparallel manipulator. Several lines and planes are defined using the different joint axes. Then, the relative positions of different combinations of these geometric entities are studied to geometrically find the singularities. However, this method cannot be extended to other classes of parallel or serial robots, nor can it be implemented as an algorithm due to its complex geometrical nature.

In this paper, a novel approach for singularity identification based on the six-dimensional and three-dimensional geometric algebras is introduced. It extends the works developed for parallel robots and reviewed above. In particular, one of the novelties of this method is that it can be applied to both redundant and non-redundant serial robots of any geometry. We first model the twists defined by the joint axes as vectors of the six-dimensional geometric algebra. Then, we manipulate the exterior product of these twists. In addition, this method can be simplified for serial robots with a spherical wrist using, instead of the six-dimensional geometric algebra $\mathcal{G}_{6}$, the three-dimensional geometric algebra $\mathcal{G}_{3}$. Once the singularities have been identified and since rotors describe the transformations between arbitrary
multivectors in geometric algebra, a distance function $D$ can be defined in the configuration space $\mathcal{C}$ that can be used to determine the distance of any arbitrary configuration $q \in \mathcal{C}$ to a given singularity $\boldsymbol{q}_{s} \in \mathcal{S}$. This is the first time, to the best of the authors' knowledge, that such a distance function has been defined. It is well-known that there are several indices that can be used to check whether a given configuration is close to a singularity or not. For instance, the Jacobian matrix $J(\boldsymbol{q})$ allows us to define the manipulability index $w_{\mathrm{m}}$ as:

$$
\begin{equation*}
w_{\mathrm{m}}=\sqrt{\operatorname{det}\left(J(\boldsymbol{q})^{T} J(\boldsymbol{q})\right)}=\sigma_{n} \cdots \sigma_{1}, \tag{11}
\end{equation*}
$$

where $0 \leq \sigma_{1} \leq \cdots \leq \sigma_{n}$ are the singular values of $J(\boldsymbol{q})$. Alternatively, we can also define the condition number of $J(\boldsymbol{q}), w_{\mathrm{c}}=\sigma_{n} / \sigma_{1}$. Clearly, the former is close to zero when the configuration is close to a singularity, while the value of the latter increases as the robot approaches to a singular configuration. Although there are several approaches based on the use of such indices [27,28], none of them define a distance function, and as stated in [29], they do not provide a realistic measure of how close a singularity is, only whether it is close or not. On the other hand, Yao et al. [30] propose a different index of closeness to singularities for planar parallel robots based on the volume of the workspace. Although interesting, it is still not a distance function, and it cannot be easily applied to serial robots. Similarly, Nawratil [31] defines a distance function for parallel manipulators of the Stewart-Gough type. However, it measures how close a given pose of the end-effector is to a singular pose (i.e., the pose associated with a singular configuration). Hence, such a distance function is not defined in the configuration space $\mathcal{C}$ but in the operational space $X$. Finally, Bu [32] defines an angle between the velocity vector associated with one of the joints and the manifold generated by the others. Again, such an angle acts as a measure of closeness but not as a distance function, and thus, it does not provide a realistic measure of how close a singularity is.

The rest of the paper is organized as follows: Section 2 presents an overview of geometric algebra that will be useful for understanding the proposed contribution. In Section 3, the novel singularity identification approach and the simplification for serial robots with a spherical wrist are fully developed, while the novel distance function is constructed in Section 4. The application of these results to the Kuka LWR 4+, a redundant serial robot with a spherical wrist, is given in Section 5. Section 6 lists three different applications where both the singularity identification and the novel distance function can be applied in order to illustrate their utility. Finally, the conclusions are given in Section 7.

## 2. Mathematical Preliminaries: Geometric Algebra

One of the main problems of vector spaces is that linear transformations between them are represented through matrices, which entails a high computational cost when implemented. To overcome these and related problems, geometric algebra provides an excellent framework. It was first introduced by W. K. Clifford [33], whom based his own work on the previous works of H. Grassmann [34] and W. R. Hamilton [35]. Throughout this section, a brief overview of geometric algebra is presented. More detailed treatments of the subject can be found in [36-39].

Definition 2. Given two vectors $x_{1}, x_{2} \in \mathbb{R}^{n}$, the outer or exterior product of $x_{1}$ and $x_{2}, x_{1} \wedge x_{2}$, is a new element that can be seen as the oriented area of the parallelogram obtained by sweeping the vector $x_{1}$ along $x_{2}$. The exterior product is bilinear, associative and anticommutative. In particular, $x \wedge x=0$ for every $x \in \mathbb{R}^{n}$.

The new element defined by the exterior product is called a bivector, and it is defined to have grade two. By extension, the outer product of a bivector with a vector is known as a trivector, is denoted by $x_{1} \wedge x_{2} \wedge x_{3}$ and is defined to have grade three. Trivectors can be seen as the oriented volume obtained by sweeping the bivector $x_{1} \wedge x_{2}$ along $x_{3}$.

This can be generalized to an arbitrary dimension. Thus,

$$
\begin{equation*}
x_{1} \wedge x_{2} \wedge \cdots \wedge x_{k} \tag{12}
\end{equation*}
$$

denotes a $k$-blade, i.e., an element of grade $k$. Linear combinations of $k$-blades are known as $k$-vectors, while linear combinations of $k$-vectors (for different $k$ ) are known as multivectors.

In his work [33], Clifford extends the exterior product by adding a scalar product between vectors, the inner product. He defines the geometric product (also known as the Clifford product) as follows:

$$
\begin{equation*}
x_{1} x_{2}=x_{1} \cdot x_{2}+x_{1} \wedge x_{2} \quad\left(x_{1}, x_{2} \in \mathbb{R}^{n}\right) \tag{13}
\end{equation*}
$$

Thus, the geometric product between two vectors has two components: the scalar component given by the inner product and the bivector component given by the exterior product. Clearly, it also inherits the associativity and bilinearity of the exterior product.

When applied to an orthonormal basis $B=\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathbb{R}^{n}$, the geometric product acts as follows:

$$
e_{i} e_{j}=\left\{\begin{array}{lll}
1 & \text { for } & i=j  \tag{14}\\
e_{i} \wedge e_{j} & \text { for } & i \neq j
\end{array}\right.
$$

Thus, for each $0 \leq k \leq n$, the set of $k$-vectors is spanned by:
$k=0\{1\}$ (scalars).
$k=1\left\{e_{1}, \ldots, e_{n}\right\}$ (vectors).
$\overline{k=2}\left\{e_{i} \wedge e_{j}\right\}_{1 \leq i<j \leq n}$ (bivectors).
$k=3\left\{e_{i} \wedge e_{j} \wedge e_{k}\right\}_{1 \leq i<j<k \leq n}$ (trivectors).

$$
k=r\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{r}}\right\}_{1 \leq i_{1}<\cdots<i_{r} \leq n}(r \text {-vectors })
$$

$k=n\left\{e_{1} \wedge \cdots \wedge e_{n}\right\}$ (pseudoscalar).
Then, for each $0 \leq k \leq n$, there are exactly $C(n, k)$ generators for the set of $k$ vectors, and thus, the set of $k$-vectors defines a vector space with basis $B_{k}=\left\{e_{i_{1}} \wedge \cdots \wedge\right.$ $\left.e_{i_{k}}\right\}_{1 \leq i_{1}<\cdots<i_{k} \leq n}$ and dimension $C(n, k)$.

Definition 3. Let $\mathbb{R}^{n}$ denote the real vector space of dimension $n$. Then, the vector space spanned by the basis

$$
\begin{equation*}
\mathcal{B}=\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{r}}\right\}_{\substack{1 \leq i_{1}<\cdots<i_{r} \leq n \\ 0 \leq r \leq n}} \tag{15}
\end{equation*}
$$

endowed with the geometric product defined in (13) is an algebra over $\mathbb{R}$ known as the geometric algebra $(G A)$ of $\mathbb{R}^{n}$. Such an algebra is denoted by $\mathcal{G}_{n}$ and has the dimension $C(n, 0)+C(n, 1)+$ $\cdots+C(n, n)=2^{n}$.

Remark 2. Since the grading structure of multivectors is a property associated with the exterior product, the elements of $\mathcal{G}_{n}$ can still be called $k$-blades, $k$-vectors and multivectors.

An important family of linear operators in $\mathcal{G}_{n}$ are the grade- $k$ projection operators, denoted by $\langle\cdot\rangle_{k}$ for $0 \leq k \leq n$. Applied to an arbitrary multivector $A,\langle A\rangle_{k}$ projects onto the grade- $k$ components in $A$, i.e., it returns the components of $A$ that can be expressed as a linear combination of $\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}\right\}_{1 \leq i_{1}<\cdots<i_{k} \leq n}$. Obviously, if $A_{k}$ denotes a $k$-vector, then $\left\langle A_{k}\right\rangle_{k}=A_{k}$.

Using these operators, general multivectors $A \in \mathcal{G}_{n}$ can be expressed as:

$$
\begin{equation*}
A=\langle A\rangle_{0}+\langle A\rangle_{1}+\cdots+\langle A\rangle_{n} \tag{16}
\end{equation*}
$$

Hence, the set of all $k$-vectors for a given $1 \leq k \leq n$ is a vector subspace of $\mathcal{G}_{n}$ denoted by $\left\langle\mathcal{G}_{n}\right\rangle_{k}$ and spanned by $B_{k}=\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{k}}\right\}_{1 \leq i_{1}<\cdots<i_{k} \leq n}$.

The multivector representation (16) is very useful in defining another important operator in $\mathcal{G}_{n}$. This linear operator is known as the reversion operator and is denoted by the superscript $\sim$. The reversion is defined over the geometric product of $m$ vectors as:

$$
\begin{equation*}
\left(\boldsymbol{a}_{1} \cdots \boldsymbol{a}_{m}\right)^{\sim}=\boldsymbol{a}_{m} \cdots \boldsymbol{a}_{1} \tag{17}
\end{equation*}
$$

Applied to $k$-vectors, we have that:

$$
\begin{equation*}
\widetilde{A}_{k}=(-1)^{\frac{k(k-1)}{2}} A_{k} \tag{18}
\end{equation*}
$$

due to the anticommutativity of the exterior product. Finally, since reversion is a linear operator, the reverse of an arbitrary multivector is:

$$
\begin{equation*}
\widetilde{A}=\langle\widetilde{A}\rangle_{0}+\cdots+\langle\widetilde{A}\rangle_{n}=\langle A\rangle_{0}+\langle A\rangle_{1}-\langle A\rangle_{2}+\cdots+(-1)^{\frac{n(n-1)}{2}}\langle A\rangle_{n} . \tag{19}
\end{equation*}
$$

Notice that the reversion operator corresponds simply to matrix transposition when a matrix representation of the $n$-dimensional algebra is considered.

Finally, another operator of great interest is the dual operator. Every grade- $n$ element of $\mathcal{G}_{n}$ is of the form $\alpha\left(e_{1} \wedge \cdots \wedge e_{n}\right)$ for a scalar $\alpha \in \mathbb{R}$. For each $\alpha \in \mathbb{R}, \alpha\left(e_{1} \wedge \cdots \wedge e_{n}\right)$ is known as the volume element $E_{\alpha}$ of $\mathcal{G}_{n}$, while the generator $e_{1} \wedge \cdots \wedge e_{n}$ is known as the pseudoscalar of $\mathcal{G}_{n}$ and is usually denoted by $I$. Pseudoscalars allow us to define the dual operator, whose action over a $k$-vector $A_{k}$ is:

$$
\begin{equation*}
A_{k}^{*}=I A_{k} \tag{20}
\end{equation*}
$$

where $A_{k}^{*}$ is an $(n-k)$-vector.
Now, let us go back to the bivectors of $\mathcal{G}_{n}$ since they will be fundamental in the modelling of the rotations in $\mathbb{R}^{n}$. An important property of these bivectors is that they always square to a scalar. Therefore, given a bivector $B$, the unit bivector associated with $B$ is $B^{\prime}=B /\left|B^{2}\right|$. Unit bivectors of $\mathcal{G}_{n}$ always square to -1 . This allows us to compute the following series:

$$
\begin{equation*}
\exp \left(\alpha B^{\prime}\right)=\sum_{m=0}^{\infty} \frac{\left(\alpha B^{\prime}\right)^{m}}{m!} \tag{21}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$. Expanding Equation (21), we have that:

$$
\begin{align*}
\exp \left(\alpha B^{\prime}\right) & =1+\alpha B^{\prime}-\frac{\alpha^{2}}{2}-\frac{\alpha^{3} B}{3!}+\cdots \\
& =\left(1-\frac{\alpha^{2}}{2}+\cdots\right)+B^{\prime}\left(\alpha-\frac{\alpha^{3}}{3!}+\cdots\right)  \tag{22}\\
& =\cos (\alpha)+B^{\prime} \sin (\alpha)
\end{align*}
$$

Equation (22) indicates that $\exp \left(\alpha B^{\prime}\right)$ could be related to rotations. Indeed, we have the following result.

Proposition 1. Let $B$ be a unit bivector and $0 \leq \theta \leq 2 \pi$; then, $R=\exp (-(\theta B) / 2)=$ $\cos (\theta / 2)-B \sin (\theta / 2) \in\left\langle\mathcal{G}_{n}\right\rangle_{0}+\left\langle\mathcal{G}_{n}\right\rangle_{2}$ defines a rotation by an angle $\theta$ with a rotation plane represented by $B$. It acts over an element $X \in \mathcal{G}_{n}$ through the sandwiching product:

$$
\begin{equation*}
X^{\prime}=R X \widetilde{R} \tag{23}
\end{equation*}
$$

Such an element $R$ is termed a rotor.

Rotors satisfy the following properties:
(1) $R \widetilde{R}=1$;
(2) $\quad R x \widetilde{R}=(-R) x(-\widetilde{R})$ for $x \in \mathbb{R}^{n}$;
(3) $R x y \widetilde{R}=R x \widetilde{R} R y \widetilde{R}$ for $x, y \in \mathbb{R}^{n}$;
(4) Given two frames $\left\{e_{1}, \ldots, e_{n}\right\}$ and $\left\{f_{1}, \ldots, f_{n}\right\}$, there always exists a rotor $R$ that transforms one into the other, i.e., there exists a rotor $R$ such that $e_{i}=R f_{i} \widetilde{R}$ for $i=1, \ldots, n$. This rotor is computed as [36,40]:

$$
\begin{equation*}
R=\frac{1+e^{1} f_{1}+\cdots+e^{n} f_{n}}{\left\|1+e^{1} f_{1}+\cdots+e^{n} f_{n}\right\|^{\prime}} \tag{24}
\end{equation*}
$$

where $\left\{e^{1}, \ldots, e^{n}\right\}$ denotes the reciprocal frame of $\left\{e_{1}, \ldots, e_{n}\right\}$.
The first property is the analogous version of the property defining the orthogonal matrices with determinant equal to 1 , which are known to represent rotations. The second property proves that both $R$ and $-R$ encode the same rotation, while the third property is known as the geometric covariance of rotors.

In general, rotors define a group $\mathfrak{\Re}$ with the geometric product as the group product:

$$
\begin{equation*}
\mathfrak{R}=\left\{R \in\left\langle\mathcal{G}_{n}\right\rangle_{0}+\left\langle\mathcal{G}_{n}\right\rangle_{2}: R \widetilde{R}=1\right\} . \tag{25}
\end{equation*}
$$

Therefore, the product of two different rotors $R_{1}$ and $R_{2}$ also encodes a rotation. In particular, it is the rotation resulting from the composition of the rotations encoded by $R_{1}$ and $R_{2}$, respectively. In addition, the second property states that $\Re$ provides a double covering of the rotation group.

Finally, one of the most important geometric algebras is the spatial geometric algebra $\mathcal{G}_{3}$, whose basis is:

$$
\begin{equation*}
\left\{1, e_{1}, e_{2}, e_{3}, e_{12}, e_{13}, e_{23}, I\right\} \tag{26}
\end{equation*}
$$

where $\left\{e_{1}, e_{2}, e_{3}\right\}$ is an orthonormal basis of $\mathbb{R}^{3}$ and $e_{i j}=e_{i} \wedge e_{j}$.

## 3. Identification of Singularities Using Geometric Algebra

Since six degrees of freedom are required to describe the position and orientation of a rigid body in the three-dimensional space, the more natural way of formulating the singularity problem is through the six-dimensional geometric algebra $\mathcal{G}_{6}$, which extends naturally the three-dimensional algebra $\mathcal{G}_{3}$ introduced in Section 2. Screw theory $[41,42]$ provides an intuitive and geometrical description of the differential kinematics of serial and parallel manipulators using six-dimensional vectors. Because of this, throughout this chapter, some concepts taken from this theory will be employed. This will provide the initial framework to completely understand the approach introduced in this section.

As stated in the introduction, we are going to work with three-dimensional rigid motions, i.e., three-dimensional orientation-preserving isometries. They form a Lie group, called the special Euclidean group, denoted by $S E(3)$. Its associated Lie algebra is:

$$
\mathfrak{s e}(3)=\left\{\hat{\xi} \in \mathcal{M}_{4}: \hat{\xi}=\left(\begin{array}{cc}
\Omega & v  \tag{27}\\
0 & 0
\end{array}\right)\right\}
$$

where $\Omega$ is a skew-symmetric matrix of order $3, v \in \mathbb{R}^{3}$, and $\mathcal{M}_{4}$ denotes the vector space of order 4 square matrices with real entries. Since every skew-symmetric matrix $\Omega$ can be represented as a vector $\omega$, we can express an element $\hat{\xi} \in \mathfrak{s e}(3)$ as a six-dimensional vector $\xi=\left[\begin{array}{ll}\omega & \boldsymbol{v}\end{array}\right]^{T}$, termed a twist. Therefore, twists are the infinitesimal generators of rigid motions via the exponential map, i.e., $\exp (\hat{\xi} t)=f(t)$ with $f \in S E(3)$. The next theorem is a fundamental result in screw theory.

Theorem 1 (Chasles, 1830 [43]). Every rigid motion $f \in S E(3)$ can be realized as a rotation around an axis followed (preceded) by a translation along the same axis.

Definition 4. A screw motion consists of a rotation around an axis followed (preceded) by a translation along the same axis, the screw axis $\ell$. The ratio between the translational and the rotational parts of the motion is known as the pitch and is denoted by $h$. In particular, if a point is rotated around $\ell$ by an angle $\theta \neq 0$ and translated along $\ell$ by an amount $d$, then $h=d / \theta$. By convention, if $\theta=0, h=\infty$.

Remark 3. For infinitesimal motions, if $\theta \neq 0$, then the pitch is defined as $h=\dot{d} / \dot{\theta}$.
Hence, every rigid motion is a screw motion. Particular cases of screw motions are pure rotations (pure translations) where the translation (rotation) is the identity or, equivalently, $h=0(h=\infty)$. In addition, every screw motion can be characterized by the triple $(\ell, h, q)$, where $q$ denotes the magnitude of the motion. If $h \neq \infty$, then $\theta=q$ and $d=h \theta$, while if $h=\infty$, then $\theta=0$ and $d=q$. We call this triple the screw associated with the screw motion, and we denote it using $\$$.

Proposition 2. Given a screw $\$=(\ell, h, q)$ with screw axis $\ell$, pitch $h$ and magnitude $q$, there exists a twist $\xi$ such that the rigid motion it generates is the screw motion associated with $\$$.

Proposition 2 states a correspondence between twists and screws that is useful for our purposes. In particular, if $p$ is a point on $\ell$ and $v$ is its direction unit vector, then $\ell=\{p+v \lambda: \lambda \in \mathbb{R}\}$ and we have that:

$$
\begin{array}{ll}
\xi=\theta\left[\begin{array}{c}
v \\
p \times v+h v
\end{array}\right] & \text { for a general screw motion, } \\
\xi=\theta\left[\begin{array}{c}
v \\
p \times v
\end{array}\right] & \text { for a pure rotation, }  \tag{28}\\
\xi=d\left[\begin{array}{l}
0 \\
v
\end{array}\right] & \text { for a pure translation. }
\end{array}
$$

A twist $\xi$ associated with a magnitude 1 screw $\$$ is said to be a unit twist. Hence, any twist $\xi$ can be seen as a unit twist multiplied by the magnitude of the associated screw axis:

$$
\xi=\theta \xi u=\theta\left[\begin{array}{c}
v  \tag{29}\\
p \times v+h v
\end{array}\right]
$$

where $\xi_{u}$ is a unit twist. Clearly, $\xi$ is associated with $\$=(\ell, h, q)$, while $\xi_{u}$ is associated with $\$=(\ell, h, 1)$.

Proposition 3. Let us consider a rigid body performing a screw motion represented by the screw $\$=(\ell, h, q(t))$, where the magnitude $q(t)$ is a time-dependent variable. Its velocity during the screw motion is given by the associated twist $\xi$, where, now, the pitch is defined as in Remark 3. In particular:

$$
\begin{array}{ll}
\xi=\dot{\theta}(t)\left[\begin{array}{c}
v \\
p \times v+h v
\end{array}\right] & \text { if } \theta \neq 0 \\
\xi=\dot{d}(t)\left[\begin{array}{l}
0 \\
v
\end{array}\right] & \text { if } \theta=0 \tag{30}
\end{array}
$$

where, here, $\dot{\theta}(t)(\dot{d}(t))$ is known as the twist amplitude.
Now, let us consider a serial robot with $n$ DoF, where $\omega, v$ denote the angular and linear velocity vectors of its end-effector. If Equation (3) is expanded, the following is obtained:

$$
\left[\begin{array}{c}
v  \tag{31}\\
\omega
\end{array}\right]=J_{1}(\boldsymbol{q}) \dot{q}_{1}+\cdots+J_{n}(\boldsymbol{q}) \dot{q}_{n}
$$

where $J_{i}$ denotes the $i$-th column of the Jacobian matrix $J$. Notice that the right side of Equation (31) can be seen as the addition of the twists associated with the joints of the robot, where $\dot{q}_{i}$ plays the role of the twist amplitude and where the linear and angular parts are interchanged. However, for the sake of formality, let us consider the unit twist $\xi_{i}$ associated with the $i$-th joint of the robot (Since, from now on, we are going to work exclusively with unit twists, the subindex $U$ is omitted for simplicity). Then:

$$
\xi_{i}(\boldsymbol{q}) \dot{q}_{i}= \begin{cases}{\left[\begin{array}{c}
z_{i} \\
z_{i} \times\left(o_{n}-o_{i}\right)
\end{array}\right] \dot{q}_{i}} & \text { if joint } i \text { is revolute }  \tag{32}\\
{\left[\begin{array}{c}
0 \\
z_{i}
\end{array}\right] \dot{q}_{i}} & \text { if joint } i \text { is prismatic }\end{cases}
$$

where, as stated in the introduction, $z_{i}$ is the direction vector of the joint axis, $\boldsymbol{o}_{n}\left(\boldsymbol{o}_{i}\right)$ is the origin of the frame attached to the end-effector ( $i$-th joint) and $\dot{q}_{i}=\dot{\theta}_{i}$ if joint $i$ is revolute and $\dot{q}_{i}=\dot{d}_{i}$ if joint $i$ is prismatic.

Remark 4. The unit twists $\xi_{i}(\boldsymbol{q})$ defined in Equation (32) are represented with respect to the world frame, not with respect to the local frame attached to the previous joint. If the unit twists are defined with respect to a local frame, we need to use the adjoint transformation to represent them with respect to the world frame. In particular, $\xi_{i}^{\prime}(\boldsymbol{q})=A d_{f} \xi_{i}(\boldsymbol{q})$, where $A d_{f}: \mathbb{R}^{6} \rightarrow \mathbb{R}^{6}$ is the adjoint transformation associated with the rigid motion $f$, i.e., the rigid motion transforming the reference frame to the local frame in which the twist is initially represented.

The following is a key result:
Theorem 2 (Tsai, 1999 [44]). Given a serial robot with $n$ DoF:

$$
\left[\begin{array}{c}
\omega  \tag{33}\\
v
\end{array}\right]=\xi_{1}(\boldsymbol{q}) \dot{q}_{1}+\cdots+\xi_{n}(\boldsymbol{q}) \dot{q}_{n}=\left[\xi_{1}(\boldsymbol{q}) \cdots \xi_{n}(\boldsymbol{q})\right] \dot{\boldsymbol{q}},
$$

where, again, $\omega, v$ denote the angular and linear velocity vectors of the robot's end-effector and $\dot{q}=\left(\dot{q}_{1}, \ldots, \dot{q}_{n}\right)$.

The main advantage of the screw-based Jacobian matrix defined in Equation (33) is that it allows a geometrical identification of the singularities. Moreover, if an approach based on geometric algebra is used, an intuitive geometrical and computer-friendly algebraic identification of the singularities is possible. For that purpose, let us consider the geometric algebra $\mathcal{G}_{6}$, where, for every $i=1, \ldots, n$, the unit twist $\xi_{i}(\boldsymbol{q})$ can be modelled as a vector. Indeed, we make the identification $\xi_{i}(\boldsymbol{q})=\left[\xi_{i_{1}} \cdots \xi_{i_{6}}\right]^{T}$ with the vector $x=\xi_{i_{1}} e_{1}+\cdots+$ $\xi_{i_{6}} e_{6} \in \mathcal{G}_{6}$, where $e_{1}, \ldots, e_{6}$ are the basis vectors of $\mathcal{G}_{6}$.

The following gives the main result of this section.
Theorem 3. Let $\xi_{i}(\boldsymbol{q})$ denote the unit twist defined by the $i$-th joint expressed as a vector of $\mathcal{G}_{6}$. Then:

$$
\begin{equation*}
\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})=\operatorname{det}\left(\left[\xi_{1}(\boldsymbol{q}) \cdots \xi_{6}(\boldsymbol{q})\right]\right) e_{1} \wedge \cdots \wedge e_{6} . \tag{34}
\end{equation*}
$$

Theorem 3 can be seen as a particular case of a more general result:
Theorem 4. Let $\boldsymbol{a}_{1}, \ldots, \boldsymbol{a}_{n}$ be a set of $n$ vectors of $\mathcal{G}_{n}$. Then:

$$
\begin{equation*}
\boldsymbol{a}_{1} \wedge \cdots \wedge \boldsymbol{a}_{n}=\operatorname{det}\left(\left[\boldsymbol{a}_{1} \cdots \boldsymbol{a}_{n}\right]\right) e_{1} \wedge \cdots \wedge e_{n} \tag{35}
\end{equation*}
$$

Theorem 4 can be easily deduced from Equation (4.143) in [36] (p. 108):

$$
\begin{equation*}
F(I)=\operatorname{det}(F) I, \tag{36}
\end{equation*}
$$

where $F$ is a linear transformation in $\mathcal{G}_{n}, F: \mathcal{G}_{n} \rightarrow \mathcal{G}_{n}$, and, as stated in Section 2, $I$ denotes the pseudoscalar of $\mathcal{G}_{n}$.

In particular, Theorem 4 is true for any set of six vectors $a_{1}, \ldots, a_{6}$ of $\mathcal{G}_{6}$, which proves Theorem 3. Now, the following corollary of Theorem 3 allows us to characterize the singularities of any serial robot of 6 DoF .

Corollary 1. Given a serial robot with 6 DoF and associated unit twists $\xi_{1}(\boldsymbol{q}), \ldots, \xi_{6}(\boldsymbol{q})$, then $\boldsymbol{q} \in \mathcal{S}$ if, and only if, $\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})=0$.

Proof. Taking the dual of Equation (34), the following identity is obtained:

$$
\begin{equation*}
\left(\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})\right)^{*}=\operatorname{det}\left(\left[\xi_{1}(\boldsymbol{q}) \cdots \xi_{6}(\boldsymbol{q})\right]\right) \tag{37}
\end{equation*}
$$

and, therefore, the singularities of the serial robot are those configurations $q \in \mathcal{C}$ verifying that:

$$
\begin{equation*}
\left(\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})\right)^{*}=0 \tag{38}
\end{equation*}
$$

Now, since for a given non-zero multivector $M \in \mathcal{G}_{n}, M^{*}=0$ if, and only if, $M=0$, Equation (38) can be simplified to:

$$
\begin{equation*}
\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})=0 \tag{39}
\end{equation*}
$$

Thus, $\boldsymbol{q} \in \mathcal{S}$ if, and only if, $\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})=0$.
Remark 5. Notice that what has also been proven in Corollary 1 is that the outer product of $n$ vectors of $\mathcal{G}_{n}$ is zero if, and only if, the $n$ vectors are linearly dependent.

In addition, Corollary 1 allows us to re-define the singular set as:

$$
\begin{equation*}
\mathcal{S}=\left\{\boldsymbol{q} \in \mathcal{C}: \xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})=0\right\} \tag{40}
\end{equation*}
$$

Remark 6. What Theorem 3 states is that, for instance, if two unit twists $\xi_{1}$ and $\xi_{2}$ satisfy $\xi_{1} \wedge \xi_{2}=0$, then they represent the same twist, and hence, they generate the same screw motion. This means that if such a screw motion is a pure translation, then the translational axes are either parallel or coincident, while if the screw motion is a pure rotation, the rotational axes are coincident (Since the twists contain the term $\left(z_{i} \times\left(\boldsymbol{o}_{6}-\boldsymbol{o}_{i}\right)\right)$ for $i=1,2$, they cannot be parallel). Regarding the kinematic singularities of serial robots, this implies that two prismatic joints whose axes are either parallel or coincident give rise to a singularity and, equivalently, that two revolute joints whose axes are coincident give rise to a singularity. This is, in fact, in agreement with what is known about kinematic singularities since two parallel revolute joint axes do not give rise to a singularity. Obviously, the same geometrical interpretation can be made for three, four or more unit twists satisfying that their outer product is zero.

With respect to redundant serial robots, it is clear that, for $n>6, \xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{n}(\boldsymbol{q})=0$ for any $q \in \mathcal{C}$. Hence, Corollary 1 on its own does not allow us to characterize the singularities of redundant robots. However, this problem can be easily overcome by studying all the possible combinations of six unit twists in $\left\{\xi_{1}(\boldsymbol{q}), \ldots, \xi_{n}(\boldsymbol{q})\right\}$. We denote the set of all combinations of six elements that can be drawn from $\{1, \ldots, n\}$ by $S$. Clearly, $S$ has $C(n, 6)=\binom{n}{6}$ elements of the form $\left\{i_{1}, \ldots, i_{6}\right\}$, where $1 \leq i_{1}<\cdots<i_{6} \leq n$ and $1 \leq i \leq C(n, 6)$.

Theorem 5. Given a serial robot with $n$ DoF and associated unit twists $\xi_{1}(\boldsymbol{q}), \ldots, \xi_{n}(\boldsymbol{q})$, then $q \in \mathcal{S}$ if, and only if, for each $1 \leq i \leq C(n, 6)$ :

$$
\begin{equation*}
\xi_{i_{1}}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{i_{6}}(\boldsymbol{q})=0 \tag{41}
\end{equation*}
$$

where $\left\{i_{1}, \ldots, i_{6}\right\}$ is the $i$-th element of $S$.
Proof. It follows that, for $q \in \mathcal{C}$ :

$$
\begin{align*}
& \xi_{i_{1}}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{i_{6}}(\boldsymbol{q})=0 \text { for every } 1 \leq i \leq C(n, 6) \\
& \stackrel{(1)}{\Longleftrightarrow} \operatorname{det}\left(\left[\xi_{i_{1}}(\boldsymbol{q}) \cdots \xi_{i_{6}}(\boldsymbol{q})\right]\right)=0 \text { for every } 1 \leq i \leq C(n, 6)  \tag{42}\\
& \stackrel{(2)}{\Longleftrightarrow} \rho\left(\left[\xi_{1}(\boldsymbol{q}) \cdots \xi_{n}(\boldsymbol{q})\right]\right)<6
\end{align*}
$$

where (1) uses Equations (37) and (2) uses the fact that all the minors of order 6 of the matrix $\left[\xi_{1}(\boldsymbol{q}) \cdots \xi_{n}(\boldsymbol{q})\right]$ have null determinants. Clearly, $\rho\left(\left[\xi_{1}(\boldsymbol{q}) \cdots \xi_{n}(\boldsymbol{q})\right]\right)<6$ if, and only if, $\rho(J(\boldsymbol{q}))<6$, which, in turn, is equivalent to $\boldsymbol{q} \in \mathcal{S}$ (by Definition 1).

The computation of either Equation (39) for non-redundant robots or Equation (41) for redundant ones is computationally more efficient than the computation of either $\operatorname{det}(J(\boldsymbol{q}))=0$ or $\operatorname{det}\left(J(\boldsymbol{q}) J^{T}(\boldsymbol{q})\right)=0$. The main reason for this lies in the computational complexity of the operations needed to obtain the expressions (39) or (41) with respect to the complexity of the operations needed for obtaining $\operatorname{det}(J(\boldsymbol{q}))=0$ or $\operatorname{det}\left(J(\boldsymbol{q}) J^{T}(\boldsymbol{q})\right)=0$. It is clear that the outer product of $n$ vectors of $\mathcal{G}_{n}$ behaves like the addition and product of real numbers, and hence, it has complexity $O(n)+O\left(n^{2}\right)$, while the determinant has complexity $O\left(n^{3}\right)$ or $O\left(n^{4}\right)$ depending on the algorithm used. In addition, for redundant robots, there are two main operations: the product between $J(\boldsymbol{q})$ and $J^{T}(\boldsymbol{q})$ and the determinant of the product matrix. This implies that, for this case, the complexity increases to $O\left(n^{3}\right)+O\left(n^{4}\right)$.

## Special Case: Serial Robots with a Spherical Wrist

Similarly to what happens with the Jacobian matrix $J$, a simplification can be achieved for robots that have a spherical wrist. As stated in Section 1, the singularities of these robots can be decoupled into position and orientation singularities. Position singularities involve the first $n-3$ joints and are computed by studying the rank of the following matrix:

$$
J_{p}=\left[\begin{array}{lll}
s_{1} & \cdots & s_{n-3} \tag{43}
\end{array}\right],
$$

where $s_{i}=z_{i} \times\left(\boldsymbol{o}_{n}-\boldsymbol{o}_{i}\right)$ if joint $i$ is revolute and $s_{i}=z_{i}$ if joint $i$ is prismatic. On the other hand, orientation singularities involve the last three joints and are computed through the determinant of the following matrix:

$$
J_{o}=\left[\begin{array}{lll}
z_{n-2} & z_{n-1} & z_{n} \tag{44}
\end{array}\right] .
$$

Now, let us consider the three-dimensional geometric algebra $\mathcal{G}_{3}$. As proven in Theorem 4 for $n=3, \boldsymbol{a}_{1} \wedge \boldsymbol{a}_{2} \wedge \boldsymbol{a}_{3}=\operatorname{det}\left(\left[\begin{array}{lll}\boldsymbol{a}_{1} & \boldsymbol{a}_{2} & \boldsymbol{a}_{3}\end{array}\right]\right) e_{1} \wedge e_{2} \wedge e_{3}$ for any three vectors $a_{1}, a_{2}, a_{3} \in \mathbb{R}^{3}$. Hence, analogously to what has been performed before, the following characterization for the position and orientation singularities can be deduced.

Theorem 6. Given a serial robot with $n$ DoF and a spherical wrist, if either $\boldsymbol{z}_{i} \times\left(\boldsymbol{o}_{n}-\boldsymbol{o}_{i}\right)$ or $\boldsymbol{z}_{i}$ are denoted by $s_{i}$ for $i=1, \ldots, n-3$, then:

- $\boldsymbol{q} \in \mathcal{C}$ is a position singularity if, and only if, $\boldsymbol{s}_{i_{1}}(\boldsymbol{q}) \wedge \boldsymbol{s}_{i_{2}}(\boldsymbol{q}) \wedge \boldsymbol{s}_{i_{3}}(\boldsymbol{q})=0$ for each $1 \leq$ $i \leq C(n-3,3)$, where $\left\{i_{1}, i_{2}, i_{3}\right\}$ is the $i$-th combination of three elements drawn from $\{1, \ldots, n-3\}$.
- $\quad \boldsymbol{q} \in \mathcal{C}$ is an orientation singularity if, and only if,

$$
\begin{equation*}
z_{n-2}(\boldsymbol{q}) \wedge z_{n-1}(\boldsymbol{q}) \wedge z_{n}(\boldsymbol{q})=0 \tag{45}
\end{equation*}
$$

Proof. The proof is completely analogous to the proof of Corollary 1 and Theorem 5.
Remark 7. Since the last three joint axes either intersect at a single point or are parallel, there is only one orientation singularity, namely, when these three joint axes are coplanar. This can also be easily deduced from Equation (45). A schematic representation of such singularity, also called wrist singularity, is depicted in Figure 2.


Figure 2. Schematic representation of the wrist singularity.

## 4. Distance to Singularities

Let $\boldsymbol{q}_{1}, q_{2} \in \mathcal{C}$ be two arbitrary configurations of a serial robot with $n \operatorname{DoF}$ and let $\xi_{1}, \ldots, \xi_{n}$ be the unit twists associated with its joints. Then, there exist $R_{1}\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right), \ldots, R_{n}\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right)$, where, for each $1 \leq i \leq n, R_{i}\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right)$ is a configuration-dependent rotor in the six-dimensional geometric algebra $\mathcal{G}_{6}$ such that (Figure 3):

$$
\begin{equation*}
\xi_{i}\left(\boldsymbol{q}_{2}\right)=R_{i}\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right) \xi_{i}\left(\boldsymbol{q}_{1}\right) \widetilde{R}_{i}\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right) . \tag{46}
\end{equation*}
$$

The reason why these rotors exist is simple: unit twists are modelled as vectors in $\mathcal{G}_{6}$ and there always exists a rotor relating any pair of vectors in any geometric algebra $\mathcal{G}_{n}$. In particular, there is always a rotor relating the same unit twist $\xi$ in two different configurations $\boldsymbol{q}_{1}, \boldsymbol{q}_{2}$.


Figure 3. Rotor $R_{i}$ relating the twist $\xi_{i}$ in two different configurations $\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{2}$.

Now, let $q_{s} \in \mathcal{S}$ denote a singularity of a serial robot. As explained in the previous section, if the serial robot has a spherical wrist, then $\boldsymbol{q}_{s}$ only involves a maximum of two or three joints and, therefore, two or three unit twists. If, conversely, the robot has no spherical wrist, then it can involve a maximum of six joints. Let us suppose, without loss of generality, that a given singularity $\boldsymbol{q}_{s}$ involves the joints $i_{1}, \ldots, i_{r}$ with associated unit twists $\xi_{i_{1}}\left(\boldsymbol{q}_{s}\right), \ldots, \xi_{i_{r}}\left(\boldsymbol{q}_{s}\right)$ for $2 \leq r \leq 6$. Then, for any configuration $\boldsymbol{q} \in \mathcal{C}$, there exist $R_{i_{1}}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right), \ldots, R_{i_{r}}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)$ such that:

$$
\begin{equation*}
\xi_{i_{j}}\left(\boldsymbol{q}_{s}\right)=R_{i_{j}}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \xi_{i_{j}}(\boldsymbol{q}) \widetilde{R}_{i_{j}}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \text { for each } 1 \leq j \leq r . \tag{47}
\end{equation*}
$$

The notation chosen for these rotors expresses a configuration dependence that is not a functional dependency, i.e., there is no analytical expression for these rotors with $q$ as a variable.

Now, it is clear that $R_{i_{j}}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)=1$ if, and only if, $\boldsymbol{q}=\boldsymbol{q}_{s}$ for every $j=1, \ldots, r$. However, since for each $j, R_{i_{j}}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)$ does not define a function on $\boldsymbol{q}$, a distance function cannot be defined. However, the measure of how close a given configuration $q$ is to a singularity can be set as:

$$
\begin{equation*}
q \approx q_{s} \Longleftrightarrow R_{i_{j}}(\boldsymbol{q}) \approx 1 \text { for every } j=1, \ldots, r . \tag{48}
\end{equation*}
$$

Example 1. Let $\boldsymbol{q}_{s} \in \mathcal{S}$ be a singularity of a serial robot that only involves the second and third joints. Then, for any configuration $\boldsymbol{q} \in \mathcal{C}$, there exist $R_{2}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)$ and $R_{3}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)$ such that

$$
\begin{align*}
& \xi_{2}\left(\boldsymbol{q}_{s}\right)=R_{2}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \xi_{2}(\boldsymbol{q}) \widetilde{R}_{2}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right),  \tag{49}\\
& \xi_{3}\left(\boldsymbol{q}_{s}\right)=R_{3}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \xi_{3}(\boldsymbol{q}) \widetilde{R}_{3}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) .
\end{align*}
$$

Therefore, $\boldsymbol{q}$ is close to $\boldsymbol{q}_{s}$ if, and only if:

$$
\left.\begin{array}{l}
R_{2}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \approx 1 \\
R_{3}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \approx 1 \tag{50}
\end{array}\right\}
$$

and is singular if, and only if:

$$
\left.\begin{array}{l}
R_{2}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)=1 \\
R_{3}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)=1 \tag{51}
\end{array}\right\}
$$

where, in general, $R_{2}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \neq R_{3}\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)$.
These rotors can be constructed in many different ways. The easiest way consists of considering, for each $1 \leq i \leq n$, the frame $\{i\}$ attached to joint $i$ and constructed from $\xi_{i}$. This three-dimensional frame varies with the configuration $\boldsymbol{q}$. Hence, for two different configurations $\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{2}$, there are two frames $\{i\}$ attached to joint $i$. As shown in Section 2, we can recover the three-dimensional rotor that transforms one of the frames into the other Since each frame $\{i\}$ depends continuously on the configuration $\boldsymbol{q}$, the rotor $R_{i}(\boldsymbol{q})$ is a continuous function defined as follows:

$$
\begin{align*}
R_{i}: \mathcal{C} & \rightarrow \Re \\
\boldsymbol{q} & \mapsto R_{i}(\boldsymbol{q}) \tag{52}
\end{align*}
$$

Thus, these configuration-dependent rotors exhibit a functional dependency on the configuration, which allows us to define a distance function. Such distance is based on the norm of a multivector $X \in \mathcal{G}_{n}$, defined by the relation:

$$
\begin{equation*}
\|X\|^{2}=\langle X \widetilde{X}\rangle_{0} \tag{53}
\end{equation*}
$$

To prove that $\|\cdot\|$ is a norm, the following two lemmas are necessary.

Lemma 1. For any given multivector $X \in \mathcal{G}_{n},\langle X \tilde{X}\rangle_{0} \in \mathbb{R}^{+}=[0,+\infty)$.
Proof. According to Equation (19), it follows that:

$$
\begin{equation*}
\widetilde{X}=\langle\widetilde{X}\rangle_{0}+\langle\widetilde{X}\rangle_{1}+\cdots+\langle\widetilde{X}\rangle_{n} \tag{54}
\end{equation*}
$$

Then:

$$
\begin{equation*}
X \widetilde{X}=\sum_{i=0}^{n} \sum_{j=0}^{n}\langle X\rangle_{i}\langle\widetilde{X}\rangle_{j} \tag{55}
\end{equation*}
$$

Now, note that, for each $i=1, \ldots, n,\langle X\rangle_{i}$ is a $i$-vector, i.e., it only contains terms of grade $i$. The geometric product of two $k$-vectors (with different $k$ ) is stated as follows [36] (p. 103):

$$
\begin{equation*}
A_{r} B_{s}=\left\langle A_{r} B_{s}\right\rangle_{|r-s|}+\left\langle A_{r} B_{s}\right\rangle_{|r-s|+2}+\cdots+\left\langle A_{r} B_{s}\right\rangle_{r+s}, \tag{56}
\end{equation*}
$$

Therefore, it is clear that $\left\langle\langle X\rangle_{i}\langle\tilde{X}\rangle_{j}\right\rangle_{0}=0$ for $i \neq j$. Thus:

$$
\begin{equation*}
\langle X \widetilde{X}\rangle_{0}=\sum_{i=0}^{n}\left\langle\langle X\rangle_{i}\langle\widetilde{X}\rangle_{i}\right\rangle_{0} \tag{57}
\end{equation*}
$$

Now, each $\langle X\rangle_{i}$ can be expanded as follows:

$$
\begin{equation*}
\langle X\rangle_{i}=\sum_{j=1}^{C(n, i)} \alpha_{j}(i) e_{j_{1}} \cdots e_{j_{i}} \tag{58}
\end{equation*}
$$

where, for every $1 \leq j \leq C(n, i)=\binom{n}{i}, \alpha_{j}(i) \in \mathbb{R}$ and $e_{j_{1}} \cdots e_{j_{i}}$ are the base elements of $\left\langle\mathcal{G}_{n}\right\rangle_{i}$. Therefore:

$$
\begin{equation*}
\langle\widetilde{X}\rangle_{i}=\sum_{j=1}^{C(n, i)} \alpha_{j}(i) e_{j_{i}} \cdots e_{j_{1}} \tag{59}
\end{equation*}
$$

and, thus:

$$
\begin{align*}
\langle X\rangle_{i}\langle\widetilde{X}\rangle_{i} & =\sum_{j=1}^{C(n, i)} \alpha_{j}(i) e_{j_{1}} \cdots e_{j_{i}} \sum_{j=1}^{C(n, i)} \alpha_{j}(i) e_{j_{i}} \cdots e_{j_{1}}  \tag{60}\\
& =\sum_{j=1}^{C(n, i)} \sum_{k=1}^{C(n, i)} \alpha_{j}(i) \alpha_{k}(i) e_{j_{1}} \cdots e_{j_{i}} e_{k_{i}} \cdots e_{k_{1}}
\end{align*}
$$

where, clearly, $\left\langle e_{j_{1}} \cdots e_{j_{i}} e_{k_{i}} \cdots e_{k_{1}}\right\rangle_{0}=\delta_{j k}$ with $\delta_{j k}$ the Kronecker delta. Then:

$$
\begin{equation*}
\left\langle\langle X\rangle_{i}\langle\widetilde{X}\rangle_{i}\right\rangle_{0}=\sum_{j=1}^{C(n, i)} \alpha_{j}^{2} \tag{61}
\end{equation*}
$$

which, for every $1 \leq i \leq n$, is a positive scalar. This implies that the sum of Equation (57) is also a positive scalar.

Lemma 2. Given three strictly positive real numbers $a_{1}, a_{2}, a_{3} \in \mathbb{R}^{+} \backslash\{0\}$, the following properties hold:

- $\sqrt{\overline{a_{1}+a_{2}-a_{3}}} \leq \sqrt{a_{1}}+\sqrt{\overline{a_{2}}} ;$
- $\sqrt{a_{1}+a_{2}+a_{3}} \leq \sqrt{a_{1}}+\sqrt{a_{2}}$ if, and only if, $a_{3} \leq 2 \sqrt{a_{1} a_{2}}$

Proof. Both properties can be obtained by a straightforward computation.

Proposition 4. The function $\|\cdot\|: \mathcal{G}_{n} \rightarrow \mathbb{R}^{+}$defined by the identity $\|X\|^{2}=\langle X \widetilde{X}\rangle_{0}$ is a norm in $\mathcal{G}_{n}$, i.e.,
(i) $\|X\| \geq 0$ for all $X \in \mathcal{G}_{n}$. In particular, $\|X\|=0$ if, and only if, $X=0$.
(ii) $\quad\|\lambda X\|=|\lambda|\|X\|$ for all $X \in \mathcal{G}_{n}$ and $\lambda \in \mathbb{R}$.
(iii) $\|X+Y\| \leq\|X\|+\|Y\|$ for all $X, Y \in \mathcal{G}_{n}$ (usually known as the triangle inequality).

## Proof.

(i) Given a multivector $X$, identity $\|X\|^{2}=\langle X \widetilde{X}\rangle_{0}$ is equivalent to:

$$
\begin{equation*}
\|X\|= \pm \sqrt{\langle X \widetilde{X}\rangle_{0}} \tag{62}
\end{equation*}
$$

Thus, it is clear by Lemma 1 that the positive branch of Equation (62) is well defined and that $\|X\| \geq 0$. In particular, if $\|X\|=0$, then:

$$
\begin{equation*}
\sqrt{\langle X \widetilde{X}\rangle_{0}}=0 \Longrightarrow\langle X \widetilde{X}\rangle_{0}=0 \Longrightarrow \sum_{i=0}^{n}\left\langle\langle X\rangle_{i}\langle\widetilde{X}\rangle_{i}\right\rangle_{0}=0, \tag{63}
\end{equation*}
$$

where all the terms of the last equation are positive by Lemma 1 and, thus, all of them are equal to zero. Now, note that each addend is the geometric product of an $i$-vector with its reverse. Therefore, if such product is zero, the corresponding $i$-vector must be zero. Since all the terms are zero, all the $i$-vectors that form $X$ are zero, and thus, $X$ is zero.
(ii) If $\lambda \in \mathbb{R}$ and $X \in \mathcal{G}_{n}$, then:

$$
\begin{align*}
&\|\lambda X\|=\sqrt{\langle(\lambda X)(\lambda \widetilde{X})\rangle_{0}}=\sqrt{\left\langle\lambda^{2} X \widetilde{X}\right\rangle_{0}} \\
& \stackrel{(1)}{=} \sqrt{\lambda^{2}\langle X \widetilde{X}\rangle_{0}}=|\lambda| \sqrt{\langle X \widetilde{X}\rangle_{0}}=|\lambda|\|X\|, \tag{64}
\end{align*}
$$

where (1) uses the linearity of the grade-0 projection operator (as stated in Section 2).
(iii) Given two different multivectors $X$ and $Y$, they can be expanded as linear combinations of the basis elements of $\mathcal{G}_{n}$ as follows:

$$
\begin{align*}
X & =\sum_{i=0}^{2^{n}} \alpha_{i} e_{j_{1}} \cdots e_{j_{i}} \\
Y & =\sum_{i=0}^{2^{n}} \beta_{i} e_{j_{1}} \cdots e_{j_{i}} . \tag{65}
\end{align*}
$$

Now, it follows that:

$$
\begin{equation*}
X+Y=\sum_{i=0}^{2^{n}}\left(\alpha_{i}+\beta_{i}\right) e_{j_{1}} \cdots e_{j_{i}} \tag{66}
\end{equation*}
$$

and hence:

$$
\begin{align*}
\|X+Y\| & =\sqrt{\left\langle(X+Y)(X+Y)^{\sim}\right\rangle_{0}} \stackrel{(1)}{=} \sqrt{\sum_{i=0}^{2^{n}}\left(\alpha_{i}+\beta_{i}\right)^{2}} \\
& =\sqrt{\frac{\sum_{i=0}^{2^{n}} \alpha_{i}^{2}}{A}+\frac{\sum_{i=0}^{2^{n}} \beta_{i}^{2}}{B}+2 \sqrt[\sum_{i=0}^{2^{n}} \alpha_{i} \beta_{i}]{C}} \tag{67}
\end{align*}
$$

where (1) uses Lemma 1, while $A, B$ and $C$ are just notations given to simplify the different manipulations. Since $A, B>0$ (If either $A, B$ are equal to zero, then either $X=0$ or $Y=0$, which will make the condition $\|X+Y\| \leq\|X\|+\|Y\|$ trivial):

$$
\begin{equation*}
\sqrt{A+B+C} \stackrel{(1)}{\leq} \sqrt{A}+\sqrt{B}=\sqrt{\sum_{i=0}^{2^{n}} \alpha_{i}^{2}}+\sqrt{\sum_{i=0}^{2^{n}} \beta_{i}^{2}}=\|X\|+\|Y\|, \tag{68}
\end{equation*}
$$

where (1) uses the first or second property of Lemma 2 depending on whether $C<0$ or $C>0$. It only remains to check if $C>0,2 C \leq 2 \sqrt{A B}$. Indeed, the previous inequality is equivalent to that $C^{2} \leq A B$. Now:

$$
\begin{align*}
& A B=\sum_{i=0}^{2^{n}} \alpha_{i}^{2} \sum_{i=0}^{2^{n}} \beta_{i}^{2}=\sum_{i=0}^{2^{n}} \sum_{j=0}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2}=\sum_{i=0}^{2^{n}} \alpha_{i}^{2} \beta_{i}^{2}+\sum_{i=0}^{2^{n}} \sum_{\substack{j=0 \\
j \neq i}}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2} \\
& C^{2}=\left(\sum_{i=0}^{2^{n}} \alpha_{i} \beta_{i}\right)^{2}=\sum_{i=0}^{2^{n}} \alpha_{i}^{2} \beta_{i}^{2}+\sum_{\substack{i=0} \sum_{\substack{n=0 \\
j \neq i}}^{2^{n}} \alpha_{i} \beta_{i} \alpha_{j} \beta_{j}}
\end{align*}
$$

and, thus, $C^{2} \leq A B$ turns to:

$$
\begin{equation*}
\sum_{i=0}^{2^{n}} \alpha_{i}^{2} \beta_{i}^{2}+\sum_{\substack{i=0}}^{2^{n}} \sum_{\substack{j=0 \\ j \neq i}}^{2^{n}} \alpha_{i} \beta_{i} \alpha_{j} \beta_{j} \leq \sum_{i=0}^{2^{n}} \alpha_{i}^{2} \beta_{i}^{2}+\sum_{\substack{i=0}}^{2^{n}} \sum_{\substack{j=0 \\ j \neq i}}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2} \tag{70}
\end{equation*}
$$

which is equivalent to:

$$
\begin{equation*}
\sum_{\substack{i=0}}^{2^{n}} \sum_{\substack{j=0 \\ j \neq i}}^{2^{n}} \alpha_{i} \beta_{i} \alpha_{j} \beta_{j} \leq \sum_{i=0}^{2^{n}} \sum_{\substack{j=0 \\ j \neq i}}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2} \tag{71}
\end{equation*}
$$

which, in turn, is equivalent to:

$$
\begin{align*}
0 & \leq \sum_{i=0}^{2^{n}} \sum_{\substack{j=0 \\
j \neq i}}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2}-\sum_{i=0}^{2^{n}} \sum_{\substack{j=0 \\
j \neq i}}^{2^{n}} \alpha_{i} \beta_{i} \alpha_{j} \beta_{j} \\
& =\frac{1}{2} \sum_{i=0}^{2^{n}} \sum_{\substack{n=0 \\
j \neq i}}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2}+\frac{1}{2} \sum_{i=0}^{2^{n}} \sum_{\substack{n=0 \\
j \neq i}}^{2^{n}} \alpha_{i}^{2} \beta_{j}^{2}-\sum_{\substack{i=0 \\
2^{n}}}^{2^{n}} \sum_{\substack{n=0 \\
j \neq i}} \alpha_{i} \beta_{i} \alpha_{j} \beta_{j} \\
& =\frac{1}{2} \sum_{i=0}^{2^{n}} \sum_{\substack{j=0 \\
j \neq i}}^{2^{n}}\left(\alpha_{i} \beta_{j}-\alpha_{j} \beta_{i}\right)^{2} . \tag{72}
\end{align*}
$$

Since this last inequality is always true, the triangle inequality is also true.

Now, a distance function $D$ can be defined for rotors.
Theorem 7. The function $D: \mathfrak{R} \times \mathfrak{R} \rightarrow \mathbb{R}^{+}$defined by the identity $D\left(R_{1}, R_{2}\right)=\left\|R_{1}-R_{2}\right\|$ is a distance in $\Re$, i.e.,
(i) $D\left(R_{1}, R_{2}\right) \geq 0$ for all $R_{1}, R_{2} \in \mathfrak{R}$. In particular, $D\left(R_{1}, R_{2}\right)=0$ if, and only if, $R_{1}=R_{2}$;
(ii) $D\left(R_{1}, R_{2}\right)=D\left(R_{2}, R_{1}\right)$ for all $R_{1}, R_{2} \in \mathfrak{R}$;
(iii) $D\left(R_{1}, R_{3}\right) \leq D\left(R_{1}, R_{2}\right)+D\left(R_{2}, R_{3}\right)$ for all $R_{1}, R_{2}, R_{3} \in \mathfrak{R}$.

Proof. The proof is straightforward and uses the fact that $\|\cdot\|$ is a norm. Given two different rotors $R_{1}$ and $R_{2}$ :
(i) $D\left(R_{1}, R_{2}\right)=\left\|R_{1}-R_{2}\right\| \geq 0$. In particular:

$$
\begin{equation*}
D\left(R_{1}, R_{2}\right)=0 \Longleftrightarrow\left\|R_{1}-R_{2}\right\|=0 \stackrel{(1)}{\Longleftrightarrow} R_{1}-R_{2}=0 \Longleftrightarrow R_{1}=R_{2}, \tag{73}
\end{equation*}
$$

where (1) uses the first property of a norm.
(ii) We have that:

$$
\begin{align*}
D\left(R_{1}, R_{2}\right) & =\left\|R_{1}-R_{2}\right\|=\sqrt{\left\langle\left(R_{1}-R_{2}\right)\left(R_{1}-R_{2}\right)^{\sim}\right\rangle_{0}} \\
& =\sqrt{\left\langle\left(R_{2}-R_{1}\right)\left(R_{2}-R_{1}\right)^{\sim}\right\rangle_{0}}=\left\|R_{2}-R_{1}\right\|=D\left(R_{2}, R_{1}\right) \tag{74}
\end{align*}
$$

(iii) Given a third rotor $R_{3}$, we have that:

$$
\begin{align*}
D\left(R_{1}, R_{3}\right) & =\left\|R_{1}-R_{3}\right\|=\left\|R_{1}-R_{2}+R_{2}-R_{3}\right\| \\
& \stackrel{(1)}{\leq}\left\|R_{1}-R_{2}\right\|+\left\|R_{2}-R_{3}\right\|=D\left(R_{1}, R_{2}\right)+D\left(R_{2}, R_{3}\right), \tag{75}
\end{align*}
$$

where (1) uses the third property of a norm.

As stated before, the end-effector pose of a serial robot and the pose of each one of its joints are described by the configuration-dependent rotors $R(\boldsymbol{q})$ and $R_{i}(\boldsymbol{q})$, respectively. Thus, one can be tempted to extend the distance function $D$ to $\mathcal{C}$ as follows:

$$
\begin{align*}
& D: \mathcal{C} \times \mathcal{C} \rightarrow \mathbb{R}^{+} \\
& D\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right)=\left\|R\left(\boldsymbol{q}_{1}\right)-R\left(\boldsymbol{q}_{2}\right)\right\| \tag{76}
\end{align*}
$$

This function verifies all the requirements of a distance function with the exception of:

$$
\begin{equation*}
D\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right)=0 \Longleftrightarrow \boldsymbol{q}_{1}=\boldsymbol{q}_{2} \tag{77}
\end{equation*}
$$

The reason is simple: a given pose of the end-effector can be associated with up to 16 different configurations if the serial robot is non-redundant and an infinite number if it is redundant. In particular, this means that $R\left(\boldsymbol{q}_{1}\right)=R\left(\boldsymbol{q}_{2}\right)$ with $\boldsymbol{q}_{1} \neq \boldsymbol{q}_{2}$. However, this problem can be overcome as follows:

- For each joint $i$, denote by $\mathcal{C}_{i}$ the configuration space of the subchain formed by the first $i$ joints. It is clear that, if the robot has $n$ degrees of freedom, $\mathcal{C}_{i} \subset \mathcal{C}$ for every $1 \leq i \leq n$. Then, the following set of functions can be defined:

$$
\begin{align*}
D_{i}: \mathcal{C}_{i} \times \mathcal{C}_{i} & \rightarrow \mathbb{R}^{+}  \tag{78}\\
D_{i}\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right) & =\left\|R_{i}\left(\boldsymbol{q}_{1}\right)-R_{i}\left(\boldsymbol{q}_{2}\right)\right\|
\end{align*}
$$

where, as stated before, $R_{i}$ is the rotor that describes the pose of joint $i$. Again, these functions are not distance functions for the same reason as $D$ (Equation (76)) is not a distance function.

- The function:

$$
\begin{align*}
& D: \mathcal{C} \times \mathcal{C} \rightarrow[0,+\infty) \\
& D\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right)=D_{1}\left(\boldsymbol{q}_{1_{1}} \boldsymbol{q}_{2_{1}}\right)+\cdots+D_{n}\left(\boldsymbol{q}_{1_{n}}, \boldsymbol{q}_{2_{n}}\right) \tag{79}
\end{align*}
$$

where $\boldsymbol{q}_{1_{i}}\left(\boldsymbol{q}_{2_{i}}\right)$ denotes the first $i$ coordinates of the configuration vector $\boldsymbol{q}_{1}\left(\boldsymbol{q}_{2}\right)$, defines a distance function in $\mathcal{C}$.

Proof. Since, for each $1 \leq i \leq n, D_{i}$ satisfies the requirements (ii) and (iii) of a distance function, it is clear that $D$ also satisfies them. In addition, $D_{i}\left(\boldsymbol{q}_{1_{i}}, \boldsymbol{q}_{2_{i}}\right) \geq 0$ for each $1 \leq i \leq n$ and $\boldsymbol{q}_{1_{i}}, \boldsymbol{q}_{2_{i}} \in \mathcal{C}_{i}$. Therefore, $D\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right) \geq 0$ for arbitrary $\boldsymbol{q}_{1}, \boldsymbol{q}_{2} \in \mathcal{C}$. Finally, if $D\left(\boldsymbol{q}_{1}, \boldsymbol{q}_{2}\right)=0$, then, since any term of Equation (79) is a positive scalar, it can be deduced that $D_{i}\left(\boldsymbol{q}_{1_{i}}, \boldsymbol{q}_{2_{i}}\right)=0$ for every $1 \leq i \leq n$. Thus, $\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{2}$ not only have the same end-effector pose, but the same pose for of each of its joints, which clearly implies that $\boldsymbol{q}_{1}=\boldsymbol{q}_{2}$.

This distance function can be restricted to $\mathcal{S}$ just by considering the joints involved in a given singularity $\boldsymbol{q}_{s}$.

Definition 5. Let $\boldsymbol{q}_{s} \in \mathcal{S}$ be a singularity of a serial robot that involves joints $i_{1}, \ldots, i_{r}$. Then, the function $D: \mathcal{C} \times \mathcal{S} \rightarrow \mathbb{R}^{+}$is defined by the expression:

$$
\begin{equation*}
D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)=D_{i_{1}}\left(\boldsymbol{q}_{i_{1}}, \boldsymbol{q}_{s_{i_{1}}}\right)+\cdots+D_{i_{r}}\left(\boldsymbol{q}_{i_{r}}, \boldsymbol{q}_{s_{i_{r}}}\right) \tag{80}
\end{equation*}
$$

where, for each $i_{1} \leq k \leq i_{r}, D_{k}$ is the function defined in (78) and is a distance function in $\mathcal{C}$.

## 5. Application to the Serial Robot Kuka Lwr 4+

To show the advantages of the proposed method, an illustrative example is developed in this section, making use of the Kuka LWR 4+, an anthropomorphic robotic arm with seven degrees of freedom and a spherical wrist. It is schematically depicted in Figure 4. Since it has a spherical wrist, its singularities can be decoupled into position and orientation singularities. Hence, Theorem 6 can be applied in order to find out such singularities. The computations with the vectors of $\mathcal{G}_{3}$ have been carried out using the Clifford Multivector Toolbox of MATLAB [45].


Figure 4. Schematic representation of the Kuka LWR 4+.
With respect to the position singularities, the following system of $C(4,3)=4$ equations should be solved:

$$
\left.\begin{array}{l}
\left(z_{1} \times\left(o_{7}-o_{1}\right)\right) \wedge\left(z_{2} \times\left(o_{7}-o_{2}\right)\right) \wedge\left(z_{3} \times\left(o_{7}-o_{3}\right)\right)=0  \tag{81}\\
\left(z_{1} \times\left(o_{7}-o_{1}\right)\right) \wedge\left(z_{2} \times\left(o_{7}-o_{2}\right)\right) \wedge\left(z_{4} \times\left(o_{7}-o_{4}\right)\right)=0 \\
\left(z_{1} \times\left(o_{7}-o_{1}\right)\right) \wedge\left(z_{3} \times\left(o_{7}-o_{3}\right)\right) \wedge\left(z_{4} \times\left(o_{7}-o_{4}\right)\right)=0 \\
\left(z_{2} \times\left(o_{7}-o_{2}\right)\right) \wedge\left(z_{3} \times\left(o_{7}-o_{3}\right)\right) \wedge\left(z_{4} \times\left(o_{7}-o_{4}\right)\right)=0
\end{array}\right\}
$$

where, as computed in [46], we have that:

$$
\begin{align*}
& z_{1} \times\left(o_{7}-o_{1}\right) \\
& =\left[\begin{array}{c}
-400 c_{2} s_{1}-390 s_{4}\left(c_{1} s_{3}+c_{3} s_{1} s_{2}\right)-390 c_{2} c_{4} s_{1} \\
400 c_{1} c_{2}-390 s_{4}\left(s_{1} s_{3}-c_{1} c_{3} s_{2}\right)+390 c_{1} c_{2} c_{4} \\
0
\end{array}\right], \\
& z_{2} \times\left(o_{7}-o_{2}\right) \\
& =\left[\begin{array}{c}
-c_{1}\left(400 s_{2}+390 c_{4} s_{2}-390 c_{2} c_{3} s_{4}\right) \\
-s_{1}\left(400 s_{2}+390 c_{4} s_{2}-390 c_{2} c_{3} s_{4}\right) \\
A_{1}
\end{array}\right], \\
& =\left[\begin{array}{c}
c_{2} s_{1}\left(390 c_{4} s_{2}-390 c_{2} c_{3} s_{4}\right)-s_{2}\left(390 s_{4}\left(c_{1} s_{3}+c_{3} s_{1} s_{2}\right)+390 c_{2} c_{4} s_{1}\right) \\
-s_{2}\left(390 s_{4}\left(s_{1} s_{3}-c_{1} c_{3} s_{2}\right)-390 c_{1} c_{2} c_{4}\right)-c_{1} c_{2}\left(390 c_{4} s_{2}-390 c_{2} c_{3} s_{4}\right) \\
c_{1} c_{2}\left(390 s_{4}\left(c_{1} s_{3}+c_{3} s_{1} s_{2}\right)+390 c_{2} c_{4} s_{1}\right)+c_{2} s_{1}\left(390 s_{4}\left(s_{1} s_{3}-c_{1} c_{3} s_{2}\right)-390 c_{1} c_{2} c_{4}\right)
\end{array}\right],  \tag{82}\\
& \left.z_{4} \times\left(o_{7}-o_{3}\right), o_{4}\right) \\
& =\left[\begin{array}{r}
\left(390 c_{4} s_{2}-390 c_{2} c_{3} s_{4}\right)\left(c_{1} c_{3}-s_{1} s_{2} s_{3}\right)-c_{2} s_{3}\left(390 s_{4}\left(c_{1} s_{3}+c_{3} s_{1} s_{2}\right)+390 c_{2} c_{4} s_{1}\right) \\
\left(390 c_{4} s_{2}-390 c_{2} c_{3} s_{4}\right)\left(c_{3} s_{1}+c_{1} s_{2} s_{3}\right)-c_{2} s_{3}\left(390 s_{4}\left(s_{1} s_{3}-c_{1} c_{3} s_{2}\right)-390 c_{1} c_{2} c_{4}\right) \\
A_{2}
\end{array}\right],
\end{align*}
$$

where

$$
\begin{aligned}
A_{1} & =c_{1}\left(400 c_{1} c_{2}-390 s_{4}\left(s_{1} s_{3}-c_{1} c_{3} s_{2}\right)+390 c_{1} c_{2} c_{4}\right)+s_{1}\left(400 c_{2} s_{1}\right. \\
& \left.+390 s_{4}\left(c_{1} s_{3}+c_{3} s_{1} s_{2}\right)+390 c_{2} c_{4} s_{1}\right) \\
A_{2} & =\left(c_{1} c_{3}-s_{1} s_{2} s_{3}\right)\left(390 s_{4}\left(s_{1} s_{3}-c_{1} c_{3} s_{2}\right)-390 c_{1} c_{2} c_{4}\right)-\left(390 s_{4}\left(c_{1} s_{3}+c_{3} s_{1} s_{2}\right)\right. \\
& \left.+390 c_{2} c_{4} s_{1}\right)\left(c_{3} s_{1}+c_{1} s_{2} s_{3}\right),
\end{aligned}
$$

and where $c_{i}=\cos \left(\theta_{i}\right)$ and $s_{i}=\sin \left(\theta_{i}\right)$. However, in order to simplify these expressions, the system of Equation (81) is expressed with respect to the frame attached to the fourth joint of the Kuka LWR 4+. To do so, a relation analogous of relation (9) is applied. Here, instead of pre-multiplying by the corresponding rotation matrix, the system of Equation (81) is multiplied by the three-dimensional rotor $R$ that performs the rotation between the frame attached to the end-effector and the frame attached to the fourth joint. For instance, the first equation of the system (81) becomes:

$$
\begin{equation*}
R\left(z_{1} \times\left(o_{7}-o_{1}\right)\right) \wedge\left(z_{2} \times\left(o_{7}-o_{2}\right)\right) \wedge\left(z_{3} \times\left(o_{7}-o_{3}\right)\right) \widetilde{R}=0 \tag{83}
\end{equation*}
$$

which, using the geometric covariance property for rotors introduced in Section 2, becomes:

$$
\begin{equation*}
R\left(z_{1} \times\left(o_{7}-\boldsymbol{o}_{1}\right)\right) \widetilde{R} \wedge R\left(z_{2} \times\left(o_{7}-\boldsymbol{o}_{2}\right)\right) \widetilde{R} \wedge R\left(z_{3} \times\left(o_{7}-o_{3}\right)\right) \widetilde{R}=0 \tag{84}
\end{equation*}
$$

Therefore, the system of Equation (81) becomes:

$$
\left.\begin{array}{l}
a_{1} \wedge a_{2} \wedge a_{3}=0  \tag{85}\\
a_{1} \wedge a_{2} \wedge a_{4}=0 \\
a_{1} \wedge a_{3} \wedge a_{4}=0 \\
a_{2} \wedge a_{3} \wedge a_{4}=0
\end{array}\right\}
$$

where

$$
\begin{align*}
& a_{1}=\left(-10 c_{2} s_{3}\left(40 c_{4}+39\right)\right) e_{1}+\left(400 c_{2} s_{3} s_{4}\right) e_{2}+\left(400 c_{2} c_{3}+390 s_{2} s_{4}+390 c_{2} c_{3} c_{4}\right) e_{3}, \\
& a_{2}=\left(10 c_{3}\left(40 c_{4}+39\right)\right) e_{1}+\left(-400 c_{3} s_{4}\right) e_{2}+\left(10 s_{3}\left(40 c_{4}+39\right)\right) e_{3}, \\
& a_{3}=\left(390 s_{4}\right) e_{3},  \tag{86}\\
& a_{4}=(-390) e_{1} .
\end{align*}
$$

Now, the system of Equation (85) becomes:

$$
\left.\begin{array}{rl}
0 & =0  \tag{87}\\
40 c_{2} s_{4}+39 s_{2} c_{3} s_{4}^{2}+39 c_{2} c_{4} s_{4} & =0 \\
c_{2} s_{3} s_{4}^{2} & =0 \\
c_{3} s_{4}^{2} & =0
\end{array}\right\}
$$

which clearly has two different solutions:

- $s_{4}=0$ or, equivalently, $q_{4}=0$.
- $c_{2}=c_{3}=0$ or, equivalently, $q_{2}= \pm \frac{\pi}{2}$ and $q_{3}= \pm \frac{\pi}{2}$.

These two solutions correspond to the position singularities of the Kuka LWR 4+. With respect to the orientation singularities, there is only one equation to solve:

$$
\begin{equation*}
z_{5} \wedge z_{6} \wedge z_{7}=0 \tag{88}
\end{equation*}
$$

Again, the expression of each $z_{i}$ for $i=5,6,7$ can be simplified by expressing those vectors with respect to the frame attached to the fourth joint. Thus, Equation (88) becomes:

$$
\begin{align*}
& e_{2} \wedge\left(-s_{5} e_{1}-c_{5} e_{3}\right) \wedge\left(c_{5} s_{6} e_{1}+c_{6} e_{2}-s_{5} s_{6} e_{3}\right) \\
& =\left(-s_{5} e_{2} \wedge e_{1}-c_{5} e_{2} \wedge e_{3}\right) \wedge\left(c_{5} s_{6} e_{1}+c_{6} e_{2}-s_{5} s_{6} e_{3}\right)  \tag{89}\\
& \stackrel{(1)}{=}-s_{5}^{2} s_{6} e_{1} \wedge e_{2} \wedge e_{3}-c_{5}^{2} s_{6} e_{1} \wedge e_{2} \wedge e_{3}=-s_{6} e_{1} \wedge e_{2} \wedge e_{3}=0,
\end{align*}
$$

where (1) uses the anticommutativity of the outer product. Clearly, the last expression of Equation (89) is zero if, and only if, $\mathrm{s}_{6}=0$ or, equivalently, if, and only if, $q_{6}=0$. Thus, the Kuka LWR 4+ only has one orientation singularity (the wrist singularity, as explained in Remark 7).

Finally, the distance function defined in Definition 5 can be applied to any of the already obtained singular configurations. Let us consider, for instance, the position singularity $q_{4}=0$. Then, the distance between an arbitrary configuration $q \in \mathcal{C}$ and this singularity is given by the expression:

$$
\begin{equation*}
D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)=\left\|R_{4}(\boldsymbol{q})-R_{4}\left(\boldsymbol{q}_{s}\right)\right\|, \tag{90}
\end{equation*}
$$

where $\boldsymbol{q}_{s}$ denotes the singular configuration $q_{4}=0$ and $R_{4}$ is the rotor defining the pose of the fourth joint of the Kuka LWR 4+.

In particular, $R_{4}$ can be found as explained in Section 2. Indeed, if $\left\{e_{1}, e_{2}, e_{3}\right\}$ denotes the orthogonal basis defined by the world frame and $\left\{f_{1}, f_{2}, f_{3}\right\}$ (respectively, $\left\{f_{1}^{\prime}, f_{2}^{\prime}, f_{3}^{\prime}\right\}$ ), the orthogonal basis defined by the frame attached to the fourth joint under the effect of configuration $\boldsymbol{q}$ (respectively, singular configuration $\boldsymbol{q}_{s}$ ), then:

$$
\begin{align*}
& R_{4}(\boldsymbol{q})=\frac{1+e^{1} f_{1}+e^{2} f_{2}+e^{3} f_{3}}{\left\|1+e^{1} f_{1}+e^{2} f_{2}+e^{3} f_{3}\right\|^{\prime}} \\
& R_{4}\left(\boldsymbol{q}_{s}\right)=\frac{1+e^{1} f_{1}^{\prime}+e^{2} f_{2}^{\prime}+e^{3} f_{3}^{\prime}}{\left\|1+e^{1} f_{1}^{\prime}+e^{2} f_{2}^{\prime}+e^{3} f_{3}^{\prime}\right\|^{\prime}} \tag{91}
\end{align*}
$$

where $\left\{e^{1}, e^{2}, e^{3}\right\}$ is the reciprocal frame of $\left\{e_{1}, e_{2}, e_{3}\right\}$. Since $\left\{e_{1}, e_{2}, e_{3}\right\}$ is also an orthonormal set of vectors, such a reciprocal frame is:

$$
\begin{align*}
e^{1} & =e_{1}, \\
e^{2} & =e_{2},  \tag{92}\\
e^{3} & =e_{3} .
\end{align*}
$$

Thus, Equation (91) turns to:

$$
\begin{gather*}
R_{4}(\boldsymbol{q})=\frac{1+e_{1} f_{1}+e_{2} f_{2}+e_{3} f_{3}}{\left\|1+e_{1} f_{1}+e_{2} f_{2}+e_{3} f_{3}\right\|} \\
R_{4}\left(\boldsymbol{q}_{s}\right)=\frac{1+e_{1} f_{1}^{\prime}+e_{2} f_{2}^{\prime}+e_{3} f_{3}^{\prime}}{\left\|1+e_{1} f_{1}^{\prime}+e_{2} f_{2}^{\prime}+e_{3} f_{3}^{\prime}\right\|} \tag{93}
\end{gather*}
$$

Evaluating Equation (93) for the KUKA LWR 4+, we obtain:

$$
\begin{align*}
& R_{4}(\boldsymbol{q})=\frac{a_{1}+a_{2} e_{1} \wedge e_{2}+a_{3} e_{1} \wedge e_{3}+a_{4} e_{2} \wedge e_{3}}{\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{4}^{2}}}, \\
& R_{4}\left(\boldsymbol{q}_{s}\right)=\frac{b_{1}+b_{2} e_{1} \wedge e_{2}+b_{3} e_{1} \wedge e_{3}+b_{4} e_{2} \wedge e_{3}}{\sqrt{b_{1}^{2}+b_{2}^{2}+b_{3}^{2}+b_{4}^{2}}} \tag{94}
\end{align*}
$$

where $\left\{e_{1} \wedge e_{2}, e_{1} \wedge e_{3}, e_{2} \wedge e_{3}\right\}$ are the basic bivectors of $\mathcal{G}_{3}$ and

$$
\begin{align*}
& a_{1}=c_{2} s_{3}+c_{4} s_{1} s_{3}-c_{4} c_{3} c_{1} s_{2}+s_{3} s_{4} c_{1}+s_{4} s_{1} s_{2} c_{3}+s_{4} c_{1} c_{2}+c_{2} c_{4} s_{1}, \\
& a_{2}=c_{2} s_{1} s_{4}-c_{4} c_{1} s_{3}-c_{4} c_{3} s_{1} s_{2}-c_{1} c_{2} c_{4}+s_{4} s_{1} s_{3}-s_{4} s_{2} c_{1} c_{3}, \\
& a_{3}=s_{2} s_{4}+c_{2} c_{3} c_{4}+c_{3} s_{1}+c_{1} s_{2} s_{3}, \\
& a_{4}=c_{4} s_{2}-c_{2} c_{3} s_{4}-c_{1} c_{3}+s_{1} s_{2} s_{3},  \tag{95}\\
& b_{1}=c_{2} s_{3}+s_{1} s_{3}-c_{3} c_{1} s_{2}+c_{2} s_{1}, \\
& b_{2}=-c_{1} s_{3}-c_{3} s_{1} s_{2}-c_{1} c_{2}, \\
& b_{3}=c_{2} c_{3}+c_{3} s_{1}+c_{1} s_{2} s_{3}, \\
& b_{4}=s_{2}-c_{1} c_{3}+s_{1} s_{2} s_{3} .
\end{align*}
$$

Therefore, by Proposition 4 and the decomposition used in the Proof of Lemma 1, the distance of an arbitrary configuration $\boldsymbol{q}$ to the position singularity $q_{4}=0$ is given by:

$$
\begin{equation*}
D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)=\sqrt{\left(a_{1}^{\prime}-b_{1}^{\prime}\right)^{2}+\left(a_{2}^{\prime}-b_{2}^{\prime}\right)^{2}+\left(a_{3}^{\prime}-b_{3}^{\prime}\right)^{2}+\left(a_{4}^{\prime}-b_{4}^{\prime}\right)^{2}} \tag{96}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i}^{\prime}=\frac{a_{i}}{\sqrt{a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{4}^{2}}} \text { and } b_{i}^{\prime}=\frac{b_{i}}{\sqrt{b_{1}^{2}+b_{2}^{2}+b_{3}^{2}+b_{4}^{2}}} . \tag{97}
\end{equation*}
$$

## 6. Handling of Singularities

Once the set of singular configurations $\mathcal{S}$ has been identify, several methods can be applied to handle the singularities. The detailed treatment of this topic is beyond the scope of this work. However, in order to show the possibilities of the distance function proposed in Section 4, we comment on three different situations, namely, motion planning, motion control and bilateral teleoperation. In each one of these situations, the distance function defined in Definition 5 plays an important role for handling the singularities.

### 6.1. Singularity Handling in Motion Planning

Motion planning consists of programming collision-free motions for a given robotic manipulator from a start position to a goal position among a collection of static obstacles. The subset of robot configurations that do not cause collision with such obstacles is termed the free-of-obstacles configuration space, and it is denoted by $\mathcal{C}_{\text {free }}$. The main methods used for motion planning can be grouped into three categories:

- Potential field methods, where a differentiable real-valued function $U: \mathcal{C} \rightarrow \mathbb{R}$, called the potential function, is defined. Such a function has an attractive component that pulls the trajectory towards the goal configuration and a repulsive component that pushes the trajectory away from the start configuration and from the obstacles.
- Sampling-based multi-query methods, where a roadmap is constructed over $\mathcal{C}_{\text {free. }}$. The nodes represent free-of-obstacles configurations, while the edges represent feasible local paths between those configurations. Once the roadmap is constructed, a search algorithm finds out the best solution trajectory by selecting and joining the local paths through an optimization process.
- Sampling-based single-query methods, where tree-structure data are constructed by searching new configurations (nodes) in $\mathcal{C}_{\text {free }}$ and connecting them through local paths (edges). Its main difference with respect to the multi-query methods is that, while the multi-query methods work in two steps (construction of the roadmap and searching of a solution trajectory), in the single-query methods, both steps are taken together. Each new configuration added to the set of nodes is connected by a local path and evaluated in order to check its feasibility.
For any method of these three categories, the distance function $D$ defined in Definition 5 can be applied to construct solution trajectories that also avoid the singularities. Indeed:
- For a potential field method, it is sufficient to add a repulsive component that pushes the trajectory, not only away from obstacles, but also away from singularities. To do so, the most efficient method is to define, for each singularity $\boldsymbol{q}_{s}$, a quadratic repulsive component as follows:

$$
U_{r, \boldsymbol{q}_{s}}(\boldsymbol{q})= \begin{cases}\frac{\kappa}{2}\left(\frac{1}{D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)}-\frac{1}{D_{0}}\right)^{2} & \text { if } D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \leq D_{0}  \tag{98}\\ 0 & \text { if } D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)>D_{0}\end{cases}
$$

where $D_{0}$ is set as a threshold for the distance $D$ and $\kappa \in \mathbb{R}$.

- For a sampling-based method with multiple queries, it is sufficient to remove from the roadmap those nodes associated with singular configurations. During the construction of the roadmap, each configuration $\boldsymbol{q} \in \mathcal{C}$ is evaluated to determine whether $\boldsymbol{q}$ is free-of-obstacles or not. Similarly, the idea is to evaluate each $\boldsymbol{q} \in \mathcal{C}$ in order to determine whether $q$ is close to a singularity or not. To speed up the process, both evaluations can be carried out together:
(1) Select a value $D_{0}>0$ that will work as a threshold.
(2) Given a discretization of the configuration space $\mathcal{C}$, each $\boldsymbol{q}$ of this discretization is evaluated to check whether:
* It is free-of-obstacles;
* It is far from any singularity. This can be achieved simply by evaluating whether $D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)>D_{0}$ or $D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right) \leq D_{0}$;
(3) If $q$ is free-of-obstacles and far from any singularity, then it can be added to the set of nodes of the roadmap.
- For a sampling-based method with a single query, the approach is completely analogous to the one used for methods with multiple-queries due to the similarities between both categories.


### 6.2. Singularity Handling in Motion Control

Motion control consists of making the end-effector of a robot follow a time-varying trajectory specified within the manipulator workspace. A typical Inverse Dynamics Control scheme (depicted as a block diagram in Figure 5) can be described as:

- An input, i.e., the desired or target configuration $\boldsymbol{q}_{d}$ together with its velocity $\dot{\boldsymbol{q}}_{d}$;
- A controller based on the dynamical model of the robot:

$$
\begin{equation*}
\boldsymbol{\tau}=M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+g(\boldsymbol{q}) \tag{99}
\end{equation*}
$$

where $M(\boldsymbol{q})$ denotes the inertia matrix of the robot, $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ denotes the matrix of Coriolis and centrifugal forces and $g(\boldsymbol{q})$ denotes the gravity vector.

- An output, i.e., the vector of torques $\tau$, that is sent to the robot to perform the desired motion;
- The robot executes the motion and updates the vectors $q$ and $\dot{\boldsymbol{q}}$;
- The robot sends such updated vectors to the controller (also known as the feedback of the system).


Figure 5. Standard motion control scheme.
To handle the singularities, a restriction can be defined inside the controller:
(1) The target configuration $\boldsymbol{q}_{d}$ is entered into the controller.
(2) $\boldsymbol{q}_{d}$ is checked in order to determine whether it is close to a singularity or not:

- $\quad$ Select a threshold value $D_{0}>0$.
- Evaluate the condition $D\left(\boldsymbol{q}_{d}, \boldsymbol{q}_{s}\right)>D_{0}$ for each singularity $\boldsymbol{q}_{s}$.
- If the evaluation returns yes, then $\tau$ can be computed from $\boldsymbol{q}_{d}$ using the dynamical model (Equation (99)) and sent to the robot. Otherwise, $\boldsymbol{q}_{d}$ is substituted by $\boldsymbol{q}_{d}+D_{0} \boldsymbol{q}_{d}$ and evaluated again.
A block diagram of this scheme is depicted in Figure 6.


Figure 6. Proposed control scheme in presence of singularities.

### 6.3. Singularity Handling in Bilateral Teleoperation

Teleoperated robotic systems are characterized by a robot that executes the movements/actions commanded by a human operator. Any high-level or planning decision is made by a human user, while the robot is responsible for their mechanical implementation [47]. Teleoperation systems are often, at least conceptually, split into two parts: a local manipulator and a remote manipulator. The first one refers to the device moved by the human operator, while the second refers to the robot or robot system that performs the action.

According to the information flow direction, the teleoperation may be unilateral or bilateral. In unilateral teleoperation, the local manipulator sends position or force data to the remote manipulator and only receives, as feedback, visual information from the remote scene. However, in bilateral teleoperation, the position or force data are also sent from the remote manipulator in addition to the visual information.

In a bilateral teleoperation system, some strategies for handling of kinematic singularities can make use of the distance function $D$ defined in Definition 5. For instance, the following scheme could be applied:
(1) Select a value $D_{0}>0$ that will work as a threshold.
(2) The local manipulator sends a pose (force) $p(f)$ to the remote manipulator.
(3) The controller of the remote manipulator obtains the associated configuration $\boldsymbol{q}$.
(4) The distance $D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)$ is computed for each $\boldsymbol{q}_{s} \in \mathcal{S}$.
(5) If, for some $\boldsymbol{q}_{s}, D\left(\boldsymbol{q}, \boldsymbol{q}_{s}\right)<D_{0}$, then the remote manipulator controller computes a reaction force $f_{s}$ in the same direction of the motion but with inverse sense.
(6) The remote manipulator sends this force $f_{s}$ to the local manipulator.
(7) The human operator will not be able to move the local manipulator in such a direction implied by $f_{s}$ and, thus, the singularity $\boldsymbol{q}_{s}$ will never be reached.

## 7. Conclusions

This paper proposes a novel singularity identification method for arbitrary serial robots based on the six-dimensional geometric algebra $\mathcal{G}_{6}$. For non-redundant serial robots, we take the six unit twists $\xi_{1}, \ldots, \xi_{6}$ associated with the joints, and we model them as vectors of $\mathcal{G}_{6}$. Hence, the problem reduces to find the configurations causing the exterior product $\xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})$ to vanish since, as proven in Corollary $1, \xi_{1}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{6}(\boldsymbol{q})=0$ if, and only if, $q \in \mathcal{S}$. Analogously, for a redundant robot with $n$ DoF, we consider the $C(n, 6)$ different combinations of six unit twists taken from $\left\{\xi_{1}, \ldots, \xi_{n}\right\}$, and we find the configurations causing all the exterior products of the form $\xi_{j_{1}}(\boldsymbol{q}) \wedge \cdots \wedge \xi_{j_{6}}(\boldsymbol{q})$ for $1 \leq j \leq C(n, 6)$ to vanish.

For serial robots with a spherical wrist, a simplification is possible. For these manipulators, the singularities are of two types: position singularities and orientation singularities. The former are identified as the configurations causing the exterior products $s_{i_{1}}(\boldsymbol{q}) \wedge \boldsymbol{s}_{i_{2}}(\boldsymbol{q}) \wedge \boldsymbol{s}_{i_{3}}(\boldsymbol{q})$ to vanish for $1 \leq i \leq C(n-3,3)$, where $\boldsymbol{s}_{i_{j}}$ is the linear velocity component of the unit twist $\xi_{i_{j}}$ and is modelled as a vector of $\mathcal{G}_{3}$, while the latter are identified as the configuration causing the exterior product $\boldsymbol{z}_{n-2}(\boldsymbol{q}) \wedge \boldsymbol{z}_{n-1}(\boldsymbol{q}) \wedge \boldsymbol{z}_{n}(\boldsymbol{q})$ to vanish, where $z_{i}$ is the $i$-th joint axis and, again, is modelled as a vector of $\mathcal{G}_{3}$. Thus, the simplification consists of evaluating the exterior product of three vectors in $\mathcal{G}_{3}$ instead of six vectors in $\mathcal{G}_{6}$.

Once the singularities are identified, a distance function is defined such as its restriction to the singular set $\mathcal{S}$, defined in Definition 5 , is also a distance function that allows us to check how far an arbitrary configuration $q$ is to a singularity. This distance function exploits the fact that between any two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{G}_{n}$, there always exists a rotor $R$ such that $y=R x \widetilde{R}$.

The advantages of the strategy introduced in this work are clear. First, it is a computerfriendly approach that avoids the computation of the determinant of an order $6 \times n$ (for non-redundant robots) or $n \times n$ (for redundant robots) matrix and the Jacobian matrix $J$. In addition, the novel distance function defined in Definition 5 can be used to improve the performance of current control schemes or motion planning algorithms, which, as seen in the introduction, is still a hot research topic in robotics.
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#### Abstract

Mechanical ventilation systems require a device for measuring the air flow provided to a patient in order to monitor and ensure the correct quantity of air proportionated to the patient, this device is the air flow sensor. At the beginning of the COVID-19 pandemic, flow sensors were not available in Peru because of the international supply shortage. In this context, a novel air flow sensor based on an orifice plate and an intelligent transducer was developed to form an integrated device. The proposed design was focused on simple manufacturing requirements for mass production in a developing country. CAD and CAE techniques were used in the design stage, and a mathematical model of the device was proposed and calibrated experimentally for the measured data transduction. The device was tested in its real working conditions and was therefore implemented in a breathing circuit connected to a low-cost mechanical ventilation system. Results indicate that the designed air flow sensor/transducer is a low-cost complete medical device for mechanical ventilators that is able to provide all the ventilation parameters by an equivalent electrical signal to directly display the following factors: air flow, pressure and volume over time. The evaluation of the designed sensor transducer was performed according to sundry transducer parameters such as geometrical parameters, material parameters and adaptive coefficients in the main transduction algorithm; in effect, the variety of the described results were achieved by the faster response time and robustness proportionated by transducers of nanostructures based on Anodic Aluminum Oxide (AAO), which enhanced the designed sensor/transducer (ST) during operation in intricate geographic places, such as the Andes mountains of Peru.


Keywords: air flow medical sensor; emergency air flow sensor; low-cost air flow sensor; nanostructures; COVID-19
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## 1. Introduction

Monitoring has become indispensable for mechanical ventilators in order to provide feedback to medical staff regarding treatment. Moreover, ventilation parameters can be used for internal control tasks such as adaptive feedback which improves the equipment performance and response to disturbances. Thus, appropriated values of physical variables and artificial breathing could be achieved by monitoring the ventilation curves in real
time [1]. In this sense, a flow sensor is a device used for air flow measurement, and its working concept is commonly based on an induced pressure drop across an orifice which can be measured and related to the air flow value in a breathing circuit over time [2].

Design considerations for air flow measurement in industrial applications are well established in the steady-state condition [3]; nevertheless, the air flow provided by the developed low-cost mechanical ventilator has a particular periodic waveform in a transient condition. Typical medical air flow sensors measure the pressure drop using static pressure taps connected to a transducer. However, this represents a risk of leaking polluted air from the patient, which is a harmful risk given the current pandemic context. To counter this, modern medical air flow sensors are connected to electrical transducers to generate electrical values analogous to values of static pressure [4]. Having a sensor connected to an electrical transducer is quite important for the measured variables, as their electrical equivalent values can be stored in the main control system of the ventilator. On the other hand, any kind of virus can be reduced, something that cannot be achieved with typical airflow connectors. Furthermore, air flow sensors cannot provide air pressure and volume and other parameters, which require monitoring, are measured using an additional sensor and calculated at the processing stage.

In this study, a novel air flow sensor/transducer was proposed as an integrated design that is able to measure the air flow in a breathing circuit in the time domain and estimate the air pressure and volume parameters with the mathematical model developed and calibrated experimentally for a specific low-cost mechanical ventilator based on cams [1]. This proposed medical device directly provides the equivalent electrical signals of air pressure, volume and flow after a transduction stage required due to the nonlinearity of the air flow and pressure drop [5].

During the COVID-19 pandemic, many low-cost mechanical ventilation systems based on the compression of an airbag were developed [6], but they were required to measure the generated air flow rate to the patient [7]. However, air flow sensors were not easy to resource in Peruvian markets due to the international supply shortage during this period of the pandemic. Moreover, the design and fabrication for this medical application requires certain considerations, such as those proposed in this research.

## 2. Materials and Methods

Broadly, the methodology consists of design, fabrication, experimental study and experimental validation stages. The design was an iterative process, thus in this paper only the final version which was improved according to the experimental results is shown. Figure 1 shows an overview of the research flow. In the design stage, sensor architecture and functions were established. The transduction algorithm correlates the theoretical pressure difference and ventilation curves shown in the display. A Computational Fluid Dynamics (CFD) analysis supports an exhaustive study of air airflow measurement in different flow conditions as well as with different orifice plate dimensions. A sensor prototype and equipment were specially designed for the experimental study. The experimental data obtained were used for the mathematical characterization of the sensor in dynamic [8], steady and real working conditions. Design improvement and model calibration were carried out based on the CFD simulation and experimental characterization [9].

Finally, the design was improved and fabricated for the experimental validation where the device measurement, connected to a mechanical ventilator, was compared to the measurement of a Fluke air flow meter.

### 2.1. Device Description

Figure 2 shows the sensor/transducer concept. It consists of an orifice plate sensor, a pressure transducer and a controller. The crossing air flow through the orifice plate produces a pressure difference related to the air flow value. Then, the pressure transducer converts the pressure signals into their electric equivalent signals which are sent to the
controller for data treatment in order to determine and display the pressure, volume and flow over time using an electronic screen [10].


Figure 1. Research overview.


Figure 2. Scheme of the designed air flow sensor transducer.

### 2.2. Device Design

Figure 3 shows the integrated air flow sensor/transducer developed for this particular transient flow measurement. It consists of a compact air flow sensor based on an orifice plate and a transduction stage of the measured pressure difference over time. The transduction stage and pressure difference measurement were integrated in this device in order to prevent leaks or contaminated air flow. The device measures the air flow through it and calculates (using a microcontroller Arduino UNO) the breathing variables transduced as electrical values that are depicted on the electronic screen and sent to the main control system of the mechanical ventilator.


Figure 3. Design of an integrated air flow sensor/transducer for a breathing circuit.
Figure 4 shows the compact air flow sensor developed for the integrated design, which is composed of an upstream and downstream pipe welded to an orifice plate. Dimensions are established based on the analytic and experimental results, which guarantee the pressure difference measurement over time for this particular medical application with a mechanical ventilation system OxygenIP.PE, whose nominal working conditions correspond to a transient flow [11].


Figure 4. Compact air flow sensor developed for the air flow sensor/transducer.

### 2.3. Mathematical Modelling

The design of the flow sensor was based on the mathematical model analysis as a consequence of the theoretical equations, which describe the flow behavior through an orifice plate. Moreover, the analysis was enhanced due to the correlation with polynomial models that provided adaptive coefficients for the optimal measurements, for which the process is described in more detail in the following paragraphs.

In Figure 5, a scheme to explain the theoretical model of the flow inside the airflow circuit is depicted. In which f is the air flow from a source, the section area of the hose is a , and the flow reduces its section area b while crossing the orifice plate. Thus, a pressure difference can be measured between points P 1 and P 2 , moreover $v_{1}$ and $v_{2}$ represent the fluid flow speed of the air flow in the direction depicted by the red arrow [11,12].


Figure 5. Scheme of the orifice plate theoretical model.

In order to find the pressure, airflow and volume equations, the Stokes equations were analyzed using Equation (1), in which, " $f$ " is the function as the consequence of airflow and " $\mu$ " and " $D$ " are the average velocity and dispersion coefficient, respectively [13,14].

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\mu \frac{\partial f}{\partial x}=D \frac{\partial f^{2}}{\partial x^{2}} \tag{1}
\end{equation*}
$$

This expression can be reduced to the Bernoulli model, and with the analysis of the energy balance, Equation (2) can be obtained [13], in which $\rho$ is the fluid flow density, $p_{1}$ and $p_{2}$ are the initial and final referential pressure through the fluid flow path, and $v_{1}$ and $v_{2}$ are the fluid flow speed.

$$
\begin{equation*}
\frac{1}{2} \rho v_{1}^{2}+p_{1}=\frac{1}{2} \rho v_{2}^{2}+p_{2} \tag{2}
\end{equation*}
$$

By conducting a static pressure analysis, it is possible to obtain Equation (3), where $\varrho$ is the volumetric flow rate [13], $A_{1}$ and $A_{2}$ are the cross sections area, and the initial and the final static pressure are $p_{1}$ and $p_{2}$, which are proportionate to the difference of pressure $\Delta P$.

$$
\begin{equation*}
\Phi=A_{2} \sqrt{\frac{2 \Delta P}{\varrho\left(1-\left(\frac{A_{2}}{A_{1}}\right)^{2}\right)}} \tag{3}
\end{equation*}
$$

From here, it is further possible to reduce to the equation by considering the "discharge coefficient $C_{d}$ " so that Equation (4) is obtained [13].

$$
\begin{equation*}
\Phi=C_{d} A_{2} \sqrt{\frac{2 \Delta P}{\varrho\left(1-\left(\frac{A_{2}}{A_{1}}\right)^{2}\right)}} \tag{4}
\end{equation*}
$$

Finally, a theoretical model can be derived from the expected breathing curve as shown by Equation (5) [13], in which Ri has the geometrical and material information of the fluid flow sensor. Equation (5) proposes the relation among the volumetric flow rate $\Phi$ with the pressure difference of $\Delta P$, and $\tau$ is the response time.

$$
\begin{equation*}
\Phi=\left(\frac{\Delta P}{R_{i}}\right)\left(1-e^{\frac{t}{\tau}}\right) \tag{5}
\end{equation*}
$$

### 2.4. Computational Fluid Dynamics (CFD) Analysis Sensor Case Setup

The geometry was modelled after the actual state bench design proposal (with an extended outlet to overcome reverse flow issues). Following Bridgeman's steps [15], the sensor case was modelled as axisymmetric and the pressure sensing ports' geometries were disregarded to save computational resources and time. Because of this, better and more structured meshes were obtained. Five geometries were generated in total (one for each orifice diameter). The meshes were then generated with an element size of 0.00025 m , all with good or excellent mesh metrics results, according to Ansys [16]. Figure 6 shows the model for the 10 mm orifice plate of the sensor case, in which A and B keep the distance for the static pressure orifices.

The main equations that govern this analysis are provided by the Navier-Stokes equations, mainly the $x-y$ momentum and continuity equations. The energy equation was not included in the analysis since heat transfer was not one of the concerns of this study. The SST $k-\varepsilon$ turbulence model was selected for this study because it combines the following 2 separate models: the $k-\varepsilon$ and $k-\varepsilon$ turbulence models. The first model is better at capturing near-the-wall turbulence effects, and the second model is superior at capturing turbulence effects away from the walls.


Figure 6. Sensor case geometry for 10 mm orifice plate.
The following initial and border conditions were considered:

- Air assumed as incompressible fluid [17];
- Density $=1.18 \mathrm{~kg} / \mathrm{m}^{3}$;
- Atmospheric pressure at the outlet ( $101,325 \mathrm{~Pa}$ );

■ Dynamic Viscosity $=1.7984 \times 10^{-5} \mathrm{~kg} /(\mathrm{m}-\mathrm{s})$;

- No slip condition at the walls.

A mesh sensitivity analysis was performed for 3 different meshes. The first one contained 6962 elements; the second, 27,843 ; and the third, 43,045 . The populations corresponded to meshes with element sizes of $0.0005 \mathrm{~m}, 0.00025 \mathrm{~m}$, and 0.0002 m , respectively. These 3 different meshes were run as steady state cases for the 4 mm orifice and $100 \mathrm{~L} / \mathrm{min}$ airflow. The results were then graphed.

Figure 7 shows that the results began to converge towards a single pressure difference value. If the mesh refining continued, a single pressure difference value would be reached. Since the geometry was simple, a highly populated mesh was not necessary. This is shown in Figure 6, where almost double the number of elements only resulted in an increase of $0.31 \%$ of the pressure difference, as well as a considerable increase of almost 6 times the required number of iterations before the residuals reached convergence. Therefore, to save computational resources and time, but at the same time still obtain acceptable results, a mesh with an element size of 0.00025 m was selected for the simulations. The mesh used for the 10 mm orifice model is shown in Figure 8.


Figure 7. Mesh Sensitivity Analysis.
Mesh for 10 mm
1

Figure 8. Mesh for 10 mm orifice model.

### 2.5. Transduction Stage Design

After studying the theoretical model with the Navier-Stokes equations and analyzing the sensor case via simulation methodologies, experiments were conducted to develop the experimental model of the designed sensor/transducer. Equations (6) and (7) represent a non-linear system, where $u(t)$ is the input signal (for example pressure from cam over pivot), $y(t)$ is the response (such as for example airflow crossing airbag to a connected hose), $x(t)$ is an internal variable which allows the connection between input signals and response, $f$ and $h$ represent the non-linear characteristics of the system such as functions, while $\theta$ represents physical parameters of the system and $t$ the time. The function $f$ contains the mechanic parameters, fluid parameters and electrical parameters for the correlation between the theoretic and experimental model of the designed sensor $[1,13,18]$.

$$
\begin{align*}
\frac{d x(t)}{d t} & =f(x(t), u(t), \theta)  \tag{6}\\
y(t) & =h(x(t), u(t), \theta) \tag{7}
\end{align*}
$$

It is possible to propose the mathematical model of the system (sensor/transducer) with Equations (6) and (7) described above. Moreover, it is necessary to find the optimal signal (input variable) that provides a predicted response. Hence, Equation (8) depends on the trajectory solution as set point $R_{s}$ and $r\left(k_{i}\right)$ is the set point of sample time $k_{i}$.

$$
\begin{equation*}
R_{S}^{T}=(111 \ldots 11111111) r\left(k_{i}\right) \tag{8}
\end{equation*}
$$

Equation (9) has a dependence of matrices $R s$ and $\Delta U$. The optimal predicted solution for a desired value in the system is obtained based on the cost function "J" among optimal predicted response with this "trajectory solution $Y$ " such as the optimal predicted solution $\Delta U$, which is described using Equation (9). The procedure to calculate $\Delta U$ is given by Equations (10)-(14), furthermore, $R$ is a diagonal matrix to tune the desired optimal response matrix.

$$
\begin{equation*}
J=\left(R_{s}-Y\right)^{T}\left(R_{s}-Y\right)+\Delta U^{T} R \Delta U \tag{9}
\end{equation*}
$$

On the other hand, the "Optimal predicted response $Y$ " has a dependence of "matrices $F, \varphi$ and the state vector $X(k i)^{\prime \prime}$ as shown by Equation (10)

$$
\begin{equation*}
Y=F X\left(k_{i}\right)+\varphi \Delta U \tag{10}
\end{equation*}
$$

Moreover, using the costing function " $J$ " the optimal estimation was analyzed, as it is described by Equation (11) after replacing Equation (10) in Equation (9).

$$
\begin{equation*}
J=\left(R_{s}-F X\left(k_{i}\right)\right)^{T}\left(R_{s}-F X\left(k_{i}\right)\right)-2 \Delta U^{T} \varphi^{T}\left(R_{s}-F X\left(k_{i}\right)\right)+\Delta U^{T}\left(\varphi^{T} \varphi+R\right) \Delta U \tag{11}
\end{equation*}
$$

Looking for the minimal error, Equation (11) was derived as the dependence of " $\Delta \mathrm{U}$ " in Equation (12).

$$
\begin{equation*}
\frac{\partial J}{\partial \Delta U}=-2 \varphi^{T}\left(R_{s}-F X\left(k_{i}\right)\right)+2\left(\varphi^{T} \varphi+R\right) \Delta U \tag{12}
\end{equation*}
$$

Therefore, the minimal value of " $J$ " was achieved using Equation (13).

$$
\begin{equation*}
\frac{\partial J}{\partial \Delta U}=0 \tag{13}
\end{equation*}
$$

This means that the optimal " $\Delta U$ " is given by Equation (14), which helps to obtain the optimal and predicted " $Y$ ".

$$
\begin{equation*}
\Delta U=\left(\varphi^{T} \varphi+R\right)^{-1} \varphi^{T}\left(R_{s}-F X\left(k_{i}\right)\right) \tag{14}
\end{equation*}
$$

On the other hand, the matrix $\varphi$ can help to obtain information of the material sensor regarding the thin film, which is subject to the air pressure. Moreover, the geometry (nanostructures) of the thin film can be stored over the matrix. Therefore, Equation (15) provides the correlation between the optimal predictive solution of the transduction with the matrix adaptive coefficients, which keep information of the material and geometrical characteristic of the designed sensor.

Furthermore, the periodical responses from the sensor/transducer are provided by Equation (15) though a transfer function analysis, thereby making it possible to identify the first order behavior in the steady state. Therefore, $C_{s}$ represents the answer variable for the first order, $N_{S}$ is the input excitation signal, $t$ is the response time and $K$ is the proportional gain.

$$
\begin{equation*}
\frac{C_{s}}{N_{s}}=\frac{K}{t s+1} \tag{15}
\end{equation*}
$$

Equation (15) is reduced in the time domain and Equation (16) is obtained, which keeps the model of Equation (5) in a steady state. In this context, the excitation signal is $\Delta P$ that looks for the response variable fluid flow $\Phi$, and $R$ is the constant derived from the first order solution for Equation (14) in Equation (10). Hence, it was possible to correlate stability parameters with the geometrical and material properties of the designed sensor.

$$
\begin{equation*}
\Phi=\left(\frac{\Delta P}{R}\right) \tag{16}
\end{equation*}
$$

For this reason, the transducer adapts the signal received from the sensor according to the value measured of the physical variable to another equivalent (for example, the pressure difference transduced to its equivalent as an electrical signal, which is from "cmH2O" to " mV "). In this context, Figure 9 represents the static curve given in the section "A, B, C" for the coordinate system " $\mathbf{X 1}, \mathbf{Y 1}$ ". However, the static curve can help to identify the linear response regions, by working in linear regions or with non-linear mathematical models.


Figure 9. Scheme to represent the sensor/transducer data processing.
It should be noted that depending on the response time of the system (the system is considered as a research plant), it can lose information in the linearization process, due to its non-linear behavior, which is the reason why many authors suggest working in linear zones despite such risks (losing information in linearization process). In addition, the process of discretizing the signal information may also be lost, such as the dependence on the response time of the system and the sampling time (important parameter to discretize a signal).

Based on the conditions described in the previous paragraph, a transducer is necessary to transform the pressure difference into its electrical equivalent (in mV ) in order to obtain the value for the air flow and also the displaced air volume. Theoretically, using Navier-Stokes models, the following relationship of the three physical variables is achieved: "pressure, flow and volume", where the numerical solutions of the differential equations are also prone to loss of information as a dependence of the methodologies of numerical approximations in the solutions. However, the disadvantage of a completely theoretical
correlation is that the modeling of disturbances is frequently not achieved, which is solved by either approximation modeling or by correlation with experimental data.

Therefore, the transients of the plant's dynamic system (while it is first-order) for the sections represented by $\mathbf{d}_{0}, \mathbf{d}_{1} ; \mathbf{d}_{2}, \mathbf{d}_{3} ; \mathbf{d}_{4}, \mathbf{d} \ldots$ and with similar slopes only in the linear trends " AB " or " BC " are located in the coordinates " $\mathbf{X 2} \mathbf{2}, \mathbf{Y} 2$ ". In such sections, the response times of the plant (the designed sensor/transducer) can be obtained.

Moreover, for each section, $\mathbf{d}_{1}, \mathbf{d}_{2} ; \mathbf{d}_{3} \mathbf{d}_{4}$, and " $\mathbf{d} \ldots$, henceforth" the characteristics of overshoots, settling time, damping and parameters that indicate the stability of the designed system can be maintained.

The static and dynamic curves are algebraically interpreted as models of differential equations (polynomial models). Consequently, the correlation is obtained between the theoretical modelling and modelling based on the experimental data analysis results in the final model of the designed "sensor/transducer" system, that implies a response "Experimental Model (EM) and Theoretical Model (TM)" from linear (linearized) or completely non-linear (NLM) models.

Indeed, the system formed by the sensor/transducer represented by " $\mathrm{ST}^{\prime}$ " receives a mechanical signal "Ms1" (fluid mechanical signal for this case, which is pressure difference) and transforms it into the electrical equivalent "Es" or a response signal "Ms2" (fluid mechanics variable as volume or airflow equivalent signal). This conversion (transduction) requires characterization and calibration steps, which are depicted by the scheme summarized in Figure 10. From the static measurement data analysis, is possible to recognize the linear and nonlinear operations in the ST system. This information is quite important according to the design of the algorithm, which provides the final information of the ST measurement, such as the breathing variables of pressure, volume, and airflow.


Figure 10. Scheme of a sensor/transducer system.
In the mathematical model of the sensor/transducer as a system, the transducer is composed by electronic devices that convert the fluid-mechanic variable of "pressure difference" to its electrical equivalent, as is the case for the variables "airflow and volume". Furthermore, the characterization of each physical variable to be measured is necessary, with electro/mechanical devices that are able to measure the desired physical variables being monitored, which is showed in Figure 11.


Figure 11. Setup of the designed sensor/transducer system.

## 3. Experimental Section

### 3.1. Orifice Plate Diameter Study

The working concept of the orifice plate is to generate a pressure difference which is related to the flow passing through it [1]. In this sense, different diameters could be considered; however, an optimum range of diameters presents a balance between the produced pressure difference sufficiently high to be used on the transduction stage, and sufficiently low to not to produce significant air flow or pressure drop in the breathing circuit.

Figure 12 (by views of subfigures a-c) shows the variable orifice-plate flow sensor it is manufactured by two pipes joined together with a ferrule clamp to have a quick release mechanism. Downstream of the ferrule clamp, an orifice-plate is welded to the flange. In this study, 5 parts were fabricated with different diameters: $4,6,8,10,12 \mathrm{~mm}$. Distances of the pressure taps to the orifice plate were established according to the design considerations of an orifice plate air flow sensor [3]. However, the distance of the downstream pressure tap was not able to be less than half radius because of welding limitations for the geometry.


Figure 12. Variable Orifice-plate flow sensor.

### 3.1.1. Steady State and Dynamic Response

The variable orifice plate air flow sensor was tested for the air flow measurement in a steady state condition. Figure 13a shows the experimental setup designed for this test, where the variable orifice plate was installed in the air flow test bench, an air compressor providing the air flow through the variable orifice plate sensor was included, a pressure difference transducer based on microphones connected to an Arduino UNO microcontroller board was integrated and an algorithm was designed and programmed for this transduction stage. Figure 13b shows a schematic representation of the experimental setup and the interaction of its components.

### 3.1.2. Measurement in a Mechanical Ventilator

The variable orifice plate of the air flow sensor was installed in a breathing circuit connected to a mechanical ventilation system based on cams "OxygenIP.PE" [1]. This experiment corresponded to the real working conditions of the air flow sensor/transducer which was designed. A medical gas flow meter Fluke VT650 was connected to the circuit to obtain the real air flow over time, which is showed by the Figure 14a.

The artificial lung Fluke Accu Lung (a precision test lung) was used in order to simulate the ventilation parameters, which is showed by the Figure 14b as part of the experiments setup. This device is able to simulate 3 lung stages, from a healthy lung up to a damaged lung. A healthy lung corresponds to a compliance of $50 \mathrm{~mL} / \mathrm{cm} \mathrm{H} 2 \mathrm{O}$ and a resistance of 5 cm H2O-s/L, while a damaged lung corresponds to a compliance of $10 \mathrm{~mL} / \mathrm{cm} \mathrm{H} 2 \mathrm{O}$ and a resistance of $50 \mathrm{~cm} \mathrm{H} 2 \mathrm{O}-\mathrm{s} / \mathrm{L}$. In this sense, for each orifice diameter inside the sensor, the experiment was run four times, twice for each lung parameters and twice for the minimum and maximum cams, XS and XL , respectively.

(b)

Figure 13. Schematic representation of experimental setup for steady state air flow.


Figure 14. Scheme of experimental setup for the sensor transducer connected to a Mechanical Ventilator.

### 3.2. Experimental Validation of the Sensor/Transducer Device

In the Figure 15, the designed sensor connected to the mechanical ventilator (Appendix A contains more details) is depicted; Figure 15a shows the designed sensor is shown to be connected to the air flow calibrator; and Figure 15b shows the air flow calibrator that needs to be connected to the personal computer in order to validate the expected measurements, and all the setup is showed by Figure 15c.


Figure 15. Setup of the sensor/transducer device connected to OxygenIP.PE Mechanical ventilator.

## 4. Results

### 4.1. CFD Simulation Results

### 4.1.1. Steady State Results

The following results were obtained for the steady state simulations for a $100 \mathrm{~L} / \mathrm{min}$ airflow in a 10 mm diameter orifice. Figure 16a shows how the velocity increased as the area reduced (orifice throat), which is explained by the flow's intention of conserving the flow rate (mass conservation and incompressibility assumption). On the other hand, Figure 16b shows how the static pressure reduced, which occurred in response to the velocity's increase. This is explained by the flow's intention of conserving its momentum. It must also be noted that the behavior of these contours matched the results presented by Karthik [19].

### 4.1.2. Profile of Mechanical Ventilator Curves

A certain (expected) proportionality between the airflow and difference pressure curves is shown in Figure 17a. It is widely known that a higher pressure drop corresponds to a more abundant flow. This is explained because in turbulent flows the pressure loss is proportional to the flow velocity squared. This diameter alternative presents a maximum pressure drop of 274.28 Pa for a corresponding airflow of $67.74 \mathrm{~L} / \mathrm{min}$. Next, the steady and transient state analysis results were compared and plotted. Figure 17 b shows an excellent similarity between the transient and steady state curves for the plotted points. Although a margin is observed between both curves, a good estimate of the transient behavior of the sensor can be modeled using steady state approximations. This behavior was expected,
since Funk et al. [20] concluded in their work that steady state approximations can be used in transient situations with excellent or valid results for most engineering applications.

(a)

(b)

Figure 16. (a) Velocity Contours for a $100 \mathrm{~L} / \mathrm{min}$ airflow, 10 mm diameter orifice; (b) Static pressure contours for a $100 \mathrm{~L} / \mathrm{min}$ airflow, 10 mm diameter orifice.


Figure 17. (a) Airflow profile and DP profile over time; (b) Steady vs. transient state results for a 10 mm diameter orifice.

### 4.2. Experimental Results

### 4.2.1. Steady State

In the following paragraphs, the results of experimental tests to verify the results of the proposed ST in steady state are provided. The analyses were made by comparisons with a Fluke instrumentation equipment, because the steady state information helped to obtain an understanding of the response of the designed ST under disturbances, such as unexpected overshoots or electromagnetic noise. In that context, the tests were run for the 4 mm diameter sensor/transducer and a steady-state inlet pressure of $5 \mathrm{mBar}, 10 \mathrm{mBar}$ and 20 mBar provided by an air compressor. A graphical comparison between the airflow plots is shown in Figure 18. The "Fluke" curve provides information of the airflow measured by the "Fluke" analyzer, and the "ST" curve shows the airflow as a response of the designed sensor/transducer ST.


Figure 18. Flow and Flow ST for diameter 4 mm (Inlet pressure: 5, 10, 20 mBar ).
The pressure difference curves (in mV ) are plotted together in Figure 19. The "ST" curve provides information related to the pressure measured by the sensor/transducer in mV .


Figure 19. Pressure measured by ST in mV , for diameter 4 mm (Inlet pressure: 5, 10, 20 mBar ).

The pressure difference curves are plotted together next in Figure 20. Each curve provides information of the pressure measured by the sensor/transducer in Pascal.


Figure 20. Pressure measured by $\mathrm{ST}(\mathrm{Pa}$ ), for diameter 4 mm (Inlet pressure: 5, 10, 20 mBar ).
The tests were run for the 8 mm diameter sensor/transducer and a steady-state inlet pressure of $10 \mathrm{mBar}, 20 \mathrm{mBar}$ and 30 mBar was provided by an air compressor, for which the plotted airflow curves are shown in Figure 21. The "Fluke" curve provides information on the airflow measured by the "Fluke" analyzer, and the "ST" curve shows the airflow as the response of the designed sensor/transducer ST.


Figure 21. Flow and Flow ST for diameter 8 mm (Inlet pressure: 5, 10, 30 mBar ).
The transduced pressure difference curves in mV are shown in Figure 22. Each curve provides information on the pressure measured by the sensor/transducer in mV .


Figure 22. Pressure measured by ST (mV), for diameter 8 mm (Inlet pressure: 5, 10, 20 mBar ).
On the other hand, the pressure difference curves are shown in Figure 23. Each curve provides information on the pressure measured by the sensor/transducer in Pascal.


Figure 23. Pressure measured by ST (Pa), for diameter 8 mm (Inlet pressure: 5, 10, 20 mBar ).

### 4.2.2. Open and Close Loop

Figure 24 shows the behavior of the airflow obtained by the designed sensor transducer (ST curve) in comparison with the airflow reference pattern (Fluke curve measured by the Fluke equipment). It is possible to understand that the ST system can measure changes in airflow when the tester prototype is closed or open to evaluate the steady state behavior of the designed ST. Nevertheless, it was possible to develop better responses of the system such as the dependence of the diameter of the ST, and the best responses (less error percent between ST and Fluke measurements) were achieved with orifice diameters of 8,10 and 12 mm .


Figure 24. Airflow comparison in open loop and closed loop for the ST evaluation.
Figure 25 shows the pressure difference measured by the designed ST for a closed loop (upper subfigure) and open loop (lower subfigure). The ST system can detect changes or tendencies to maintain a steady state as a consequence of an open or closed loop of the tester prototype; therefore, it was possible to measure this pressure difference with the designed ST.


Figure 25. Pressure difference comparison in open loop and closed loop for the ST evaluation.

### 4.2.3. Dynamic Response

Figure 26 presents the dynamical response of the system ST to a pressure excitation signal given by $10,20,30 \mathrm{mBar}$ obtained through the airflow regulated by the air compressor of the tester prototype, with an orifice diameter of 4 mm . It was found that ST cannot
provide a faster response in the presence of transient changes (red curves for airflow, pressure difference and volume).


Figure 26. Flow, pressure difference and volume by dynamic analysis.
This can be explained by the geometrical characteristics of the ST and its nonlinear behavior in diameters from 4 mm to 6 mm ; however, the ST system can provide a better response in the presence of disturbances or transient changes when the orifice diameter is between 8,10 and 12 mm . The reference corresponds to the measurements of the Fluke equipment (blue curve for airflow, pressure difference and volume).

For the 8 mm diameter sensor/transducer and the mechanical ventilator excitation signals, the ventilation curves are shown in Figure 27. In every subfigure, the medical gas flow meter Fluke VT 650 proportionated the blue color curves in low frequency speed and red color for high frequency speed, which provide information on the volume, pressure and airflow (subfigures I-III), and the ST curves provide the volume, pressure, airflow the green color curves in low frequency speed and yellow color for high frequency speed (subfigures I-III). During the 2 min of measurement, the ST demonstrated a faster and robust sensor behavior (for 8 mm of diameter) as a consequence of the dynamical evaluation made by a low-cost mechanical ventilator based on cams OxygenIP.PE.


Figure 27. The dynamical behavior of the sensor/transducer connected to a mechanical ventilator low cost based on cams OxygenIP.PE.

Figure 28 shows the airflow curves for the 8 mm diameter sensor/transducer and the mechanical ventilator excitation signals. In every subfigure, the Fluke curves (blue color) provide information on the airflow measured by the medical gas flow meter Fluke VT 650 and the ST curves (red color) represent the airflow measured by the designed sensor/transducer.


Figure 28. The dynamical behavior of the sensor/transducer connected to an air compressor in airflow range of work between $75 \mathrm{~L} / \mathrm{min}$ and $105 \mathrm{~L} / \mathrm{min}$.

During the 1 min of measurement, the ST shows a faster and robust sensor behavior as a consequence of the dynamical evaluation made using an air compressor in the range of work from $75 \mathrm{~L} / \mathrm{min}$ to $105 \mathrm{~L} / \mathrm{min}$.

## 5. Discussion

### 5.1. Data Interpretation Analysis

In order to interpret the experimental data with the designed algorithm, it was necessary to establish a correlation with the theoretical model to enhance the adaptive parameters of the polynomial model analyzed in Section 2.5.

Therefore, the experimental analysis of the designed polynomial model was correlated with Equation (18) in the theoretical model, as this equation gives the pressure difference " $\Delta P$ " as dependence on the airflow " $\Phi$ ", geometrical parameters " $A_{2}, A_{1}$ " and flow density " $\rho$ ".

$$
\begin{equation*}
\Delta P=\left(\frac{\Phi}{A 2}\right)^{2}\left(\frac{\rho}{2}\right)\left(1-\left(\frac{A_{2}}{A_{1}}\right)^{2}\right) \tag{17}
\end{equation*}
$$

The theoretical model only produces a quadratic relationship between the airflow with the pressure difference, while " $A_{2}$ " tends to decrease, the pressure difference and airflow tend to increase.

Since the airflow for the breathing analysis had an "increasing and decreasing behavior", to obtain an appropriate measurement with the designed ST, the static and dynamic behavior of the sensor was studied using an adaptive analysis of the polynomial model.

Therefore, the static behavior was provided as a dependence of "airflow, pressure difference, and diameter". Figure 29 depicts a flow and two points crossing its axis, for which P1, V1, Y1 and P2, V2, Y2 are the pressure, flow speed, and position at points 1 and 2 , respectively.


Figure 29. Schematic representation of airflow transmission through points 1 and 2.
The static curve gives the relation among two variables in order to identify a linear and nonlinear range of work; therefore, it is possible to understand its dynamic behavior.

The dynamical analysis of the airflow attempts to obtain the linear answer of the system so that the ST can make estimations of the physical variables volume, and pressure as a consequence of the pressure difference, which was achieved by the correlation between the experimental and theoretical analyses described in previous chapters. Therefore, the curves " $\mathrm{A}, \mathrm{B}$, and C " represent the airflow curves that were expected to be achieved in the characterization of the interpretation data with the ST, which is depicted by the Figure 30.


Figure 30. Schematic representation of the airflow dynamic and static behavior.
Two types of studies were performed, one for the static responses of the ST system, and another for the dynamic ones. The first was conducted using a tester prototype with a compressor as an air source, which is depicted in Figure 31 and was used for the static and dynamic tests. The pressure difference measured by the sensor was calibrated in order to provide the same response as the air flow meter Fluke. Finally, the other group of static
and dynamic tests was performed with the mechanical ventilator as the air source. Hence, the pressure difference registered provided information to understand the dynamics of the breathing variables (pressure, volume and airflow) in order to understand the behavior of the sensor/transducer as part of the ventilation circuit.


Figure 31. Block diagram testing transducers.
The designed ST depends on the diameter and pressure difference; for this reason, it was necessary to choose which transducer to use to obtain the electrical equivalent of the pressure difference. Finally, the evaluated alternatives were as follows: transducer MAS1, the integrated circuit MDPDX10P, the transducer constructed with two small microphones sourced from the ARDUINO company, and a transducer based on nanostructures. Different alternatives are shown in Figure 31.

The measured pressure difference by the designed ST was central to obtaining the airflow after a transduction process, which was obtained by MDPX and MAS1, making the electrical equivalent conversion from air pressure difference signal to airflow signal in Volts. The electrical transduction was performed with two microphones measuring decibels and correlating with pressure by converting the response to volts. The electrical equivalence values help to analyze the statistics of the physical variables "air pressure, volume and airflow" as a consequence of the designed algorithms by polynomial (as they are depicted by "Algor Ans1", "Algor Ans2", and "Algor Ans3" in Figure 31) correlations between the transduction signals. However, in order to enhance the robustness and response time of the designed ST, we modified the samples that receive the pressure difference by samples based on nanostructures of AAO, as is depicted in S1, S2 in Figure 31, which also send the transduction information through the algorithm depicted by "Algor Ans4".

The best estimation of the breathing physical variables "airflow, pressure, and volume" was chosen because of the pressure difference transduction techniques that were studied in the previous chapters. These microphone-based transducers obtained estimated variables with a maximum error of $1 \%$ in a steady state, while the MAS1-based transducer estimated variables with a $0.95 \%$ error in a steady state. In turn, the MDPX-based transducer presented a steady-state error of around $2 \%$. However, the cost of the microphone-based transducer was around $70 \%$ cheaper than the most expensive transducer, the MAS1. For this reason, the microphone-based transducer was selected as the main transducer for the designed ST.

When performing the main analysis of the transducer algorithm, we sought to identify the adaptive coefficients from the experimental data obtained by the transducer and the polynomial identification estimate using pressure difference "DP", the pressure " P ", the
airflow " F ", and the volume " V ". If the adaptive estimation was predicted according to the reference variable with an error of less than $1 \%$ in the steady state, then the ST provided information on the breathing variables, which is depicted in Figure 32.


Figure 32. Flow diagram of the ST measurement and data storing.
Therefore, it was necessary to define the input variables in order to correlate the estimated responses under the dependencies of the references variable. Figure 33 shows the two input variables of the system from the data interpretation analysis, which are given by the pivot displacement in sexagesimal degrees (red curve color curve in subfigure III of Figure 33). The pressure difference in its electrical equivalent ( mV ) was considered as a second input or excitation variable (blue color curve in subfigure I of Figure 33). Moreover, the pressure difference measured by the nanosensor based on nanostructures, as shown in subfigure II, revealed that the nanostructure sensor maintains a rapid response time and robustness under disturbances of the pivot (green color curve in subfigure II of Figure 33).


Figure 33. Motor angle displacement and microphones answer.
As a consequence of the input excitation signals, it was possible to achieve and identify the adaptive coefficients which were evaluated in high and low operation because the frequency range of the requirements is between 15 Hz and 20 Hz .

Therefore, Figure 34 shows the result of the ST as a consequence of the electrical transduction from the pressure difference to the airflow values in millivolts for cams of extra small, medium, and extra-large sizes. The obtained data are presented in Figure 34 in subfigures I-III, in which blue indicates high frequency and red curves low frequency.


Figure 34. Microphones in high and low operation.
On the other hand, it is apparent that for the ST response as a consequence of the electrical transduction from the pressure difference to the airflow values in millivolts for cams of extra small, medium, and extra-large sizes, the information achieved is shown in Figure 34 for the subfigures I-III, in which the blue color indicates high frequency and red represents low frequency. With this information, it is possible to identify a linear range of work.

The ventilator works as an intermediatory for the signal received from the rotor position sensor (RS1(AS5047) and RS2) used to measure the rotor speed of the motor and control it with a driver (DR1) that has its own control system with its own actuator and sensor with an electrical current to the motor (M).

This is the reason why a controller (as central control unit) also requires the signal from a rotor position sensor to measure the angular displacement of the pivot to provide an estimation of the air volume, and finally, the airflow sensor (FS1), which has its own transduction algorithm to provide information to medical doctors through the touchscreen panel, as depicted in Figure 35.


Figure 35. Block diagram of the control system for online operation.

The ST achieved good performance for the diameter of 8 mm due to its optimal response based on appropriated magnitudes and tracking for the mechanical ventilator curves. In the "data interpretation analysis" the ST with an orifice diameter of 10 mm was used. Despite the nonlinear response, the airflow was obtained because of the good performance of the ST algorithm in transducing the pressure difference signal to the airflow variable for a larger range of work (low and high speed of the ventilator).

The range of work of the test was limited to a high frequency of 20 Hz and a low frequency of 15 Hz . The transduction was achieved with the microphone sensors used to obtain the pressure difference as is shown in Figure 36I, where the blue curve provides information about the system working at high speeds and the red curve for low-speed operation. Figure 36I shows that at high speeds it was possible to obtain an increased amplitude ( 50 percent). Both signals were achieved in millivolts due to the transducer (small microphones) having greater sensitivity at higher speeds.


Figure 36. Microphones answer in high and low operation and small and big cam.
Furthermore, it was necessary to define the input variables to correlate the estimated responses under the dependencies of the reference variable (analyzed in previous chapters). Figure 36II shows the input variables of the system from the data interpretation analysis, which are given by the motor displacement in sexagesimal degrees, with the blue curve indicating high speed and red curve representing low speed. It is necessary to remember that motor displacement causes pivot displacement and it is enough to use only one sensor to achieve the angle displacement during the polynomial correlation variable analysis.

Therefore, the main variable obtained from the ST is the airflow rate, given by the transduction operation supported by the predictive estimations for the other breathing variables "volume and pressure" obtained by the polynomial analysis (described in chapters lines above) from the airflow variable.

Figure 36III-V presents the airflow rate, volume, and pressure, respectively, in which the blue color curves are the airflow, volume, and pressure in high-frequency operation, and the red color curves are the airflow, volume, and pressure in low-frequency operation, which were obtained as a consequence of the predictive/adaptive algorithm; however, it is necessary to keep in mind the importance of the previous data analysis during the characterization and calibration of the ST to obtain the presented results.

It was necessary to develop a multivariable control algorithm to control the respiratory variables (air flow, pressure and volume), hence the pressure difference transduced in volume, air flow and pressure as respiratory variables required a multivariable control algorithm, which was able to control the rotor speed of the mechanical ventilator motor, the air pressure difference and the air flow, as the implicit function, pressure and volume.

### 5.2. Rotor Speed Control of the Mechanical Ventilator Motor

The rotor speed control of the mechanical ventilator motor was achieved by an adaptative predictive model, for which a system identification of the motor physical parameters was necessary. However, unexpected disturbances caused by vibrations during the cam movement can reduce the performance of the control. Therefore, it was necessary to design a PID (Proportional, Integral and Derivative) control as part of the identification system to achieve the physical parameters of the mechanical ventilator motor.

Hence, the control inside the identification of the motor parameters was obtained by the classic PID controller equation in the Laplace (S) domain, in which KPp is the proportional constant, $K I p$ is the integral constant, and $K D p$ is the derivative constant.

$$
\begin{equation*}
\operatorname{PID}(S)=K P_{P}+\frac{K I_{p}}{S}+K D_{p} S \tag{18}
\end{equation*}
$$

The plant (mechanical ventilator motor) was analyzed in two sections, namely the electrical section and the mechanical section which are described in the following paragraphs.

## Rotor Control Position of the Mechanical Ventilator Motor as a Function of Electrical Current

The rotor control position of the mechanical ventilator motor is depicted by the block diagrams in Figure 37. $\operatorname{Inp}(S)$ is the electrical current signal as the input excitation signal, Yans(s) is the position response that is necessary to obtain the speed of the motor, Cont(S) is the controller during the identification system, Plant(S) is the transfer function for the plant that is the electrical motor composed by its electrical subsystem and its mechanical subsystem, and $\operatorname{Sens}(\mathrm{S})$ is the transfer function for the position sensor.


Figure 37. Block diagram for the rotor position control of the mechanical ventilator.
Using the algebra analysis from the block diagram depicted above, the following is obtained:

$$
\begin{equation*}
\operatorname{Inp}(S)-\operatorname{Sens}(S) Y(S) \operatorname{Cont}(S) M S(S)=Y(S) \tag{19}
\end{equation*}
$$

From which following equation is achieved:

$$
\begin{equation*}
\frac{\operatorname{Yans}(S)}{\operatorname{Inp}(S)}=\frac{\operatorname{Cont}(S) \operatorname{Plant}(S)}{1+\operatorname{Cont}(S) \operatorname{Plant}(S) \operatorname{Sens}(S)} \tag{20}
\end{equation*}
$$

In Equation (20), the transfer function for the rotor position sensor is generalized, but in spite of that, the response time of the position sensor is very short in comparison to the speed of the motor. Hence, its transfer function was reduced as $\operatorname{Sens}(S)=K s$. Therefore, the characteristic equation is given by Equation (21), in which $m$ is the mass of the rotor motor, $k_{i}$ is the electrical current coefficient of the motor and $k_{y}$ is the displacement coefficient of the motor.

$$
\begin{equation*}
\left(K P_{P}+\frac{K I_{p}}{S}+K D_{p} S\right)\left(\frac{K_{i}}{m S^{2}+K_{y}}\right) K s+1=0 \tag{21}
\end{equation*}
$$

The reduction of the equation above is given by Equation (22).

$$
\begin{equation*}
\left(K D_{p} S^{2}+K P_{p} S+K I_{p}\right) K_{I} K_{S}+S\left(m S^{2}+K_{y}\right)=0 \tag{22}
\end{equation*}
$$

Equation (22) is organized in Equation (23) as a polynomial in descending order.

$$
\begin{equation*}
S^{3}+\frac{\left(K D_{p} K_{i} K_{s}\right)}{m} S^{2}+\frac{\left(K P_{p} K_{i} K_{s}+K_{y}\right)}{m} S+\frac{K I_{p} K_{i} K_{s}}{m}=0 \tag{23}
\end{equation*}
$$

The controller's parameters need to be obtained by different methodologies such as a stability analysis and a comparison with the theoretical model of dynamic systems given by Equation (24) [21], in which $\omega_{0}$ is the natural frequency for the system, $\epsilon$ is the damping effect, and $\alpha$ is the coefficient as the auxiliary connector between Equations (23) and (24).

$$
\begin{equation*}
S^{3}+\omega_{0}(2 \epsilon+\alpha) S^{2}+\omega_{0}^{2}(1+2 \epsilon \alpha) S+\alpha \omega_{0}^{3}=0 \tag{24}
\end{equation*}
$$

Therefore, the controller parameters $K P_{p}$ and $K I_{p}$, can be obtained by the comparison of the coefficients from Equations (23) and (24), from which Equations (25)-(27) are proposed as functions of $K_{i}, K_{s}, K D_{p}, m, \omega_{0}$ and $\epsilon$.

$$
\begin{align*}
\frac{\left(K D_{p} K_{i} K_{s}\right)}{m} & =\omega_{0}(2 \epsilon+\alpha)  \tag{25}\\
\frac{\left(K P_{p} K_{i} K_{s}+K_{y}\right)}{m} & =\omega_{0}^{2}(1+2 \epsilon \alpha)  \tag{26}\\
\frac{K I_{p} K_{i} K_{s}}{m} & =\alpha \omega_{0}^{3} \tag{27}
\end{align*}
$$

Moreover, $\alpha$ is obtained from Equation (27) and represented by Equation (28)

$$
\begin{equation*}
\alpha=\frac{K I_{p} K_{i} K_{s}}{m \omega_{0}{ }^{3}} \tag{28}
\end{equation*}
$$

The controller parameter $K I_{p}$ is obtained by analyzing Equations (25)-(28), and presented in Equation (29)

$$
\begin{equation*}
K I_{p}=K D_{p} \omega_{0}^{2}-\frac{2 \epsilon m \omega_{0}^{3}}{K_{i} K_{s}} \tag{29}
\end{equation*}
$$

In a similar context, the controller parameter $K P_{p}$ is obtained with Equations (25)-(29), and presented in Equation (30).

$$
\begin{equation*}
K P_{p}=\frac{2 \epsilon K_{i} K_{s} K D_{p} \omega_{0}+m \omega_{0}^{2}\left(1-4 \epsilon^{2}\right)-K_{y}}{K_{i} K_{s}} \tag{30}
\end{equation*}
$$

Therefore, Equations (29) and (30) are the integral and proportional controller parameters that determine the controller parameter $K D_{p}$, which can be analyzed as a reference parameter (analyzed by stability of the dynamic system) to find the PID control for the motor of the mechanical ventilator. However, the identification parameters of the motor require a controller with slow reactions to provide sufficient time to identify the parameters of the system, and the controller selected for the identification of the physical parameters of the mechanical ventilator motor was a PI controller, hence the derivative parameter $K D_{p}$ becomes null, and Equation (30) can be obtained from Equation (29), thereby providing the integral parameter of the PI controller.

$$
\begin{equation*}
K I_{p}=-\frac{2 \epsilon m \omega_{0}^{3}}{K_{i} K_{s}} \tag{31}
\end{equation*}
$$

Finally, Equation (32) is the proportional parameter of the PI controller obtained from Equation (30) when the derivative parameter is null.

$$
\begin{equation*}
K P_{p}=\frac{m \omega_{0}^{2}\left(1-4 \epsilon^{2}\right)-K_{y}}{K_{i} K_{s}} \tag{32}
\end{equation*}
$$

### 5.3. Model Predictive Control Analysis

While the above results indicate good control, they lack a fast response which could be obtained using a predictive model, such as an Optimal Predictive Control model described in more detail in the following (Appendix B).

The optimal excitation signal in order to find the optimal response is given by $[1,13]$

$$
\begin{equation*}
\Delta S=\left(\phi^{T} \phi+A\right)^{-1} \phi^{T}\left(A_{S}-L X\left(k_{i}\right)\right) \tag{33}
\end{equation*}
$$

Therefore, using the last equation, the optimal control response for the pressure difference can be achieved, as well as the rotor speed and implicitly the volume, airflow and pressure. Moreover, the optimal response control can be enhanced by the specific weight matrix "W" that must be included in Equation (A5). Equation (33) has similarities with Equation (A9) but the difference is given by the adaptive matrix coefficient " $\phi$ ", because for this analysis the matrix depends only on the requirement control strategies while maintaining its dependence on " $\varphi$ " (the geometrical and material coefficients of the designed ST).

As a consequence, the main control algorithm was designed using the adaptive cascade model, which is depicted in Figure 38 in which "U1" is the input variable (pressure difference measured by the designed ST) and the internal response variable is the air flow "U2", which is the input variable used to obtain the pressure "Y1" and volume "Y2", moreover the internal control variable of the rotor speed has a correlation with the desired airflow required by the mechanical ventilator.


Figure 38. Control adaptive cascade model for the ventilator control system.
To evaluate the performance of the designed ST in comparison with its enhancement based on AAO nanostructures, experiments of the mechanical ventilator controlled by the adaptive cascade algorithm in Huancayo ( 3250 m over sea level) were conducted. It can be seen in Figure 39I that the curves as well as the controlled air flow (implicit) measured by the designed ST (blue colour curve) and the air flow measured by the designed ST
enhanced by nanostructures (red colour curve) were obtained with a steady state error of $1.4 \%$ of the ST and $0.8 \%$ for the ST enhanced by nanostructures.


Figure 39. Control of respiratory variables made in Huancayo, Peru.
In Figure 39II the curves of the controlled volume (implicit) and measured by the designed ST (blue colour curve) as well as the volume measured by the designed ST enhanced by nanostructures (red colour curve) are presented, with a steady state error of $1.5 \%$ of the ST and $0.7 \%$ of the ST enhanced by nanostructures.

Furthermore, in Figure 39III the curves of the controlled pressure (implicit) and measured by the designed ST (blue colour curve) as well as the pressure measured by the designed ST enhanced by nanostructures (red colour curve) are shown, with a steady state error of $1.8 \%$ for the ST and $0.8 \%$ for the ST enhanced by nanostructures.

Therefore, the designed ST of nanostructures ( $\mathrm{TiO}_{2}$ nanotubes) based on Anodic Aluminium Oxide (AAO) provided better results in robustness, response time and resolution, which supported measurements from the approximated range of operation between 0.985 atm (Lima) and 1 atm (Huancayo).

## 6. Conclusions

A sensor/transducer (ST) was designed to measure the pressure difference through an orifice plate and to obtain the airflow rate, volume and pressure over time to register the performance of mechanical ventilators. The geometrical characteristics of the proposed sensor based on an orifice plate were researched in order to identify the appropriate parameters to measure the physical variables. The diameter has an important influence on the performance of the sensor; in this sense, a diameter of 8 mm provides the optimal response, in terms of magnitudes and tracking, for the mechanical ventilator curves without significantly increasing the pressure inlet for the breathing circuit which is provided by the mechanical ventilator. A diameter in the range of 4 mm to 6 mm can achieve the pressure difference of airflow, but with a nonlinear response and for the range between 10 mm and 12 mm , the ST can measure the physical variables in linear responses for breathing values (it can be used to measure airflow shared by several patients connected to one mechanical ventilator as a future application). Therefore, it was suggested to use the ST with a diameter of 8 mm due to its linear response and robustness under disturbances.

The mathematical model of the system was designed and evaluated. Consequently, an algorithm was also designed to obtain the airflow, volume and pressure from the pressure
difference, which were obtained by the transduction process of the transducer joined to the designed sensor. Moreover, the ST system was analyzed in dynamical and transient behavior for ranges of work that depended on geometrical parameters and physical values of airflow, pressure, and volume of mechanical ventilators for artificial human breathing, This is a novel proposed sensor design such as other new proposals [22-24] because of the multiple variable correlation also variables considered like disturbances (temperature and vibration) and considering the effect of nanostructures in this objective.

For a given orifice diameter, a correlation was observed between the pressure difference and the airflow. This correlation was not linear, but instead showed a parabolic tendency. Secondly, similar results and tendencies were observed between the steady-state and transient-state simulations. Therefore, it can be concluded that a steady-state approach (and its corresponding assumptions) can be considered to validly describe the transient behavior of this orifice plate sensor.

For a given flow, the smaller the orifice diameter, the larger the pressure difference induced in the orifice plate. This could happen because, for a given flow, a smaller orifice diameter requires the flow to pass through the opening. This increases the flow velocity, but at the cost of reducing the flow pressure at the outlet, resulting in greater pressure differences in the orifice plate. Therefore, a bigger inlet pressure would be necessary to help the flow overcome the pressure loss in the pipes. It can also be concluded that a plate with a smaller orifice diameter would be the best for this sensor. Taking this into account, lower pressure drops would occur in the plate, which would not considerably affect the flow, while at the same time being large enough to be detected by the ST and still being in the measuring range.

The designed ST enhanced by nanostructures of anodic aluminium oxide can provide a faster and robust response for geographic conditions where the atmospheric pressure level is different, as was the case in this research (tests in Lima and Huancayo). The nanostructure samples used for the designed sensors have the potential to fix adaptive coefficients to improve the operating work and enhance the response system (breathing variables) in case of disturbances.

Author Contributions: Conceptualization, J.A.C.C., C.G.R.R. and J.J.J.d.C.y.F.; methodology, J.A.C.C. and C.G.R.R.; software, J.A.C.C., J.H.L.J., C.G.R.R., B.J.M.A.C., S.C.A. and J.J.J.d.C.y.F.; validation, J.A.C.C. and A.T.H.; formal analysis, J.A.C.C., C.G.R.R. and S.C.A.; investigation, J.A.C.C., C.G.R.R. and A.M.G.A.; resources, J.A.C.C., C.G.R.R. and S.C.A.; data curation, J.A.C.C. and J.H.L.J.; writing original draft preparation, J.A.C.C. and C.G.R.R.; writing-review and editing, J.A.C.C., C.G.R.R., A.M.G.A. and J.J.J.d.C.y.F.; visualization, J.A.C.C. and C.G.R.R.; Transduction mathematical and algorithm design and nanostructure design J.A.C.C. Supervision, J.A.C.C., J.H.L.J., C.G.R.R. and J.J.J.d.C.y.F.; project administration, J.J.J.d.C.y.F. and A.M.G.A.; funding acquisition, J.J.J.d.C.y.F. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by CONCYTEC-FONDECYT based on the contest "PROYECTOS ESPECIALES: Modalidad-Escalamiento de proyectos COVID-19" [74169], to Pontificia Universidad Católica del Perú, to Protofy and MODASA.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.
Acknowledgments: The authors would like to express their special gratitude to the Protofy team, who shared their knowledge and experience of the OxyGEN project development. Furthermore, the authors would like to acknowledge the OxygenIP.PE team, including Andrea Portal, Juan José Leyton and Romel Rosales who devised and assisted in the design of the components inside the mechanical ventilator, Broni Huamaní and Giovani Berrospi who assisted in the transduction stage, experimental tests and sensors assembly, Joaquin Gonzales who developed the electronic display for displaying the ventilation parameters for medical staff and Cristian Rimac who assisted in the schematic representations. Furthermore, we express our gratitude to the Alexandr Hinostroza, because of his medical analysis suggestions during the design and analysis of the experimental data.

Gratitude is also expressed to the researchers of the Metrology Laboratory PUCP, due to their support in the experimental analysis, as well as acknowledgement to the Mechanical Department of PUCP due to the support given to use measurement equipment for the experiments.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

## Appendix A

This appendix describes the special equipment designed for the validation and mathematical characterization of the air flow sensor in different working conditions of air flow and the low-cost mechanical ventilator based on cams where the air flow sensor was installed.

## Appendix A.1. Steady State Air Flow Test Bench

In order to determine the optimal orifice diameter for the medical flow sensor in stationary conditions, a test bench was specially designed for this experiment (Figure A1) The holders of the sensor can be seen in the diagonal view (Figure A1a) and the side view (Figure A1b) of the test bench, which are quite important due to keep the correct position of the sensor during the experiments. It consists of a pipe where an air flow is induced by an air compressor, a fixed orifice plate to the pipe for flow measurement and a variable orifice-plate flow sensor. The fixed orifice plate was calibrated with a medical gas flow meter Fluke VT650 in a validation laboratory implemented in the COVID19-pandemic context at the Pontificia Universidad Católica del Perú. This fixed orifice-plate can help to determine the real flow through the variable orifice-plate flow sensor. In this sense, the orifice diameter can be changed and the relation between real flow and pressure difference can be obtained.


Figure A1. Air flow test bench designed for model validation.

## Appendix A.2. Mechanical Ventilation System Oxygen IP.PE

OxygenIP.PE is a low-cost functional mechanical ventilation prototype based on cams [1] OxyGEN-IP, which was developed by Protofy [6]. A redesign was carried out according to the special requirements and available technology in Peru; however, the working concept (compression mechanism) established by Protofy was maintained due to the satisfactory results [25]. Figure A2 shows the OxygenIP.PE mechanical ventilator. Its working concept consists of an air bag compression mechanism based on cams to produce a pressure increment inside the cam and then air flow to the patient through a breathing circuit. Moreover, it can work with five different cams depending on the air volume requirement for a particular patient.


Figure A2. Mechanical ventilation system OxygenIP.PE, where the novel air low sensor/transducer is implemented.

## Appendix B

In this research, it was necessary to work with strategies of Model Predictive Control (MPC) to join both subsystems (mechanical and electrical) for the main algorithm, for which an internal identification system was used, while adaptive control coefficients/weights searched for the right control. Therefore, the nonlinear function " $g$ " and internal variables " $z(t)$ " due to excitation " $v(t)$ " as a function of time " $t$ " were important.

$$
\begin{equation*}
\frac{d x(t)}{d t}=g(z(t) v(t), \theta) \tag{A1}
\end{equation*}
$$

On the other hand, " $m(t)$ " correlated with " $z(t)$ " and " $v(t)$ " through a nonlinear function " $n$ ".

$$
\begin{equation*}
m(t)=n(z(t), v(t), \theta) \tag{A2}
\end{equation*}
$$

Additionally, " $A_{S}$ " represents trajectory and the input excitation " $O$ " is included depending of the sample time $k i$.

$$
\begin{equation*}
A_{s}^{T}=(111 \ldots 11111) O\left(k_{i}\right) \tag{A3}
\end{equation*}
$$

So, the costing function " $J$ " was analyzed to achieve the optimal desired response [21].

$$
\begin{equation*}
J=\left(A_{S}-Y\right)^{T}\left(A_{S}-Y\right)+\Delta S^{T} A \Delta S \tag{A4}
\end{equation*}
$$

In which the expected response is

$$
\begin{equation*}
Y=L X\left(k_{i}\right)+\phi \Delta S \tag{A5}
\end{equation*}
$$

Otherwise,

$$
\begin{equation*}
J=\left(A_{S}-L X\left(k_{i}\right)\right)^{T}\left(A_{S}-L X\left(k_{i}\right)\right)-2 \Delta S^{T} \phi^{T}\left(A_{S}-L X\left(k_{i}\right)\right)+\Delta U^{T}\left(\phi^{T} \phi+A\right) \Delta S \tag{A6}
\end{equation*}
$$

where " $L$ " and " $\phi$ " are matrices that contain all the physical parameters of the system (as joining matrices above for the identified result) [21].

$$
\begin{equation*}
\frac{\partial J}{\partial \Delta S}=-2 \phi^{T}\left(A_{S}-L X\left(k_{i}\right)\right)+2\left(\phi^{T} \phi+R\right) \Delta S \tag{A7}
\end{equation*}
$$

So

$$
\begin{equation*}
\frac{\partial J}{\partial \Delta S}=0 \tag{A8}
\end{equation*}
$$

From which the optimal excitation signal in order to find the optimal response is given by [1,21]

$$
\begin{equation*}
\Delta S=\left(\phi^{T} \phi+A\right)^{-1} \phi^{T}\left(A_{S}-L X\left(k_{i}\right)\right) \tag{A9}
\end{equation*}
$$
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#### Abstract

Although isometric contractions in human muscles have been analyzed several times, there are no FEA models that allow us to use the same modeled joint (the elbow under our case) in different conditions. Most elbow joints use 3D elements for meshing. Representing the muscles in the joint is quite useful when the study is focused on the muscle itself, knowing stress distribution on muscle, and checking damage in muscle in a detailed manner (tendon-muscle insertion, for example). However, this technique is not useful for studying muscle behavior at different positions of the joint. This study, based on the mechanical model of the elbow joint, proposes a methodology for modelling muscles that will be studied in different positions by meshing them with 1D elements. Furthermore, the methodology allows us to calculate biceps and triceps efforts under load for different angles of elbow joint aperture. The simulation results have been mathematically modelled to obtain general formulations for these efforts, depending on the load and the aperture angle.
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## 1. Introduction

Over the years, the finite element method (FEM or FEA model) has become the preferred tool [1,2] by researchers for the study of analyzes of practically any type. The main reason for this preference is the accuracy $[3,4]$ in the solution and the flexibility to simulate almost any physical event that may be explained by mathematical equations.

One of the fields in which the finite element method has been used on numerous occasions has been biomechanics [5-11], with applications to specific studies such as joint analysis, prosthesis design and muscle behavior analysis.

Li et al. [5] used the FEM method to run a simulation of fluid structure interactions coupling the lattice Boltzmann method and the FEM, and this new study can be used on blood flow and the heart, or urine interaction with bladder. Della Rosa et al. used the FEM method to validate the new fixator with application in fractures [6]. Zhang et al. developed a FEM analysis of a lumbar spine implanted with a lordotic cage [7] at L3-L4, and the results were validated by in vitro testing. The stress distribution on the cage and the range of motion (ROM) of L3-L4 were used to assess the stability of the implant. Denozière and Ku , in their study, proposed a three-dimensional model of a two-level ligamentous lumbar segment [8], simulated by static analyses with the FEM software to predict that mobility after arthrodesis at the upper level was reduced in all rotational degrees of freedom by an
average of approximately $44 \%$, relative to healthy normal discs. Samani et al., proposed a breast biomechanical model using a FEM formulation [9], specially focused on the modeling of breast tissue deformation which takes place in breast imaging procedures.

The study proposed by Martinez [12] is focused on the characterization of the muscle and its response under different conditions. Muscle length changes and the internal stress distribution for different electrical stimulations were studied. Weiss et al. [13] described strategies for addressing technical aspects of the 3D computational modelling of ligaments with FEM analysis. Islan et al. [14], studied the behavior of the glenohumeral joint under different postures that represent the routine of a violinist from an ergonomic point of view (RULA method) and using a 3D FEM model to study this movement for a high number of cycles. Sachenkov et al. [15] studied the movement of the femur in the hip, using 1D models for the muscles. Martins et al. [16] presented a study with FEM techniques applied to the pelvic floor, using the Hill model for muscles as a 1D element, extrapolating it to 2D and 3D models, working with isometric and isotonic contractions. Tang et al. [17] studied muscle fatigue with a 3D muscle model in different activation situations. Syomin et al. [18] performed a numerical simulation of contraction of the left ventricle approximated by the axisymmetric body.

Perreault and Heckman evaluated the ability of the Hill model for muscles to describe muscle force responses for naturally and electrically stimulated muscles [19]. Alonso et al. [20] proposed a static physiological optimization model instead of the dynamic optimization model. For this purpose, they used a modeling of muscles by means of 1D elements along with the line of action of the same. Holzbaur et al. proposed a different biomechanical model representing the upper extremity, including shoulder, forearm and arm [21]. The muscles are replaced by a 1D element with a force generation parameter based on experimental data. Park et al. [22] proposed a torque estimation method at the joint of an index finger in the human hand while pinching, the study is supported by electromyography and Hill muscle model. Soechting and Flander used a simplified muscle model [23] to predict torques during arm movement, comparing their prediction with the EMG results measured in 20 subjects. The muscle model is also based on the Hill muscle model. Zajac developed a mathematical model to analyze the muscle tendon, 'musculotendon' actuator [24] based only on the ration between tendon length and muscle fiber length, both at rest.

In the study and FEM analysis of human joints, bones are considered rigid elements, their geometry does not vary when the joint moves, the same happens with cartilages, and they can be approximated to rigid, nondeformable parts [25]. On the other hand, when meshing a muscle in 3D elements into a joint, this mesh is only valid for a certain position, and if there is need to study a different position in the joint, the muscles should be remeshed once again. This problem disappears by using a 1D element, rod-type, to mesh the muscles in the joint. Ligaments can be modeled as springs, 1D elements with two nodes. According to this, a model meshed with 3D elements for rigid bodies and 1D element for muscles elements, can adopt different positions just by moving the elements of the rigid bodies to the new positions.

In the case of 1 D elements with just two nodes, if those nodes move in the space, the element will move as well. As ligaments are defined from two different nodes of two different bones, if the bones move to another position, the ligament will adopt the new position. This allows us to reuse the same meshed model in several configurations. For this reason, the final objective of this study is discovering the equation that would allow one to create a new finite element type that could be used in biomechanics analysis where muscles forces are involved in "isometric contractions". This study focuses on the analysis of human muscle behavior in order to define a new equation that could predict the muscle force that would appear in a certain muscle under known conditions. The human joint under study will be the elbow. The proposed FEM analysis is focused only on the biceps and triceps muscles and the muscle elbow joint considered in this study are (Figure 1):

- Long biceps
- Short biceps
- Brachii
- Long supinator
- Long triceps
- Medium triceps
- Lateral triceps


Figure 1. Flexors (left) and extensors (right) elbow muscles identification.
Since muscles can only work under traction (they do not transmit compression loads), different models must be proposed for a separate study of the triceps and biceps muscles. Several analyses, on different aperture angles of the elbow, will be solved looking for the effort needed on referred muscles, biceps or triceps, to balance 150 N applied on the wrist in an "isometric contraction". The scope of the study includes the following aspects:

- Analyzing the elbow under load at different angles;
- Obtaining efforts in different muscles involved in the joint for different positions;
- Defining mathematical models to predict efforts in muscles depending on:
- Joint angle or muscle length;
- Applied load on the wrist.


## 2. Materials and Methods

The proposed methodology will allow one to calculate elbow muscle effort. Furthermore, a post-processing of the results is proposed in order to obtain the formulation of efforts in the studied muscles when the load applied changes. These efforts are referred to isometric load cases. An isometric load involves muscle contraction against resistance in which the length of the muscle remains constant. The research can be divided into two main parts:

1. Finite element models of the mechanism of elbow joint. The 3D anatomical model developed is based on two diagnostic imaging techniques. CT for the bones and MRI for the muscles. From this three-dimensional model, different FEM models were generated, for biceps and triceps muscles studies.
2. Mathematical models predicting efforts in muscles studied. From FEM models, isometric muscle efforts will be obtained for a vertical load applied on wrist, 150 N including forearm mass, at different angles of aperture in the joint, from 44 to 164 degrees. These efforts will be extrapolated for any load applied on the wrist.
The first part is based on previous studies [25]. This model is shown in Figure 2, and it will be described in the more detail in next section.


Figure 2. FEA model, muscles identification, flexors (left) and extensors (right).

### 2.1. Finite Element Model

For the creation of the FEM model, a 3D CAD model of the elbow joint is necessary, from which the mesh of the FEM model will be created.

Said CAD model is obtained starting from the images obtained by means of CT and MRI, of the elements of the joint (bones and muscles). Thanks to the use of software for generating 3D CAD models from point clouds, Geomagic Desing $X$, we can generate the CAD model of solid bodies.

The FEA model was implemented in Siemens FEMAP 10.2 as preprocessor and postprocessor, and NX Nastran 7.1, as solver. FEA software was described in detail in previous research [25]. Figure 3 shows the two developed FEA models for the biceps and triceps FEM analysis.


Figure 3. FEA model, biceps study (left) and triceps study (right), $74^{\circ}$ aperture angle.

### 2.1.1. FEA Model Creation Meshing Process, Element Types

Different types of elements have been used for different components:

- Bones. They are meshed using 3D elements (tetrahedral type, 2nd order, 10 nodes). Teo et al. [26] use 3D elements for meshing neck and head parts of the joints in their study. In the same way, Donahue et al. [27] use 3D elements with axisymmetric condition, to model knee parts involved in the study.
- Cartilages. They are meshed using 3D elements (tetrahedral type, 2nd order, 10 nodes). Donahue et al. [27] and also Abidin et al. [28] model cartilages using 3D elements.
- Bone cartilage junction. Since the cartilage and bone form a solidary union between both parts, during the meshing process, a coincidence of the nodes of the bone and the cartilage in the contact area has been carried out. By ensuring that the bone and cartilage nodes coincide in that area, it is possible to ensure that the transmission of efforts between both parts is correct.
- Contact between cartilages. It has been modeled using rigid elements that join the nodes of both cartilage meshed parts involved in the joint, as explained in previous studies [25], using an RBE2 element. In the RBE2 elements used, the degrees of rotation freedom have been released so that only forces are transmitted in the $X, Y$ or $Z$ axes.
- Muscles. These are meshed using 1D elements (the type is discussed in this study). Previous studies have considered muscles in this manner, as 1D element acting along the imaginary axis of the muscle. Alonso et al. [20] model muscles in the leg to study human march in the same manner, 1D elements aligned with the axis of the muscles; Sachenkov et al. [29] use the same approximation for muscles, Parekh [30] approximates muscles to a 1D FEM element aligned with the muscle axis. This is a simplification, but it is used by several authors because fusiform muscles only have two insertion points and low pennation angles. Thus, fibers are aligned so with this imaginary axis which is formed by joining both insertion points.
- Tendons. These are meshed in combination with muscles, as a unique element musculotendon (MTU). The same 1D element is considered for tendons.
- Tendon insertion in bone. It has been modeled by adding a rigid element (RBE2), joining the end node of the 1D MTU element with several nodes in the bone, and thus distributing the reaction force in the area of the insertion of the tendons, as explained in previous research [25]. Of the restrictions that an element with these characteristics can apply, only the displacements in the $X, Y$ or $Z$ axes have been applied, freeing the turns around them. In this way, and since the MTU only transmits axial forces, we eliminate any possible bending moments that may affect the insertion of the tendon in the bone.
The RBE2 elements constitute constraint equations between the nodes to which the element is connected, they are characterized by having a node, called independent, and whose degrees of freedom are independent. The rest of the nodes connected to the RBE2 element are called dependent, and in them it must be fulfilled that the displacements of the independent node must be the same as in the dependent nodes.

That is why they are commonly known as rigid elements, since the distance between the component nodes remains unchanged.

In Figure 4, an example of an RBE2 element can be found, with an independent node (i) and four dependent nodes ( $\mathrm{j} 1 \ldots \mathrm{j} 4$ ).


Figure 4. RBE2 element example: 1 Independent node and 4 dependent nodes.
The force balancing equation on an RBE2 is such that the reactions that appear on dependent nodes of the element must balance the force applied in the independent node:

$$
\begin{equation*}
\sum_{\text {dependent }}\{\text { Reactions forces }\}=F_{\text {independent }} \tag{1}
\end{equation*}
$$

In this way, using an element of this type to simulate tendon insertion in the bone, the stress that appears in the 1D element that simulates MTU in the insertion zone is distributed, eliminating stress concentrations.

Figure 5 shows the application of this insert model.


Figure 5. Biceps tendon insertion using RBE2 element.

### 2.1.2. FEA Model Creation Muscles Modeling

Given that the proposed study is focused on knowing the forces developed by each of the muscles of the elbow joint, in different load situations, the modeling of the muscle must be such that it allows one to obtain these values.

As mentioned above, the objective is to be able to use a 1D element that allows us to reuse the mesh created to solve the FEM simulation without the need to re-mesh the entire model for each position of the joint.

The behavior of the element used in our study to simulate the muscle in the joint must be such that:

- It works only in traction.
- The force of the element used must be generated along the axis that joins the two nodes that define it; it must not have transverse forces.
- It must not present deformations or displacements that alter the isometric character of the contraction studied. Therefore, the deformations have to be low.
- The 1D-type elements existing in FEM analysis tools are described below, also indicating the reasons that lead us to discard them as valid for our purpose.
- Constant spring stiffness. In this case, the results are not valid, since a spring delivers the force along a curve according to the equation $F=K \cdot x$, where $K$ is its stiffness $(\mathrm{N} / \mathrm{mm})$ and $x$ is its elongation (mm). The use of this element would mean that a muscle would deliver a single force value for a given length, which is not true. A muscle at a given length is capable of delivering a force between 0 and the maximum force that muscle fibers are capable of developing.
- Variable spring stiffness. For the same reason as before, although in this case the maximum force could adjust according to the length of the muscle, it does not serve the purpose of the proposed study. The muscle can deliver a force between 0 and the maximum force for a given length. In the case of using a spring element, there is also the drawback of not always being able to balance the joint and the present study would no longer be isometric.
- Beam element. With this element, it is possible to obtain the necessary force in the joint to balance it. Beam elements are characterized in that they present axial, shear, and bending forces, and the muscles only transmit axial tensile forces.
- Rod element. The use of this element meets the study requirements; it only transmits axial forces, and we can decide on a rigidity in it such that the joint does not present large displacements and therefore it is no longer considered an isometric contraction.

In search of the element that best reflects the behavior of the muscle within the joint, the ROD element, given that it only presents axial forces, is the one that best suits the needs of the proposed mathematical study. However, the said element can work under tension and/or compression, which would alter the results. That is why two different FEM models are generated for the study of the biceps or triceps muscles. One in which the triceps muscles are re-moved, and another in which the biceps muscles are removed. In this way, and considering the direction of the applied load, it can be ensured that the analyzed muscles work only under traction.

Several tests have been carried out to define the characteristics of the ROD element that will be used, maintaining the objective of minimizing its stiffness and keeping the element deformations at low values so as not to lose the isometric load condition in the analyzes.

For these reasons, the elements used in the FEA models are defined as:

- Rod element (1D element);
- Constant cross section: $100 \mathrm{~mm}^{2}$;
- Material parameters:
- Young modulus: 2000 MPa;
- Poisson coefficient: 0.43.

This type of element transmits only axial forces. Its constitutive equation is shown below.

$$
\left[\begin{array}{c}
F  \tag{2}\\
M
\end{array}\right]=\left[\begin{array}{cc}
K_{x} & 0 \\
0 & K_{T}
\end{array}\right] \cdot\left[\begin{array}{l}
\varepsilon_{x} \\
\alpha_{x}
\end{array}\right]
$$

where

- $\quad F$ is the axial force in the element;
- $M$ is the moment along the axis of the element;
- $K_{x}$ is the axial stiffness of the element;
- $\quad K_{T}$ is the rotational stiffness along the axis of the element;
- $\varepsilon_{x}$ is the length variation of the element;
- $\alpha_{x}$ is the angle rotated along the element axis;

To ensure that no torsional stresses are produced in the element, it is sufficient to assign a value of $K_{T}=0$.

### 2.1.3. Material Properties

The meshing process of the 3D bodies that comprise the model, bones and cartilage, has been carried out automatically using the meshing tool that includes Femap. The geometric characteristics of the elements used are common to both bones and cartilage; they are:

- Second-order tetrahedral elements, 10 nodes;
- Nominal element size 1.5 mm .

The materials considered for each body have the following characteristics, taken from the CES Edu Pack [31].

The use of an isotropic and linear material for cartilage has previously been used in those cases in which the duration of the applied load is less than the time constant of the viscoelastic properties of cartilage, around 1500 s . In this case, given that it is considered an isometric contraction, in which there is no displacement in the joint and the application time is considered well below the 1500 s indicated, it is possible to consider it as isotropic, linear, and elastic with the properties indicated in Table 1. Donahue et al. [27] considered isotropic, linear and elastic tissue for cartilages in the knee joint in their study of tibio-femoral contact in the human knee joint, based on the time required to apply the load compared to the time constant for viscoelastic properties of cartilages, for the same reason. Abidin et al. [28] consider cartilage as an isotropic, linear and elastic material in their study on a human knee joint model and verification.

Table 1. Tissue properties for bones and cartilages.

|  | Young's Modulus <br> (Mpa) | Poisson | Density <br> $\left(\mathbf{k g} / \mathbf{m}^{3}\right)$ |
| :---: | :---: | :---: | :---: |
| Bone | 17,200 | 0.41 | 1790 |
| Cartilage | 8 | 0.49 | 1150 |

The use of an isotropic material for bone modelling is known and has previously been used, Teo et al. [26], meshed head and spine using 3D elements with bone tissue as isotropic, linear, and elastic.

### 2.1.4. Mesh Resume

The summary of the FEM mesh is as follows:

- Number of elements: 548,139;
- Number of nodes: 821,755 ;
- Number of second-order tetrahedral elements: 546,035;
- Number of 1D ROD elements: 4 (for biceps analysis) 3 (for triceps analysis);
- Number of rigid elements RBE2: 2100.

A study of the quality of the mesh, based on the Jacobian value of the elements, shows us how good its quality is for our objective. Figure 6 shows the elements that are below the limit value of 0.6 (good quality for the considered analysis).


Figure 6. Mesh quality. Jacobian criteria for evaluating mesh quality. Value represented is (1-measured value on element/ideal value on element). Maximum threshold defined as 0.6.

### 2.1.5. Boundary Conditions

For the boundary conditions, the scapula is considered fixed in the area (pink color on the below image) where the muscles of the scapula would be inserted. These muscles (see Figure 7) are:

1. Levator scapula muscle;
2. Rhomboid minor muscle;
3. Rhomboid major muscle.


Figure 7. Boundary condition, muscles fixing scapula (left), constrain in FEA model, (right), scapula fixed.

### 2.1.6. Load Application

In order to be able to validate results of the analysis, the load considered must be easy to replicate in a controlled environment; that is why we have defined the load as the mass of a dumbbell of 15 kg (approximately, 150 N ) for the biceps analysis. In the case of triceps loading, the simulation is more similar to the exercise done using a guided load machine.

The application point of this load is the wrist (the hand is not modeled) and although this can affect slightly to the results, due to the difference in distance of the load applied in the joint, this can be solved varying the load as needed when applied in the hand.

All models have the same load applied, at the same node, and in the same vertical direction (see Figure 8).


Figure 8. Applied load ( 150 N ) in wrist, vertical direction, biceps analysis (left) and triceps analysis (right).

The load is applied in vertical direction, positive axis (ascending) when analyzing the triceps and vertical direction, negative axis (descending) when analyzing the biceps. All load cases are considered as static load cases, isometric contraction of the muscle, and, to avoid compression loads on muscles, two different models have been developed; one of them includes only biceps muscles, with descending load, and the other one includes only triceps muscles, with ascending load.

In the model, gravity force has also been considered. Thus, the mass of the arm is considered in the analysis.

To do so, the density of elements has been modified so that the values of the upper arm and forearm mass are [32]:

- Forearm mass: 2.5 kg ;
- Upper arm mass: 4.3 kg .

All load cases are considered as static load cases; due to the isometric contraction of the muscle, there must be no displacement in the joint.

### 2.1.7. Design of Experiment

The FEM model is considered linear and static. No non-linearity has been considered, neither in the materials nor in the restrictions of the model. That is why the general equation of the calculation is so important and can be written as follows:

$$
\begin{equation*}
[R]=[K] \cdot[U] \tag{3}
\end{equation*}
$$

where
$[R]=$ global loading matrix;
$[K]=$ global stiffness matrix;
$[U]=$ global displacement matrix .
Equation (3) can be solved directly using the Gauss elimination method, there is no iterative process, and the solution is unique.

The resolution of the problem is carried out through several linear static analyses, each one of them representing a different load condition in the joint, and the result of them is the necessary effort in each muscle of the joint to balance the applied force on the wrist.

As mentioned above, there are two different models, thus guaranteeing that the muscles work only in traction, to study the biceps and the triceps muscles.

In each of the models, the configuration of the joint will be modified by varying its angle between 44 and $164^{\circ}$, at intervals of $10^{\circ}$.

The applied load will always be 150 N .
As a reference for the reading of the results, the fully extended arm corresponds to 164 degrees and the fully flexed arm corresponds to 44 degrees (see Figure 9).


Figure 9. FEA model, minimum (left) and maximum (right) studied angles.

### 2.1.8. FEA model Solution

The FEA model has been solved on a workstation with the following characteristics.

- Windows 10,64 -bit, operating system;
- Intel(R) Core (TM) i9-10900X CPU @ 3.70 GHz Processor (20 cores);
- 128 GB RAM memory;
- 1 TB SSD disk drive.

The solution time for any configuration is approximately 20 min .
As contacts in cartilages have been replaced by rigid elements, RBE2 type with free rotation on both nodes, the solution time has been reduced from 67 h to 20 min .

As described in a previous study [23] the results, comparing the model with contacts and the model with rigid elements instead, are similar in both cases, and therefore the use of rigid elements improves the efficiency of the analysis.

### 2.2. Mathematical Approach

In this work, several mathematical models are derived from the results of the FEM simulation. First, there are grade 6 polynomial curves, which represents the efforts of the five muscles involved for the simulated cases, described in previous section, for a vertical force of 150 N applied on wrist. Muscle effort is defined as the total force that appeared in the 1D element used for each muscle in FEM models. These models make it possible to obtain this effort for each muscle by following an equation for each muscle, with the following general formulation:

$$
\begin{equation*}
\text { Muscle }_{\text {effort }}=\sum_{i=0}^{i=6} a_{i} \cdot \alpha^{i} \tag{4}
\end{equation*}
$$

Once the forces needed in muscles have been calculated to balance the joint, with different angles and with a load of 150 N applied at the wrist, a mathematical approach will be proposed for obtaining these efforts for other loads, due to the mechanism type considered in the elbow joint, the applied forces and torque analysis done in the joint. The value of the force exponent is 1 in all cases, so there is a linear relation between the force applied and the muscle reaction force [33]. According to this, the greater the force applied to the wrist is, the greater the muscle force must be, and both values are proportional. Figure 10 and the following equations justify this simplification in the analysis, where:

- $W_{s}$ means the weight of the forearm;
- $\quad W_{s}{ }^{\prime}$ means the equivalent force for $W_{s}$ applied at the wrist. The moment created by $W_{s}$ or $W_{s}{ }^{\prime}$ is the same referred to O point;
- $W_{q}$ means the load applied in the wrist;
- $\quad \alpha$ means the angle between biceps axis and the normal to the radius longitudinal axis;
- $\quad \beta$ means the angle between the vertical and the longitudinal axis of the radius;
- $\quad a, b$ and $c$ are geometrical dimensions.


Figure 10. Forces scheme in elbow joint.

The left image considers the proper mass of the arm located in its center of gravity. Balancing equation on that forces scheme, referred to O point scheme, is:

$$
\begin{equation*}
F m=\frac{\left(W_{s} \cdot a+W_{q} \cdot b\right) \cdot \sin \beta}{c \cdot \cos \alpha} \tag{5}
\end{equation*}
$$

Instead of using $W_{s}$, we can use $W_{s}{ }^{\prime}$, applied on the wrist (right image). This $W_{s}{ }^{\prime}$ should comply:

$$
\begin{equation*}
W_{s} \cdot a \cdot \sin \beta=W_{s}^{\prime} \cdot b \cdot \sin \beta \tag{6}
\end{equation*}
$$

So, the balancing equation would be the following:

$$
\begin{equation*}
F_{m}=\left(W_{q}+W_{s}^{\prime}\right) \frac{b \cdot \sin \beta}{c \cdot \cos \alpha} \tag{7}
\end{equation*}
$$

As seen in Equation (7), the relation between $F_{m}$ and $W_{q}+W_{s}{ }^{\prime}$ is linear, and constant for a certain angle only depending on $b$ and c and $\alpha$ and $\beta$ angles.

According to this, the forces in the muscles when the load is different from the 150 N applied in this study (including the $W_{s}{ }^{\prime}$ in this 150 N ) can be obtained by the relation between the external load applied and the reaction in the muscle.

$$
\begin{equation*}
\frac{W_{q}+W_{s}{ }^{\prime}}{F_{m}}=\frac{F_{\text {ext }}}{R_{m u s c}}=\frac{c \cdot \cos \alpha}{b \cdot \sin \beta}=\operatorname{constant}(\alpha, \beta)=\frac{150 \mathrm{~N}}{F_{m}(150 \mathrm{~N})} \tag{8}
\end{equation*}
$$

In summarizing, forces in muscles depend on:

- Muscle length (or elbow angle);
- Force applied to wrist.

By applying these mathematical approaches, several polynomial equations have been obtained, one per muscle, which establishes the relation between force in muscle as:

$$
\begin{equation*}
F_{m}=F_{m}(W, \alpha) \tag{9}
\end{equation*}
$$

where:

- $\quad F_{m}$ is the force in the muscle ( N );
- $\quad \alpha$ is the angle of the elbow;
- $\quad W=W_{q}+W_{s}{ }^{\prime}$, is the load applied on the wrist ( N ).

In all mathematical models of muscle efforts, the effort could be obtained for any angle, $\alpha$, and for any vertical load, $f_{v}$. If the forearm mass, $m_{f a}$, is considered and $g$ is the gravity acceleration $\left(9.81 \mathrm{~m} / \mathrm{s}^{2}\right) W_{s}{ }^{\prime}$ can be expressed as follows:

$$
\begin{equation*}
W_{s}^{\prime}=W_{s} \cdot \frac{a}{b}=m_{f a} \cdot\left(\frac{a}{b} \cdot g\right) \tag{10}
\end{equation*}
$$

Thus, for obtaining the effort:

$$
\begin{equation*}
\operatorname{Effort}\left(f_{v}\right)=F_{m}\left(f_{v}+m_{f a} \cdot\left(\frac{a}{b} \cdot g\right), \alpha\right) \tag{11}
\end{equation*}
$$

General equations will be obtained describing the effort in each muscle depending on the angle of the joint and the load applied. These equations and their surface representations will be the results of this research. Both of them, the equations and surfaces, have been obtained using the curve fitting tool from MATLAB. It has been noted that these effort models for the five involve muscles are only used to study isometric muscular contractions, when muscle length does not vary.

## 3. Results

The model analyzed includes all muscles in the elbow joint, but the post-processing results are only applied to the biceps and triceps muscles.

### 3.1. FEM Simulations, 3D Results

Figure 11 shows the results of running the design of the experiment described hereinbefore for the 13 cases of elbow angle for the biceps model. The figure represents the Von Mises stress in the involved bones due to the action of the 150 N as a vertical force (descendent) on the wrist. Each of the images represents the stress map resulting from the study of an isometric contraction in the elbow joint at the angle indicated in the image for a load of 150 N applied to the wrist, vertically and downward.


Figure 11. Different elbow angle configuration: bone Von Mises stress distribution under biceps loading ( 150 N on wrist) cases. Figures are included in more quality in Appendix A.

Similarly, Figure 12 shows the Von Mises stresses on the bones due to the FEM simulation of 150 N of vertical load (ascendant) on the wrist. Each of the images represents the stress map resulting from the study of an isometric contraction in the elbow joint at the angle indicated in the image for a load of 150 N applied to the wrist, vertically and upward.


Figure 12. Different elbow angle configuration: bone Von Mises stress distribution under triceps loading ( 150 N on wrist) cases. Figures are included in more quality in Appendix A.

### 3.2. Numerical Axial Efforts on Main Different Muscles

This subsection collects axial efforts on biceps and triceps involved muscles for the 26 FEM simulations ( 13 for biceps and 13 for triceps). These efforts correspond to the reaction obtained in the muscle itself, and length corresponds to the length of the muscle (the whole muscle length including tendons) measured in the FEA model, in that certain elbow angle. Table 2 has these results if the form of force and the corresponding length for this applying force for all muscles studied:

- Biceps muscles (long and short biceps);
- Triceps muscles (lateral, medial and long triceps).

Table 2. Axial efforts (N) in main simulated muscles, 150 N applied on wrist. Isometric contractions at each angle value considered.

|  | Long Biceps |  | Short Biceps |  | Lateral Triceps |  | Medial Triceps |  | Long Triceps |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Elbow Angle $\left({ }^{\circ}\right)$ | Force (N) | Length (mm) | Force (N) | Length (mm) | Force (N) | Length (mm) | Force (N) | Length (mm) | Force (N) | Length (mm) |
| 44 | 244 | 373 | 96 | 310 | 148 | 217 | 70 | 211 | 269 | 284 |
| 54 | 330 | 375 | 136 | 312 | 128 | 216 | 144 | 209 | 312 | 282 |
| 64 | 341 | 383 | 152 | 320 | 212 | 215 | 115 | 208 | 340 | 281 |
| 74 | 341 | 391 | 161 | 328 | 208 | 215 | 119 | 208 | 347 | 281 |
| 84 | 340 | 399 | 168 | 336 | 235 | 214 | 150 | 207 | 340 | 280 |
| 94 | 333 | 407 | 170 | 344 | 263 | 214 | 186 | 207 | 347 | 279 |
| 104 | 302 | 415 | 181 | 351 | 233 | 213 | 164 | 207 | 331 | 279 |
| 114 | 301 | 422 | 159 | 359 | 233 | 213 | 176 | 206 | 307 | 278 |
| 124 | 274 | 429 | 143 | 365 | 213 | 211 | 170 | 204 | 271 | 276 |
| 134 | 261 | 435 | 95 | 371 | 177 | 207 | 150 | 201 | 226 | 273 |
| 144 | 185 | 439 | 87 | 375 | 131 | 203 | 120 | 197 | 175 | 269 |
| 154 | 121 | 442 | 46 | 379 | 79 | 199 | 82 | 192 | 119 | 264 |
| 164 | 52 | 445 | 1 | 381 | 24 | 194 | 40 | 188 | 58 | 260 |

### 3.3. Mathematical Models for Muscle Efforts

### 3.3.1. Efforts for 150 N of Vertical Load

The obtained R-square values are $99.3 \%, 98.2 \%, 99.9 \%, 93.6 \%$, and $97.2 \%$, respectively (see Table 3). Showing results in graph form, one graph for biceps muscles and the other for triceps muscles, a tendency can be observed in both of them. Figure 13 shows the efforts of biceps muscles at each angle (dots) and the mathematical curves (dash point line) that approximate them. The effort in muscle ( $y$-axis on the graph) is related to the elbow angle ( $x$-axis on the graph). The red color is associated with long biceps and the blue color is associated with short biceps. These curves represent the total effort of each muscle involved. Thus, long biceps, for a constant vertical load on the wrist, including forearm mass, reach the maximum effort ( 340 N ) between $60-90^{\circ}$, while for short biceps the maximum effort $(170 \mathrm{~N})$ is achieved for the range of $90-110^{\circ}$.

Table 3. The equations developed as polynomial curves of grade 6th, based on the general formulation of Equation (4), has the following constant values for each muscle involved.

| Muscle | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $a_{5}$ | $a_{6}$ | SSE | $\mathrm{R}^{2}$ | RMSE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Long biceps | $\begin{gathered} -2323 \\ (-3730 \\ -916.1) \end{gathered}$ | $\begin{aligned} & 136.6 \\ & (55.39 \\ & 217.8) \end{aligned}$ | $\begin{gathered} -2.7 \\ (-4.477 \\ -0.9232) \end{gathered}$ | $\begin{gathered} 0.02579 \\ (0.007278 \\ 0.04431) \end{gathered}$ | $\begin{gathered} -0.0001193 \\ (-0.0002116 \\ \left.-2.692 \times 10^{-5}\right) \end{gathered}$ | $\begin{aligned} & 2.116 \times 10^{-7} \\ & \left(3.433 \times 10^{-8},\right. \\ & \left.3.889 \times 10^{-7}\right) \end{aligned}$ | 0 | 694.5 | 0.993 | 10.76 |
| Short biceps | $\begin{gathered} -409 \\ (-1729 \\ 911.5) \end{gathered}$ | $\begin{gathered} 24.12 \\ (-52.09 \\ 100.3) \end{gathered}$ | $\begin{aligned} & -0.4361 \\ & (-2.104 \\ & 1.232) \end{aligned}$ | $\begin{gathered} 0.004284 \\ (-0.01309 \\ 0.02166) \end{gathered}$ | $\begin{gathered} \hline-2.182 \times 10^{-5} \\ (-0.0001085, \\ \left.6.486 \times 10^{-5}\right) \end{gathered}$ | $\begin{gathered} 4.28 \times 10^{-8} \\ \left(-1.236 \times 10^{-7}\right. \\ \left.2.092 \times 10^{-7}\right) \end{gathered}$ | 0 | 367.3 | 0.982 | 7.82 |
| Long Triceps | $\begin{gathered} -1550 \\ (-3477 \\ 377.3) \end{gathered}$ | $\begin{gathered} 110.4 \\ (-23.88 \\ 244.7) \end{gathered}$ | $\begin{gathered} -2.702 \\ (-6.433 \\ 1.028) \end{gathered}$ | $\begin{gathered} 0.03508 \\ (-0.01795 \\ 0.0881) \end{gathered}$ | $\begin{gathered} -0.0002503 \\ (-0.0006584 \\ 0.0001577) \end{gathered}$ | $\begin{aligned} & 9.18 \times 10^{-7} \\ & \left(-7 \times 10^{-7},\right. \\ & \left.2.536 \times 10^{-6}\right) \end{aligned}$ | $\begin{gathered} -1.354 \times 10^{-9} \\ \left(-3.945 \times 10^{-9},\right. \\ \left.1.236 \times 10^{-9}\right) \end{gathered}$ | 102.3 | 0.999 | 4.13 |
| Medium Triceps | $\begin{gathered} -6448 \\ \left(-1.38 \times 10^{4}\right. \\ 908.4) \end{gathered}$ | $\begin{gathered} 442 \\ (-70.71 \\ 954.7) \end{gathered}$ | $\begin{gathered} -11.9 \\ (-26.14 \\ 2.344) \end{gathered}$ | $\begin{gathered} 0.1638 \\ (-0.0386 \\ 0.3662) \end{gathered}$ | $\begin{gathered} -0.001217 \\ (-0.002775 \\ 0.0003408) \end{gathered}$ | $\begin{gathered} 4.643 \times 10^{-6} \\ \left(-1.534 \times 10^{-6}\right. \\ \left.1.082 \times 10^{-5}\right) \end{gathered}$ | $\begin{gathered} -7.144 \times 10^{-9} \\ \left(-1.703 \times 10^{-8}\right. \\ \left.2.743 \times 10^{-9}\right) \end{gathered}$ | 1491 | 0.936 | 15.76 |
| Lateral Triceps | $\begin{gathered} 4661 \\ (-3110 \\ \left.1.243 \times 10^{4}\right) \end{gathered}$ | $\begin{gathered} -311.3 \\ (-852.8 \\ 230.3) \end{gathered}$ | $\begin{gathered} 8.397 \\ (-6.645 \\ 23.44) \end{gathered}$ | $\begin{gathered} -0.1143 \\ (-0.3281, \\ 0.09946) \end{gathered}$ | $\begin{gathered} 0.0008424 \\ (-0.0008029 \\ 0.002488) \end{gathered}$ | $\begin{gathered} -3.214 \times 10^{-6} \\ \left(-9.738 \times 10^{-6}\right. \\ \left.3.309 \times 10^{-6}\right) \end{gathered}$ | $\begin{gathered} 4.975 \times 10^{-9} \\ \left(-5.468 \times 10^{-9},\right. \\ \left.1.542 \times 10^{-8}\right) \end{gathered}$ | 1664 | 0.972 | 16.65 |

Analogously, Figure 14 shows the efforts of the triceps muscles (dots) and the mathematical curves (dash point line) which approximate them. The effort in the muscle ( $y$-axis in the graph) is related to the elbow angle ( $x$-axis in the graph). In the figure, the red color is associated with medium triceps, the green color is associated with long triceps, and the blue color is associated with the lateral triceps. These curves can be used to know efforts on the three muscles involved in the triceps FEM model. Additionally, as an example, if a muscle had limited effort for any
reason, we could know which positions of the elbow joint are not recommendable to use. Therefore, for an isometric contraction with 150 N as a vertical load on the wrist (including the forearm mass), for a maximum effort of 200 N in the lateral triceps, it is necessary to avoid placing the elbow joint between $65^{\circ}$ and 130 degrees approximately.


Figure 13. Calculated (dots) and tendency polynomial equation (dash point line) comparison, for biceps forces ( $y$-axis). Isometric contractions on the elbow at different positions, from 44 to 164 degrees ( $x$-axis) and 150 N are loaded on the wrist.


Figure 14. Comparison of the (continuous line) calculated and (dash point line) comparison, for triceps forces (y-axis). Isometric contractions on the elbow at different positions, from 44 to 164 degrees ( $x$-axis) and 150 N are loaded on the wrist.

### 3.3.2. General Formulation

Applying the mathematical approach described above, equations of efforts for the five muscles involved will be presented, for any wrist load and elbow angle.

The approximation is done according to a fourth-grade polynomial with the general equation:

$$
\begin{gather*}
f(\alpha, w)=p 00+p 10 \cdot \alpha+p 01 \cdot w+p 11 \cdot w \cdot \alpha+p 20 \cdot \alpha^{\wedge} 2+p 21 \cdot w \cdot \alpha^{\wedge} 2+p 30 \cdot \alpha^{\wedge} 3  \tag{12}\\
+p 31 \cdot w \cdot \alpha^{\wedge} 3+p 40 \cdot \alpha^{\wedge} 4
\end{gather*}
$$

where $\alpha$ is the angle of the elbow and $w$ is the load applied to the wrist.
All coefficients have been calculated for a $95 \%$ confidence bound.
The surface of Figure 15 shows the tendency of the effort appearing in the short biceps muscle as a result of applying a vertical load on the wrist. As an example, for a constant vertical load of 750 N (including forearm mass), we could limit the short biceps effort to 200 N if we put the elbow joint angle between $150^{\circ}$ to $164^{\circ}$.
p00=77.91 (-184.3,340.2)
p00=77.91 (-184.3,340.2)
p10 =-3.618(-14.77, 7.534)
p10 =-3.618(-14.77, 7.534)
p01 = -0.8343 (-1.183, -0.4855)
p01 = -0.8343 (-1.183, -0.4855)
p20=0.06135 (-0.1079,0.2306)
p20=0.06135 (-0.1079,0.2306)
p11 =0.04654 (0.03494, 0.05813)
p11 =0.04654 (0.03494, 0.05813)
p30=-4.245\times 10-04 (-0.001526,
p30=-4.245\times 10-04 (-0.001526,
0.0006774)
0.0006774)
p21 = -2.803\times10-04 (-0.0003988,
p21 = -2.803\times10-04 (-0.0003988,
-0.0001619)
-0.0001619)
p40 = 1.022x 10-06 (-1.595x
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10-06, 3.64\times10-06)
10-06, 3.64\times10-06)
p31 = 1.695x 10-07 (-2.081x
p31 = 1.695x 10-07 (-2.081x
10-07,5.471\times10-07)
10-07,5.471\times10-07)
Goodness of fit:
SSE: $9.822 e+04$
R-square: 0.9916
Adjusted $R$-square:
0.9913
RMSE: 22.98


Figure 15. General formulation of short biceps efforts in function of wrist load (W) and elbow angle $(\alpha)$ and surface reconstruction of the proposed polynomial.

In the range of the example of the previous figure, $150-164^{\circ}$, we could find an effort on long biceps bigger than in short biceps, reaching around 600 N . Figures 16-19 collect the results of the surface reconstruction for the rest of studied muscles.

| $\begin{aligned} & p 00=-2019(-2461,-1578) \\ & p 10=94.81(76.03,113.6) \\ & p 01=0.04386(-0.5435,0.6312) \\ & p 20=-1.544(-1.829,-1.259) \\ & p 11=0.05606(0.03653,0.07558) \\ & p 30=0.01047(0.00861,0.01232) \\ & p 21=-0.0003463 \quad(-0.0005458 \\ & -0.0001468) \\ & p 40=-2.516 \times 10-05 \quad(-2.957 \times \\ & 10-05,-2.075 \times 10-05) \\ & p 31=1.082 \times 10-07(-5.277 \times 10-07 \\ & 7.442 \times 10-07) \end{aligned}$ | Goodness offit: <br> SSE: 2.786e+05 <br> $R$-square: 0.9938 <br> Adjusted R-square: 0.9935 RMSE: 38.7 |  |
| :---: | :---: | :---: |

Figure 16. General formulation of long biceps efforts based on wrist load (W) and elbow angle ( $\alpha$ ) and surface reconstruction of the proposed polynomial.
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p20=0.8263 (0.5171, 1.136)
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Goodness of fit:
SSE: $3.273 e+05$
$R$-square: 0.9841
Adjusted R-square: 0.9834
RMSE: 41.95


Figure 17. General formulation of lateral triceps efforts based on wrist load on the wrist (W) and elbow angle ( $\alpha$ ) and surface reconstruction of the proposed polynomial.

```
p00 = -13.56 (-161.9, 134.8)
p10=0.6366(-5.664, 6.937)
p01 = -0.2656 (-0.4622, -0.06901)
p20 = -0.01038 (-0.1059, 0.08512)
p11=0.06707(0.06053, 0.0736)
p30=7.035x 10-05 (-0.000551,
0.0006917)
p21 = -0.0004743 (-0.000541,
-0.0004075)
p40=-1.691\times10-07(-1.645\times10-06,
1.306\times10-06)
p31 = 5.439\times 10-07 (3.31\times 10-07,
7.568\times10-07)
```



Figure 18. General formulation of long triceps efforts based on wrist load (W) and elbow angle ( $\alpha$ ) and surface reconstruction of the proposed polynomial.

| $\begin{aligned} & p 00=-118.9(-648.6,410.9) \\ & p 10=5.576(-16.92,28.07) \\ & p 01=0.2513(-0.4506,0.9533) \\ & p 20=-0.09088(-0.4318,0.2501) \\ & p 11=0.0002843(-0.02305,0.02362) \\ & p 30=0.000616(-0.001603,0.002835) \\ & p 21=0.0002236(-1.48 \times 10-05 \\ & 0.000462) \\ & p 40=-1.481 \times 10-06(-6.749 \times 10-06 \\ & 3.787 \times 10-06) \\ & p 31=-1.375 \times 10-06(-2.135 \times 10-06 \\ & -6.152 \times 10-07) \end{aligned}$ | Goodness of fit: <br> SSE: $3.98 e+05$ <br> $R$-square: 0.9603 <br> Adjusted R-square: 0.9586 <br> RMSE: 46.26 |  |
| :---: | :---: | :---: |

Figure 19. General formulation of the medium triceps efforts based on wrist load (W) and elbow angle ( $\alpha$ ) and surface reconstruction of the proposed polynomial.

## 4. Discussion

In this study, an analytical calculation method is proposed to obtain the forces in the flexor muscles (long and short biceps) and extensors (long, lateral, and middle triceps) in any configuration of the opening angle of the elbow joint and to any load applied to the wrist. The final objective of this study is to allow the creation of a new type of finite element
that can be included in a musculoskeletal model that can be analyzed in different positions and configurations without the need to repeat the model meshing process.

There are several studies along the same lines. Therefore, Martinez [12] is focused on the analysis of a certain muscle in a certain load situation, analyzing what happens in the muscle itself. Islan et al. [14], are focused on the muscles involved in the shoulder joint, under static condition predicting the fatigue and cumulative damage to the muscles. Alonso et al. [20] study the forces in the muscles involved in the human march under certain load conditions, weight and step frequency. Park et al. [22] develop a predictive method for muscle forces based on electromyography techniques. Teo et al. [26] are focused on the effect of a collision on the neck muscles. As can be seen, none of them addresses the problem from our perspective. The use of the finite element method is widely recognized as a calculation tool for structural, static, and/or dynamic problems. However, characterization of the muscle, so that it is easy to include it in an FEM model has not been addressed until now.

The main drawbacks presented by the studies carried out so far, in order to include the muscle in a valid finite element model to analyze the behavior of a muscle within a joint in various positions of this, are as follows:

- Studies have focused on one joint position, obtaining results related to muscle effort that are difficult to extrapolate to different positions. Ramírez [12] obtains the results for the anterior tibial muscle under study conditions, but moving the results to other load situations should be difficult to solve.
- The equations obtained to characterize the muscle are difficult to implement in a FEM model. Sachenkov et al. [29] use 1D elements to simulate muscles, but there is no single equation for any muscle to implement it in another analysis. The same happens with Alonso et al. [20], where the result is based on a static and physiological optimization that integrates the forces of any Hill MTU unit.
- Several of these studies use 3D elements to represent the muscle, which allows a better understanding of the internal behavior of the muscle itself (distribution of stresses and strains, deformations, etc.) but does not allow the created mesh to be reused in other positions of the joint. Therefore, Martínez [12] studies the anterior tibia muscle in a certain position, and if the muscle length changes, a new mesh should be developed. Another example is shown in research by Islan et al. [14], where they analyze the shoulder muscles of a violin player holding the instrument, and so, if the shoulder position changes, the mesh will do as well, remeshing the muscles into their new position.
With this work, and in a first approximation, we have obtained the equations that govern the behavior of the flexor and extensor muscles of the elbow, only in isometric contractions and referring to this behavior to its response in the form of force provided, throughout the flexion path of the joint for any load applied to the wrist.

For example, to calculate the estimated force that must appear in each of the joint muscles to support a load applied to the wrist of 235 N with the elbow forming an angle of 119 degrees, we need to substitute the values of $\alpha$ and $w$ in Equation (12), depending on which muscle we want to analyze.

Changing the indicated values in Equation (12) would obtain the following estimated forces in the muscles.

Vertical downward load, strength in Biceps muscles.

- Long biceps: 477 N ;
- Short biceps: 245 N.

Upward vertical load, strength in the triceps muscles.

- Long triceps: 438 N ;
- Middle triceps: 231;
- Side triceps: 304.

In addition to what has been said, the equations obtained to characterize the muscles in their response are easy to implement mathematically, which will undoubtedly help in
the future in the possibility of creating a new type of finite element that responds to these behavioral equations obtained.

With the creation of this new type of finite element to represent muscles, a very interesting possibility is opened to analyze the behavior of the joint in different positions, with variable loads, different load cycles, etc. notably reducing the study work since the meshing process of the model is eliminated by being able to reuse the mesh for the desired positions.

Regarding the analysis of the results obtained, it is worth mentioning the following important aspects of the study.

Applying the proposed methodology and using the finite element method, we can obtain the forces that must appear in the muscles involved in the elbow joint to keep it in balance, in any position between 44 and 164 degrees of opening, with a load applied to the wrist of 150 N (Table 2, Figures 13 and 14).

Through this same analysis it is possible to obtain the tensions that appear in the insertions of the tendons of the joint, which allows us to foresee damage before certain load situations (Figures 11 and 12).

This same analysis allows us to obtain a map of tensions in the rigid tissues of the joint, bones, and cartilage. This allows a detailed study of damage to the elements mentioned (Figures 11 and 12).

There are no previous studies that carry out studies similar to the proposed study, so a direct comparison with what has already been done is not possible. However, the trend observed in muscle effort during joint movement is similar to what other studies have published, [34], where the results of the torque in elbow vs. elbow angle shape are consistent with our results and [35] where the relation between the torque of the elbow and angle of the elbow is similar to our expressions, although these studies measure the moment in the joint (or what is the same, the sum of the moments generated by each muscle) and not the independent force in each muscle the results presented in these investigations are similar to those presented in this study in terms of the evolution of the moment in the joint, or of the force in the muscle in our case, along the angle of the joint.

The correlation also presents high R values, which confirms the validity of the analysis (Figures 13 and 14).

Through the application of classical mechanics and the balance of forces and moments in the joint, we can extrapolate the results obtained for a specific load, 150 N in our case, to different loads applied to the joint (Figures 15-19).

Finally, it should be mentioned that the equations that predict the force in each of the muscles in the joint are obtained as a function of the opening angle of the elbow and the applied load.

## 5. Conclusions

The use of a simplified model of the muscle, as a 1D element with axial forces only (ROD type element), into a FEA model allows one to calculate the forces that must be generated in the muscles involved in the joint.

It is also possible to predict the force required in each muscle for different load situations.
On the basis of the same analysis, the stresses that appear in other elements of the joint, bones, tendon insertions, or cartilage, can be obtained. With the obtained characteristic equations, different lines of research are opened focused on a better characterization of the muscles. It seems necessary to evolve the equations obtained in this study to obtain those that give the force of the muscle as a function of the speed of contraction. Or, based on studies conducted to assess muscle fatigue, they could be modified to predict it in a moving joint.

The evolution of this study should follow the following stages:

- Validation of the theoretical model obtained through testing with individuals with whom it is possible to measure the forces in cases of biceps and/or triceps load that, by means of comparison with this study, allows for knowing its validity.
- Modification of the equations obtained in this study in order to obtain their evolution for concentric or eccentric contractions.
- Creation of a new type of 1D element for application in finite element models that allows the behavior of a muscle to be characterized according to the equations obtained for any type of contraction, isometric, concentric, or eccentric.
Once these phases are completed, the work could be extrapolated to other types of muscle (flat, or peniform) in order to characterize more muscles that allow us to study new joints according to the proposed methodology.

One limitation of the presented study is the approximation of the muscle to the 1D element. This implies that following this methodology cannot obtain information regarding what happens inside the muscle.

Another one is that the analysis is performed for a certain size of elbow joint, and so the FEA model created is valid for this joint size; in any other case (children, older people, etc.), the FEA model should be resized, and the same methodology should be applied.
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## Appendix A

In this appendix, the sub-Figures included in Figures 11 and 12 are going to be collected with higher quality.


Figure A1. Cont.

| $54^{\circ}$ |  |
| :---: | :---: |
| $64^{\circ}$ |  |

Figure A1. Cont.

| $74^{\circ}$ |  |
| :---: | :---: |
| $84^{\circ}$ |  |

Figure A1. Cont.

| $94^{\circ}$ |  |
| :---: | :---: |
| $104^{\circ}$ |  |

Figure A1. Cont.


Figure A1. Cont.


Figure A1. Cont.

| $154{ }^{\circ}$ | V: Untitled <br> L: 150 N biceps mancuerna C: fijacion escapula | $\begin{array}{r} 83.26 \\ 78.36 \\ 73.46 \\ 68.57 \\ 63.67 \\ 58.77 \\ 53.87 \\ 48.98 \\ 44.08 \\ 39.18 \\ 34.28 \\ 29.39 \\ 24.49 \\ 19.59 \\ 14.69 \\ 9.795 \\ 4.898 \\ 0 \end{array}$ |
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Figure A1. Different Elbow Angle Configuration: Bone Von Mises Stress Distribution Triceps Loading Case ( 150 N on wrist).
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Figure A2. Different Elbow Angle Configuration: Bone Von Mises Stress Distribution Triceps Loading Case ( 150 N on wrist).
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#### Abstract

Zipper-coupled tubes are a broadly applicable, deployable mechanism with an angular surface that can be smoothed by attaching an additional smooth sheet pattern. The existing design for the smooth sheet attachment, however, leaves small gaps that can only be covered by adding flaps that unfold separately, limiting applicability in situations requiring a seamless surface and simultaneous deployment. We provide a novel construction of the smooth sheet attachment that unfolds simultaneously with zipper-coupled tubes to cover the entire surface without requiring additional actuation and without inhibiting the tubes' motion up to an ideal, unfolded state of stability. Furthermore, we highlight the mathematics underlying the design and motion of the new smooth sheet pattern, thereby demonstrating its rigid-foldability and compatibility with asymmetric zipper-coupled tubes.
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## 1. Introduction

Origami is the basis for many deployable mechanisms, including self-scaling, modular robots [1], satellite reflectarray antennas that pack efficiently [2], and multimodal biomedical devices that actuate electromagnetically [3]. Zipper-coupled tubes are multistable origami structures that fold up compactly and unfold bidirectionally to fill space and resist compression [4]. An asymmetric generalization of zipper-coupled tubes with smooth sheet attachments was introduced previously [5]. Together, these origami-based mechanisms form a deployable device with a smooth surface that is advantageous in applications, such as prefab architecture, when drivability and walkability are important, and in smooth medical devices, when sharp edges could harm the body. The smooth sheet attachment we presented previously, however, does not fully cover the surface of zipper-coupled tubes without additional flaps that actuate separately [5]. We rectify this problem by offering an alternative, Miura-ori inspired [6-8], construction of a smooth sheet attachment that fully covers the surface of, and deploys simultaneously with, asymmetric zipper-coupled tubes.

In this paper we briefly review the design of asymmetric zipper-coupled tubes and then demonstrate how to (1) construct a Miura-ori inspired smooth sheet attachment without gaps that attaches to the mountain folds of asymmetric zipper-coupled tubes and (2) handle design variations in the symmetric case. We present a mathematically robust design method, decomposing the attachment into pairs of compatible, tessellating cells inspired by the Miura-ori pattern and then defining the cells' vertices throughout the folding motion, thereby confirming rigid-foldability of the smooth sheet attachment and highlighting the mathematical processes involved in mechanism design. Our Miura-oribased smooth sheet attachment expands the utility of asymmetric zipper-coupled tubes;
combined, these origami-inspired mechanisms are ideal for applications requiring a rigidly deployable structure with a smooth surface.

## 2. Zipper-Coupled Tubes Review

Zipper-coupled tubes are an origami pattern consisting of two or more deployable tubes coupled together in a zipper fashion that makes their motion compatible. Designed by Filipov et al., this structure is remarkable for its ability to deploy from a flat, stowable form into a stable, space-filling structure with only one degree of freedom [4]. In this section we review briefly the construction of asymmetric zipper-coupled tubes from two tube segments that are each, in turn, composed of two degree-four vertex cells; the interested reader may refer to our previous work for a thorough treatment of the construction [5].

Throughout this paper we use the notational convention that an arbitrary vector $\mathbf{x}$ has unit length direction vector $\hat{\mathbf{x}}$ with length $x$, and hence

$$
\mathbf{x}=x \hat{\mathbf{x}}
$$

Thus, the notation $\hat{\mathbf{x}}$ always represents a unit length vector associated with a vector denoted $\mathbf{x}$, where $\mathbf{x}=x \hat{\mathbf{x}}$.

The building blocks for zipper-coupled tubes are the compatible degree-four vertex cells $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ illustrated in Figures 1 and 2. When combined, they form a single tube segment [5]. To couple correctly and satisfy rigid and flat-foldability [9], the design constraints of these degree-four vertex cells include:

$$
\begin{array}{rrr}
\alpha_{3}=\pi-\alpha_{1} & \alpha_{1}+\alpha_{3}=\alpha_{2}+\alpha_{4} & \alpha_{1}<\alpha_{2} \\
\alpha_{4}=\pi-\alpha_{2} & d \sin a_{4}=b \sin a_{1} & \alpha_{1}+\alpha_{2} \leq \pi
\end{array}
$$

If $\alpha_{1}+\alpha_{2}<\pi$, the zipper-coupled tubes are called asymmetric, having a characteristic tilt and a customizable unfolding motion. In the special case that $\alpha_{1}+\alpha_{2}=\pi$ and $c=a$, the two cells in Figure 1 are congruent, symmetric Miura-ori cells and the resulting zippercoupled tubes are those constructed by Filipov et al. [4].


Figure 1. (a) Vectors defining the basic asymmetric degree-four vertex cell, $\mathcal{C}_{1}$. (b) Vectors defining the complementary degree-four vertex cell, $\mathcal{C}_{2}$. (Adapted from [5]).


Figure 2. (a) Vertices of the basic asymmetric degree-four vertex cell, $\mathcal{C}_{1}$. (b) Vertices of the complementary degree-four vertex cell, $\mathcal{C}_{2}$. The points $X_{i}^{*}$ identify with $X_{i}$. (Adapted from [5]).

Like a Miura-ori cell, the basic degree-four vertex cell has one degree of freedom in its motion. Let the basic and complementary cells lie flat in the $x z$-plane when unfolded, as depicted in Figures 1 and 2, and let the angles between the $x z$-plane and panels $\sigma_{1}$ and $\sigma_{4}$, respectively, be equal as $\sigma_{1}$ and $\sigma_{4}$ fold toward each other (see Figure 1a). Call this motion parameter $\gamma$. Then, placing $F_{0}$ at the origin and fixing $F_{1}$ on the negative $z$-axis in $\mathbb{R}^{3}$ (see Figure 2a), the motion of the basic cell is determined by the following vector paths:

$$
\begin{aligned}
& \hat{\mathbf{a}}(\gamma)=[0,0,-1]^{T} \\
& \hat{\mathbf{b}}(\gamma)=\left[-\sin \alpha_{1} \cos \gamma, \sin \alpha_{1} \sin \gamma,-\cos \alpha_{1}\right]^{T} \\
& \hat{\mathbf{c}}(\gamma)=\left[\frac{a_{x} c_{3}+b_{x}}{k \cos \gamma}, \frac{a_{y} c_{3}+b_{y}}{k \sin \gamma},-\frac{a_{x} b_{x} \sin ^{2} \gamma+a_{y} b_{y} \cos ^{2} \gamma+k^{2} \sin ^{2} \gamma \cos ^{2} \gamma}{a_{x}^{2} \sin ^{2} \gamma+a_{y}^{2} \cos ^{2} \gamma+k^{2} \sin ^{2} \gamma \cos ^{2} \gamma}\right]^{T} \\
& \hat{\mathbf{d}}(\gamma)=\left[\sin \alpha_{4} \cos \gamma, \sin \alpha_{4} \sin \gamma,-\cos \alpha_{4}\right]^{T}
\end{aligned}
$$

where

$$
\begin{array}{ll}
a_{x}=\sin \alpha_{1} \cos \alpha_{4}-\sin \alpha_{4} \cos \alpha_{1} & b_{x}=\sin \alpha_{1} \cos \alpha_{3}-\sin \alpha_{4} \cos \alpha_{2} \\
a_{y}=\sin \alpha_{1} \cos \alpha_{4}+\sin \alpha_{4} \cos \alpha_{1} & b_{y}=\sin \alpha_{1} \cos \alpha_{3}+\sin \alpha_{4} \cos \alpha_{2} \\
k=2 \sin \alpha_{1} \sin \alpha_{4} & \hat{\mathbf{c}}=\left\langle c_{1}, c_{2}, c_{3}\right\rangle
\end{array}
$$

The same vectors define the motion of both basic and complementary cells. By combining one basic cell $\left(\mathcal{C}_{1}\right)$ and one complementary cell $\left(\mathcal{C}_{2}\right)$, we obtain the first tube segment in a zipper-coupled pair, illustrated in Figure 3a. Its vertices, identified with their corresponding position vectors, are given by:

$$
\begin{aligned}
& E_{0}(\gamma)=\mathbf{d}(\gamma) \\
& E_{1}(\gamma)=\mathbf{a}(\gamma)+\mathbf{d}(\gamma) \\
& E_{2}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma) \\
& E_{3}(\gamma)=\mathbf{c}(\gamma)+\mathbf{d}(\gamma)
\end{aligned}
$$

$$
F_{0}(\gamma)=\mathbf{0}
$$

$$
G_{0}(\gamma)=\mathbf{b}(\gamma)
$$

$$
F_{1}(\gamma)=\mathbf{a}(\gamma)
$$

$$
G_{1}(\gamma)=\mathbf{a}(\gamma)+\mathbf{b}(\gamma)
$$

$$
F_{2}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)
$$

$$
G_{2}(\gamma)=\mathbf{a}(\gamma)+\mathbf{b}(\gamma)+\mathbf{c}(\gamma)
$$

$$
F_{3}(\gamma)=\mathbf{c}(\gamma)
$$

$$
G_{3}(\gamma)=\mathbf{b}(\gamma)+\mathbf{c}(\gamma)
$$



Figure 3. (a) The vertices in the first origami tube segment in the construction of an asymmetric zipper-coupled tube segments pair. (b) The vertices in the second origami tube segment in the construction of an asymmetric zipper-coupled tube segments pair. (Adapted from [5]).

The second tube segment is a copy of the first, but rotated $180^{\circ}$ about the $y$-axis and then shifted by an offset vector so that it attaches to the first tube segment along the vertical creases (illustrated in Figure 3b). Let $\mathcal{C}_{3}$ and $\mathcal{C}_{4}$ denote the copies of $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$, respectively, comprising the second tube segment. To define the motion of the second tube segment, let $\overline{\mathbf{x}}$ denote the $180^{\circ}$ rotation of a vector $\mathbf{x}$ about the $y$-axis and define the offset vector:

$$
\mathbf{s}(\gamma)=\left(1+\frac{b \cos \alpha_{1}+d \cos \alpha_{4}}{2 a}\right) \mathbf{a}(\gamma)+\mathbf{c}(\gamma)
$$

Then the vertices of the second tube segment are defined by:

$$
\begin{array}{lll}
E_{0}^{\prime}(\gamma)=\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma) & F_{0}^{\prime}(\gamma)=\mathbf{s}(\gamma) & G_{0}^{\prime}(\gamma)=\overline{\mathbf{b}}(\gamma)+\mathbf{s}(\gamma) \\
E_{1}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma) & F_{1}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\mathbf{s}(\gamma) & G_{1}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{b}}(\gamma)+\mathbf{s}(\gamma) \\
E_{2}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma) & F_{2}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma) & G_{2}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{b}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma) \\
E_{3}^{\prime}(\gamma)=\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma) & F_{3}^{\prime}(\gamma)=\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma) & G_{3}^{\prime}(\gamma)=\overline{\mathbf{b}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma)
\end{array}
$$

The pair of tube segments, with vertices positioned as indicated above, form a single component in a pair of zipper-coupled tubes (Figure 3b), which will be denoted as $\mathcal{Z}_{0}$. The zipper-coupled tubes can be extended by taking multiple copies of $\mathcal{Z}_{0}$ and attaching them end-to-end. In particular, for $i=1 \ldots n$, let

$$
\mathcal{Z}_{i}=\mathcal{Z}_{0}+i(\mathbf{d}-\mathbf{b})
$$

Then

$$
\mathcal{Z}=\bigcup_{i=0}^{n} \mathcal{Z}_{i}
$$

denotes zipper-coupled tubes with $n+1$ components.
Of critical importance, at a certain point in the motion of $\mathcal{Z}$, the upper (or lower) creases simultaneously become coplanar, as bolded in Figure 4b. This state is the ideal state, and it occurs at a parameter value:

$$
\gamma_{0}=\cos ^{-1}\left(\sqrt{\frac{a_{y} b_{y}-a_{x}^{2}+k^{2}+\sqrt{\left(a_{y} b_{y}+a_{x}^{2}+k^{2}\right)^{2}-4 a_{y}^{2} a_{x} b_{x}}}{2 k^{2}}}\right)
$$

The value $\gamma_{0}$ will be the terminal value for the deployment of $\mathcal{Z}$ with a smooth sheet attachment. Thus, by construction, the smooth sheet attachment lies flat on the surface of the zipper-coupled tubes when $\gamma=\gamma_{0}$ and folds up with the zipper-coupled tubes until $\gamma=\pi / 2$, at which point the entire structure lies in a plane and has no volume.


Figure 4. (a) The top smooth sheet attachment ( $\mathcal{S}_{1}$ is lightly shaded, $\mathcal{S}_{4}$ is darkly shaded, and coplanar ridges are bolded). (b) Adding the top and bottom smooth sheet attachments to asymmetric zipper-coupled tubes (co-planar ridges are bolded). (c) The bottom smooth sheet attachment ( $\mathcal{S}_{3}$ is lightly shaded, $\mathcal{S}_{2}$ is darkly shaded, co-planar ridges are bolded).

## 3. Asymmetric Smooth Sheet Attachment

In this section we design a Miura-ori inspired smooth sheet attachment that actuates simultaneously with the asymmetric zipper-coupled tubes pattern, folding up flat and unfolding into a rigid sheet without gaps in the ideal state. This additional pattern broadens the potential applications of the zipper-coupled tubes structure and expands on the design of the attachment described previously [5]. As with the zipper-coupled tubes, we decomposed the overall structure into its basic units: four distinct smooth sheet cells that tesselate. We define the vectors used to construct each cell to describe the motion of the cell's vertices and confirm its compatibility with the zipper-coupled tubes structure.

The seamless smooth sheet attachment consists of four distinct cells denoted $\mathcal{S}_{i}$, for $i=1,2,3,4$. In Figure 4a, the lightly shaded cell is $\mathcal{S}_{1}$ and the darkly shaded cell is $\mathcal{S}_{4}$, while in Figure 4c, the lightly shaded cell is half of $\mathcal{S}_{3}$ and the darkly shaded cell is $\mathcal{S}_{2}$. Cells $\mathcal{S}_{1}$ and $\mathcal{S}_{3}$ share the same configuration, but like the zipper-coupled tube segments, one is rotated $180^{\circ}$ about the $y$-axis; the same is true of $\mathcal{S}_{2}$ and $\mathcal{S}_{4}$. The manner in which the smooth sheet cells attach to $\mathcal{Z}$ in the ideal state $\left(\gamma=\gamma_{0}\right)$ is highlighted in Figure 4 b. When the mechanism is fully deployed, cells on the top sheet meet along their jagged edges, as seen in Figure 4a. The cells on the bottom sheet, however, meet along their straight edges, as seen in Figure 4c-this is a key feature in defining a design that will cover zipper-coupled tubes without gaps and deploy without restricting the tubes' motion up to the ideal state.

Regarding the single component $\mathcal{Z}_{0}$, the cell $\mathcal{S}_{i}$ attaches to $\mathcal{C}_{i}$. However, whereas the cells $\mathcal{S}_{2}$ and $\mathcal{S}_{4}$ form a bridge between a pair of creases in $\mathcal{Z}_{0}$, the cells $\mathcal{S}_{1}$ and $\mathcal{S}_{3}$ form a bridge between a crease of $\mathcal{Z}_{0}$ and a crease of $\mathcal{Z}_{1}$ (bolded in Figure 4b). Upon careful examination of the zipper-coupled tubes, we observed that $\mathcal{S}_{1}$ can be designed as though it bridged two creases of $\mathcal{C}_{4}$ and then moved to bridge creases of the copies of $\mathcal{C}_{1}$ in $\mathcal{Z}_{0}$ and $\mathcal{Z}_{1}$; this strategy eliminates some complexity in defining $\mathcal{S}_{1}$. In contrast, $\mathcal{S}_{4}$ is designed directly, transversing the two creases of $\mathcal{C}_{4}$ where it attaches. Designing both cells atop $\mathcal{C}_{4}$ allows us to re-use the same vectors and enables the interested reader to easily compare the Miura-ori inspired cells and the original smooth sheet cells with gaps [5].

### 3.1. Design of $\mathcal{S}_{1}$

The first smooth sheet cell, $\mathcal{S}_{1}$, has two panels that fold toward each other as the zipper-coupled tubes fold up. We first discuss the design of $\mathcal{S}_{1}$ when built atop $\mathcal{C}_{4}$ —the desired relation between $\mathcal{S}_{1}$ and $\mathcal{C}_{4}$ is shown in Figure 5a. The vectors that define $\mathcal{S}_{1}$ in this temporary configuration will be re-used to define $\mathcal{S}_{4}$, allowing the edges of these two cells to mesh when placed opposite each other. After construction, the smooth sheet cell $\mathcal{S}_{1}$ will be moved to attach to $\mathcal{C}_{1}$, as seen in Figure 5b.

In preparation of the design of $\mathcal{S}_{1}$, let the displacement between $G_{2}^{\prime}(\gamma)$ and $E_{2}^{\prime}(\gamma)$ be described by

$$
\overline{\mathbf{q}}(\gamma)=\overline{\mathbf{d}}(\gamma)-\overline{\mathbf{b}}(\gamma)
$$

and

$$
\overline{\mathbf{q}}_{\perp}(\gamma)=\overline{\mathbf{q}}(\gamma)-(\overline{\mathbf{q}}(\gamma) \cdot \hat{\mathbf{c}}(\gamma)) \hat{\mathbf{c}}(\gamma)
$$


b

Figure 5. (a) Placing $\mathcal{S}_{1}$ on $\mathcal{C}_{4}$. (b) Attaching $\mathcal{S}_{1}$ to asymmetric zipper-coupled tubes.
As depicted in Figure $6 \mathbf{a}, \mathbf{b}, \overline{\mathbf{q}}_{\perp}(\gamma)$ is the component vector of $\overline{\mathbf{q}}(\gamma)$ orthogonal to $\overline{\mathbf{c}}(\gamma)$, the displacement between $E_{1}^{\prime}(\gamma)$ and $E_{2}^{\prime}(\gamma)$ (or equivalently, the displacement between $G_{1}^{\prime}(\gamma)$ and $\left.G_{2}^{\prime}(\gamma)\right)$. In the ideal state of the zipper-coupled tubes, the distance between the ridges of $\mathcal{Z}$ on which the smooth sheet will be attached is

$$
\Delta=\left\|\overline{\mathbf{q}}_{\perp}\left(\gamma_{0}\right)\right\|
$$


a


C

Figure 6. (a) Vectors in $\mathcal{S}_{1}$. (b) Vector components of $\overline{\mathbf{u}}$ and $\overline{\mathbf{v}}$. (c) Relation between $h$ and $w$ in the ideal state.

Note that, of necessity and by design, the top edges of both $\mathcal{S}_{1}$ and $\mathcal{S}_{4}$ are parallel with $\overline{\mathbf{q}}\left(\gamma_{0}\right)$. To remove gaps between zipper-coupled tubes stacked laterally to $\mathcal{Z}_{0}$ and in anticipation of the behavior depicted in Figure 4c, we extended the side edges of $\mathcal{S}_{1}$ in the direction of $\overline{\mathbf{c}}$ by the length $\varepsilon$, as shown in Figures 5a and 6a, where

$$
\varepsilon=\frac{b \sin \alpha_{1} \sin \gamma_{0}}{2\left|c_{2}\left(\gamma_{0}\right)\right|}
$$

Toward this end, let

$$
\overline{\boldsymbol{\varepsilon}}(\gamma)=\varepsilon \hat{\mathbf{c}}
$$

The smooth sheet cell is determined by the vectors $\overline{\mathbf{u}}, \overline{\mathbf{v}}$, and $\overline{\mathbf{w}}$ illustrated in Figure 6a. As highlighted in Figure 6b, let

$$
\begin{align*}
& u_{1}=\frac{d \sin \alpha_{1}-b \sin \alpha_{4}+\Delta}{2}  \tag{1}\\
& v_{1}=\frac{b \sin \alpha_{4}-d \sin \alpha_{1}+\Delta}{2} \tag{2}
\end{align*}
$$

Note that $\Delta=u_{1}+v_{1}$. Examining the components of $\overline{\mathbf{u}}$ and $\overline{\mathbf{v}}$ in the ideal state, as shown in Figure $6 \mathrm{a}, \mathrm{b}$, we see that $u_{2}+v_{2}=\left\|\overline{\mathbf{q}}\left(\gamma_{0}\right)-\overline{\mathbf{q}}_{\perp}\left(\gamma_{0}\right)\right\|$. Since

$$
\frac{u_{2}}{u_{2}+v_{2}}=\frac{u_{1}}{u_{1}+v_{1}}=\frac{u_{1}}{\Delta} \quad \text { and } \quad \frac{v_{2}}{v_{1}}=\frac{u_{2}}{u_{1}}
$$

it follows that

$$
\begin{align*}
& u_{2}=\frac{u_{1}}{\Delta}\left\|\overline{\mathbf{q}}\left(\gamma_{0}\right)-\overline{\mathbf{q}}_{\perp}\left(\gamma_{0}\right)\right\|  \tag{3}\\
& v_{2}=v_{1} \frac{u_{2}}{u_{1}} \tag{4}
\end{align*}
$$

Rodrigues' rotation formula [10] rotates a vector $\mathbf{x}$ by angle $\theta$ in a counter-clockwise direction about a unit vector $\mathbf{k}$, and is given by:

$$
R[\mathbf{k}, \theta](\mathbf{x})=\mathbf{x} \cos \theta+(\mathbf{k} \times \mathbf{x}) \sin \theta+\mathbf{k}\langle\mathbf{k}, \mathbf{x}\rangle(1-\cos \theta)
$$

Let

$$
\begin{aligned}
& \hat{\mathbf{u}}_{1}(\gamma)=R[-\hat{\mathbf{c}}(\gamma), \lambda(\gamma)]\left(\hat{\mathbf{q}}_{\perp}(\gamma)\right) \\
& \hat{\mathbf{u}}_{2}(\gamma)=-\hat{\mathbf{c}}(\gamma)
\end{aligned}
$$

where

$$
\lambda(\gamma)=\cos ^{-1}\left(\frac{\left\|\overline{\mathbf{q}}_{\perp}(\gamma)\right\|^{2}+u_{1}^{2}-v_{1}^{2}}{2\left\|\overline{\mathbf{q}}_{\perp}(\gamma)\right\| u_{1}}\right)
$$

Then we define $\overline{\mathbf{u}}(\gamma)$ and $\overline{\mathbf{v}}(\gamma)$ as

$$
\begin{aligned}
& \overline{\mathbf{u}}(\gamma)=u_{1} \hat{\mathbf{u}}_{1}(\gamma)+u_{2} \hat{\mathbf{u}}_{2}(\gamma) \\
& \overline{\mathbf{v}}(\gamma)=\overline{\mathbf{u}}(\gamma)-\overline{\mathbf{q}}(\gamma)
\end{aligned}
$$

In order to satisfy flat-foldability, the direction of the vector $\overline{\mathbf{w}}$ must be the same as the direction of $-\overline{\mathbf{c}}$. Thus, for some positive constant $w$ :

$$
\overline{\mathbf{w}}(\gamma)=-w \hat{\mathbf{c}}(\gamma)
$$

The primary concern in choosing the length $w$ was to avoid intersections with the zipper-coupled tubes during deployment. So that the smooth sheet cells $\mathcal{S}_{1}$ and $\mathcal{S}_{4}$ lined up correctly, we defined $w$ and $h$ to be the lengths necessary so that in the ideal state, the tips of the vectors $\overline{\mathbf{w}}(-w \hat{\overline{\mathbf{c}}})$ and $h \hat{\mathbf{c}}$ meet, as shown in Figure 6 c . In particular, we set

$$
h \hat{\mathbf{c}}\left(\gamma_{0}\right)+F_{3}\left(\gamma_{0}\right)=-w \hat{\mathbf{c}}\left(\gamma_{0}\right)+\left(E_{2}^{\prime}\left(\gamma_{0}\right)+\overline{\boldsymbol{\varepsilon}}\left(\gamma_{0}\right)-\overline{\mathbf{u}}\left(\gamma_{0}\right)\right)
$$

Then, $w$ (and $h$ ) can be obtained as follows:

$$
\begin{equation*}
[h, w]^{T}=\left[\operatorname{proj}\left(\hat{\mathbf{c}}\left(\gamma_{0}\right)\right), \operatorname{proj}\left(\hat{\mathbf{c}}\left(\gamma_{0}\right)\right)\right]^{-1} \operatorname{proj}(\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}-\mathbf{c})\left(\gamma_{0}\right) \tag{5}
\end{equation*}
$$

where the function proj : $\mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ is defined such that

$$
\operatorname{proj}[x, y, z]^{T}=[x, y]^{T}
$$

Remark 1. Note that the matrix that is inverted in Equation (5) will be singular only in the symmetric case when $\overline{\mathbf{c}}$ has the same direction as $-\mathbf{c}$.

We have now stipulated all three vectors- $\overline{\mathbf{u}}, \overline{\mathbf{v}}$, and $\overline{\mathbf{w}}$-which define $\mathcal{S}_{1}$ when it is attached to $\mathcal{C}_{4}$. What remains is to move $\mathcal{S}_{1}$ so that it attaches to $\mathcal{C}_{1}$. The desired placement is depicted in Figure 5b, where $\mathcal{S}_{1}$ is positioned on top of $\mathcal{C}_{1}$ and bridges $\mathcal{Z}_{0}$ and $\mathcal{Z}_{1}$; note that the zipper-coupled tubes have been rotated about the $y$-axis in this figure so that $\mathcal{S}_{1}$ lies parallel with the $x y$-plane (see [5] for further details). Let $X[i]$ denote the point in $\mathcal{Z}_{i}$ that is a copy of $X$ in $\mathcal{Z}_{0}$, for $i \geq 1$. Then, the vertex $F_{3}{ }^{*}$ in $\mathcal{S}_{1}$ attaches to $F_{3}$ in $\mathcal{Z}_{0}$ and the vertex $F_{3}{ }^{*}[1]$ in $\mathcal{S}_{1}$ attaches to $F_{3}[1]$ in $\mathcal{Z}_{1}$. More particularly, the edge $\overline{P_{0} F_{3}^{*}}$ attaches to $\overline{F_{0} F_{3}}$ and $\overline{P_{0}[1] F_{3}^{*}[1]}$ attaches to $\overline{F_{0}[1] F_{3}[1]}$.

Recall that the $180^{\circ}$ rotation of a vector $\overline{\mathbf{x}}$ about the $y$-axis is denoted $\mathbf{x}$. Thus, the vertices in $\mathcal{S}_{1}$ when attached to $\mathcal{C}_{1}$ as desired are:

$$
\begin{array}{lll}
F_{3}(\gamma)=\mathbf{c}(\gamma) & O_{0}(\gamma)=-\boldsymbol{\varepsilon}(\gamma)+\mathbf{u}(\gamma) & F_{3}[1](\gamma)=\mathbf{c}(\gamma)-\mathbf{b}(\gamma)+\mathbf{d}(\gamma) \\
P_{0}(\gamma)=-\boldsymbol{\varepsilon}(\gamma) & O_{3}(\gamma)=-\boldsymbol{\varepsilon}(\gamma)+\mathbf{u}(\gamma)-\mathbf{w}(\gamma) & P_{0}[1](\gamma)=-\boldsymbol{\varepsilon}(\gamma)-\mathbf{b}(\gamma)+\mathbf{d}(\gamma)
\end{array}
$$

### 3.2. Design of $\mathcal{S}_{3}$

The cell $\mathcal{S}_{3}$ is a rotated copy of $\mathcal{S}_{1}$ attached to $\mathcal{C}_{3}$, so the vectors that define $\mathcal{S}_{3}$ are rotated copies of the vectors that define $\mathcal{S}_{1}$, shifted by $\mathbf{s}$. Let the vertices on smooth sheet cells attached to the rotated tube segment in $\mathcal{Z}_{0}$-i.e., the vertices in $\mathcal{S}_{2}$ and $\mathcal{S}_{3}$-be denoted with primes. Note that the smooth sheet cell $\mathcal{S}_{3}$ bridges $\mathcal{Z}_{0}$ and $\mathcal{Z}_{-1}$, so the smooth sheet cell contains the vertices $F_{3}^{\prime}$ and $F_{3}^{\prime}[-1]$. Thus, the vertices of $\mathcal{S}_{3}$ when attached to $\mathcal{C}_{3}$ are:

$$
\begin{array}{lll}
F_{3}^{\prime}(\gamma)=\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma) & O_{0}^{\prime}(\gamma)=\mathbf{s}(\gamma)-\overline{\boldsymbol{\varepsilon}}(\gamma)+\overline{\mathbf{u}}(\gamma) & F_{3}^{\prime}[-1](\gamma)=\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma)-\overline{\mathbf{b}}(\gamma)+\overline{\mathbf{d}}(\gamma) \\
P_{0}^{\prime}(\gamma)=\mathbf{s}(\gamma)-\overline{\boldsymbol{\varepsilon}}(\gamma) & O_{3}^{\prime}(\gamma)=\mathbf{s}(\gamma)-\overline{\boldsymbol{\varepsilon}}(\gamma)+\overline{\mathbf{u}}(\gamma)-\overline{\mathbf{w}}(\gamma) & P_{0}^{\prime}[-1](\gamma)=\mathbf{s}(\gamma)-\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{b}}(\gamma)+\overline{\mathbf{d}}(\gamma)
\end{array}
$$

### 3.3. Design of $\mathcal{S}_{4}$

The smooth sheet cell $\mathcal{S}_{4}$ attaches on top of $\mathcal{C}_{4}$ and fits together with $\mathcal{S}_{1}$ in the ideal state, as illustrated in Figure 7. We make the edge of $\mathcal{S}_{4}$ opposite of $\mathcal{S}_{1}$ straight in the ideal state so that zipper-coupled tubes with smooth sheet attachments can be stacked laterally without gaps. From another point of view, the edge is made straight in preparation of the design of $\mathcal{S}_{2}$, a copy of $\mathcal{S}_{4}$ attached to the bottom of $\mathcal{Z}_{0}$-the straight edges of $\mathcal{S}_{2}$ and $\mathcal{S}_{3}$ meet in the ideal state, as illustrated in Figure 4c.

The smooth sheet cell $\mathcal{S}_{4}$ has a degree-four vertex folding pattern inspired by the Miura-ori cell, as shown in Figure 8a. This allows the cell to close the gap on the top of $\mathcal{Z}_{0}$ in the ideal state and fold up without intersecting the adjacent tube segment. For flatfoldability of the cell, we require the sum of opposite angles at the interior vertex to be $180^{\circ}$ (see Kawasaki-Justin theorem [11,12]). The pattern in Figure 8a is described by the previously defined vectors $\overline{\mathbf{u}}, \overline{\mathbf{v}}$, and $\overline{\mathbf{w}}$ and the yet-to-be-defined vectors $\overline{\mathbf{r}}, \overline{\mathbf{t}}, \overline{\mathbf{h}}, \overline{\mathbf{f}}$, and $\overline{\mathbf{g}}$.

In the ideal state, $\overline{\mathbf{r}}$ and $\overline{\mathbf{t}}$ are the projections of $\mathbf{b}$ and $\mathbf{d}$, respectively, into the xy-plane; this is necessary to ensure flat foldability. Thus (see Figures 3 and 8a),

$$
\beta_{2}=\angle P_{1}^{\prime} Q_{1}^{\prime} Q_{2}^{\prime}=\angle F_{3} G_{1}^{\prime} G_{2}^{\prime} \quad \text { and } \quad \beta_{3}=\angle P_{1}^{\prime} O_{1}^{\prime} O_{2}^{\prime}=\angle F_{3} E_{1}^{\prime} E_{2}^{\prime}
$$

In particular,

$$
\begin{aligned}
& \beta_{2}=\cos ^{-1}\left(-\hat{\mathbf{c}}\left(\gamma_{0}\right) \cdot \frac{\mathbf{d}\left(\gamma_{0}\right)-s_{0} \mathbf{a}\left(\gamma_{0}\right)}{\left\|\mathbf{d}\left(\gamma_{0}\right)-s_{0} \mathbf{a}\left(\gamma_{0}\right)\right\|}\right) \\
& \beta_{3}=\cos ^{-1}\left(-\hat{\mathbf{c}}\left(\gamma_{0}\right) \cdot \frac{\mathbf{b}\left(\gamma_{0}\right)-s_{0} \mathbf{a}\left(\gamma_{0}\right)}{\left\|\mathbf{b}\left(\gamma_{0}\right)-s_{0} \mathbf{a}\left(\gamma_{0}\right)\right\|}\right)
\end{aligned}
$$
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Figure 7. (a) Placing $\mathcal{S}_{4}$ on $\mathcal{C}_{4}$. (b) Attaching $\mathcal{S}_{4}$ to asymmetric zipper-coupled tubes.
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Figure 8. (a) Vectors in $\mathcal{S}_{4}$. (b) Vector components of $\overline{\mathbf{f}}$ and $\overline{\mathbf{g}}$.
Having derived these angles, we are now ready to define $\overline{\mathbf{r}}$ and $\overline{\mathbf{t}}$ as follows (see Equations (1)-(4)):

$$
\begin{aligned}
\overline{\mathbf{r}}(\gamma) & =-\left(\frac{u_{1}}{\tan \beta_{3}}-u_{2}\right) \hat{\mathbf{c}}(\gamma)+\overline{\mathbf{u}}(\gamma) \\
\overline{\mathbf{t}}(\gamma) & =-\left(\frac{v_{1}}{\tan \beta_{2}}+v_{2}\right) \hat{\mathbf{c}}(\gamma)+\overline{\mathbf{v}}(\gamma)
\end{aligned}
$$

Observing Figure 8a, note that $r$ and $t$ can be expressed simply as:

$$
r=\frac{u_{1}}{\sin \beta_{3}} \quad t=\frac{v_{1}}{\sin \beta_{2}}
$$

In the ideal state, the crease defined by $\overline{\mathrm{h}}$ must have the same direction as -c to satisfy flat-foldability. Moreover, so that there are no gaps when $\mathcal{S}_{1}$ and $\mathcal{S}_{4}$ come together in the ideal state, the length of $\overline{\mathbf{h}}$ should be the value $h$ given by Equation (5), according to the premise upon which Equation (5) was derived (see also Figure 6c). Thus,

$$
\overline{\mathbf{h}}\left(\gamma_{0}\right)=-h \hat{\mathbf{c}}\left(\gamma_{0}\right)
$$

For an arbitrary parameter value $\gamma$, the unit vectors adjacent to $\hat{\overline{\mathbf{h}}}(\gamma)$ that emanate from the degree-four vertex in the interior of $\mathcal{S}_{4}$ are $\hat{\mathbf{r}}(\gamma)$ and $\hat{\mathbf{t}}(\gamma)$. Because opposite angles in a degree-four vertex sum to $180^{\circ}[11,12]$ and we require a rigid folding, $\overline{\mathbf{h}}(\gamma)$ is determined by the following system of equations:

$$
\begin{aligned}
& \hat{\mathbf{h}}(\gamma) \cdot \hat{\mathbf{r}} \\
&(\gamma)=\cos \left(\pi-\cos ^{-1}(\hat{\mathbf{c}}(\gamma) \cdot \hat{\mathbf{t}}(\gamma))\right) \\
& \hat{\mathbf{h}}(\gamma) \cdot \hat{\mathbf{t}}(\gamma)=\cos \left(\pi-\cos ^{-1}(\hat{\mathbf{c}}(\gamma) \cdot \hat{\mathbf{r}}(\gamma))\right) \\
& \hat{\mathbf{h}}(\gamma) \cdot \hat{\mathbf{h}}(\gamma)=1
\end{aligned}
$$

The first two equations are linear and the third is quadratic. Hence, there are precisely two solutions: one corresponding to a valley fold assignment and one corresponding to a mountain fold assignment. The solution corresponding to a mountain fold is the correct solution.

Because $\overline{\mathbf{g}}$ corresponds to an edge of the panel defined by $\overline{\mathbf{h}}$ and $\overline{\mathbf{t}}$, we can define it in terms of these vectors. We want the position of vertex $Q_{4}^{\prime}$ in $\mathcal{S}_{4}$ to equal that of $O_{3}$ in $\mathcal{S}_{1}$ when in the ideal state. This is equivalent to saying that $g_{h} \hat{\mathbf{h}}$ and $-g_{t} \hat{\mathbf{t}}$ define the same point when the former is extended from $Q_{1}^{\prime}$ and the latter is extended from $O_{3}$ in the ideal state, as shown in Figure 8b. The reader will recognize that this problem is formulated similarly to that in the end of Section 3.1, where the lengths $h$ and $w$ were computed using a system of equations based on two intersecting vectors. We employ the same technique, with the following system of equations:

$$
g_{h} \hat{\mathbf{h}}\left(\gamma_{0}\right)+Q_{1}^{\prime}\left(\gamma_{0}\right)=-g_{t} \hat{\mathbf{t}}\left(\gamma_{0}\right)+O_{3}\left(\gamma_{0}\right)
$$

giving us

$$
\left[g_{h}, g_{t}\right]^{T}=\left[\operatorname{proj}\left(\hat{\mathbf{h}}\left(\gamma_{0}\right)\right), \operatorname{proj}\left(\hat{\mathbf{t}}\left(\gamma_{0}\right)\right)\right]^{-1} \operatorname{proj}(-\boldsymbol{\varepsilon}+\mathbf{u}-\mathbf{w}-\overline{\mathbf{a}}-\overline{\mathbf{c}}-\overline{\mathbf{d}}-\mathbf{s}-\overline{\boldsymbol{\varepsilon}}+\overline{\mathbf{u}}-\overline{\mathbf{w}}-\overline{\mathbf{t}})\left(\gamma_{0}\right)
$$

We solve for $g_{h}$ and $g_{t}$ and use these components of projection to define $\overline{\mathbf{g}}$, using $\hat{\mathbf{h}}$ and $\hat{\mathbf{t}}$ as a basis:

$$
\overline{\mathbf{g}}(\gamma)=g_{h} \hat{\overline{\mathbf{h}}}(\gamma)+g_{t} \hat{\mathbf{t}}(\gamma)
$$

We define $\overline{\mathbf{f}}$ similarly, solving for $f_{h}$ and $f_{r}$ via the same method and another system of equations:

$$
f_{h} \hat{\hat{\mathbf{h}}}\left(\gamma_{0}\right)+O_{1}^{\prime}\left(\gamma_{0}\right)=-f_{r} \hat{\mathbf{r}}\left(\gamma_{0}\right)+O_{3}[-1]\left(\gamma_{0}\right)
$$

This gives us

$$
\left[f_{h}, f_{r}\right]^{T}=\left[\operatorname{proj}\left(\hat{\widehat{\mathbf{h}}}\left(\gamma_{0}\right)\right), \operatorname{proj}\left(\hat{\hat{\mathbf{r}}}\left(\gamma_{0}\right)\right)\right]^{-1} \operatorname{proj}(-\boldsymbol{\varepsilon}+\mathbf{u}-\mathbf{w}-\overline{\mathbf{a}}-\overline{\mathbf{b}}-\overline{\mathbf{c}}-\mathbf{s}-\overline{\boldsymbol{\varepsilon}}+\overline{\mathbf{u}}-\overline{\mathbf{w}}-\overline{\mathbf{r}})\left(\gamma_{0}\right)
$$

Thus, we have

$$
\overline{\mathbf{f}}(\gamma)=f_{h} \hat{\mathbf{h}}(\gamma)+f_{r} \hat{\mathbf{r}}(\gamma)
$$

Now that we have defined all the essential vectors in $\mathcal{S}_{4}$, we are ready to attach the degree-four vertex to $\mathcal{C}_{4}$ in the zipper-coupled tubes structure. In the ideal state, this smooth sheet cell matches exactly with the edges of $\mathcal{S}_{1}$, providing a smooth surface devoid of gaps on the top of asymmetric zipper-coupled tubes (Figure 4a). In particular, the edge $\overline{O_{1}^{\prime} O_{2}^{\prime}}$ attaches to $\overline{E_{1}^{\prime} E_{2}^{\prime}}$ and $\overline{Q_{1}^{\prime} Q_{2}^{\prime}}$ attaches to $\overline{G_{1}^{\prime} G_{2}^{\prime}}$. Likewise, the edges $\overline{O_{1}^{\prime} O_{4}^{\prime}}$ and $\overline{Q_{1}^{\prime} Q_{4}^{\prime}}$ align perfectly with adjacent cells in the ideal state and fold up at different rates to avoid intersections. The vertices in $\mathcal{S}_{4}$ identified with their corresponding position vectors are:

$$
\begin{aligned}
& O_{1}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma)+\overline{\mathbf{w}}(\gamma)+\overline{\mathbf{r}}(\gamma) \\
& O_{2}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma) \\
& O_{4}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma)+\overline{\mathbf{w}}(\gamma)+\overline{\mathbf{r}}(\gamma)+\overline{\mathbf{f}}(\gamma) \\
& P_{1}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma)+\overline{\mathbf{w}}(\gamma) \\
& P_{2}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma) \\
& P_{4}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma)+\overline{\mathbf{w}}(\gamma)+\overline{\mathbf{h}}(\gamma) \\
& Q_{1}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma)+\overline{\mathbf{w}}(\gamma)+\overline{\mathbf{t}}(\gamma) \\
& Q_{2}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{b}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma) \\
& Q_{4}^{\prime}(\gamma)=\overline{\mathbf{a}}(\gamma)+\overline{\mathbf{c}}(\gamma)+\overline{\mathbf{d}}(\gamma)+\mathbf{s}(\gamma)+\overline{\boldsymbol{\varepsilon}}(\gamma)-\overline{\mathbf{u}}(\gamma)+\overline{\mathbf{w}}(\gamma)+\overline{\mathbf{t}}(\gamma)+\overline{\mathbf{g}}(\gamma)
\end{aligned}
$$

### 3.4. Design of $\mathcal{S}_{2}$

The smooth sheet cell $\mathcal{S}_{2}$ is a rotated copy of $\mathcal{S}_{4}$ that attaches to $\mathcal{C}_{2}$. The vertices in this smooth sheet cell are

$$
\begin{aligned}
& O_{1}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma)+\mathbf{w}(\gamma)+\mathbf{r}(\gamma) \\
& O_{2}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma) \\
& O_{4}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma)+\mathbf{w}(\gamma)+\mathbf{r}(\gamma)+\mathbf{f}(\gamma) \\
& P_{1}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma)+\mathbf{w}(\gamma) \\
& P_{2}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma) \\
& P_{4}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma)+\mathbf{w}(\gamma)+\mathbf{h}(\gamma) \\
& Q_{1}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma)+\mathbf{w}(\gamma)+\mathbf{t}(\gamma) \\
& Q_{2}(\gamma)=\mathbf{a}(\gamma)+\mathbf{b}(\gamma)+\mathbf{c}(\gamma)+\boldsymbol{\varepsilon}(\gamma) \\
& Q_{4}(\gamma)=\mathbf{a}(\gamma)+\mathbf{c}(\gamma)+\mathbf{d}(\gamma)+\boldsymbol{\varepsilon}(\gamma)-\mathbf{u}(\gamma)+\mathbf{w}(\gamma)+\mathbf{t}(\gamma)+\mathbf{g}(\gamma)
\end{aligned}
$$

We have now completed the details for the smooth sheet attachment in the asymmetric case; a summary of the edges and vertices in the attachment is given in Tables A1 and A2, suppressing $\gamma$ for concision. This attachment folds up flat and actuates with the zippercoupled tubes structure to form a smooth surface, leaving no gaps between the various asymmetric cells we have described. The symmetric case merits more discussion, however, because there are fewer constraints on the vectors in the $\mathcal{S}_{i}$, allowing for multiple rigidly foldable patterns given specific design parameters.

## 4. Symmetric Smooth Sheet Attachment

Unlike their asymmetric counterparts, symmetric zipper-coupled tubes have no tilt and fold parallel with the $x$-axis [5]. Furthermore, the center creases in $\mathcal{S}_{1}$ and $\mathcal{S}_{4}$ lie parallel with the $y$-axis in the ideal state, as illustrated in Figure 9. There are multiple valid lengths for these creases, therefore, in a design that covers all the gaps in the surface while maintaining rigid foldability without prohibitive intersections. In this section we comment on the diversity in symmetric, Miura-ori inspired smooth sheet cell construction and recommend values for certain lengths.


Figure 9. $\mathcal{S}_{1}$ and $\mathcal{S}_{4}$ in a symmetric smooth sheet attachment.
The design parameters for the smooth sheet cells $\mathcal{S}_{i}$ are uniquely determined for all cases where $\alpha_{1}+\alpha_{2}<\pi$. When $\alpha_{1}+\alpha_{2}=\pi$, however, there is no longer a unique solution to Equation (5). In particular, $\overline{\mathbf{c}}\left(\gamma_{0}\right)$ has the same direction as $-\mathbf{c}\left(\gamma_{0}\right)$ in the symmetric case, so the matrix inverted in Equation (5) is singular and the values $h$ and $w$ are not uniquely defined. Similarly, $\beta_{2}$ and $\beta_{3}$ are no longer constrained, and we may define these features of the design problem advantageously by choosing a solution that minimizes the amount by which the smooth sheet attachment protrudes from the structure when folded.

In the design of $\mathcal{S}_{1}$ and $\mathcal{S}_{3}$, let $w^{*}$ replace the value of $w$. Likewise, in the design of $\mathcal{S}_{4}$ and $\mathcal{S}_{2}$, let $w^{* *}$ replace the value of $w$. As highlighted in Figure 9, for the symmetric case we no longer require that $w^{*}=w^{* *}$. In selecting a value for $w^{*}$, we set it as large as possible to maximize the surface area of $\mathcal{S}_{1}$, thus minimizing the amount by which the edges of $\mathcal{S}_{4}$ can protrude from the zipper-coupled tubes structure. Applying the analysis given in [5] (see Section 7.1.3), the largest value for $w^{*}$ can be shown to be

$$
w^{*}=c-\frac{d \sin \alpha_{1}+b \sin \alpha_{4}-\Delta}{2 \tan \left(\alpha_{2}-\alpha_{1}\right)}-\varepsilon
$$

The only requirements for $h, w^{* *}, \beta_{2}$, and $\beta_{3}$ in the symmetric case are

$$
h+w^{* *}=c-\varepsilon \quad \text { and } \quad \beta_{2}=\beta_{3}
$$

Adjustments to the values $h, w^{* *}, \beta_{2}$, and $\beta_{3}$ can also assist in minimizing the protrusion of $\mathcal{S}_{4}$ from the zipper-coupled tubes. Optimal values can be determined by numerical methods according to the specific design application. However, care should be taken in making these adjustments to avoid intersections with the structure underneath.

On a final note, although $\overline{\mathbf{f}}$ and $\overline{\mathbf{g}}$ are determined after defining the previous quantities, a convenient simplification in their definition: because $\mathcal{S}_{4}$ is symmetric, the vectors $\overline{\mathbf{f}}$ and $\overline{\mathbf{g}}$ are parallel to $\overline{\mathrm{h}}$ and have equal lengths. Moreover, in the ideal state,

$$
O_{1}^{\prime} O_{4}^{\prime}=O_{2}^{\prime} O_{4}^{\prime}-O_{1}^{\prime} O_{2}^{\prime}
$$

Therefore,

$$
g_{t}=f_{r}=0 \quad \text { and } \quad g_{h}=f_{h}=\left(2 c-w^{*}\right)-\left(w^{* *}+\frac{u_{1}}{\tan \beta_{3}}\right)
$$

## 5. Conclusions

We have successfully defined a smooth sheet attachment that folds up with the zippercoupled tubes and unfolds to the ideal state without inhibiting their motion to form a flat surface without any gaps (Figure 10). This pattern is defined for both the asymmetric and symmetric cases, and we provide access to code which the reader may use to visualize the origami structures described and print out the corresponding fold patterns: https: / / github.com/dylanwebbc/azct (accessed on 23 July 2022).


Figure 10. Model of asymmetric zipper-coupled tubes with a Miura-ori inspired smooth sheet attachment at different stages of unfolding; the nature of the deployment of the degree-four vertex cells is clearly observable on the bottom of the device. Parameters: $\alpha_{1}=\frac{1}{3} \pi, \alpha_{2}=\frac{5}{9} \pi, a=b=c$. Dimensions (inches): 4.9 by 3.3 when folded, 7.4 by 3.5 by 1.5 when unfolded.

Note that the smooth sheet cells protrude from the zipper-coupled tubes structure when folded. When gaps are tolerable and the folded state must be minimized for transportation, constraining the cells to fold up within the zipper-coupled tubes while maximizing surface area in the ideal state results in the smooth sheet attachment described previously [5]. Thus, the smooth sheet design can be tailored to the situation, much like zipper-coupled tubes themselves. To inform future applications of these structures, we suggest dynamic and quasi-static analyses. Constructing a device for architectural applications will likely require the use of thick origami and compliant hinges, and remote self-actuation via magnetism or heat could be useful in space or medical applications [13-15].

Miura-ori-inspired smooth sheet attachments enhance the utility of zipper-coupled tubes in various situations. The tubes are useful in architecture because they pack tight and deploy to a rigid state [4]; our gapless smooth sheet attachments improve existing designs by increasing drivability and walkability. If a local bridge collapses, for example, a prefabricated bridge based on zipper-coupled tubes with smooth sheet attachments can easily be transported on a single vehicle and swiftly deployed on-site to provide smooth, emergency transit. Space structures are another popular application of origamiinspired mechanisms-the Miura-ori pattern that the smooth sheet is based on is common in deployable space array design. Accommodating for material thickness, however, makes Miura-ori sheets challenging to deploy [16]. In contrast, a thin solar array constructed from Miura-ori inspired smooth sheet cells can deploy rigidly because it is supported by zipper-coupled tubes.

The design of smooth sheet attachments without gaps is key to the development of more versatile zipper-coupled tubes. We have communicated a clear design method for the origami-based structure, examining the mathematics of its motion in detail. By elucidating the possibility for further enhancements on the zipper-coupled tubes structure, we hope to spur many novel and exciting applications beyond those mentioned.
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## Appendix A

Table A1. Defining the edges in Miura-ori based, smooth sheet attachments for a pair of asymmetric zipper-coupled tubes.

| $\mathcal{S}_{1}$ |  |  | $\mathcal{S}_{2}$ |  | $\mathcal{S}_{3}$ |  |  |  |  |  |  |  | $\mathcal{S}_{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| $\overline{O_{0} P_{0}}$ | $\overline{O_{0} P_{0}[1]}$ | $\overline{O_{1} P_{1}}$ | $\overline{O_{2} P_{2}}$ | $\overline{O_{4} P_{4}}$ | $\overline{O_{0}^{\prime} P_{0}^{\prime}}$ | $\overline{O_{0}^{\prime} P_{0}^{\prime}[-1]}$ | $\overline{O_{1}^{\prime} P_{1}^{\prime}}$ | $\overline{O_{2}^{\prime} P_{2}^{\prime}}$ | $\overline{O_{4}^{\prime} P_{4}^{\prime}}$ |  |  |  |  |
| $\overline{O_{3} F_{3}}$ | $\overline{O_{3} F_{3}[1]}$ | $\overline{P_{1} Q_{1}}$ | $\overline{P_{2} Q_{2}}$ | $\overline{P_{4} Q_{4}}$ | $\overline{O_{3}^{\prime} F_{3}^{\prime}}$ | $\overline{O_{3}^{\prime} F_{3}^{\prime}[-1]}$ | $\overline{P_{1}^{\prime}{Q_{1}^{\prime}}^{\prime}}$ | $\overline{P_{2}^{\prime} Q_{2}^{\prime}}$ | $\overline{P_{4}^{\prime} Q_{4}^{\prime}}$ |  |  |  |  |
| $\overline{O_{0} O_{3}}$ | $\overline{P_{0} F_{3}}$ | $\overline{O_{1} O_{2}}$ | $\overline{O_{1} O_{4}}$ | $\overline{P_{1} P_{2}}$ | $\overline{O_{0}^{\prime} O_{3}^{\prime}}$ | $\overline{P_{0}^{\prime} F_{3}^{\prime}}$ | $\overline{O_{1}^{\prime} O_{2}^{\prime}}$ | $\overline{O_{1}^{\prime} O_{4}^{\prime}}$ | $\overline{P_{1}^{\prime} P_{2}^{\prime}}$ |  |  |  |  |
| $\overline{P_{0}[1] F_{3}[1]}$ | $\overline{P_{1} P_{4}}$ | $\overline{Q_{1} Q_{2}}$ | $\overline{Q_{1} Q_{4}}$ | $\overline{P_{0}^{\prime}[-1] F_{3}^{\prime}[-1]}$ | $\overline{P_{1}^{\prime P_{4}^{\prime}}}$ | $\overline{Q_{1}^{\prime} Q_{2}^{\prime}}$ | $\overline{Q_{1}^{\prime} Q_{4}^{\prime}}$ |  |  |  |  |  |  |

Table A2. Defining the vertices in Miura-ori inspired smooth sheet attachments for a pair of asymmetric zipper-coupled tubes.

| Vertex | Position | Vertex | Position |
| :---: | :--- | :--- | :--- |
| $O_{0}$ | $-\boldsymbol{\varepsilon}+\mathbf{u}$ | $O_{0}^{\prime}$ | $\mathbf{s}-\overline{\boldsymbol{\varepsilon}}+\overline{\mathbf{u}}$ |
| $O_{1}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}+\mathbf{w}+\mathbf{r}$ | $O_{1}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}+\overline{\mathbf{w}}+\overline{\mathbf{r}}$ |
| $O_{2}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}$ | $O_{2}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}$ |
| $O_{3}$ | $-\boldsymbol{\varepsilon}+\mathbf{u}-\mathbf{w}$ | $O_{3}^{\prime}$ | $\mathbf{s}-\overline{\boldsymbol{\varepsilon}}+\overline{\mathbf{u}}-\overline{\mathbf{w}}$ |
| $O_{4}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}+\mathbf{w}+\mathbf{r}+\mathbf{f}$ | $O_{4}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}+\overline{\mathbf{w}}+\overline{\mathbf{r}}+\overline{\mathbf{f}}$ |
| $P_{0}$ | $-\boldsymbol{\varepsilon}$ | $P_{0}^{\prime}$ | $\mathbf{s}-\overline{\boldsymbol{\varepsilon}}$ |
| $P_{1}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}+\mathbf{w}$ | $P_{1}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}+\overline{\mathbf{w}}$ |
| $P_{2}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}$ | $P_{2}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}$ |
| $P_{4}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}+\mathbf{w}+\mathbf{h}$ | $P_{4}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}+\overline{\mathbf{w}}+\overline{\mathbf{h}}$ |
| $Q_{1}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}+\mathbf{w}+\mathbf{t}$ | $Q_{1}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}+\overline{\mathbf{w}}+\overline{\mathbf{t}}$ |
| $Q_{2}$ | $\mathbf{a}+\mathbf{b}+\mathbf{c}+\boldsymbol{\varepsilon}$ | $Q_{2}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{b}}+\overline{\mathbf{c}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}$ |
| $Q_{4}$ | $\mathbf{a}+\mathbf{c}+\mathbf{d}+\boldsymbol{\varepsilon}-\mathbf{u}+\mathbf{w}+\mathbf{t}+\mathbf{g}$ | $Q_{4}^{\prime}$ | $\overline{\mathbf{a}}+\overline{\mathbf{c}}+\overline{\mathbf{d}}+\mathbf{s}+\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{u}}+\overline{\mathbf{w}}+\overline{\mathbf{t}}+\overline{\mathbf{g}}$ |
| $F_{3}$ | $\mathbf{c}$ | $F_{3}^{\prime}$ | $\overline{\mathbf{c}}+\mathbf{s}$ |
| $F_{3}[1]$ | $\mathbf{c}-\mathbf{b}+\mathbf{d}$ | $F_{3}^{\prime}[-1]$ | $\overline{\mathbf{c}}+\mathbf{s}-\overline{\mathbf{b}}+\overline{\mathbf{d}}$ |
| $P_{0}[1]$ | $-\boldsymbol{\varepsilon}-\mathbf{b}+\mathbf{d}$ | $P_{0}^{\prime}[-1]$ | $\mathbf{s}-\overline{\boldsymbol{\varepsilon}}-\overline{\mathbf{b}}+\overline{\mathbf{d}}$ |
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#### Abstract

Jump and excessive motion are undesirable phenomena in relative rotation systems, causing a loss of global integrity and reliability of the systems. In this work, a typical relative rotation system is considered in which jump, excessive motion, and their suppression via delayed feedback are investigated. The Method of Multiple Scales and the Melnikov method are applied to analyze critical conditions for bi-stability and initial-sensitive excessive motion, respectively. By introducing the fractal of basins of attraction and the erosion of the safe basin to depict jump and initial-sensitive excessive motion, respectively, the point mapping approach is used to present numerical simulations which are in agreement with the theoretical prediction, showing the validity of the analysis. It is found that jump between bistable attractors can be due to saddle-node bifurcation, while initial-sensitive excessive motion can be due to heteroclinic bifurcation. Under a positive coefficient of the gain, the types of delayed feedback can both be effective in reducing jump and initial-sensitive excessive motion. The results may provide some reference for the performance improvement of rotors and main bearings.
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## 1. Introduction

Rotating machinery, widely used in engineering fields such as transmission systems of vehicles [1] and main bearings of aeroengines [2], plays an important role in the theory of nonlinear dynamics. Due to the nonlinearities of its dynamical systems, it usually undergoes complex dynamics, which have a negative impact on its operational stability and reliability $[3,4]$. Among these, relative rotation systems have been given much attention, as nonlinear vibration is undesirable. For instance, main shafts can be fatigue damaged by a jump [5,6] among multiple attractors, or by a chaotic response [7], and can even be fractured due to excessive motion [8]. Thus, comprehensive study of the global dynamics of relative rotation systems has become a practical issue.

So far, many researchers have studied the responses of relative rotation systems. Wang et al. [9] obtained the approximate periodic solution of a class of nonlinear systems with relative rotation by applying the Method of Multiple Scales and proved the uniqueness of the periodic response. Xiao et al. [10] verified the existence and uniqueness of periodic response in another type of relative rotation system with a time-varying stiffness. Li et al. [11] proposed a relative rotation system with nonlinear elastic force and nonlinear generalized damping force, and discussed its periodic solution problem theoretically. Shi et al. [12] numerically studied the chaotic behaviors of a relative rotation system under parametric excitation by Poincaré map and maximal Lyapunov exponent. By simulating relative torsional vibrations of an imbalanced shaft under a limited power supply, Verichev [13] found that the interaction of shaft and
power supply may result in strange attractors such as classical Lorenz and Feigenbaum attractors. In a nonlinear relative rotation system with a triple-well Mathieu-Duffing oscillator, Liu et al. [14] obtained the threshold of chaos regarding Smale horseshoe commutation and exhibited the erosion process of safe basins. A class of nonlinear relative rotational systems containing two rotors was also built whose chaotic response was presented [15]. By introducing the erosion of the safe basin to describe the safe performance of the spur gear pair, Zhu et al. [16] classified the multiple meshing states and presented the transition process from safe to unsafe. To control the complex dynamics of the main transmission system of a scraper conveyor, Ju et al. [17] analyzed its local bifurcations and proposed a nonlinear state feedback controller whose effect was studied numerically. Considering the effectiveness of time-delay feedback on controlling fractal erosion of the safe basin and chaos in nonlinear dynamical systems [18,19], Zhao et al. [20] applied delayed displacement feedback in a relative torsional vibration system for reducing its response amplitude. On this basis, Shang et al. [21] discussed the effect of delayed position feedback on controlling the erosion of the safe basin and chaos. Although there has been meaningful research on the nonlinear vibration characteristics of the relative rotation system, the study of excessive motion and jump among multiple attractors is mainly carried out by numerical simulation and the mechanism of these complex dynamical behaviors and their control is still not yet clear.

To this end, we select a class of nonlinear relative rotation systems composed of two rotors and study the mechanisms behind its jump and initial-sensitive excessive motion, as well as the effect of delayed feedback on suppressing these phenomena. The paper is arranged as follows. In Section 2, the dynamical model of a relative rotation system is constructed and made dimensionless. In Section 3, the mechanism of jump and excessive motion is analyzed. In Section 4, two control strategies, namely, delay position feedback and delay velocity feedback, are applied to the original system, respectively, whose control mechanism is then discussed. Section 5 contains the discussion.

## 2. Dynamical Model and Unperturbed Dynamics

We consider a typical torsional vibrating system whose simplified diagram is presented in Figure 1. $\theta_{1}$ and $\theta_{2}$ are the absolute rotating angles of two rotors, respectively, and $J_{1}$ and $J_{2}$ represent their polar moments of inertia. Considering nonlinear torsional stiffness and nonlinear damping, the governing equation of this vibrating system can be derived by the momentum theorem as

$$
\begin{align*}
& J_{1} \ddot{\theta}_{1}+c_{12}\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)+K_{1}\left(\theta_{1}-\theta_{2}\right)+K_{3}\left(\theta_{1}-\theta_{2}\right)^{3}+f_{12}=T_{e 1}, \\
& J_{2} \ddot{\theta}_{2}+c_{12}\left(\dot{\theta}_{2}-\dot{\theta}_{1}\right)+K_{1}\left(\theta_{2}-\theta_{1}\right)+K_{3}\left(\theta_{2}-\theta_{1}\right)^{3}-f_{12}=T_{e 2}, \tag{1}
\end{align*}
$$

where $K_{1}$ is the coefficient of linear stiffness between the two rotors; $K_{3}$ is the coefficient of nonlinear stiffness satisfying $K_{3}<0 ; c_{12}$ is the coefficient of linear damping; $T_{e 1}$ and $T_{e 2}$ are external rotational torques loaded on the two rotors, respectively; $f_{12}$ is a class of nonlinear stick-slip frictions [20,21] given by

$$
\begin{equation*}
f_{12}=c_{0}+c_{1}\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)+c_{2}\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)^{3} \tag{2}
\end{equation*}
$$

in which $c_{0}, c_{1}$ and $c_{2}$ are the constant of static friction, the coefficient of linear damping and the coefficient of cubic nonlinear damping, respectively. By denoting $x=\theta_{1}-\theta_{2}$ in Equation (1), the relative rotation system can be obtained as below:

$$
\begin{equation*}
\ddot{x}+\frac{c_{12} J_{2}+c_{12} J_{1}}{J_{1} J_{2}} \dot{x}+\frac{K_{1}\left(J_{1}+J_{2}\right)}{J_{1} J_{2}} x+\frac{K_{3}\left(J_{1}+J_{2}\right)}{J_{1} J_{2}} x^{3}+\frac{J_{1}+J_{2}}{J_{1} J_{2}}\left(c_{1} \dot{x}+c_{2} \dot{x}^{3}\right)=\frac{J_{2} T_{e 1}-J_{1} T_{e 2}-\left(J_{1}+J_{2}\right) c_{0}}{J_{1} J_{2}} . \tag{3}
\end{equation*}
$$



Figure 1. Simplified diagram of a two-rotor torsional vibrating system.
The torques $T_{e 1}$ and $T_{e 2}$ are usually harmonic excitations, thus can be represented as

$$
\begin{equation*}
\frac{J_{2} T_{e 1}-J_{1} T_{e 2}-\left(J_{1}+J_{2}\right) c_{0}}{J_{1} J_{2}}=F \cos (\Omega t) \tag{4}
\end{equation*}
$$

where $F$ and $\Omega$ are the amplitude and the frequency of the excitation, respectively. Introducing the following variables,

$$
\begin{equation*}
\omega_{0}^{2}=\frac{K_{1}\left(J_{1}+J_{2}\right)}{J_{1} J_{2}}, b=-\frac{K_{3}}{K_{1}}, \mu=\frac{\left(c_{12}+c_{1}\right)\left(J_{1}+J_{2}\right)}{J_{1} J_{2} \omega_{0}}, g=\frac{c_{2}\left(J_{1}+J_{2}\right) \omega_{0}}{J_{1} J_{2}}, T=\omega_{0} t, \omega=\frac{\Omega}{\omega_{0}}, f=\frac{F}{\omega_{0}^{2}} \tag{5}
\end{equation*}
$$

the dimensionless form of the relative rotation system (3) is obtained as

$$
\begin{equation*}
y=\frac{d x}{d T}, \frac{d y}{d T}=-\mu y-x+b x^{3}-g y^{3}+f \cos (\omega T) \tag{6}
\end{equation*}
$$

in which the parameters $\mu, b, g$, and $\omega$ are positive, and the position $x(T)$ and the velocity $y(T)$ represent relative rotational angular and relative angular velocity at the moment $T$, respectively.

Since the parameters $c_{12}, c_{0}, c_{1}$, and $c_{2}$ in the original system (1) are very small, the relevant terms concerned, $\mu, g$ and $f$ in Equation (6), can be considered as perturbed. The unperturbed system can be written as

$$
\begin{equation*}
\frac{d x}{d T}=y, \frac{d y}{d T}=-x+b x^{3} \tag{7}
\end{equation*}
$$

There will be three equilibria in the unperturbed system (7), namely, the center $S_{1}(0,0)$ and two saddle points $S_{2}\left(\frac{\sqrt{b}}{b}, 0\right)$ and $S_{3}\left(-\frac{\sqrt{b}}{b}, 0\right)$. The Hamiltonian of Equation (7) is

$$
\begin{equation*}
H(x, y)=\frac{1}{2} y^{2}+\frac{1}{2} x^{2}-\frac{1}{4} b x^{4} . \tag{8}
\end{equation*}
$$

Accordingly, the heteroclinic orbits surrounding the center $S_{1}(0,0)$ can be given by

$$
\begin{equation*}
x_{ \pm}(t)= \pm \frac{\sqrt{b}}{b} \tanh \left(\frac{\sqrt{2}}{2} t\right), y_{ \pm}(t)= \pm \frac{\sqrt{2 b}}{2 b} \operatorname{sech}^{2}\left(\frac{\sqrt{2}}{2} t\right) . \tag{9}
\end{equation*}
$$

Fixing $b=0.3$, the unperturbed orbits are depicted in Figure 2.


Figure 2. Orbits of the unperturbed system (7) for $b=0.3$.

## 3. Complex Dynamics

### 3.1. Multistability and Jump

The periodic solution near the equilibrium $S_{1}(0,0)$ is considered. The Method of Multiple Scales (MMS) [22] is employed to obtain the approximate theoretical solution of Equation (3). Supposing a small parameter $\varepsilon(0<\varepsilon \ll 1)$ to rescale the nondimensional parameters as follows:

$$
\begin{equation*}
\mu=\varepsilon \widetilde{\mu}, b=\varepsilon \widetilde{b}, g=\varepsilon \widetilde{g}, f=\varepsilon \widetilde{f} \tag{10}
\end{equation*}
$$

Equation (6) becomes

$$
\begin{equation*}
\frac{d^{2} x}{d T^{2}}+x=\varepsilon\left(-\frac{\widetilde{\mu} d x}{d T}+\widetilde{b} x^{3}-\widetilde{g}\left(\frac{d x}{d T}\right)^{3}+\widetilde{f} \cos (\omega T)\right) \tag{11}
\end{equation*}
$$

Further rescaling parameters and operators in Equation (11) yields
$\omega=1+\varepsilon \sigma, T_{i}=\varepsilon^{i} T, x(T)=x_{0}\left(T_{0}, T_{1}, \cdots\right)+\varepsilon x_{1}\left(T_{0}, T_{1}, \cdots\right)+\cdots, D_{i}=\frac{\partial}{\partial T_{i}}, \frac{d}{d T}=\sum_{i=0}^{n} \varepsilon^{i} D_{i}(i=0,1,2 \cdots)$,
where $\sigma$ is the detuning parameter, and separating the coefficients of $\varepsilon^{0}$ and $\varepsilon^{1}$ of the system (11) one finds

$$
\begin{equation*}
\varepsilon^{0}: D_{0}^{2} x_{0}+x_{0}=0 \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon^{1}: D_{0}^{2} x_{1}+x_{1}=-2 D_{1} D_{0} x_{0}-\widetilde{\mu} D_{0} x_{0}+\widetilde{b} x_{0}^{3}-\widetilde{g}\left(D_{0} x_{0}\right)^{3}+\widetilde{f} \cos \left(T_{0}+\sigma T_{1}\right) \tag{14}
\end{equation*}
$$

The solution of Equation (13) is

$$
\begin{equation*}
x_{0}\left(T_{0}, T_{1}\right)=A\left(T_{1}\right) e^{i T_{0}}+c c \tag{15}
\end{equation*}
$$

where $c c$ denotes the complex conjugate of the preceding terms. Substituting Equation (15) into Equation (14) and separating the secular terms yields

$$
\begin{equation*}
D_{1} A+\frac{\widetilde{\mu} A}{2}+\frac{3(\widetilde{g}+\tilde{i}) A^{2} \bar{A}}{2}+\frac{i \widetilde{f} e^{i \sigma T_{1}}}{4}=0 \tag{16}
\end{equation*}
$$

In addition, by defining

$$
\begin{equation*}
A\left(T_{1}\right)=\frac{a\left(T_{1}\right)}{2} e^{i \beta\left(T_{1}\right)}, \psi=\sigma T_{1}-\beta \tag{17}
\end{equation*}
$$

separating the real and imaginary parts of Equation (16), and returning the parameters to the nondimensional parameters of the system (3), the modulation equation can be written as

$$
\begin{equation*}
\frac{d a}{d T}=-\frac{\mu a}{2}-\frac{3 g a^{3}}{8}+\frac{f \sin \psi}{2}, a \frac{d \psi}{d T}=a(\omega-1)+\frac{3 b a^{3}}{8}+\frac{f \cos \psi}{2} . \tag{18}
\end{equation*}
$$

The steady-state form of Equation (18) is obtained by setting $D_{1} a=D_{1} \psi=0$ and returning the parameters of (18) to the nondimensional parameters as:

$$
\begin{equation*}
\mu a+\frac{3 g a^{3}}{4}=f \sin \psi,-2(\omega-1) a-\frac{3 b a^{3}}{4}=f \cos \psi \tag{19}
\end{equation*}
$$

Accordingly, the approximate periodic solution can be expressed as $x_{0}=a \cos (\omega T-\psi)$. By eliminating $\psi$ from the relationships in Equation (19), its amplitude $a$ can be solved from the following equation

$$
\begin{equation*}
\left(\mu+\frac{3 g a^{2}}{4}\right)^{2} a^{2}+\left(2 \omega-2+\frac{3}{4} b a^{2}\right)^{2} a^{2}=f^{2} \tag{20}
\end{equation*}
$$

The corresponding characteristic equation is

$$
\begin{equation*}
\left(\lambda+\frac{\mu}{2}+\frac{9 g a^{2}}{8}\right)\left(\lambda+\frac{\mu}{2}+\frac{3 g a^{2}}{8}\right)+\left(\omega-1+\frac{9}{8} b a^{2}\right)\left(\omega-1+\frac{3}{8} b a^{2}\right)=0 \tag{21}
\end{equation*}
$$

meaning that for

$$
\begin{equation*}
\frac{27\left(g^{2}+b^{2}\right)}{16} a^{4}+3(g \mu+b(2 \omega-2)) a^{2}+4(\omega-1)^{2}+\mu^{2}>0 \tag{22}
\end{equation*}
$$

the periodic solution is unstable and becomes a saddle. Namely, when the inequation (22) becomes an equation, saddle-node bifurcation will occur in the system (6). For

$$
\begin{equation*}
\mu=0.03, b=0.3, g=0.03 \tag{23}
\end{equation*}
$$

the response curve of Equation (20) is plotted in Figure 3 where the coexistence of two stable periodic branches in the same range of the excitation parameters implies bi-stability. For example, for $\mathrm{f}=0.13$ and $\omega$ within the range $(0.65,0.86)$, bistable periodic attractors coexist (see Figure 3a). Fixing $\omega=0.80$, the increase of the amplitude f can also lead to saddle-node bifurcation, and thus bi-stability. The numerical results totally match the theoretical prediction.


Figure 3. Response curves of system (2). (a) Amplitude $a$ vs. $\omega$ when $f=0.13$; (b) Amplitude $a$ vs. $f$ when $\omega=0.80$.

### 3.2. Initial-Sensitive Excessive Motion

Excessive motion of the system (6) can be understood as an escape or unbounded solution [21], for instance, a relative rotating angle in system (6) more than the material of the structure can bear. This may be induced by the variation of the system parameters or the initial conditions of the system. In the latter case, excessive motion coexists with bounded, meaning that a tiny disturbance of initial conditions leads to a change of dynamical behavior, such as from bounded vibration to unbounded. This is a typical initial-sensitive phenomenon, initial-sensitive excessive motion, indicating the loss of global integrity of dynamic systems [3,8]. Since it is often due to global bifurcation [15,21], we apply the Melnikov method [23] to detect the conditions for it. Substituting the heteroclinic orbits (9) into the Melnikov function yields
$M_{ \pm}\left(t_{0}\right)=\int_{-\infty}^{+\infty}\left(-\mu y(T)-g y^{3}(T)+f \cos \left(\omega\left(T+t_{0}\right)\right)\right) y(T) d T=-\frac{2 \sqrt{2} \mu}{3 b}-\frac{8 \sqrt{2} g}{35 b^{2}}+\sqrt{\frac{2}{b}} \pi \omega f \operatorname{csch}\left(\frac{\sqrt{2} \pi \omega}{2}\right) \cos \left(\omega t_{0}\right)$.

For

$$
\begin{equation*}
\sqrt{\frac{2}{b}} \pi \omega f \operatorname{csch}\left(\frac{\sqrt{2} \pi \omega}{2}\right) \geq \frac{2 \sqrt{2} \mu}{3 b}+\frac{8 \sqrt{2} g}{35 b^{2}}, \tag{25}
\end{equation*}
$$

Namely,

$$
\begin{equation*}
f \geq f_{0}=\frac{2(35 \mu b+12 g) \sinh \left(\frac{\pi \omega}{\sqrt{2}}\right)}{105 \pi \omega b^{\frac{3}{2}}} \tag{26}
\end{equation*}
$$

there will be a value of $t_{0}$ satisfying $M_{ \pm}\left(t_{0}\right)=0$ and $M_{ \pm}{ }^{\prime}\left(t_{0}\right) \neq 0$, meaning that the roots of Equation $M_{ \pm}\left(t_{0}\right)=0$ are simple, enabling the existence of the transverse heteroclinic orbits, and the system (6) may undergo initial-sensitive motion. According to Equation (26), $f_{0}$ is the amplitude threshold of heteroclinic bifurcation. For parameter values given by Equation (23), the critical value for heteroclinic bifurcation is $f_{0}=0.09$. In contrast, it follows from Inequation (25) that the threshold of the excitation frequency $\omega$ for heteroclinic bifurcation cannot be expressed as an explicit or monotonic increasing function of other parameters. For example, for $f=0.13$ and the values of parameters in Equation (3), it can be calculated from Equation (25) that for $\omega<1.22$, heteroclinic bifurcation will occur in the system (6).

In order to verify the criterion obtained in this subsection, numerical simulations are carried out by fixing parameter values as in Equation (23). The 4th Runge-Kutta approach and the point-mapping method [24] are employed to describe the phenomenon's initialsensitive excessive motion. First, some terms such as basin of attraction and safe basin are introduced briefly. A basin of attraction is defined as the set of initial conditions that can lead to the same attractor [25]. If the boundary of basin of attraction of an attractor is fractal and mixed with another, jump among multiple attractors may occur [25]. Safe basin is defined as the union of basins of attraction for all bounded attractors [26]. Fractal of the safe basin of the system (6) induces the occurrence of initial-sensitive excessive motion. In this paper, the basin of attraction is drawn in the sufficiently large space region defined as $-3.0 \leq x(0) \leq 3.0,-3.0 \leq y(0) \leq 3.0$ by generating a $600 \times 600$ array of starting conditions, for each of these starting points. The escaping set for infinite time is approximated with good accuracy by a study with 1000 excited circles. The time step is taken as 0.01 . The white region represents the numerical approximation to the basins of attraction of excessive motion. The red and blue regions are the basins of attraction for attractors from lower and higher stable periodic brunches of Figure 3, respectively. Thus, the union of the red region and the blue is the so-called safe basin.

The evolution of basins of attraction with the frequency $\omega$ for $f=0.13$ and with the amplitude f for $\omega=0.80$ can be observed in Figures 4 and 5. In Figure 4, each the safe basins, i.e., the union of red region and blue, is fractal-eroded when $\omega$ ranges from 0.62 to 0.87 satisfying $\omega<1.22$ i.e., the condition of heteroclinic bifurcation, which shows the occurrence of initial-sensitive excessive motion, in agreement with the analytical prediction In Figure 4a, there is only a red region, meaning that there is only one periodic attractor from the lower stable branch. When $\omega=0.69$ (see Figure 4b), the red region and the blue one coexists, showing bistability. Specifically, on the left side of the origin, the red region is fractal and mixed with the white region and the blue, indicating that both jump and initial-sensitive excessive motion may occur there. As $\omega$ increases to 0.81 (see Figure 4 c ), most areas of the red region will be eroded by the blue one, showing that most of the safe initial conditions lead to the higher-amplitude attractor. For $\omega=0.87$ (see Figure 4d), the red region disappears, and there is only the blue, which means that the response shifts from the lower-amplitude branch to the higher-amplitude, in agreement with the theoretical results of Figure 3a.


Figure 4. Evolution of basins of attraction with the increase of $\omega$ for $f=0.13$. (a) $\omega=0.62$; (b) $\omega=0.69$; (c) $\omega=0.81$; (d) $\omega=0.87$.


Figure 5. Evolution of basins of attraction with the increase of $f$ for $\omega=0.80$. (a) $f=0.03$; (b) $f=0.07$; (c) $f=0.12$; (d) $f=0.20$.

In Figure 5, the safe basin (the union of red and blue regions) is steadily eroded by the white region with the increase of the amplitude $f$, implying that initial-sensitive excessive motion can be induced by the increase of $f$. In Figure 5a,b, the boundary of safe basins is smooth. When f is more than 0.09, i.e., the critical threshold solved from Equation (26), the boundary of safe basin will become fractal (see Figure 5c,d). In Figure 5a-c, the red region and the blue one are mixed, indicating bi-stability as well as jump. Note that for $f=0.12$, the red and blue regions are evenly mixed in the neighborhood of the origin (see Figure 5 c ). For $f=0.20$, only the basin of attraction of the attractors in the higher stable branch of Figure 3b exists, which is seriously eroded by the white region, showing that the excessive motion is easy to trigger.

## 4. Time-Delay Feedback to Control Complex Dynamics

In this section, two types of linear delay feedback controllers, i.e., delayed position feedback and delayed velocity feedback, are applied to the system (1), and their effect on suppressing the phenomena jump and initial-sensitive excessive motion is discussed. The corresponding control diagram is shown in Figure 6 where $Q$ is the coefficient of the gain, and $\tau$ time delay. $P\left(\theta_{1}, \theta_{2}, \dot{\theta}_{1}, \dot{\theta}_{2}, \theta_{1 \tau}, \theta_{2 \tau}, \dot{\theta}_{1 \tau}, \dot{\theta}_{2 \tau}\right)$ represents delayed relativeangle feedback $\left(\theta_{1}(t-\tau)-\theta_{2}(t-\tau)\right)-\left(\theta_{1}(t)-\theta_{2}(t)\right)$ or delayed relative-angular-velocity feedback $\left(\dot{\theta}_{1}(t-\tau)-\dot{\theta}_{2}(t-\tau)\right)-\left(\dot{\theta}_{1}(t)-\dot{\theta}_{2}(t)\right)$, which is an active control transferring the motion state/velocity of the dynamical system [27]. The corresponding governing equation is

$$
\begin{align*}
& J_{1} \ddot{\theta}_{1}+c_{12}\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)+K_{1}\left(\theta_{1}-\theta_{2}\right)+K_{3}\left(\theta_{1}-\theta_{2}\right)^{3}+f_{12}-Q P\left(\theta_{1}, \theta_{2}, \dot{\theta}_{1}, \dot{\theta}_{2}, \theta_{1 \tau}, \theta_{2 \tau}, \dot{\theta}_{1 \tau}, \dot{\theta}_{2 \tau}\right)=T_{e 1},  \tag{27}\\
& J_{2} \ddot{\theta}_{2}+c_{12}\left(\dot{\theta}_{1}-\dot{\theta}_{2}\right)+K_{1}\left(\theta_{1}-\theta_{2}\right)+K_{3}\left(\theta_{1}-\theta_{2}\right)^{3}+f_{12}+Q P\left(\theta_{1}, \theta_{2}, \dot{\theta}_{1}, \dot{\theta}_{2}, \theta_{1 \tau}, \theta_{2 \tau}, \dot{\theta}_{1 \tau}, \dot{\theta}_{2 \tau}\right)=T_{e 2}
\end{align*}
$$



Figure 6. Diagram of the relative rotating system under delayed feedback control.
Letting

$$
\begin{equation*}
G_{p}=\frac{J_{1}+J_{2}}{J_{1} J_{2}} Q, G_{v}=\frac{J_{1}+J_{2}}{J_{1} J_{2}} Q \omega_{0}, \tilde{\tau}=\omega_{0} \tau \tag{28}
\end{equation*}
$$

and based on Equations (2)-(6), we obtain the relative rotation system under delayed position feedback control, i.e.,

$$
\begin{equation*}
\frac{d x}{d T}=y, \frac{d y}{d T}=-\mu y-x+b x^{3}-g y^{3}+f \cos (\omega T)+G_{p}(x(T-\tilde{\tau})-x(T)) \tag{29}
\end{equation*}
$$

and the following delayed-velocity-feedback controlled system

$$
\begin{equation*}
y=\frac{d x}{d T}, \frac{d y}{d T}=-\mu y-x+b x^{3}-g y^{3}+f \cos (\omega T)+G_{v}(y(T-\widetilde{\tau})-y) \tag{30}
\end{equation*}
$$

In the delayed-feedback-controlled systems (29) and (30), $G_{p}, G_{v}$ and $\tilde{\tau}$ are independent parameters. For $G=0$ or $\widetilde{\tau}=0$, the feedback terms in Equations (29) and (30) become 0 , and the delayed systems (29) and (30) become the uncontrolled non-dimensional system (6). In this paper, considering the engineering application, we do not consider the periodic characteristics of $\tilde{\tau}$ but restrict that $0 \leq \tilde{\tau} \leq 2 \pi$. Since there is no signal returned to the controlled systems (29) and (30) before $T=0$, it is supposed that the initial states of the delayed system when $-\tilde{\tau} \leq T<0$ satisfy $x(T)=y(T)=0$. Then, safe basins of the delayed-feedback controlled systems can also be projected into the initial-state plane $x(0)-y(0)$, similar to the uncontrolled system (6).

### 4.1. Delayed Position Feedback Control

### 4.1.1. Primary Resonant Response and Stability of Solutions

As discussed in Section 3.1, the Method of Multiple Scales is applied to obtain the periodic response of the delayed system. Rescaling the gain as $G_{p}=\varepsilon \widetilde{G}_{p}$, and following the similar procedure as in Section 3.1, one can finally obtain the slow flow equation:

$$
\begin{equation*}
\frac{d a}{d T}=-\frac{\mu a}{2}-\frac{3 g a^{3}}{8}+\frac{f \sin \psi}{2}-\frac{a G_{p} \sin \tilde{\tau}}{2}, a \frac{d \psi}{d T}=(\omega-1) a+\frac{3 b a^{3}}{8}+\frac{f \cos \psi}{2}-\frac{a G_{p}(1-\cos \tilde{\tau})}{2} \tag{31}
\end{equation*}
$$

One can get the amplitude and the phases of the response by equating the right sides of Equation (31) to zero, i.e.,

$$
\begin{equation*}
\mu a+\frac{3 g a^{3}}{4}+a G_{p} \sin \tilde{\tau}=f \sin \psi,-2(\omega-1) a-\frac{3 b a^{3}}{4}+a G_{p}(1-\cos \widetilde{\tau})=f \cos \psi \tag{32}
\end{equation*}
$$

Accordingly, the approximate periodic solution can be expressed as $x_{0}=a \cos (\omega T-\psi)$. Its amplitude $a$ can be solved from the following equation

$$
\begin{equation*}
\left(\mu+G_{p} \sin \tilde{\tau}+\frac{3 g a^{2}}{4}\right)^{2} a^{2}+\left(2 \omega-2+\frac{3}{4} b a^{2}+G_{p} \cos \tilde{\tau}-G_{p}\right)^{2} a^{2}=f^{2} \tag{33}
\end{equation*}
$$

The stability of the solutions, thus obtained, can be ascertained by computing the eigenvalues from the corresponding characteristic equation:

$$
\begin{align*}
& \lambda^{2}+\lambda\left(\mu+G_{p} \sin \widetilde{\tau}+\frac{3 g a^{2}}{2}\right) \\
& +\frac{27\left(g^{2}+b^{2}\right) a^{4}}{64}+\frac{\left(\mu+G_{p} \sin \widetilde{\tau}\right)^{2}}{4}+\left(\omega-1+\frac{G_{p} \cos \tilde{\tau}-G_{p}}{2}\right)^{2}+\frac{3 a^{2}}{4}\left(g G_{p} \sin \widetilde{\tau}+b G_{p} \cos \widetilde{\tau}+b\left(2 \omega-2-G_{p}\right)+g \mu\right)=0 \tag{34}
\end{align*}
$$

Assuming $\lambda=i v$ in Equation (34) and separating the real and imaginary parts, we have

$$
\begin{equation*}
v\left(\mu+G_{p} \sin \tilde{\tau}+\frac{3 g a^{2}}{2}\right)=0 \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
-v^{2}+\frac{27\left(g^{2}+b^{2}\right) a^{4}}{64}+\frac{\left(\mu+G_{p} \sin \tilde{\tau}\right)^{2}}{4}+\left(\omega-1+\frac{G_{p} \cos \tilde{\tau}-G_{p}}{2}\right)^{2}+\frac{3 a^{2}}{4}\left(g G_{p} \sin \tilde{\tau}+b G_{p} \cos \tilde{\tau}+b\left(2 \omega-2-G_{p}\right)+g \mu\right)=0 \tag{36}
\end{equation*}
$$

As we know, when the delay is small, the delayed feedback can be expanded in a Taylor series so that the controlled system (29) will become

$$
\begin{equation*}
\frac{d x}{d T}=y, \frac{d y}{d T}=-\left(\mu+G_{p} \tilde{\tau}\right) y-x+b x^{3}-g y^{3}+f \cos (\omega T) \tag{37}
\end{equation*}
$$

For $G_{p}>0$, it is much like increasing the damping of the system (6), thus reducing the periodic vibration [20,27]. Letting $G_{p}>0$, one has $\mu+G_{p} \sin \widetilde{\tau}+\frac{3 g a^{2}}{2}>0$ for $0 \leq \widetilde{\tau} \leq \pi$. Thus, $v=0$ in Equation (35); if

$$
\begin{equation*}
\frac{27\left(g^{2}+b^{2}\right) a^{4}}{64}+\frac{3 a^{2}}{4}\left(g G_{p} \sin \tilde{\tau}+b G_{p} \cos \tilde{\tau}+b\left(2 \omega-2-G_{p}\right)+g \mu\right)+\left(\omega-1+\frac{G_{p} \cos \tilde{\tau}-G_{p}}{2}\right)^{2}+\frac{\left(\mu+G_{p} \sin \tilde{\tau}\right)^{2}}{4}=0 \tag{38}
\end{equation*}
$$

saddle-node bifurcation will occur in the periodic branch. For $G_{p}>0$, when $\widetilde{\tau}$ is long enough to satisfy
$\left(g G_{p} \sin \tilde{\tau}+b G_{p} \cos \tilde{\tau}+b\left(2 \omega-2-G_{p}\right)+g \mu\right)^{2}-3\left(g^{2}+b^{2}\right)\left(\left(\omega-1-\frac{G_{p}}{2}+\frac{G_{p} \cos \tilde{\tau}}{2}\right)^{2}+\frac{\left(\mu+G_{p} \sin \tilde{\tau}\right)^{2}}{4}\right)<0$,
there will be no positive roots for Equation (38), meaning under a positive gain, the delayed position feedback can be used to reduce saddle-node bifurcation and thus bi-stability. For example, given $G_{p}=0.3$ and $\omega=0.8$, one can calculate from Equation (39) that there is no saddle-node bifurcation for $\tilde{\tau}>0.63$. In contrast, it is hard to express the range of $\tilde{\tau}$ for saddle-node bifurcation as a function of $f$. Fixing the value of $f$ and combining Equations (33), (38) and (39), one can obtain the condition for $\tilde{\tau}$ to reduce saddle-node bifurcation. For instance, given $\mathrm{f}=0.13$, one can calculate that the condition of $\tilde{\tau}$ to reduce saddle-node bifurcation is $\widetilde{\tau}>0.27$.

Based on the above theoretical analysis, the results are verified by numerical simulation as shown in Figure 7. Figure 7a shows the frequency-response for $f=0.13, G_{p}=0.3$ and different values of time delay satisfying $\tilde{\tau} \ll \pi$. Obviously, in Figure 7a, the amplitude of the response reduces with the increase in time delay. Note that for $\widetilde{\tau}=0.35$ (longer than the theoretical values 0.27 ), there is no saddle-node bifurcation on the periodic branches, showing that bi-stability and jump will not occur. It can be seen from Figure 7a that the increase of time delay in the position feedback can reduce saddle-node bifurcation, and thus bi-stability and jump. This can also be verified by the evolution of basins of attraction with the increase of time delay (see Figure 8). It follows from Figure 8 that as $\tilde{\tau}$ increases, the basin of attraction of the higher-amplitude periodic attractor (the blue region) will be eroded by the basin of attraction of the lower-amplitude one (see the red region). Meanwhile, the safe basin (red and bule regions) becomes smooth. For $\omega=0.80$, one can see from Figure 7 b that even though the saddle-node bifurcation still exists, increase of time delay can help to reduce the range of $f$ where bistable attractors coexist. The corresponding
sequences of basin of attraction with the increase of $f$ and $\widetilde{\tau}$ will be discussed in detail in the next subsection.


Figure 7. Variation of the response amplitude of the system (29) with the excitation for $G_{p}=0.3$. (a) $f=0.13$; (b) $\omega=0.80$.
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Figure 8. Evolution of basins of attraction with the increase of $\tau$ when $f=0.13$ and $\omega=0.78$. (a) $\tau=0$; (b) $\tau=0.05$; (c) $\tau=0.15$; (d) $\tau=0.35$.

### 4.1.2. Heteroclinic Bifurcation

To employ the Melnikov method to analyze the critical condition for heteroclinic bifurcation in a delayed-feedback-controlled system, it is necessary to consider the delayed position feedback as a perturbed term, namely, the values of the delay and the gain should satisfy that the stability of the equilibrium of the uncontrolled linear system cannot be changed by the delayed feedback. Since the equilibrium $S_{1}(0,0)$ is stable for $\mu>0$, the delay should not exceed the first value of the stability switch of the following linear delayed system

$$
\begin{equation*}
\frac{d^{2} x}{d T^{2}}+\frac{\mu d x}{d T}+x=G_{p}(x(T-\tilde{\tau})-x(T)) \tag{40}
\end{equation*}
$$

Its characteristic equation is given by

$$
\begin{equation*}
\lambda^{2}+\mu \lambda+1+G_{p}-G_{p} e^{-\lambda \tilde{\tau}}=0 \tag{41}
\end{equation*}
$$

Substituting $\lambda=i v$ into (41) and separating the imaginary and real parts yields

$$
\begin{equation*}
-\Omega_{p}^{2}+1+G_{p}-G_{p} \cos \left(\Omega_{p} \tilde{\tau}\right)=0, \mu \Omega_{p}+G_{p} \sin \left(\Omega_{p} \tilde{\tau}\right)=0 \tag{42}
\end{equation*}
$$

By eliminating the trigonometric functions, Equation (42) becomes

$$
\begin{equation*}
\Omega_{p}^{4}-\left(2+2 G_{p}-\mu^{2}\right) \Omega_{p}^{2}+1+2 G_{p}=0 \tag{43}
\end{equation*}
$$

For

$$
\begin{equation*}
G_{p}>\max \left\{\frac{\mu^{2}}{2}-1, \frac{\mu^{2}}{2}+\mu\right\} \tag{44}
\end{equation*}
$$

there are two different positive solutions of Equation (43) expressed as $\Omega_{p 1}$ and $\Omega_{p 2}$ $\left(\Omega_{p 1}>\Omega_{p 2}>0\right)$; the critical value of the delay for stability switch of $S_{1}(0,0)$ is

$$
\begin{equation*}
\tau_{0}=\frac{1}{\Omega_{p 1}}\left(2 \pi-\arccos \left(1+\frac{1-\Omega_{p 1}^{2}}{G_{p}}\right)\right) . \tag{45}
\end{equation*}
$$

For $\widetilde{\tau}<\tau_{0}$, the delay position feedback can be regarded as a disturbed term.
Substituting the heteroclinic orbits (9) into the Melnikov function of the system (29) yields

$$
\begin{equation*}
M_{ \pm}\left(t_{0}\right)=-\frac{2 \sqrt{2} \mu}{3 b}-\frac{8 \sqrt{2} g}{35 b^{2}}+\sqrt{\frac{2}{b}} \pi \omega f \operatorname{csch}\left(\frac{\pi \omega}{\sqrt{2}}\right) \cos \left(\omega t_{0}\right)-\frac{G_{p}}{b} l_{1}(\widetilde{\tau}) \tag{46}
\end{equation*}
$$

where $l_{1}(\widetilde{\tau})=\operatorname{csch}^{2}\left(\frac{\sqrt{2}}{2} \widetilde{\tau}\right)(\sinh (\sqrt{2} \widetilde{\tau})-\sqrt{2} \widetilde{\tau})>0$. The critical condition for heteroclinic bifurcation can be expressed as

$$
\begin{equation*}
f>f^{P}(\widetilde{\tau})=f_{0}+\frac{G_{p} \operatorname{sech}\left(\frac{\pi \omega}{\sqrt{2}}\right) l_{1}(\widetilde{\tau})}{\pi \sqrt{2 b} \omega} \tag{47}
\end{equation*}
$$

Accordingly, for $G_{p}>0$, the threshold of heteroclinic bifurcation $f^{P}(\tilde{\tau})$ will increase with time delay and be higher than $f_{0}$. Fixing $\mu=0.02$ and $G_{p}=0.3$, it can be calculated that $\tau_{0}=2.55$.

Figure 9 shows the variation of $f^{P}(\widetilde{\tau})$ with the increase of time delay $\widetilde{\tau}\left(\widetilde{\tau} \ll \tau_{0}\right)$. Then the numerical values of $f^{P}(\widetilde{\tau})$ are obtained at which the boundary of the safe basin begin to be unsmooth. Each numerical critical value of $f^{P}(\tilde{\tau})$ is kept at two decimal places. We make sure that if $f$ is less than the numerical results $f^{P}(\tilde{\tau})$, the boundary of safe basin will be smooth. In Figure 9, the numerical results for the critical values of $f$ are in agreement with the analytical values, demonstrating that the threshold of the amplitude $f$ for heteroclinic bifurcation will increase monotonically with the delay for $G_{p}>0$ and $\tilde{\tau}<\tau_{0}$.


Figure 9. $f^{P}(\tau)$ of the controlled system (29) versus time delay when $G_{p}=0.3$ and $\omega=0.80$.
Figure 10 depicts the evolution of the safe basin of the controlled system (29) with the delay $\tilde{\tau}$. In Figure 10a,e,i for $\tilde{\tau}=0$, safe basins as well as basins of attraction can be considered as those of the uncontrolled system (6), illustrating that as the amplitude $f$ increases, safe basin will be eroded. Specifically, in Figure 10e for $f=0.30$, only the basin of attraction of the higher-amplitude attractor is left, which is seriously eroded by the white
region, showing the high possibility of excessive motion. For $G_{p}=0.3$ and $\widetilde{\tau}=0.11$, the safe basin is obviously expanded. Besides, comparing Figure 10a-d, one can observe that as $\tilde{\tau}$ increases, the safe basin changes from the union of red region and blue to the red region itself, meaning that jump and initial-sensitive excessive motion are reduced by the basin expansion of the lower-amplitude attractor. In Figure 10e-h, one can also draw this conclusion. Note that Figure 10e,f, three color regions are mixed in the neighborhood of the origin, which indicates the high probability of jump and initial-sensitive excessive motion As $\widetilde{\tau}$ increases, they can be controlled. For $f=0.30$ (see Figure 10i-1), even though the safe basin is still fractal, its area becomes much larger with the increase of $\widetilde{\tau}$. This shows that the possibility of excessive motion is reduced. It follows from Figure 9 that the delayed position feedback can suppress the erosion of the safe basin effectively when $G_{p}$ is positive.


Figure 10. Sequences of safe basin of the system (29) with the increase of $f$ and $\tilde{\tau}$ when $G_{p}=0.3$. (a) $f=0.11, \widetilde{\tau}=0$; (b) $f=0.11, \tilde{\tau}=0.05$; (c) $f=0.11, \tilde{\tau}=0.15$; (d) $f=0.11, \widetilde{\tau}=0.35$; (e) $f=0.15, \widetilde{\tau}=0$; (f) $f=0.15, \tilde{\tau}=0.05$; (g) $f=0.15, \tilde{\tau}=0.15$; (h) $f=0.15, \tilde{\tau}=0.35$; (i) $f=0.30, \widetilde{\tau}=0 ;(\mathbf{j}) f=0.30, \tilde{\tau}=0.05$; (k) $f=0.30, \tilde{\tau}=0.15 ;(\mathbf{l}) f=0.30, \tilde{\tau}=0.35$.

### 4.2. Delayed Velocity Feedback

### 4.2.1. Primary Resonant Response and Stability of Solutions

As in Section 4.1.1, by applying the Method of Multiple Scales, one can get the slow flow equation of the delayed-velocity-feedback controlled system (30) as below:

$$
\begin{equation*}
\frac{d a}{d T}=-\frac{\mu}{2} a-\frac{3 g a^{3}}{8}+\frac{f \sin \psi}{2}-\frac{G_{v}(1-\cos \tilde{\tau})}{2} a, a \frac{d \psi}{d T}=a(\omega-1)+\frac{3 b a^{3}}{8}+\frac{f \cos \psi}{2}+\frac{G_{v} \sin \tilde{\tau}}{2} a . \tag{48}
\end{equation*}
$$

The amplitude and phases of the system can be obtained via letting the right side of Equation (48) be zero, given by

$$
\begin{equation*}
f \sin \psi=\mu a+\frac{3 g}{4} a^{3}+G_{v}(1-\cos \widetilde{\tau}) a, f \cos \psi=\left(2-2 \omega-\frac{3 b}{4} a^{2}-G_{v} \sin \tilde{\tau}\right) a \tag{49}
\end{equation*}
$$

Thus, the amplitude of the approximated periodic solution $x_{0}=a \cos (\omega T-\psi)$ can be solved from the following equation:

$$
\begin{equation*}
\left(\mu+\frac{3 g}{4} a^{2}+G_{v}(1-\cos \widetilde{\tau})\right)^{2} a^{2}+\left(2-2 \omega-\frac{3 b}{4} a^{2}-G_{v} \sin \widetilde{\tau}\right)^{2} a^{2}=f^{2} \tag{50}
\end{equation*}
$$

According to its characteristic equation, the stability switch will occur if there exists a real number $\widetilde{v}$ satisfying

$$
\begin{align*}
& v\left(\mu+G_{v}(1-\cos \widetilde{\tau})+\frac{3 g a^{2}}{2}\right)=0 \\
& -v^{2}+\frac{\left(\mu+G_{v}(1-\cos \tilde{\tau})^{2}\right.}{4}+\frac{\left(2-2 \omega-G_{v} \sin \widetilde{\tau}\right)^{2}}{4}+\frac{\mu}{2} G_{v}(1-\cos \widetilde{\tau})+\frac{3 a^{2}}{4}\left(\mu g+b\left(2 \omega-2+G_{v} \sin \widetilde{\tau}\right)\right)+\frac{27\left(g^{2}+b^{2}\right) a^{4}}{64}=0 \tag{51}
\end{align*}
$$

For $G_{v}>0$, in Equation (51), one has $\mu+\frac{3 g}{2} a^{2}+G_{v}(1-\cos \tilde{\tau})>0, \widetilde{v}=0$, and

$$
\begin{equation*}
\frac{\left(\mu+G_{v}(1-\cos \tilde{\tau})\right)^{2}}{4}+\frac{\left(2-2 \omega-G_{v} \sin \tilde{\tau}\right)^{2}}{4}+\frac{\mu}{2} G_{v}(1-\cos \tilde{\tau})+\frac{3 a^{2}}{4}\left(\mu g+b\left(2 \omega-2+G_{v} \sin \tilde{\tau}\right)\right)+\frac{27\left(g^{2}+b^{2}\right) a^{4}}{64}=0, \tag{52}
\end{equation*}
$$

implying that saddle-node bifurcation will occur in the delayed-velocity-feedback controlled system. For $G_{v}>0$, when $\tilde{\tau}$ is long enough to satisfy

$$
\begin{equation*}
4\left(\mu g+b(2 \omega-2)+b G_{v} \sin \widetilde{\tau}\right)^{2}-3\left(g^{2}+b^{2}\right)\left(\left(\mu+G_{v}\right)^{2}+2 \mu G_{v}+G_{v}^{2}+4(1-\omega)^{2}-2 G_{v}\left(2 \mu+G_{v}\right) \cos \tilde{\tau}+4(\omega-1) G_{v} \sin \widetilde{\tau}\right)<0 \tag{53}
\end{equation*}
$$

there will be no positive roots for Equation (52), meaning no saddle-node bifurcation or bi-stability. For example, given $G_{v}=0.3$ and $\omega=0.8$, one can calculate from Equation (53) that saddle-node bifurcation will disappear for $\tilde{\tau}>0.68$. Similarly to Section 4.1.1, although delayed velocity feedback can be used to reduce the occurrence of saddle-node bifurcation, it is hard to express the range of $\widetilde{\tau}$ for SN bifurcation as a function of $f$. Fixing the value of $f$ and combining Equations (50), (52) and (53), one can obtain the condition for $\tilde{\tau}$ to reduce saddle-node bifurcation. For instance, given $f=0.13$, one can calculate that the condition of $\widetilde{\tau}$ to reduce saddle-node bifurcation is $\widetilde{\tau}>0.77$.

The similar as in Section 4.1.1, for $G_{v}=0.3$ and different values of time delay in the velocity feedback, Figure 11 shows the variation of the response amplitude with the excitation. It follows from the theoretical and numerical results depicted in Figure 11 that, even though the response amplitude is not necessary to be suppressed with the increase of time delay, the velocity feedback can reduce saddle-node bifurcation, and thus bi-stability and jump. The controlling effect of velocity feedback on jump can also be verified by the evolution of basins of attraction with the increase of time delay for $f=0.13, \omega=0.78$ (see Figure 12). To be different from the case of the delayed position feedback, as the delay increases, the basin of attraction of the higher-amplitude attractor is expanded, whose boundary becomes smoother and smoother. Finally, it becomes the only bounded attractor (see Figure 12d). For $\omega=0.80$, if can be concluded from Figure 11b that the delayed velocity feedback can suppress bi-stability. For the fixed value of $\omega$, sequences of the basin of attraction with the increase of $f$ and $\tilde{\tau}$ will be discussed in detail in the next subsection.


Figure 11. Variation of the response amplitude of the system (30) with the excitation for $G_{v}=0.3$. (a) $f=0.13$; (b) $\omega=0.80$.

(a)

(b)

(c)

(d)

Figure 12. Evolution of basins of attraction with the increase of $\tau$ for $f=0.13$ and $\omega=0.78$. (a) $\tilde{\tau}=0$; (b) $\tilde{\tau}=0.2$; (c) $\tilde{\tau}=0.5$; (d) $\widetilde{\tau}=0.8$.

### 4.2.2. Heteroclinic Bifurcation under Delayed Velocity Feedback

As in Section 4.1.2, to apply the Melnikov method in the delayed-velocity-feedback controlled system (30), we also need to treat the delayed feedback as a perturbed term of this system. To this end, the delay $\tilde{\tau}$ should not exceed the first value of stability switch of $S_{1}(0,0)$ in the linear delayed system whose characteristic equation can expressed as

$$
\begin{equation*}
\lambda^{2}+\mu \lambda+1+G_{v} \lambda-G_{v} \lambda e^{-\lambda \tilde{\tau}}=0 \tag{54}
\end{equation*}
$$

The first value of time delay for stability switch of $S_{1}(0,0)$ will occur when $\lambda= \pm \Omega_{v} i$. Substituting it into Equation (54) and separating the imaginary and the real parts of Equation (54) yields

$$
\begin{equation*}
-\Omega_{v}^{2}+1=G_{v} \Omega_{v} \sin \left(\Omega_{v} \tilde{\tau}\right), \mu \Omega_{v}=G_{v} \Omega_{v}\left(\cos \left(\Omega_{v} \tilde{\tau}\right)-1\right) \tag{55}
\end{equation*}
$$

By eliminating the trigonometric functions, the equation above becomes

$$
\begin{equation*}
\left(\Omega_{v}^{2}-1\right)^{2}+\left(\mu^{2}+2 \mu G_{v}\right) \Omega_{v}^{2}=0 \tag{56}
\end{equation*}
$$

Since $\mu>0$, for $G_{v}>0$, there will be no real roots of Equation (56), meaning that the stability of the origin will not be changed. Then the delay velocity feedback of the delayed system (30) can be regarded as a disturbed term. The Melnikov function of the controlled system (30) can be expressed as

$$
\begin{align*}
& M_{ \pm}\left(t_{0}\right)=\int_{-\infty}^{+\infty}\left(-\mu y(T)-g y^{3}(T)+f \cos \left(\omega\left(T+t_{0}\right)\right)-G_{v} y(T)+G_{v} y(T-\widetilde{\tau})\right) y(T) d T \\
& =-\frac{2 \sqrt{2} \mu}{3 b}-\frac{8 \sqrt{2} g}{35 b^{2}}+\sqrt{\frac{2}{b}} \pi \omega f \operatorname{csch}\left(\frac{\sqrt{2} \pi \omega}{2}\right) \cos \left(\omega t_{0}\right)-\frac{2 G_{v}}{b} l_{2},  \tag{57}\\
& \text { where } l_{2}(\widetilde{\tau})=\operatorname{csch}^{2}\left(\frac{\sqrt{2} \tilde{\tau}}{2}\right)\left(\sqrt{2}-\widetilde{\tau} \operatorname{coth}\left(\frac{\sqrt{2}}{2} \widetilde{\tau}\right)\right)>0 . \text { Accordingly, for } \\
& f>f^{V}(\widetilde{\tau})=f_{0}+\frac{\sqrt{2 b} G_{v}}{b \pi \omega} \sinh \left(\frac{\sqrt{2} \pi \omega}{2}\right) l_{2}(\widetilde{\tau}), \tag{58}
\end{align*}
$$

And heteroclinic bifurcation may occur. In Equation (58), for $G_{v}>0$, the threshold of heteroclinic bifurcation $f^{V}(\tilde{\tau})$ increases monopoly with the delay $\tilde{\tau}$. Given $G_{v}=0.3$, the variation of $f^{V}(\tilde{\tau})$ with the increase of $\tilde{\tau}$ is presented in Figure 13. Numerical and analytical results both illustrate that, for $G_{v}>0$, the delayed velocity feedback can be used to increase the threshold of the amplitude $f$ for heteroclinic bifurcation, thus being effective in reducing the probability of initial-sensitive excessive motion.


Figure 13. $f^{V}(\tau)$ of the controlled system (30) versus time delay when $G_{v}=0.3$.
Figure 14 shows the evolution of the safe basin of the controlled system (30) with the increase of $f$ and $\tilde{\tau}$. For $\tilde{\tau}=0$, Figure 14a,e, i are the same as Figure $10 \mathrm{a}, \mathrm{e}, \mathrm{i}$, depicting the safe basin of the uncontrolled system (6). Under a positive gain $G_{v}=0.3$, when $\tilde{\tau}$ increases, the area of safe basin of the delayed-velocity-feedback-controlled system will expand obviously. To be different from the results of Section 4.1.2, for $f=0.11$ and 0.15 where the two periodic attractors coexisting in the uncontrolled system, as $\tilde{\tau}$ increases, the basin of attraction of the higher-amplitude attractor is expanded and finally becomes the safe basin (see the blue regions in Figure 14a-h). This illustrates that, although the delayed velocity feedback does not necessary reduce the response amplitude, it reduces jump and excessive motion.


Figure 14. Cont.


Figure 14. Sequences of safe basin of the system (30) with the increase of $f$ and $\tilde{\tau}$ when $G_{v}=0.3$. (a) $f=0.11, \tilde{\tau}=0$; (b) $f=0.11, \tilde{\tau}=0.20$; (c) $f=0.11, \tilde{\tau}=0.50$; (d) $f=0.11, \widetilde{\tau}=0.80 ;(\mathbf{e}) f=0.15, \tilde{\tau}=0$; (f) $f=0.15, \tilde{\tau}=0.20$; (g) $f=0.15, \tilde{\tau}=0.50$; (h) $f=0.15, \tilde{\tau}=0.80$; (i) $f=0.30, \tilde{\tau}=0 ;$ (j) $f=0.30, \tilde{\tau}=0.20$; (k) $f=0.30, \tilde{\tau}=0.50$; ( $\mathbf{l}) f=0.30, \tilde{\tau}=0.80$.

## 5. Discussion

In this paper, a typical relative rotation system is considered, and the phenomena of jump and initial-sensitive excessive motion as well as their suppression via delayed feedback is investigated. The Method of Multiple Scales and the Melnikov method are applied to analyze the conditions for bi-stability and initial-sensitive excessive motion, respectively. By introducing the basins of attraction and safe basin to describe the extent of jump and initial-sensitive excessive motion, respectively, the point mapping approach is employed to present the numerical results which matches the theoretical approach, verifying the validity of the analysis. Some significant results are presented as follows.
(1) The variation of excitation may induce the coexistence of bistable periodic attractors, which can be ascribed to saddle-node bifurcation.
(2) The increase of the excitation amplitude may cause initial-sensitive excessive motion, which can be due to heteroclinic bifurcation.
(3) Under positive coefficients of the feedback gain, the delayed position feedback and the delayed velocity feedback can reduce saddle-node bifurcation and heteroclinic bifurcation so as to suppress jump and initial-sensitive excessive motion. Comparatively, the former can also reduce the amplitude of the response, while the latter may not; the former works well if time delay does not exceed the first stability switch of the trivial equilibrium, while the latter does not have that restriction.

This work presents a detailed analysis of jump and initial-sensitive excessive motion of a typically relative rotation system, which may be beneficial for the performance improvement of rotors and main bearings. The relevant experimental investigations will be included in our future work.
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#### Abstract

A system of mathematical equations was developed for the calculation of the natural frequencies of helical springs, its predictions being compared with finite element simulation with ANSYS ${ }^{\circledR}$. Authors derive the general equations governing the helical spring vibration relative to the Frenet trihedral representing the normal, binormal and tangent unit vectors to the spring medium line. The dispersion relation $\omega=f(k)$ has been obtained to model a wave traveling along the axis of the wire.
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## 1. Introduction

Helical springs are one of the most frequently used elastic elements in mechanical engineering. They are used in the most diverse structures as elastic energy accumulators supplementing damping devices, e.g., automobile or railroad suspensions, and in advance and return devices, e.g., camshafts and valves of internal combustion engines (Wahl [1], Shigley [2]; Kobelev [3]). One of the spring failure modes is caused by resonance vibration that occurs when the spring is excited with a periodic signal of frequency equal to its natural frequency.

Love [4] develops equations to study the static response of helical springs subjected to large deformations. Stokes [5] investigates vibrations in the case of a spring subjected to shock loads. Gironnet and Louradour [6] determine more precise expressions for the calculation of the natural frequencies of the helical spring. There are several numerical methods to determine the natural frequencies, the main ones being: the transfer matrix method (Yildirim [7]), the dynamic stiffness formulation (Lee [8]), and the pseudo-spectral method (Lee [9]). Becker [10] determines with the transfer matrix method the resonant frequencies of a spring subjected to an axial compression load. Jiang [11] studies forced vibrations and wave propagation in springs using the Laplace transform.

Wahl [1] already proposed in the middle of the 20th century the equations that are widely used today for the design of springs. Among these equations, Equation (1), which provides the stiffness constant of the spring subjected to an axial force, and Equation (2), which provides the natural frequency of the spring placed between two parallel flat plates, stand out.

$$
\begin{equation*}
k_{\text {Wahl }}=\frac{G d^{4}}{8 D^{3} N} \tag{1}
\end{equation*}
$$

where $k_{\text {Wahl }}$ is the spring axial stiffness, $G$ is the shear modulus of elasticity, $d$ is the wire diameter, $D$ is the helix diameter and $N$ is the number of active coils.

Where $f$ is the natural harmonic frequencies of a spring in Hz , and $W$ is the mass of the spring in kg . The fundamental frequency is determined for $m=1$ and is usually the most important frequency in practice. Replacing in Equation (2) the value of the axial stiffness
we obtain Equation (3) also called Harignx's equation [12], who experimentally verified its validity.

$$
\begin{gather*}
f=\frac{m}{2} \sqrt{\frac{k_{\text {Wahl }}}{W}} \quad m=1,2,3 \ldots  \tag{2}\\
f=\frac{d}{2 \pi R^{2} N} \sqrt{\frac{G}{32 \rho}} \tag{3}
\end{gather*}
$$

$R$ being the helix radius and $\rho$ the density of the material.
Equation (3) indicates that for a given material, the fundamental frequency of a helical spring is proportional to the wire diameter and inversely proportional to the product of the helix diameter and the number of active coils, i.e., the resonance frequency of the spring depends on all the spring design parameters. If a higher frequency is desired for the same spring diameter, it is sufficient to increase the wire diameter (this increases the spring stiffness), and vice versa. If you want to vary the resonance frequency while keeping the wire diameter constant, just change the spring diameter or the number of coils of the spring. All the expressions shown above are raised with respect to an inertial reference system whose main $X$ axis coincides with the symmetry axis of the helical spring.

By design of the machine itself, the spring is always inserted between two masses in relative oscillatory motion and its function is to keep them away from each other ensuring at all times that they do not come into contact. The design of the helical spring depends directly on the inertia between the masses at any given moment. In addition to the diameter of the wire and the spring itself, the number of coils and the pitch are responsible for achieving non-interaction between the mechanical elements in relative motion.

It is interesting to note that the behavior of the spring changes radically when its operation is associated with a mass much greater than that of the spring itself. For example, in the damping systems of a railway bogie such as the one in Figure 1. In that case, the mass of the spring is much lower than the mass of the railway car it is supporting and Equations (2) and (3) are no longer valid. Den Hartog [13] shows that in that configuration the natural frequency follows Equation (4).

$$
\begin{equation*}
f=\frac{1}{2 \pi} \sqrt{\frac{g}{\delta_{e s t}}} \tag{4}
\end{equation*}
$$

where $g$ is the gravitational constant and $\delta_{\text {est }}$ is the static deflection of the spring under the weight of the suspended load.


Figure 1. Damping springs of a railway bogie (Díaz [14]).
Sauvage [15] and Campedelli [16] studied in detail the behavior of the springs of a bogie and simulated in finite elements the anomaly presented by the springs during axial compression called "effort de chasse". This anomaly consists of a rotation and a lateral displacement appearing on the bearing surface of the spring. The "effort de chasse", also
called transverse flexibility of the spring, is caused by the forces and moments that appear at the ends of the spring during its axial compression. Campedelli [16] determines that the transverse flexibility is determined by both the geometry of the spring end and the way in which the gap between the coils closes during axial compression. The "effort de chasse" is an interesting anomaly in railway suspension springs since in their displacement the springs could interfere with other mechanical elements of the bogie generating interferences and breakages. To avoid this, the railway standard [17] requires a test for the springs of the highest category according to the scheme in Figure 2a. From the test, both the direction and the transverse bowing force $(\Phi \mathrm{C})$ of the spring subjected to a defined axial load are obtained. The direction of the transverse direction is marked on the spring by a permanent system to take it into account in its mounting on the bogie. Figure 2 b shows an example of a bogie spring assembly compensating for the spring bowing forces.


Figure 2. "Effort de chasse" or transverse flexibility: (a) schematic of the test device; (b) mounting on a spring bogie compensating the "effort de chasse".

Kobelev [18] also studies another type of anomaly in the behavior of springs such as the transverse vibration of the spring once it enters into oscillations close to resonant frequencies. Kobelev [18] found that the fundamental natural frequency of transverse oscillations turns to be to zero when the lateral buckling of the spring occurs.

Yildirim [19] demonstrates that Equation (1), which is usually used to determine the spring stiffness, is only valid for spring angles $\alpha \leq 10^{\circ}$. Figure 3a shows the spring geometry indicating the position of the angle $\alpha$.


Figure 3. Helical spring: (a) geometrical parameters; (b) Frenet trihedral.
Yildirim [19] indicates that Equations (1) and (2) only take into account the effect of the torsion of the spring section when compressing it. However, as Yildirim [19] points out when the axial compression force acts, both stresses due to torsion and bending moment and forces normal and shear to the section appear. These last three effects are negligible for spring angles $\alpha \leq 10^{\circ}$ where the torsional effect dominates. Yildirim [19] proposes
a global equation to determine the deformation of the spring subjected to an axial force. Additionally, Kato [20] proposes recently an equation outside the elastic range to determine large spring deformations.

In general, the previous authors focus the study of the spring behavior using a conventional Cartesian system in which the static or dynamic displacements are referred to as the first axis of symmetry of the helical spring, X . With this methodology the global behavior of a spring as a whole can be known with precision, i.e., constituted by a series of coils of a certain diameter and a certain thickness of the wire, contemplating in some of the occasions the ending effect.

This type of methodology, therefore, allows us to analyze the elastic effect of the spring as a whole, but it is not able to explain some mechanical behaviors intrinsic to its own constitution, i.e., it does not study the phenomenon occurring in the coil itself. In this way, anomalous spring behaviors such as those described above cannot be fully explained.

In order to achieve a reference system that meets these needs, the Frenet trihedral is used in this article, since it is intrinsic to the wire of the spring itself, configuring a reference system positioned according to the neutral line of the helix of the coil as shown in Figure 3b.

In the present study, the equations of motion of the coil of a helical spring are obtained in order to determine its modes of vibration. This is an original and novel approach since the usual practice is to obtain the modes of vibration of the complete spring referred to as a reference system according to its joint motion. Additionally, a sensitivity analysis has been performed for the main geometrical parameters of the coil: i.e., the helix diameter, the wire diameter and pitch. The obtained vibration modes have been validated satisfactorily with finite element calculations with ANSYS ${ }^{\circledR}$ R17 (release 17).

## 2. Model of Coupled Bending and Torsional Oscillation in a Spring

### 2.1. Frenet's Trihedral

For the approach of the oscillation model of the coil, the coordinate system formed by the Frenet trihedral, intrinsic to the neutral line of the spring, has been considered.

Figure 4 shows a differential element of the length of the curve defined by the midline of the coil of a helical spring. The Frenet trihedral or intrinsic trihedral is positioned on it. It is an orthonormal trihedron $(\vec{t}, \vec{n}, \vec{b})$ whose components are named tangent, normal and binormal. The tangent vector is oriented to the neutral line of the loop. The normal is directed towards the bending center of curvature of the loop. The binormal vector follows the orientation defined by the other two. The vectors $t$ and $n$ form a tangent plane to the loop, containing the element ds, and perpendicular to the binormal vector which is directed towards the bending curvature of this element.


Figure 4. Intrinsic trihedral and principal directions of inertia of the section.

Considering as a scalar variable the arc length of the midline of the loop(s), we obtain the well-known Frenet-Serret equations, Equation (5), which give us the derivative with respect to s of the components of the trihedral as a function of the curvature of the midline of the coil.

$$
\left(\begin{array}{c}
\frac{d \vec{t}}{d s}  \tag{5}\\
\frac{d \vec{n}}{d s} \\
\frac{d \vec{b}}{d s}
\end{array}\right)=\left(\begin{array}{c}
\overrightarrow{t \prime} \\
\overrightarrow{n \prime} \\
\overrightarrow{b \prime}
\end{array}\right)=\left(\begin{array}{ccc}
0 & \Omega_{3} & -\Omega_{2} \\
-\Omega_{3} & 0 & \Omega_{1} \\
\Omega_{2} & -\Omega_{1} & 0
\end{array}\right)\left(\begin{array}{l}
\vec{t} \\
\vec{n} \\
\vec{b}
\end{array}\right)
$$

where $\Omega_{1}=\tau_{0}, \Omega_{2}=-k_{0} \sin \phi_{0}$ and $\Omega_{3}=k_{0} \cos \phi_{0}$. Where $k_{0}$ is the bending curvature, $\tau_{0}$ the torsional curvature and $\phi_{0}$ the angle formed by the principal directions of inertia with the Frenet trihedron.

Equation (5) can be expressed as a function of the vector product of the Darboux vector $\vec{\Omega}(s)$ by the components of the intrinsic trihedron obtaining Equation (6).

$$
\left(\begin{array}{c}
\frac{d \vec{t}}{d \underline{s}}  \tag{6}\\
\frac{d n}{d \stackrel{n}{s}} \\
\frac{d \vec{b}}{d s}
\end{array}\right)=\vec{\Omega} \times\left(\begin{array}{c}
\vec{t} \\
\vec{n} \\
\vec{b}
\end{array}\right)
$$

where the Darboux vector is defined according to Equation (7):

$$
\begin{equation*}
\vec{\Omega}(s)=\Omega_{1} \vec{t}+\Omega_{2} \vec{n}+\Omega_{3} \vec{b} \tag{7}
\end{equation*}
$$

The variation of any vector function, for example, the rotation and translation of the section, with respect to the length $s$ of the arc follows the expression of Equation (8a) that we will simplify using the notation of Equation (8b) where we will call $[R]$ the tensor associated with the operation $\vec{\Omega} \times$.

$$
\begin{gather*}
\left.\frac{d \vec{V}}{d s}=\frac{d \vec{V}}{d s} \right\rvert\, s+\vec{\Omega} \times \vec{V}  \tag{8a}\\
\{\vec{V}\} \prime=\{\vec{V} \prime\}+[R] \vec{V}  \tag{8b}\\
{[R]=\left(\begin{array}{ccc}
0 & \Omega_{3} & -\Omega_{2} \\
-\Omega_{3} & 0 & \Omega_{1} \\
\Omega_{2} & -\Omega_{1} & 0
\end{array}\right)} \tag{8c}
\end{gather*}
$$

where $\left.\frac{d \vec{V}}{d s} \right\rvert\, S$ is the derivative calculated as if the Frenet trihedron were fixed along the curve. That is, the variation of the function along the curve has two terms, the first represents the variation of the vector within the basis itself and the second represents the variation of the basis itself along the curve.

### 2.2. Rotation of the Spring Cross-Section

The spring in its natural geometrical configuration undergoes a deformation caused by external forces and moments. The plane cross-section remains plane and we neglect its small deformation. As shown in Figure 5, the cross-section of the deformed part is obtained by a translation $\vec{\eta}(s)$ of the center and a rotation $\vec{\psi}(s)$ of the section. Therefore, the point $P$ the intersection of the cross-section with the midline, will be transformed into the point $P_{1}$ (where $\overrightarrow{P P}_{1}=\vec{\eta}(s)$ ) and the perpendicular axes ( $\mathrm{j}, \mathrm{k}$ ), coinciding with the normal and binormal of the intrinsic trihedron before the deformation, will become the axes $\overrightarrow{j_{1}}$ and $\overrightarrow{k_{1}}$ which we also assume to be perpendicular to each other. The axis $\overrightarrow{i_{1}}$ is obtained as the vector product of the previous ones, $\overrightarrow{i_{1}}=\overrightarrow{j_{1}} \times \overrightarrow{k_{1}}$.


Figure 5. Schematic of the oscillations of the spring section.
Due to the shear produced by the shear forces, the i-axis is not transformed into the i-axis $s_{1}$ by rotation and translation. Consequently, the tangent vector to a point on the midline of the part will no longer coincide with the first axis of the trihedron as it did in the initial equilibrium state but will form an angle $\vec{\beta}$, called the shear angle, proportional to the shear stress. If we do not consider the deformation due to the shear stress, the shear angle is canceled, so that the tangent to the midline of the part will be perpendicular to the section, or what is the same, will coincide with the first axis of the trihedron.

The derivative of $\vec{\psi}$ with respect to s is given to first order by Equation ( $9 \mathrm{a}, \mathrm{b}$ ).

$$
\begin{gather*}
\{\vec{\psi}\} \prime=\left[M_{N}\right] \vec{N}+[R] \vec{\psi}  \tag{9a}\\
{\left[M_{N}\right]=\left(\begin{array}{ccc}
\frac{1}{k_{1} G I_{1}} & 0 & 0 \\
0 & \frac{1}{E I_{2}} & 0 \\
0 & 0 & \frac{1}{E I_{3}}
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{I_{1}^{*}} & 0 & 0 \\
0 & \frac{1}{I_{2}^{*}} & 0 \\
0 & 0 & \frac{1}{I_{3}^{*}}
\end{array}\right) .} \tag{9b}
\end{gather*}
$$

where $M_{N}$ is the tensor associated with the torsional-flector torque increment, $E$ is the modulus of elasticity, $G$ is the shear modulus of elasticity, $I_{i}$ is the geometric moment of inertia and $k_{1}$ is the torsion constant. $\vec{N}$ is the vector of internal torque increase. Its first component is the torsional moment, and the other two components are the bending moments in the normal and binormal directions. $I_{1}^{*}$ is the torsional stiffness, $I_{2}^{*}$ is the bending stiffness along the normal axis, and $I_{3}^{*}$ is the bending stiffness along the binormal axis.

### 2.3. Translation of the Spring Cross-Section

The derivative of the displacement vector $\vec{\eta}$ with respect to $s$ is given to first order by Equation (10a-c).

$$
\begin{gather*}
\{\vec{\eta}\} \prime=\left[M_{F}\right] \vec{F}+[S] \vec{\psi}+[R] \vec{\eta}  \tag{10a}\\
{\left[M_{F}\right]=\left(\begin{array}{ccc}
\frac{1}{E A} & 0 & 0 \\
0 & \frac{1}{k_{2} G A} & 0 \\
0 & 0 & \frac{1}{k_{3} G A}
\end{array}\right)=\left(\begin{array}{ccc}
E^{*} & 0 & 0 \\
0 & G_{1}^{*} & 0 \\
0 & 0 & G_{2}^{*}
\end{array}\right)}  \tag{10b}\\
{[S]=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right)} \tag{10c}
\end{gather*}
$$

where $M_{F}$ is the tensor associated with the forces and $k_{i}$ the shear constants, or the so-called Timoshenko's $k$-factors [21]. Being for symmetric sections $k_{2}=k_{3} . \vec{F}$ is the vector of internal force increment. Its first component is the axial force, and the other two components are the shear forces according to the normal and binormal. $E A$ is the axial stiffness and $k_{2} G A$ is the shear stiffness.

Equations ( $9 \mathrm{a}, \mathrm{b}$ ) and ( $10 \mathrm{a}-\mathrm{c}$ ) constitute a system of six scalar equations for the twelve components of $\vec{\psi}, \vec{\eta}, \vec{F}, \vec{N}$. The remaining six equations are obtained from the dynamic study of the system for which the equations of the linear momentum and angular momentum of the part element comprised between $s$ and $s+d s$ are posed.

### 2.4. Linear Momentum

Considering the linear momentum, the derivative of $\vec{F}$ with respect to s is given by Equation (11).

$$
\begin{equation*}
\{\vec{F}\} \prime=\lambda \ddot{\vec{\eta}}+[R] \vec{F} \tag{11}
\end{equation*}
$$

where $\lambda=\rho \cdot A$ is the linear density per unit length.

### 2.5. Angular Momentum

Considering the angular momentum, the derivative of $\vec{N}$ with respect to s is given by Equation (12a,b), which takes into account the effects of rotational inertia introduced by Rayleigh [22].

$$
\begin{gather*}
\{\vec{N}\} \prime=\frac{\lambda}{A}[I] \ddot{\vec{\psi}}+[S] \vec{F}+[R] \vec{N}  \tag{12a}\\
{[I]=\left(\begin{array}{ccc}
I_{1} & 0 & 0 \\
0 & I_{2} & 0 \\
0 & 0 & I_{3}
\end{array}\right)} \tag{12b}
\end{gather*}
$$

Table 1 summarizes the complete system of equations obtained and which describes the behavior of the spring coil subjected to bending and torsion. It consists of four vector equations in linear partial derivatives, non-homogeneous and of second order.

Table 1. System of Vectorial Equations to model spring behavior.

| Vectorial Equations |
| :---: |
| $\left\{\begin{array}{c}\{\vec{\psi}\}^{\prime}=\left[M_{N}\right] \vec{N}+[R] \vec{\psi} \\ \{\vec{\eta}\}^{\prime}=\left[M_{F}\right] \vec{F}+[S] \vec{\psi}+[R] \vec{\eta} \\ \{\vec{F}\}^{\prime}=\lambda \overrightarrow{\vec{\eta}}+[R] \vec{F} \\ \\ \end{array}\{\vec{N}\}^{\prime}=\frac{\lambda}{A}[I] \vec{\psi}+[S] \vec{F}+[R] \vec{N}\right.$ |

### 2.6. Dispersion Relation

If in the Table 1 system of equations we change the variable using Equation (13a-d), we can simulate the movements in time of the spring and then perform a vibration analysis of its oscillatory behavior in the vector variables $\vec{\psi}, \vec{\eta}, \vec{F}, \vec{N}$. We will assume a wave traveling along the axis of the wire. Thus

$$
\begin{align*}
& \vec{\psi}(s, t)=\operatorname{Re}\left(\overrightarrow{\psi_{0}}(s) \cdot e^{i(k s-\omega t)}\right)  \tag{13a}\\
& \vec{\eta}(s, t)=\operatorname{Re}\left(\overrightarrow{\eta_{0}}(s) \cdot e^{i(k s-\omega t)}\right) \tag{13b}
\end{align*}
$$

$$
\begin{align*}
& \vec{F}(s, t)=\operatorname{Re}\left(\vec{F}_{0}(s) \cdot e^{i(k s-\omega t)}\right)  \tag{13c}\\
& \vec{N}(s, t)=\operatorname{Re}\left(\vec{N}_{0}(s) \cdot e^{i(k s-\omega t)}\right) \tag{13d}
\end{align*}
$$

The new parameters introduced are the wavenumber, $k$, and the angular velocity of the wave, $\omega(\mathrm{rad} / \mathrm{s})$. Where the wavenumber $k$, is related to the length $\lambda$ of the vibrating wave, with Equation (14).

$$
\begin{equation*}
k=\frac{2 \pi}{\lambda} \tag{14}
\end{equation*}
$$

Substituting the system of equations in Table 1 we arrive at the following system in Equation (15a-d).

$$
\begin{gather*}
{[\Lambda] \vec{F}-\lambda \omega^{2} \vec{\eta}=0}  \tag{15a}\\
{[\Lambda] \vec{\eta}+\left[M_{F}\right] \vec{F}+[S] \vec{\psi}=0}  \tag{15b}\\
{[\Lambda] \vec{\psi}+\left[M_{N}\right] \vec{N}=0}  \tag{15c}\\
{[\Lambda] \vec{N}-\frac{\lambda \omega^{2}}{A}[I] \vec{\psi}+[S] \vec{F}=0} \tag{15d}
\end{gather*}
$$

where the matrix $[\Lambda]$ follows the expression of Equation (16).

$$
[\Lambda]=\left(\begin{array}{ccc}
-i k & k_{0} & 0  \tag{16}\\
-k_{0} & -i k & \tau_{0} \\
0 & -\tau_{0} & -i k
\end{array}\right)
$$

Solving for $\vec{\eta}$ in Equation (15a) and replacing it in Equation (15b), and similarly solving for $\vec{N}$ in Equation (15c) and replacing in Equation (15d) we obtain the following vector Equation (17a,b):

$$
\begin{align*}
& {[A] \vec{F}+[S] \vec{\psi}=0}  \tag{17a}\\
& {[B] \vec{\psi}+[S] \vec{F}=0} \tag{17b}
\end{align*}
$$

where the matrices $[A],[B]$ are calculated with Equations (18) and (19).

$$
\begin{gather*}
{[A]=\frac{1}{\lambda \omega^{2}}[\Lambda]^{2}+\left[M_{F}\right]}  \tag{18}\\
{[B] \vec{\psi}+[S] \vec{F}=0} \tag{19}
\end{gather*}
$$

Equation $(17 \mathrm{a}, \mathrm{b})$ constitutes a system of six equations with six unknowns $\left(F_{1}, F_{2}, F_{3}, \psi_{1}, \psi_{2}, \psi_{3}\right)$ and with null independent terms. It is therefore a homogeneous system and for it to have a solution other than the trivial, null solution, it must be verified that its determinant is null, i.e., Equation (20).

$$
\left|\begin{array}{cccccc}
\lambda \omega^{2} E^{*}-\left(k^{2}+\beta_{9}\right) & \beta_{4}-2 i k \Omega_{3} & \beta_{5}+2 i k \Omega_{2} & 0 & 0 & 0  \tag{20}\\
2 i k \Omega_{3}+\beta_{4} & \lambda \omega^{2} G_{1}^{*}-\left(k^{2}+\beta_{8}\right) & \beta_{6}-2 i k \Omega_{1} & 0 & 0 & \lambda \omega^{2} \\
\beta_{5}-2 i k \Omega_{2} & \beta_{6}+2 i k \Omega_{1} & \lambda \omega^{2} G_{2}^{*}-\left(k^{2}+\beta_{7}\right) & 0 & -\lambda \omega^{2} & 0 \\
0 & 0 & 0 & k^{2} I_{1}^{*}+\alpha_{4}-\omega^{2} \lambda_{1} & -\beta_{4} I_{3}^{*}+i k \alpha_{1} & -\beta_{5} I_{2}^{*}-i k \alpha_{2} \\
0 & 0 & 1 & -\beta_{4} I_{3}^{*}-i k \alpha_{1} & k^{2} I_{2}^{*}+\alpha_{5}-\lambda_{2} \omega^{2} & -\beta_{6} I_{1}^{*}+i k \alpha_{3} \\
0 & 1 & 0 & \beta_{5} I_{2}^{*}-i k \alpha_{2} & \beta_{6} I_{1}^{*}+i k \alpha_{3} & -k^{2} I_{3}^{*}+\omega^{2} \lambda_{3}-\alpha_{6}
\end{array}\right|=0
$$

Operating the determinant and simplifying we obtain the alphanumerical Equation (21), which would be the dispersion relation, $\omega=f(k)$, which relates the length of a wave with its oscillation frequency in the spring coil.

$$
\begin{equation*}
m_{1} \omega^{12}+m_{2} \omega^{10}+m_{3} \omega^{8}+m_{4} \omega^{6}+m_{5} \omega^{4}+m_{6} \omega^{2}+m_{7}=0 \tag{21}
\end{equation*}
$$

where the coefficients of the polynomial are calculated according to the expressions given in Equation (A1) of Appendix A.

The real roots in $\omega^{2}$ of Equation (21) will give us the number of branches of the dispersion equation for each value of the wavenumber $k$.

If in the dispersion relation obtained for the spring we cancel the independent term, $m_{7}$ (which is equivalent to making $\omega \rightarrow 0$ ), we will have the solutions of the wave number shown in Equation (22a,b).

$$
\begin{gather*}
k^{*}=0  \tag{22a}\\
k^{* *}=\sqrt{\Omega_{1}^{2}+\Omega_{3}^{2}} \tag{22b}
\end{gather*}
$$

That is to say, there exists a value of the wave number $k$ different from zero (to which corresponds, therefore, a finite wavelength) for which one of the real and positive roots of the dispersion relation (degree 12) cancels, so that the branch corresponding to this solution, for any value of $k$, is tangent to the $x$-axis in $k=k^{* *}$.

If we do $k \rightarrow 0$ we will obtain the number of branches of the dispersion relation (which will be equivalent to the number of real roots of the equation). For this case, the real and positive branches are determined by Equation (23a-c):

$$
\begin{gather*}
\omega=0  \tag{23a}\\
\rho^{2} I_{1} I_{2} \omega^{4}-\omega^{2}\left[k G\left\{A \rho I_{1}+\left(\beta_{1}+\beta_{3}\right) I_{2}\right\}+E I_{2} \rho\left(I_{1} \beta_{1}+I_{2} \beta_{3}\right)\right]  \tag{23b}\\
+k G E I_{2}\left[\left(\beta_{1}+\beta_{3}\right)\left(I_{1} \beta_{1}+I_{2} \beta_{3}\right)+A \beta_{3}\right]=0 \\
\rho^{2} I_{2} \omega^{4}-\omega^{2} \rho\left[E I_{2}\left(\beta_{1}+\beta_{3}\right)+k G\left[\left(\beta_{1} I_{2}+A\right)+\beta_{3} k G I_{1}\right]\right]  \tag{23c}\\
+\left(\beta_{3} k G I_{1}+\beta_{1} E I_{1}\right)\left(\beta_{3} E+\beta_{1} k G\right)+\beta_{3} k G E A=0
\end{gather*}
$$

The wave numbers $k$ obtained from Equation (23a-c) are indicators of the spring oscillation modes. Equation (23b) represents the bending oscillations of a differential element of spring length in plane 1, 2 determined by the principal directions of inertia of a cross-section (Figure 6). Equation (23c) represents the torsional oscillations of the differential element around the principal direction 1 of Figure 6. These oscillation modes will be explained also later in the finite elements section.


Figure 6. Spring Oscillation Modes.
The result of the oscillation is bending accompanied by torsion which tends to make the ends of the coil open and close in time, oscillating according to the movement. This is composed of two modes: opening and closing of the ends, the coil remaining at all times inscribed in the original helix of the spring (of diameter D ) and the other mode consists of the ends of the coil entering and leaving the original helix of diameter D , forming an ellipse. This last mode responds to the reason why the springs, under certain dynamic conditions, pull the coils out of their original helix, and may impact other elements of the machine, thus affecting its operation. Authors consider this can explain part of the "Effort de Chasse" anomaly described in Section 1.

In this article, we are in the case of a freely oscillating coil. In the case of several coils joined together, it would be necessary to consider the ligatures of their ends as shown in Figure 7 for the end of a squared and ground spring. That is to say, with a helix angle of zero degrees and a flat seat, which allows a better load transfer. The assembly thus defined becomes an oscillatory mode in which the spring as a whole adopts the barrel configuration. Pearson [23] studies the important contribution of the ends to the calculation of the spring natural frequencies.


Figure 7. The end of squared and ground helical spring.
The dispersion relation allows us to obtain the normal modes of oscillation by applying the appropriate boundary conditions. For example, in the case of a helical spring with one end clamped and the other free, the boundary conditions would be as follows: the rotation vector $\vec{\psi}$ and the translation vector $\vec{\eta}$ cancel out at the clamped end and the internal torque $\vec{N}$ and the internal stress $\vec{F}$ cancel at the free end. Assuming the clamped end for $s=0$ and the free end for $s=L$, Equation (24) is satisfied which implies that the wave number $k$ takes the values of Equation (25).

$$
\begin{gather*}
\vec{\psi}(0, t)=\overrightarrow{\psi^{\prime}}(L, t)=0  \tag{24}\\
k=\frac{n \cdot \pi}{2 L}=\frac{n \cdot \pi}{2 N \sqrt{h^{2}+\pi^{2} D^{2}}} \quad n=1,3, \ldots . \tag{25}
\end{gather*}
$$

Entering the value of $k$ calculated according to Equation (25) in the dispersion Equation (21), the natural oscillation frequencies for the helical spring are obtained.

In order to validate the proposed theoretical model, a comparison with finite elements and with the experimental tests of a helical spring is made below.

## 3. Application of Finite Elements

The previous calculation performed to obtain the natural frequencies of the system has been compared with the results of the resonance frequencies obtained by numerical simulation. In addition, a complete modal analysis is performed. In order to compare the results, the oscillation modes of the one spring turn are calculated using standard computational methods. The simulations have been carried out by modeling the spring geometry by Finite Elements using ANSYS ${ }^{\circledR}$ software.

A three-dimensional geometry of the helicoid representing the neutral fiber of a helical spring has been faithfully reproduced. The three-dimensional geometry has been generated from SOLID EDGE software, and it has been imported by the FEM software in the *.iges format. The SOLID EDGE software provides flexibility in the modelization and facilitates the actual geometrical definition compared to the CAD tool integrated in ANSYS. The spring is thus reproduced volumetrically.

We proceed to calculate in both cases, i.e., the theoretical model proposed in the previous section with one solved in finite elements, in order to compare the results.

In finite elements, a meshing has been performed using extruded hexahedral elements of 2 mm characteristic size, which represents the circumference of the wire crosssection ( 10 mm diameter) with 16 nodes in its contour. This results in 6000 nodes per turn, 54,000 nodes for the complete spring and 162,000 degrees of freedom.

The meshing strategy used consists of an extrusion method from the two-dimensional meshing (with quadrilaterals) of the cross-section, which guarantees a regular meshing that avoids geometric distortions of the elements and achieves a low bandwidth for the stiffness matrix, resulting in a better performance of the iterative methods of resolution.

The SOLID185 element has been selected in its homogeneous form, which is frequently used to model three-dimensional structures in ANSYS. The element consists of eight nodes with three degrees of freedom per node: translations in the three directions of space. SOLID185 uses the reduced selective integration method.

The material has been modeled linearly, with steel properties considering Young's modulus and Poisson's ratio.

The problem has been plausibly solved using the Lanczos method for the determination of eigenfrequencies and eigenmodes.

In free-free solid conditions, the different natural frequencies of one spring turn belonging to a helical spring, with different helix diameters and wire thickness have been calculated. In all cases, the pitch of the helix has always been the same.

In all cases, the corresponding oscillation modes are studied. Table 2 shows the results. Columns 4 to 9 show the frequency and the mode of vibration. Essentially, the first mode corresponds to an opening between ends, such that the original helix is transformed into an ellipsoidal helix (Figure 8a). In this case, the predominant deformation of the helix is bending. The second mode corresponds to the relative motion between these ends (Figure 8b) but preserves the circumference of the helix, which corresponds to a mode in which the torsional effect of the helix is more predominant than its bending. In this second case, the pitch of the coil would increase significantly.

Table 2. FEM calculation of the first natural frequencies ( Hz ) of helical spring.

| Natural Frequencies (Hz) Calculated by ANSYS |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D (mm) | d (mm) | Pitch (mm) | Bending 1 | Torsional 1 | Bending 2 | Torsional 2 | Bending 3 | Torsional 3 |
| 80 | 18 | 39.8 | 960 | 1218 | 2111 | 3184 | 4543 | 6322 |
| 80 | 22 | 39.8 | 1168 | 1468 | 2556 | 3733 | 5428 | 7414 |
| 80 | 28 | 39.8 | 1475 | 1823 | 3199 | 4435 | 6623 | 8254 |
| 108 | 18 | 39.8 | 539 | 664 | 1183 | 1815 | 2595 | 3721 |
| 108 | 22 | 25 | 667 | 792 | 1451 | 2155 | 3178 | 4339 |
| 108 | 22 | 39.8 | 657 | 806 | 1439 | 2162 | 3132 | 4349 |
| 108 | 22 | 50 | 648 | 817 | 1426 | 2169 | 3091 | 4355 |
| 108 | 28 | 39.8 | 832 | 1012 | 1815 | 2630 | 3899 | 5127 |
| 220 | 18 | 39.8 | 133 | 158 | 290 | 455 | 648 | 968 |
| 220 | 22 | 39.8 | 162 | 193 | 354 | 553 | 790 | 1169 |
| 220 | 28 | 39.8 | 207 | 245 | 450 | 695 | 1000 | 1454 |

$N=1$ turn, $E=210 \mathrm{GPa}, G=84 \mathrm{GPa}, \rho=7800 \mathrm{~kg} / \mathrm{m}^{3}, v=0.24407$.
From these two basic modes, the deformation profiles are reproduced with increasing inflection points. The third (Figure 8c) and fifth (Figure 8e) modes constitute double bending and triple bending, respectively. Always without leaving the imaginary plane that would contain the spiral if it were a ring in a plane and not helical, but distorting the circumference that defines it. The fourth (Figure 8d) and sixth (Figure 8f) modes constitute double torsion (with one inflection point) and triple torsion (with two inflection points), respectively.

If we continue to search for natural modes at increasing frequencies, increasingly complex deformation profiles with small displacements and numerous inflection points appear.


Figure 8. Modes of vibration of a spring: (a) Bending 1; (b) Torsional 1; (c) Bending 2; (d) Torsional 2; (e) Bending 3; (f) Torsional 3.

With respect to the results shown in Table 2, it can be deduced that, in the case of the first resonance mode (bending), keeping the helix diameter constant and varying the wire thickness, the resonance frequency increases with increasing thickness. This is logical because the stiffness of the spring increases. Figure 9 shows this trend. Moreover, as shown in Figure 9, as the diameter of the helix increases, the resonance frequency decreases. Despite maintaining the stiffness, the loop flexes with lower frequency values. A similar situation occurs with the first torsional mode.


Figure 9. Sensitivity of the first resonance modes to the wire diameter, d.
Proceeding analogously for the first bending mode, the wire thickness is now kept constant, and the average diameter of the helix is varied (Figure 10). The frequencies decrease as the helix diameter increases. Moreover, as the wire diameter increases, the resonant frequency increases. The situation is repeated for the first torsional mode of vibration. It is a situation analogous to that of the previous paragraph.


Figure 10. Sensitivity of the first resonance modes to the helix diameter, D.
Analyzing the variation of the frequency as a function of the variation of the average diameter of the helix, it is observed (Figure 10) that the first bending and torsional mode of the spring decrease as the mass increases due to a higher helix diameter. This has to do with the wire diameter/helix diameter ratio and it can be seen that there is a certain characteristic value of this ratio that linearizes the resonant behavior.

As shown in Figure 9 the relationship between frequencies and wire diameter (d) is linear. This result is consistent with Equation (3).

It has also been considered whether the pitch of the spring can be an influential design parameter when calculating resonances. Figure 11 shows that the pitch variation does not affect the frequencies. Figure 11 shows the different modes obtained and commented.


Figure 11. Sensitivity of the first resonance modes to the pitch of the helix.
Table 3 includes a comparison for the first harmonic of the results obtained with the finite element simulation and the numerical model presented in this paper. The results of the numerical model are obtained by solving $\omega$ in Equation (21) with the wavenumber k calculated with Equation (22b) or Equation (25). In general, it is observed that the numerical model overestimates the frequency values with an average difference of $3 \%$.

Table 3. Comparison of the numerical model with FEM for the first harmonic $(\mathrm{Hz})$.

| Fundamental Frecuency (Hz) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{D}(\mathbf{m m})$ | $\mathbf{d}(\mathbf{m m})$ | Pitch (mm) | Wavenumber $\boldsymbol{k}\left(\mathbf{m}^{-\mathbf{1}}\right)$ | Bending 1 FEM | Bending 1 Numerical Model Equation (21) |
| 80 | 18 | 39.8 | 24.69 | 960 | 989 |
| 80 | 22 | 39.8 | 24.69 | 1168 | 1190 |
| 80 | 28 | 39.8 | 24.69 | 1475 | 1495 |
| 108 | 18 | 39.8 | 18.39 | 539 | 555 |
| 108 | 22 | 25 | 18.47 | 667 | 680 |
| 108 | 22 | 39.8 | 18.39 | 657 | 670 |
| 108 | 22 | 50 | 18.32 | 648 | 665 |
| 108 | 28 | 39.8 | 18.39 | 832 | 840 |
| 220 | 18 | 39.8 | 9.08 | 133 | 145 |
| 220 | 22 | 39.8 | 9.08 | 162 | 170 |
| 220 | 28 | 39.8 | 207 | 211 |  |

$N=1$ loop, $E=210 \mathrm{GPa}, G=84 \mathrm{GPa}, \rho=7800 \mathrm{~kg} / \mathrm{m}^{3}, v=0.24407$.

## 4. Conclusions

The study of a single coil has been proposed since, in general, the authors who propose equations to model the vibration behavior of a spring consider the spring as a whole, including its ends, but do not analyze the behavior of the coil itself. From the analysis of a single coil, the singular behavior of the spring known as "effort de chasse" described in the introduction could be justified.

For the study of the vibratory behavior of a spring, an analytical model has been developed based on a reference system consisting of a Frenet trihedron whose tangent vector is the midline of the coil. One of the results obtained from the model is the dispersion relation that relates the wavelength to its oscillation frequency, $\omega=f(k)$. Applying the appropriate boundary conditions the dispersion relation allows us to calculate the normal modes of oscillation.

Another of the results obtained is that there is a value of the wavenumber $k=\sqrt{\Omega_{1}^{2}+\Omega_{3}^{2}}$ for which the roots of the dispersion equation cancel out. Being $\Omega_{1}$ and $\Omega_{3}$ the torsional curvature and the bending curvature, respectively.

Two clear modes of oscillation have been characterized, one in which the coil moves according to the torsion of the cross-section increasing the pitch of the coil, and another
bending mode in which it moves by making an opening of its ends so that the original helix is transformed into an ellipsoidal helix.

A spring has been modeled by finite elements with ANSYS ${ }^{\circledR}$ software in order to contrast results with the numerical model, obtaining an average difference of $3 \%$ in the fundamental oscillation frequency.
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## Appendix A

In this appendix, the expressions for the calculation of the coefficients of Equation (21) are indicated. Equation (A1a-g) contains the expressions for the calculation of $m_{\mathrm{i}}$

$$
\begin{gather*}
m_{1}=\phi_{1} \cdot \phi_{5}  \tag{A1a}\\
m_{2}=\phi_{1} \cdot \phi_{6}+\phi_{2} \cdot \phi_{5}+\phi_{9}  \tag{A1b}\\
m_{3}=\phi_{1} \cdot \phi_{7}+\phi_{2} \cdot \phi_{6}+\phi_{3} \cdot \phi_{5}+\phi_{10}  \tag{A1c}\\
m_{4}=\phi_{1} \cdot \phi_{8}+\phi_{2} \cdot \phi_{7}+\phi_{3} \cdot \phi_{6}+\phi_{4} \cdot \phi_{5}+\phi_{11}  \tag{A1d}\\
m_{5}=\phi_{2} \cdot \phi_{8}+\phi_{3} \cdot \phi_{7}+\phi_{4} \cdot \phi_{6}+\phi_{12}  \tag{A1e}\\
m_{6}=\phi_{3} \cdot \phi_{8}+\phi_{4} \cdot \phi_{7}+\phi_{13}  \tag{A1f}\\
m_{7}=\phi_{4} \cdot \phi_{8} \tag{A1g}
\end{gather*}
$$

With Equation (A2a-m) for the calculation of the parameters of the $\phi_{i}$

$$
\begin{gather*}
\phi_{1}=\lambda_{1} \lambda_{2} \lambda_{3}  \tag{A2a}\\
\phi_{2}=-\left[\lambda_{2} \lambda_{3} a_{4}+\lambda_{1} \lambda_{2} a_{6}+\lambda_{1} \lambda_{3} a_{5}\right]  \tag{A2b}\\
\phi_{3}=\left\{\lambda_{1}\left(a_{5} a_{6}-c_{3}\right)+\lambda_{2}\left(a_{4} a_{6}-c_{5}\right)+\lambda_{3}\left(a_{4} a_{5}-c_{4}\right)\right\}  \tag{A2c}\\
\phi_{4}=c_{4} a_{6}+c_{5} a_{5}-a_{4}\left(a_{5} a_{6}-c_{3}\right)+b_{5}  \tag{A2d}\\
\phi_{5}=\lambda^{3} G_{1}^{*} G_{2}^{*} E^{*}  \tag{A2e}\\
\phi_{6}=-\lambda^{2}\left\{G_{1}^{*} G_{2}^{*} a_{3}+E^{*}\left(G_{1}^{*} a_{1}+G_{2}^{*} a_{2}\right)\right\}  \tag{A2f}\\
\phi_{7}=\lambda\left\{a_{3}\left[G_{1}^{*} a_{1}+G_{2}^{*} a_{2}\right]+E^{*}\left[a_{2} a_{1}-c_{6}\right]+G_{2}^{*} c_{2}-G_{1}^{*} c_{1}\right\}  \tag{A2g}\\
\phi_{8}=-a_{3}\left(a_{1} a_{2}-c_{6}\right)+c_{1} a_{2}-c_{2} a_{1}+b_{6}  \tag{A2h}\\
\phi_{9}=-\lambda^{3} E^{*} \lambda_{1}\left(\lambda_{3} G_{1}^{*}+\lambda_{2} G_{2}^{*}\right)  \tag{A2i}\\
\phi_{10}=\lambda^{2}\left\{\lambda_{1} \lambda_{3}\left(E^{*} a_{2}+G_{1}^{*} a_{3}\right)+\lambda E^{*} G_{1}^{*}\left(\lambda_{1} a_{6}+\lambda_{3} a_{4}\right)+\lambda_{1} \lambda_{2}\left(E^{*} a_{1}+G_{2}^{*} a_{3}\right)\right.  \tag{A2j}\\
\left.+\lambda E^{*} G_{2}^{*}\left(\lambda_{2} a_{4}+\lambda_{1} a_{5}\right)+\lambda \lambda_{1} E^{*}\right\}
\end{gather*}
$$

$$
\begin{align*}
& \phi_{11}=\lambda\left\{\lambda^{2} E^{*}\left[G_{1}^{*}\left(c_{5}-a_{4} a_{6}\right)+G_{2}^{*}\left(c_{4}-a_{4} a_{5}\right)\right]\right. \\
&-\lambda\left[\left(E^{*} a_{2}+G_{1}^{*} a_{3}\right)\left(\lambda_{1} a_{6}+\lambda_{3} a_{4}\right)\right. \\
&\left.+\left(E^{*} a_{1}+G_{2}^{*} a_{3}\right)\left(\lambda_{2} a_{4}+\lambda_{1} a_{5}\right)\right]  \tag{A2k}\\
&-\lambda_{1}\left[\lambda_{2}\left(a_{1} a_{3}-c_{1}\right)+\lambda_{3}\left(a_{2} a_{3}+c_{2}\right)\right] \\
&\left.+\lambda\left[\lambda_{1}\left(E^{*} b_{1}-a_{3}\right)-E^{*} a_{4}\right]\right\} \\
& \phi_{12}= \lambda\left\{\left(a_{2} a_{3}+c_{2}\right)\left(\lambda_{1} a_{6}+\lambda_{3} a_{4}\right)+\left(\lambda_{2} a_{4}+\lambda_{1} a_{5}\right)\left(a_{1} a_{3}-c_{1}\right)\right. \\
&- \lambda_{1}\left(b_{3}+a_{3} b_{1}\right) \\
&-\lambda\left[\left(E^{*} a_{1}+G_{2}^{*} a_{3}\right)\left(c_{4}-a_{4} a_{5}\right)+\left(E^{*} a_{2}+G_{1}^{*} a_{3}\right)\left(c_{5}-a_{4} a_{6}\right)\right.  \tag{A2l}\\
&-\left.\left.\lambda a_{3} a_{4}+\lambda E^{*}\left(a_{4} b_{1}+b_{2}\right)\right]\right\} \\
& \phi_{13}=\lambda\left[\left(a_{2} a_{3}+c_{2}\right)\left(c_{5}-a_{4} a_{6}\right)\right.\left.+\left(a_{1} a_{3}-c_{1}\right)\left(c_{4}-a_{4} a_{5}\right)+a_{3}\left(b_{1} a_{4}+b_{2}\right)+a_{4} b_{3}+b_{4}\right] \tag{A2m}
\end{align*}
$$

With Equation (A3a-f) for the calculation of the parameters of the $a_{i}$

$$
\begin{gather*}
a_{1}=k^{2}+\beta_{7}  \tag{A3a}\\
a_{2}=k^{2}+\beta_{8}  \tag{A3b}\\
a_{3}=k^{2}+\beta_{9}  \tag{A3c}\\
a_{4}=k^{2} I_{1}^{*}+\alpha_{4}  \tag{A3d}\\
a_{5}=k^{2} I_{2}^{*}+\alpha_{5}  \tag{A3e}\\
a_{6}=k^{2} I_{3}^{*}+\alpha_{6} \tag{A3f}
\end{gather*}
$$

With Equation (A4a-f) for the calculation of the parameters of the $b_{i}$

$$
\begin{gather*}
b_{1}=2\left[\beta_{6}^{2} I_{1}^{*}-2 k^{2} \beta_{1}\left(I_{2}^{*}+I_{3}^{*}\right)\right]  \tag{A4a}\\
b_{2}=2 \beta_{5} I_{2}^{*}\left[\beta_{4} \beta_{6} I_{3}^{*}+2 k^{2} \beta_{5}\left(I_{1}^{*}+I_{2}^{*}\right)\right]-2 k^{2}\left[\alpha_{1} \alpha_{2} \beta_{6}-2 \beta_{4}^{2} I_{3}^{*}\left(I_{1}^{*}+I_{3}^{*}\right)\right]  \tag{A4b}\\
b_{3}=2 \beta_{5}\left[\beta_{4} \beta_{6} I_{1}^{*}+2 k^{2} \beta_{5}\left(I_{2}^{*}+I_{3}^{*}\right)\right]-4 k^{2}\left[2 \beta_{6}^{2} I_{1}^{*}-\beta_{4}^{2}\left(I_{2}^{*}+I_{3}^{*}\right)\right]  \tag{A4c}\\
b_{4}=2\left(\beta_{4} \beta_{5} I_{2}^{*} I_{3}^{*}-k^{2} \alpha_{1} \alpha_{2}\right)\left(\beta_{4} \beta_{5}-4 k^{2} \beta_{6}\right) \\
-2 k^{2}\left[\beta_{5} I_{2}^{*}\left(I_{1}^{*}+I_{2}^{*}\right)\left(\beta_{5} \beta_{3}+\beta_{6} \beta_{4}\right)\right.  \tag{A4d}\\
\left.+\beta_{4} I_{3}^{*}\left(I_{1}^{*}+I_{3}^{*}\right)\left(\beta_{5} \beta_{6}+\beta_{2} \beta_{4}\right)\right] \\
b_{5}=2 \beta_{5} I_{2}^{*}\left(\beta_{6} \beta_{4} I_{1}^{*} I_{3}^{*}-k^{2} \alpha_{1} \alpha_{3}\right)-2 k^{2} \alpha_{2}\left(\alpha_{1} \beta_{6} I_{1}^{*}+\alpha_{3} \beta_{4} I_{3}^{*}\right)  \tag{A4e}\\
b_{6}=2 \beta_{5} \beta_{4} \beta_{6}-8 k^{2}\left(\beta_{4}^{2}+\beta_{5}^{2}+\beta_{6}^{2}\right) \tag{A4f}
\end{gather*}
$$

With Equation (A5a-f) for the calculation of the parameters of the $c_{i}$

$$
\begin{gather*}
c_{1}=\beta_{1} \beta_{3}+4 k^{2} \beta_{2}  \tag{A5a}\\
c_{2}=-\left(4 k^{2} \beta_{3}+\beta_{4}^{2}\right)  \tag{A5b}\\
c_{3}=\beta_{6}^{2} I_{1}^{* 2}+k^{2} \alpha_{3}^{2}  \tag{A5c}\\
c_{4}=\beta_{4}^{2} I_{3}^{* 2}+k^{2} \alpha_{1}^{2}  \tag{A5d}\\
c_{5}=\beta_{5}^{2} I_{2}^{* 2}+k^{2} \alpha_{2}^{2}  \tag{A5e}\\
c_{6}=\beta_{6}^{2}+4 k^{2} \beta_{1} \tag{A5f}
\end{gather*}
$$

where Equation (A6a-i) indicates the calculation of the parameters $\beta_{i}$

$$
\begin{equation*}
\beta_{1}=\Omega_{1}^{2} \tag{A6a}
\end{equation*}
$$

$$
\begin{gather*}
\beta_{2}=\Omega_{2}^{2}  \tag{A6b}\\
\beta_{3}=\Omega_{3}^{2}  \tag{A6c}\\
\beta_{4}=\Omega_{1} \Omega_{2}  \tag{A6d}\\
\beta_{5}=\Omega_{1} \Omega_{3}  \tag{A6e}\\
\beta_{6}=\Omega_{2} \Omega_{3}  \tag{A6f}\\
\beta_{7}=\beta_{1}+\beta_{2}  \tag{A6g}\\
\beta_{8}=\beta_{1}+\beta_{3}  \tag{A6h}\\
\beta_{9}=\beta_{2}+\beta_{3} \tag{A6i}
\end{gather*}
$$

where Equation (A7a-f) indicates the calculation of the parameters $\alpha_{i}$

$$
\begin{align*}
& \alpha_{1}=\Omega_{3}\left(I_{1}^{*}+I_{2}^{*}\right)  \tag{A7a}\\
& \alpha_{2}=\Omega_{2}\left(I_{1}^{*}+I_{3}^{*}\right)  \tag{A7b}\\
& \alpha_{3}=\Omega_{1}\left(I_{2}^{*}+I_{3}^{*}\right)  \tag{A7c}\\
& \alpha_{4}=\beta_{3} I_{2}^{*}+\beta_{2} I_{3}^{*}  \tag{A7d}\\
& \alpha_{5}=\beta_{3} I_{1}^{*}+\beta_{1} I_{3}^{*}  \tag{A7e}\\
& \alpha_{6}=\beta_{1} I_{2}^{*}+\beta_{2} I_{1}^{*} \tag{A7f}
\end{align*}
$$

where Equation (A8a-c) indicates the calculation of the parameters $\lambda_{i}$

$$
\begin{align*}
& \lambda_{1}=\frac{\lambda I_{1}}{A}  \tag{A8a}\\
& \lambda_{2}=\frac{\lambda I_{2}}{A}  \tag{A8b}\\
& \lambda_{3}=\frac{\lambda I_{3}}{A} \tag{A8c}
\end{align*}
$$
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#### Abstract

This paper describes a comparison of three types of feature sets. The feature sets were intended to classify 13 faults in a centrifugal pump (CP) and 17 valve faults in a reciprocating compressor (RC). The first set comprised 14 non-linear entropy-based features, the second comprised 15 information-based entropy features, and the third comprised 12 statistical features. The classification was performed using random forest (RF) models and support vector machines (SVM). The experimental work showed that the combination of information-based features with non-linear entropy-based features provides a statistically significant accuracy higher than the accuracy provided by the Statistical Features set. Results for classifying the 13 conditions in the CP using non-linear entropy features showed accuracies of up to $99.50 \%$. The same feature set provided a classification accuracy of $97.50 \%$ for the classification of the 17 conditions in the RC.
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## 1. Introduction

In industrial applications, centrifugal pumps are equipment for transferring energy to fluids to enable pipeline transportation. Similarly, reciprocating compressors are essential in petrochemical plants and refineries for gas and other fluid transportation. Reliable functioning of these types of equipment is essential in industry to avoid unexpected halting of processes and economic losses. Consequently, several condition monitoring (CM) methods have been proposed for diagnosing faults in centrifugal pumps and reciprocating compressors [1-3].

The CM methods are based on sensing several variables from the target equipment, such as electrical current, vibration, sound, temperature, or acoustic emission. Some of the most common variables are vibration signals recorded using accelerometer sensors. Such a set of signals is processed for extracting features useful for fault detection and classification. Traditional techniques for vibration signal analysis are divided into time, frequency, and time-frequency methods. In general, signal processing techniques assume that signals represent linear systems that comply with the stationary and periodicity condition. Unfortunately, this assumption is not always met. In particular, in most rotatory machines, the vibration signals represent a non-linear system [4]. These constraints can be efficiently handled using chaos theory and non-linear dynamics techniques.

In this work, we propose to use the approximate entropy (AppEn) [5,6] and variants, such as the sample entropy (SampEn) [7,8] and fuzzy entropy (FuzzyEn) [9,10] for fault
classification. The emphasis of this research is feature extraction. The classification stage can be performed using either classical or deep learning-based classifiers. However, as the feature extraction is computationally expensive, selecting deep learning models would impose an unnecessary cost. In consequence, we have selected two efficient classical models corresponding to RF and the multi-class SVM [11,12]. The original contributions of this research are the following:

- Extraction of a non-linear entropy-based feature set that provides high classification accuracy using RF and SVM models. The accuracy attained by the SVM model trained with the non-linear Entropy Features set was higher than the accuracy attained by a CNN model trained with 2D spectrogram images for both the CP and the RC.
- Detailed comparison of three feature sets useful for classifying a large number of faults in a CP and an RC. These are the non-linear Entropy Features, the Information Entropy, and the Statistical Features sets. The first set is composed of the approximate entropy and several variants, and the second set is composed of the combination of the wavelet packet transform (WPT)-based features and the power spectrum entropy (PSE)-based features. Finally, the third set is composed of classical time series statistical features.
- The non-linear Entropy Features set and the All Features set corresponding to the fusion of the three feature sets when compared provided a classification accuracy of up to 99.59 \% for the CP and up to $97.90 \%$ for the RC. For the CP, 13 different conditions were classified, and 17 valve conditions were classified for the RC.
The paper is organized as follows: in Section 3 the theoretical background is presented. In Section 4, the test bed for acquiring the vibration signals from the CP and RP is presented. In Sections 5 and 6, the methodology for extraction of the different sets of features is described. The methodology for classifying faults using RF and SVM models based on the extracted features is presented in Section 7. The results are described in Section 8, and finally, the conclusion and future work are presented in Section 10.


## 2. Related Research

The related research is discussed in the following subsections. A compendium with several publications is presented in Table A1 in terms of their main features. A brief revision concerning these publications is presented in Sections 2.1-2.3.

### 2.1. Rotating Machinery

Although non-linear entropy methods have been used for classifying a small set of faults in centrifugal pumps and reciprocating compressors, attaining high accuracy, their application to other rotatory machines (RM) has also been reported. Research concerning the correlation dimension (CD) is presented in [13]. The approach analyzes the vibration signal measured from a roller element bearing. Results allow them to conclude that CD features show significant statistical differences between a roller element close to failure and a new one. The largest Lyapunov exponent (LLE) [14] has been used to show that faults in non-linear rotatory systems can be detected early when the onset of the fault occurs. This feature evolves as the fault progresses. The research reported in [4] combines the CD, the approximate entropy, the LLE, and visualization of the phase space for detecting damage in bearings and gearboxes. In [15], a method for classifying seven different conditions in roller bearings and ten types of conditions on a gearbox is reported. The approach is based on features extraction from the Poincaré plot and their classification using SVM. The accuracy attained was $100 \%$ for the roller bearings and $99.3 \%$ for the gearbox dataset. A combination of the spectral graph wavelet transform (SGWT) with detrended fluctuation analysis (DFA) was used for denoising the vibration signals in RM [16]. The first stage is converting the vibration signal into a graph signal. The SGWT is used for decomposing the graph signal into scaling function coefficients and spectral graph wavelet coefficients. DFA is used for selecting the level of decomposition of SGWT. A bi-dimensional representation of vibration signals denoted as the complexity-entropy causality plane (CECP) useful for fault classification in RM is reported in [17]. This 2D representation was obtained
with the normalized permutation entropy and the Jensen-Shannon complexity of time series. The authors showed the utility of this representation for improving the classification accuracy of faults in roller bearing and gear applications using SVM models. A review of entropy algorithms and its variants in RM is reported in [18,19]. The reviews briefly introduced several entropy methods and their application in fault detection in RM.

### 2.2. Reciprocating Compressor

An application of faults diagnosis in an RC using multi-scale entropy is reported in [20]. After performing the signals' local mean decomposition (LMD), vibration signals' multiscale entropy (MSE) features were calculated. Four conditions were classified using SVM, obtaining a classification accuracy of $95.0 \%$. In a previous study [2], a method for feature extraction from vibration signals recorded from an RC is proposed to classify 13 different conditions of combined faults in valves and roller bearings. The feature extraction method was based on symbolic dynamics and complex correlation measures. The extracted features were used for fault classification using several machine learning models, attaining accuracy of up to $99 \%$. Research concerning the fault diagnosis and severity of valve leakage in an RC is reported in [21]. The diagnosis was performed using features extracted from the $p-V$ diagram using principal component analysis (PCA) and linear discriminant analysis (LDA). The method showed that the $p-V$ diagram's features help classify two types of faults with several levels of severity, attaining classification accuracies of up to $99.62 \%$. The research reported in [22] concerns the classification of faults based on images representing the $p-V$ diagram. A set of features is extracted from the images for classifying eight health conditions in valves, piston rings, and valve springs. Accuracies of up to $97.9 \%$ were obtained using artificial neural network (ANN) models. Research reported in [23] combines the binary moth flame optimization (BMFO) algorithm with the K-nearest neighbor (KNN) algorithm for classifying three types of valve faults in an RC, attaining accuracies higher than $99 \%$. Research concerning convolutional neural networks (CNNs) for classifying faults in an RC is reported in [24]. The vibration signal was re-arranged into a 2D format by bringing its time samples into lines that moved 45 degrees counterclockwise to reinforce their features. This array was fed to the CNN that incorporated the attention mechanism through squeeze-and-excitation (SE) modules. The maximum accuracy attained was $99.4 \%$. Classification of four different valve conditions using 1D and 2D CNNs is reported in [25]. The classification was performed using vibration signals in the case of the 1D CNN and considering the fusion of seven channels (four channels with vibration signals and three channels with pressure) in the case of 2D CNN. The classification was performed for different SNR values of the signals, and the highest classification accuracy was $100 \%$ for signals with more than 20 dB of SNR. The CNN used has a complex architecture.

### 2.3. Centrifugal Pump

The permutation entropy features are used in a fault detection method reported in [26] The method was applied to hydraulic pump (HYP) fault detection. The vibration signal was processed using resonance-based sparse signal decomposition (RSDD). A Multi-scale hierarchical amplitude-aware permutation entropy (MHAAPE) method was applied for feature extraction. Four fault conditions were classified using a probabilistic neural network, SVM models, and extreme learning machines (ELM). The approach attained an accuracy of up to $100 \%$. A method for faults diagnosis in a CP is reported in [27]. The method is based on applying complementary ensemble empirical mode decomposition (CEEMD) to vibration signals. The decomposed signals or intrinsic mode functions are processed for extracting the SampEn. The set of features is used for classification; RF attained classification accuracies of $94.58 \%$ for classifying five conditions. A feature extraction approach from vibration signals is reported [28] to classify faults in a CP. The discriminant feature extraction method includes three stages. The first stage is the healthy baseline signal selection. The second stage is devoted to cross-correlating the healthy baseline signals with the vibration signals of different fault classes. A set of features is extracted from the resultant
correlation sequence. In the third stage, time, frequency, and time-frequency domain raw hybrid features are extracted from baseline signal and vibration signals from faulty classes A new set of discriminant features is composed of the correlation coefficient between raw hybrid feature pools. The combination of all extracted features is fed to an SVM model for classification. The method is used to classify four conditions in a CP, attaining accuracy of up to $98.4 \%$. A method for fault classification in a CP based on vibration signals is reported in [29]. A feature extraction pre-processing is used to obtain a time-frequency representation using the continuous wavelet transform (CWT). The CWT is converted to gray images fed to a CNN model with an adaptive learning rate. Accuracies of $100 \%$ are obtained for classifying four different fault conditions. A fault classification method of a multi-stage CP reported in [30] starts by selecting the fault-specific frequency band and continues by extracting statistical features in time, frequency, and wavelet domains from this band. The next step is to select a low dimensional features vector using the informative ratio PCA. The classification of four conditions in a multi-stage CP using KNN models. The accuracy attained was $100 \%$. Fault detection and classification for water pump bearings based on features extracted from the instantaneous power spectrum is reported in [31]. The instantaneous power spectrum (IPS) was obtained with the voltage and current measured, and several features were extracted from the IPS for classifying three different conditions at different load levels. The classification was performed using an extreme gradient boosting (XBG) model [32]. The application of CNN for classifying faults in a CP based on acoustic images is reported in [33]. In this application, the sound signals were acquired from a CP test rig where five different health conditions were implemented. The sound signals were converted into acoustic images using the analytical wavelet transform (AWT). The acoustic images were fed to the CNN for classification The attained accuracy was $100 \%$.

### 2.4. Anomaly Detection

Anomaly detection corresponds to identifying events within a stream of data features that deviate significantly from most available data. Anomaly detection has applications in many fields. This topic is relevant because the non-linear entropy-based features have found applications in the context of anomaly detection. Examples of applications have been reported in [34-39]. Several authors have proposed anomaly detection applications centered around deep learning. Approaches such as CNN, autoencoders, and generative adversarial networks [40-42] can be used for anomaly detection implementation. Research concerning anomaly detection in RM is active. An example is reported in [41] for anomaly detection in gearboxes where a prototype selection algorithm is used for improving the training of the feature extractor implemented with a CNN. The research reported in [40] uses an autoencoder for learning to model the healthy state of the rotating machine. Such a learning process is performed using vibration signals representing the healthy state The anomaly is detected using a threshold-based approach to the reconstruction error of data acquired from an unknown state. The algorithm was validated with the IMS bearings dataset. Other recent applications of anomaly detection in RM and also in other fields are reported in [41,43-46].

## 3. Theoretical Background

### 3.1. Phase Space Reconstruction

The phase space reconstruction method is based on the embedding theorem of Taken, reported in [47]. The theorem postulates that we can recover the equivalent dynamics of a non-linear system by using time delays from a recorded time-domain signal. The approximate dynamics correspond to a 1D projection of the system trajectory. The theorem is mainly applied to univariate time series [47]; however, the multivariate version has also been reported in [48]. In this research, we are mainly concerned with univariate embedding.

The average mutual information (AMI) enables the selection of the time delay or lag denoted $\tau$ [49]. The AMI is plotted versus $\tau$. According to [50], the selection of $\tau$ could be
the location of the first local minimum of the AMI. The system's embedding dimension, denoted as $m$, could be selected by applying the false nearest neighbors (FNN) method, as reported in [51].

### 3.2. Approximate Entropy

Given a signal denoted $\mathbf{x}$ including $N$ samples, the AppEn [5,6] measures the regularity of the time-series. The time-series regularity and dynamics are estimated considering a higher order dimensional space generated by a series of vectors represented by time-delayed components of $\mathbf{x}$. The AppEn is calculated for a time-series of length $N$, representing a system with embedding dimension $m$, lag $\tau$, and a distance threshold between vectors denoted $r$. In general, the calculation of the AppEn should consider a window of the signal with length $N$ large enough to reduce the bias in the estimation [6]. However, a limitation is that extending $N$ can significantly increase the computational cost. AppEn has the advantage of being robust to noise and outliers (see [52] for a detailed review concerning entropy calculation methods).

### 3.3. Sample Entropy

The SampEn is obtained through modification of the AppEn algorithm [7]. The modification consists of the elimination of self-matches in the evaluation of the distance between lagged vectors. The SampEn avoids the bias introduced in ApEn by considering self-matches. The resultant features are more consistent and unbiased, even when their calculation uses short-length signal windows. In addition, the calculation of SampEn is more straightforward than the calculation of AppEn.

### 3.4. Fuzzy Entropy

The FuzzyEn measure [10] is a variant of the AppEn that modifies the function used for estimating the similarity between lagged vectors. The algorithm's modification is based on changing the Heaviside function for a fuzzy exponential membership function. The calculation of FuzzyEn also incorporates the modifications introduced for the calculation of the SampEn.

### 3.5. Shannon Entropy and Other Measures of Signal Complexity

The entropy measure enables quantification of the complexity of a non-linear dynamical system. The Shannon entropy (ShannEn) quantifies the amount of information in a system. In addition, the conditional entropy quantifies the rate of information generation [53,54]. Other entropy measures, such as corrected conditional entropy, can be estimated based on these measures. A detailed review of ShannEn estimation is presented in [55].

### 3.6. Permutation Entropy

The permutation entropy (PermEn) is based in partitions [56]. When the time series $\mathbf{x}$ takes many values, their range can be replaced with a symbol sequence $\left\{s_{i}\right\}$. This is done by defining the partition of the signal range $\mathbf{x}=P_{1} \cup, \ldots, \cup P_{\xi}$. Based on this partition, the symbol $s_{i}=j$ is defined if $x_{i}$ is in $P_{j}$. The PermEn is calculated for different embedding dimensions $m$; however, for practical purposes $m=3,4, \ldots, 7$. Denote by $\pi$ the permutation of order $m$ with probability given as $p(\pi)=\#\{$ Cardinality of permutation $\pi\} / N-m+1$; then, the PermEn is calculated using Equation (1):

$$
\begin{equation*}
\operatorname{PermEn}=-\sum p(\pi) \log p(\pi) \tag{1}
\end{equation*}
$$

This research used the method reported in [57] for computing the PermEn. The method is based on pre-calculating values for successive ordinal patterns of order $m$. This approach allows the calculation of PermEn in large time series using overlapped successive time windows.

### 3.7. The Correlation Dimension

The system's phase space enables the calculation of complexity [58] that is quantified using several non-linear features such as SampEn. In addition, another feature is the CD which quantifies the number of independent lagged vectors required for defining a system [59]. Details concerning the estimation of this feature are presented in [60].

### 3.8. Detrended Fluctuation Analysis

The fractal scaling properties quantified in short intervals of time-series [61] can be performed using DFA. This approach enables quantitative analysis of non-stationary timeseries [62]. Their calculation requires performing the integration of the signal, subdividing such a signal into several segments, finding the trend of the signal using least-square approximations, and calculating the average fluctuation of the signal around the trend. Details of the estimation of this feature are presented in [63].

### 3.9. Largest Lyapunov Exponent

The Lyapunov exponent $\lambda$ quantifies the relative motion of trajectories in the phasespace of a system [64]. Its value allows for determining if a signal is chaotic or periodic. A system can be represented by several Lyapunov exponents determined by the embedded dimension. However, the largest one, denoted $L L E$, is typically used. There are several algorithms for calculating the Lyapunov exponent [65]. The method proposed by Rosenstein et al. [66] was implemented in this research.

### 3.10. Information Entropy and Chaotic Time Series

Information entropy was proposed by Claude Shannon [67] in the context of theoretical communication modeling. A collection of messages sent through a communication channel can be considered as independent random events with probabilities $p_{i} \geq 0$, where $\sum_{i=1}^{n} p_{i}=1$. Information entropy is defined as:

$$
\begin{equation*}
H=-\sum_{i=1}^{n} p_{i} \log p_{i} \tag{2}
\end{equation*}
$$

The entropy concept is also used in classical thermodynamics in the context of heat transfer [68]. Gibbs and Boltzmann attained a definition of entropy with an expression similar to Equation (2) [69]. When dealing with discrete-time signals represented as a vector, the entropy concept has also been applied to select the best basis for orthogonal wavelet packets [70]. The authors showed that the assumption that the Karhunen-Loeve basis is the best, even for a single vector which enables the calculation of several entropy features. Consider the time-series $\mathbf{x}$ where the vector can be arranged in decreasing order such that $x_{i}=0$ for large $i$. Then, $p_{i}=\left|x_{i}\right|^{2}\|\mathbf{x}\|^{-2}$. Without loss of generality, the time-series can be normalized so $\|\mathbf{x}\|^{-2}=1$. The following features can be estimated: the log energy entropy, the Shannon information entropy, the norm entropy, the threshold entropy, and the "sure" entropy.

### 3.10.1. Tsallis and Rényi Entropy

In the context of systems with complex behavior (including, for instance, chaotic motion or fractal evolution), Tsallis [71] has proposed an alternative definition of entropy as:

$$
\begin{equation*}
H T_{q}=\frac{K}{q-1}\left(1-\sum_{i=1}^{N} p_{i}^{q}\right) \tag{3}
\end{equation*}
$$

where $K$ is a positive constant and $q$ denotes any real number. Tsallis showed that when $q \rightarrow 1, H T_{q}$ tends to the classical Boltzmann-Gibbs-Shannon entropy represented by Equation (2). Similarly, $q$ is used in the Rényi entropy [72] to amplify probabilities as:

$$
\begin{equation*}
H R_{q}=\frac{K}{q-1} \log \left(\sum_{i=1}^{N} p_{i}^{q}\right) \tag{4}
\end{equation*}
$$

Both entropies are parameterized representations of the Boltzmann-Gibbs-Shannon entropy, where one parameter is used for weighting the probabilities to evaluate different fractal properties of the system.

### 3.10.2. Power Spectral Entropy

The complexity can also be quantified using the power spectral density of timeseries $[73,74]$. This feature has been used for fault detection in gearboxes and roller bearings. The normalized power spectral density of the time series $\mathbf{x}$ is denoted $P\left(\omega_{i}\right)$, and it can be expressed as:

$$
\begin{equation*}
p_{i}=\frac{P\left(\omega_{i}\right)}{\sum_{i} P\left(\omega_{i}\right)} \tag{5}
\end{equation*}
$$

This equation enables the calculation of the power spectral entropy (PSE) as:

$$
\begin{equation*}
S=-\sum_{i=1}^{n} p_{i} \log p_{i} \tag{6}
\end{equation*}
$$

The PSE is calculated for each time frame and is a vector denoted as S. When the signal has high complexity, the spectrum of the time series tends to be uniform, and the PSE is high. In contrast, when the spectrum has a narrow peak, the PSE feature is lower, and the signal is less complex.

### 3.11. Machine Learning Techniques

### 3.11.1. Random Forest

The RF algorithm is a machine learning algorithm that combines a set of weak learners using ensemble methods to attain a high-quality classification or regression model [75]. The most common weak learners in the RF model are tree-type classifiers used for growing forests of randomized trees using bootstraps resampling techniques [76].

### 3.11.2. Support Vector Machines

The machine learning model proposed by Vapnik [77] is the SVM. In its more basic form, the SVM is used for solving problems of binary classification where the data in each of the classes can be separated using a hyperplane that can be constructed based on the support vectors, as detailed in [78]. In practical applications, the SVM incorporates higher-dimensional transformation represented as kernels for transforming the feature space to increase class separability. Similarly, multi-class support vector machines are also available, as reported in [11].

## 4. Experimental Test-Bed

In this research, two different vibration signal datasets were considered. The first was acquired from a CP and the second from an RC.

### 4.1. Centrifugal Pump Test-Bed

In this research, a multi-stage vertical CP is considered. The CP model 3SV10GE4F20 was a 2 HP pump operated at 3500 rpm . The pump had ten stages for a nominal flow of 15 GPM. The vibration signals were recorded using model 603C01 accelerometers. The module NI 9234 connected to a laptop computer was used to acquire the vibration signal using a sampling frequency of 50 kHz . The physical description and locations of sensors
are shown in Figure 1. The signal acquisition was performed under controlled operating conditions concerning the room temperature, relative humidity, and environmental noise.


Figure 1. CP and sensors. (a) Multi-stage vertical CP. (b) Locations of sensors. The vibration signals were recorded using A1, A2, A3, and A4 accelerometers.

Six experimental conditions were considered related to the discharge pressure. The conditions are denoted as $C i$ with $i$ ranging from 1 to 6 . The pressure started at 5.5 bar, increasing by 1 bar for each condition. C1 corresponds to a discharge pressure of 5.5 bar.

### 4.1.1. Faults of the CP

A set of 13 impeller faults were configured in the CP . One condition corresponded to a CP where all stages were healthy. Three conditions involved pitting at the entrance of the impeller blades (PEB), three conditions involved pitting at the output of the impeller blades (POB), three conditions involved impeller channel blockade (ICB), and finally, three conditions involved an imbalanced impeller (IB). The pitting and impeller blockade can affect several stages of a pump with different levels of severity. For instance, in fault P3, the severity level for stage 6 was 1, and the severity increased with the stage number, and it was 5 for stage 10 . The pitting severity levels were attained by changing the number and diameter of holes in the blades. The ICB severity levels were attained by varying the percent of blocked channels in the impeller. The impeller imbalance severity was obtained by increasing the surface of the cut portion of the impeller front cover. Table 1 presents the list of configured faults.

Table 1. Faults conditions in the CP.

| Fault Label | Impeller Fault | Stages Status | Severity |
| :--- | :--- | :--- | :--- |
| P1 | Healthy | All stages healthy | healthy |
| P2 | PEB | Faulty stages 9-10 | $1-2$ |
| P3 | PEB | Faulty stages 6-10 | $1-5$ |
| P4 | PEB | Faulty stages 5-10 | $3-8$ |
| P5 | POB | Faulty stages 9-10 | $1-2$ |
| P6 | POB | Faulty stages 6-10 | $1-5$ |

Table 1. Cont.

| Fault Label | Impeller Fault | Stages Status | Severity |
| :--- | :--- | :--- | :--- |
| P7 | POB | Faulty stages 5-10 | $3-8$ |
| P8 | ICB | Faulty stages 10 | 1 |
| P9 | ICB | Faulty stages 7-10 | $1-4$ |
| P10 | ICB | Faulty stages 5-10 | $1-6$ |
| P11 | IB | Faulty stages 10 | 1 |
| P12 | IB | Faulty stages 7-10 | $1-4$ |
| P13 | IB | Faulty stages 5-10 | $1-6$ |

### 4.1.2. CP Vibration Signal Dataset

The vibration signal acquisition was performed by maintaining the environmental condition within a controlled range. The motor rotation was set to 3600 rpm . A pressure condition $C i$ was set, and the vibration signal was acquired during 10 s . Ten repetitions were performed for each of the faults conditions P1 to P13. Consequently, 60 vibration signals were recorded for each condition. A total of 780 vibration signals are included in the dataset, including all fault conditions.

### 4.2. Reciprocating Compressor Test-Bed

The RC test bed is centered around a compressor model EGB- 250 with two stages. The compressor is driven by an induction motor with a power of 5.5 HP that operates at 3470 rpm .

A detailed description of the test bed is described in [2]. The test bed incorporates several accelerometer sensors for acquiring the vibration signals. The accelerometers are denoted as A1, A2, A3, and A4 and were located as shown in Figure 2. Module NI9234 was used to acquire the vibration signals from model 603C01 accelerometers. The sampling frequency was 50 kHz . The acquired vibration signals were transferred to a laptop computer.


Figure 2. Sensors' locations in the RC. The accelerometers are denoted as A1, A2, A3, and A4.

### 4.2.1. Faults of the Reciprocal Compressor

The test bed enables the configuration of a set of 17 fault conditions concerning the valves. Four faults were configured for compressor stages and the discharge and inlet valves. The faults configured were (a) valve seat wear, (b) corrosion of the valve plate, (c) fracture of the valve plate, and broken spring. Table 2 presents the completed list of configured faults.

Table 2. Valve faults in the RC.

| Fault | Label Stage and Valve Type | Fault Type |
| :---: | :--- | :--- |
| P1 | All stages | Healthy |
| P2 | Second stage, discharge | Valve seat wear |
| P3 | Second stage, discharge | Corrosion of valve plate |
| P4 | Second stage, discharge | Fracture of valve plate |
| P5 | Second stage, discharge | Broken Spring |
| P6 | Second stage, inlet valve | Valve seat wear |
| P7 | Second stage, inlet valve | Corrosion of valve plate |
| P8 | Second stage, inlet valve | Fracture of valve plate |
| P9 | Second stage, inlet valve | Broken Spring |
| P10 | First stage, discharge | Valve seat wear |
| P11 | First stage, discharge | Corrosion of valve plate |
| P12 | First stage, discharge | Fracture of valve plate |
| P13 | First stage, discharge | Broken Spring |
| P14 | First stage, inlet valve b | Valve seat wear |
| P15 | First stage, inlet valve b | Corrosion of valve plate |
| P16 | First stage, inlet valve b | Fracture of valve plate |
| P17 | First stage, inlet valve b | Broken Spring |

### 4.2.2. RC Vibration Signal Dataset

Each vibration signal has a duration of 10 s . The motor rotated at 3462 rpm , representing a crankshaft rotation of 768 rpm . The operating conditions of the $R C$ were kept constant during the vibration signal acquisition. In particular, the tank pressure was kept at 3 bar, the inlet pressure and discharge pressure were kept within the nominal range, and the surface temperature of the valve cover was maintained. Similarly, the environmental conditions corresponding to the room temperature and relative humidity were maintained within a predefined range. A total of 15 vibration signals were acquired for each fault condition, and a total of 255 vibration signals were acquired for each sensor.

## 5. Feature Extraction from the CP

### 5.1. Non-Linear Entropy Based Features

Each vibration signal in the CP dataset was processed for extracting a set of 29 features. The set of features was composed of a subset of 14 features corresponding to non-linear entropy features (Table A2) defined in Equations (A1)-(A14), a subset of 15 features corresponding to information-based features (Table A3) defined in Equations (A15)-(A29). The first step consisted of performing the phase space reconstruction [48] for estimating the spatial dimensions $m$ and the lag $\tau$ of the system. The entropy-based features were estimated using these parameters. Each feature set estimated in a widow was considered a feature sample. Five non-contiguous segments of size 12,000 samples from each vibration signal were considered for calculating features. As the number of vibration signals files was 780 , the total number of feature samples was $780 \times 5=3900$.

### 5.2. Statistical Features

Additionally, a set of 12 statistical features (Table A4), defined in Equations (A30)-(A41), were extracted to compare to the entropy features set and be combined with other feature sets to evaluate their accuracy. The procedure for extracting the statistical features was similar to extracting the non-linear features. Three-thousand nine-hundred (3900) samples for the CP dataset were extracted and considered for classification.

## 6. Feature Extraction from the RC

### 6.1. Entropy Based Features

The procedure for extracting the features from the $R C$ was similar to extracting the features from the CP. However, the number of segments with 12,000 samples was increased to ten. This increment was justified because this dataset had fewer files (255). A set of 29 entropy-based features was extracted from each signal segment. In total, 2550 feature samples were obtained for this dataset.

### 6.2. Statistical Features

A set of 2550 feature samples was obtained from the RC vibration signal dataset. The procedure was similar to the case of the CP. Each feature sample comprised 12 statistical features extracted from each of the windows considered, and each signal was subdivided into ten fragments.

## 7. Classification of Faults Using RF and SVM

Each feature dataset was used as input to both classical machine learning algorithms. Each dataset was randomly split into a training set ( $85 \%$ ) and a test set ( $15 \%$ ). The training set was used for 10 -fold cross-validation, and the accuracy of the partitioned trained model was calculated with the test set. This entire process (including the splitting) was repeated ten times, and the accuracy is the average obtained during the repetitions.

The accuracy and the area under the Receiver Operator Curve (ROC) are two relevant metrics for classifier performance. Several metrics [79] were used for evaluating the classification results. The confusion matrix elements were used for defining the metrics [80].

## 8. Results

### 8.1. Results for the CP Dataset

The set of fault conditions for the CP included several severity levels in the impeller (see Table 1). Examples of the vibration signals for the CP dataset are shown in Figure 3. Four conditions are shown, and in this subset, only subtle differences in signal amplitude can be visually detected. Any fault signature could be affected by noise.

In Figure 4, the AppEn for four vibration signals of the CP dataset are shown. Each of the vibration signals represents a fault condition. The utility of non-linear features for detecting fault conditions in vibration signals is shown in the following paragraphs. The feature estimation in each signal starts by performing the phase space reconstruction [47] aimed at estimating the system dimension $m$ and the lag $\tau$. These parameters are used for calculating the AppEn for several values of $r$. The AppEn for the CP signals increases with $r$ until attaining a maximum and decreases with the increase in $r$. In this example, the differences are evident between each impeller's conditions.

The LLE is calculated using four vibration signals extracted from the CP dataset. The calculation procedure was explained in Section 3.9. Results concerning the LLE are shown in Figure 5. The LLE is negative for the healthy class, class P6, and class P13. However, it is positive for class P10. The sign of the Lyapunov exponent could be related to the presence of chaos when the LLE is positive. When the LLE is negative, the time series could represent a system with periodic dynamics, as suggested in [65].

A non-integer dimension usually characterizes non-linear systems that could have a chaotic nature. Generally, when dealing with chaotic systems, the Rényi dimension is used as a feature of strange attractors that enables the estimation of several feature dimensions. The $D_{0}$ is the fractal dimension, $D_{1}$ is the information dimension, and $D_{2}$ is the CD [81]. Like AppEn estimation, the first step corresponds to the phase space reconstruction that provides the embedding dimension $m$. Parameter $m$ is the upper bound of the CD [82]. The CD feature was estimated for several vibration signals of the CP dataset. The results are shown in Figure 6. This set of signals has estimated embedding dimensions of 5 for P1 and P6, and 4 for P10 and P13. The CD is lower than 5 and higher than 4 for the signals
from classes P1 and P6. Similarly, for classes P10, and P13, the CD values are higher than 3 and lower than 4.


Figure 3. Vibration signals from the CP dataset. (a) Signal from class P1. (b) Signal from class P6. (c) Signal from class P10, (d) Signal from class P13.


Figure 4. AppEn for several signals from the pump dataset. (a) ApEn for a signal from class P1, (b) ApEn for a signal from class P6, (c) ApEn for a signal from class P10, (d) ApEn for a signal from class P13.


Figure 5. LLE for several signals from the CP dataset. (a) LLE for class P1, (b) LLE for class P6, (c) LLE for class P10, (d) LLE for class P13.


Figure 6. CD for several signals from the CP dataset. (a) CD for a signal from class P1, (b) CD for a signal from class P6, (c) CD for a signal from class P10, (d) CD for a signal from class P13.

The percentages of accuracy for classifying the fault considering the CP dataset using RF and SVM are presented in Table 3. The accuracy is presented for each of the models and feature sets considered. The vibration signal channels A2, A3, and A4 were considered for feature extraction. Vibration signal channel A1 was not considered for two reasons. Firstly, the computational time of the feature extraction is high, and to keep the total feature extraction time feasible with the available hardware, we only considered three channels.

Secondly, we selected the channels close to the mechanical connection with the motor, where a roller bearing is located, because the pump stages in this neighborhood have a higher probability of failing.

Table 3. Percentages of accuracy for fault classification using the vibration signals of the CP dataset.

| Features | Model | A2 | A3 | A4 |
| :---: | :---: | :---: | :---: | :---: |
| Statistical | RF | 67.76 | 68.34 | 68.50 |
|  | SVM | 68.50 | 70.51 | 71.03 |
| Entropy-based | RF | 98.09 | 97.83 | 94.70 |
|  | SVM | 99.50 | 98.96 | 97.30 |
| Info-Statistical | RF | 84.60 | 84.80 | 93.81 |
|  | SVM | 86.26 | 86.96 | 96.32 |
| All Features | RF | 97.76 | 99.38 | 99.37 |
|  | SVM | 99.59 | 99.69 | 99.81 |

The lowest classification accuracy was attained using RF trained with the Statistical Features set. In this case, the accuracy attained from channel A2 was $67.76 \%$, for channel A3 was $68.34 \%$, and for channel A4 was $68.50 \%$. The accuracy attained using SVM with this set of features was $68.5 \%$ for channel A2, $70.51 \%$ for channel A3, and $71.03 \%$ for channel A4. The highest accuracy was $99.59 \%$ for channel A2, $99.69 \%$ for channel A3, and $99.81 \%$ for channel A4. This accuracy was attained with the All Features set and SVM. With this set of features, using the RF model, the accuracy was $97.76 \%$ for channel A2, $99.38 \%$ for channel A3, and 99.37\% for channel A4.

A comparison of accuracy considering both machine learning models and feature sets is presented in Figure 7. In the box plot, a red line represents the median of the data that divides the box or inter-quartile range in two parts. This box represents $50 \%$ of the data The horizontal line over the box represents the upper quartile that indicates that $75 \%$ of the data have values below this quartile. The horizontal line below the box represents the lower quartile that indicates that $25 \%$ of the data have values below this quartile. The red cross below or over the box represents the outliers. The accuracy is presented for channel A2 in box plots calculated based on the ten repetitions performed for obtaining ten different cross-validated models. The highest accuracy ( $99.50 \%$ and $99.59 \%$ in Table 3) was attained based on the Entropy Features and the complete set of features, All Features, with the SVM model. The lower accuracies ( $67.76 \%$ and $68.50 \%$ ) for the RF and SVM models were attained by considering the Statistical Features set. The combination of information entropy and statistical features (InfoStat Features) provided an intermediate accuracy value ( $84.60 \%$ and $86.96 \%$ ) for both considered models.

Table 4 presents several performance metrics [79,80,83] results expressed in percentages. The included metrics are the sensitivity, the specificity, the error, the false positive rate, and the area under the curve (AUC). The metrics were calculated during the crossvalidation results of the SVM model trained with the All Features set extracted from vibration signals recorded in the channel A2 from the CP. The highest sensitivity of $100.00 \%$ was attained by classes P1, P6, P12, and P13. In contrast, the lowest sensitivity of $98.67 \%$ was attained by class P9. The highest specificity of $100 \%$ was attained by classes P1, P3, P5, and P12. The lowest specificity of $99.87 \%$ was attained by classes P4 and P8. Concerning the AUC [84], the highest value of $100 \%$ was attained by classes P1 and P12, and the lowest AUC value was $99.19 \%$.

Accuracy for vibration signal A2


Figure 7. Comparison of accuracy for the machine learning models tested, considering several combinations of features from channel A2 acquired from the CP .

Table 4. Performance metrics (in percent) obtained with the SVM model and the All Features set. The model was trained using vibration signals in channel A2 from the CP dataset.

| Class | Sensitivity | Specificity | Error | FPR | AUC |
| :--- | :---: | :--- | :--- | :--- | :--- |
| P1 | 100.00 | 100.00 | 0.00 | 0.00 | 100.00 |
| P2 | 99.12 | 99.96 | 0.88 | 0.00 | 99.74 |
| P3 | 99.78 | 100.00 | 0.22 | 0.00 | 99.99 |
| P4 | 99.11 | 99.87 | 0.89 | 0.13 | 99.19 |
| P5 | 98.68 | 100.00 | 1.32 | 0.00 | 99.94 |
| P6 | 100.00 | 99.98 | 0.00 | 0.02 | 99.89 |
| P7 | 98.90 | 99.96 | 1.10 | 0.04 | 99.73 |
| P8 | 98.67 | 99.93 | 0.45 | 0.13 | 99.20 |
| P9 | 99.56 | 99.98 | 1.33 | 0.07 | 99.50 |
| P10 | 99.33 | 99.91 | 0.44 | 0.02 | 99.87 |
| P12 | 100.00 | 99.93 | 0.67 | 0.09 | 99.42 |
| P13 | 100.00 |  | 0.00 | 0.00 | 100.00 |

### 8.2. Results for the RC Dataset

A set of vibration signals for the RC is presented in Figure 8. The vibration signals presented are for the healthy class P1, and for class P6 representing the valve seat wear (in the inlet valve) of the second stage. The bottom row shows the vibration signal for class P11 corresponding to corrosion of the valve plate located in the discharge valve of the first stage. Finally, the vibration signal for the class P16 represents the fracture of the valve plate for inlet valve $b$ of the first stage. The appearance of this vibration signal set differs from that of the CP dataset's signals. In this dataset, the signals are more peaked, and each prominent peak indicating an event is surrounded by signals with lower amplitudes.

The AppEn estimated for each of the signals shown in Figure 8 is shown in Figure 9. The curve shape of AppEn is different from that of the CP. The AppEn in the RC is higher for low amplitudes and decreases as the threshold of amplitudes represented by the radius $r$ increases.

The calculation of the LLE for the set of vibration signals selected from the RC dataset is shown in Figure 10. Although the LLE value is different for each signal presented, all the estimated values are positive, suggesting that the system is chaotic [65]. The CD is presented in Figure 11 for the set of signals of the RC. The CD for these signals has different values according to the fault type. The estimated values of CD are close to the embedded dimensions [82] (four, calculated using the phase space reconstruction method).


Figure 8. Vibration signals from the RC dataset. (a) Signal from the class P1, (b) signal from class P6, (c) signal from class P11, (d) signal from class P16.


Figure 9. AppEn for several signals from the RC dataset. (a) ApEn for a signal from the class P1, (b) ApEn for a signal from the class P6, (c) ApEn for a signal from the class P11, (d) ApEn for a signal from the class P16.


Figure 10. LLE for several signals from the RC dataset. (a) LLE for class P1, (b) LLE for class P6, (c) LLE for a signal from the class P11, (d) LLE for class P16.


Figure 11. CD for several signals from the RC dataset. (a) CD for a signal from the class P1, (b) CD for a signal from the class P6, (c) CD for a signal from the class P11, (d) CD for a signal from the class P16.

Concerning the RC, we selected three vibration channels from the four available. The selected channels were A1, A2, and A3. We excluded A4 to save computational time because A4 was far from the valve's location. The percent accuracy attained using RF and SVM is presented in Table 5. Four feature sets are considered: the first is the Statistical Features set, and the second is the Entropy Features. The third is the InfoStat Features set.

Finally, we have the All Features set. The lowest accuracy was attained with the Statistical Features set. In this case, the accuracy attained by the RF model was $83.96 \%$ for vibration signal channel A1, 74.07\% for A2; and $72.33 \%$ for A3. The accuracy attained by the SVM model was $86.91 \%$ for vibration signal channel A1, $76.91 \%$ for A2, and $75.55 \%$ for A3. The highest accuracy was attained using the All Features set. The accuracy attained by the RF model was $95.35 \%$ for vibration signal channel A1, $94.40 \%$ for A2, and $88.82 \%$ for A3. The SVM model attained a classification accuracy of $97.90 \%$ for signal channel A1, $95.47 \%$ for A2 and $93.63 \%$ for A3. The rest of the feature combinations attained intermediate accuracy close to the optimal accuracy.

Table 5. Percentage accuracy for fault classification using the vibration signals of the RC dataset.

| Features | Model | A1 | A2 | A3 |
| :---: | :---: | :---: | :---: | :---: |
| Statistical | RF | 83.96 | 74.07 | 72.33 |
|  | SVM | 86.91 | 76.55 | 75.55 |
| Entropy based | RF | 95.35 | 94.12 | 86.21 |
|  | SVM | 97.57 | 94.55 | 91.87 |
| Info-Statistical | RF | 93.96 | 90.66 | 85.78 |
|  | SVM | 96.83 | 94.27 | 90.38 |
| All Features | RF | 95.35 | 94.40 | 88.82 |
|  | SVM | 97.90 | 95.47 | 93.63 |

A comparison of results obtained during the ten repetitions of the cross-validation is presented in Figure 12 for vibration signal A1. The comparison is presented using box plots. The accuracies attained by the Statistical Features set with RF and SVM were the lowest ( $83.96 \%$ and $86.91 \%$ in Table 5). The feature sets Entropy Features, InfoStat Features, and All Features attained higher accuracy with both machine learning models. In particular, the highest accuracies were attained by the All Features set with RF and SVM ( $95.35 \%$ and 97.90\%). The accuracies attained by the Entropy Features were slightly lower, corresponding to $95.35 \%$ and $97.57 \%$ with the RD and SVM models, respectively. The accuracies attained by the InfoStat Features set were $93.96 \%$ and $96.83 \%$ with the RF and SVM models, respectively.

Accuracy for vibration signal A1


Figure 12. Comparison of accuracy for the machine learning models tested, considering several combinations of features extracted from channel A1 of the RC dataset. In the box plot, a red line represents the median of the data. The horizontal line over the box represents the upper quartile. The horizontal line below the box represents the lower quartile. The red cross, below or over the box, represents the outliers.

A set of performance metrics $[79,80,83]$ expressed in percentages is presented in Table 6. Such metrics were obtained with the SVM model trained with the All Features set extracted from vibration signals recorded in channel A1 from the RC dataset. The highest sensitivity of $100.00 \%$ was attained by classes P1, P2, P6, P7, P9, P10, and P11; and $93.99 \%$ attained by class P3 was the lowest. The highest specificity of $100 \%$ was attained by classes P1, P2, P10, and P17. The highest AUC value of $100.00 \%$ was attained by classes P1, P2, and P10; and the lowest value of $97.42 \%$ was attained by class P5.

Table 6. Performance metrics (in percent) obtained with the SVM model and the All Features set. The model was trained using vibration signals in channel A1 from the RC dataset.

| Class | Sensitivity | Specificity | Error | FPR | AUC |
| :---: | :---: | :--- | :--- | :--- | :--- |
| P1 | 100.00 | 100.00 | 0.00 | 0.00 | 100.00 |
| P2 | 100.00 | 100.00 | 0.00 | 0.00 | 100.00 |
| P3 | 96.07 | 99.73 | 3.93 | 0.27 | 97.70 |
| P4 | 99.56 | 99.92 | 0.44 | 0.08 | 99.33 |
| P5 | 93.99 | 99.70 | 6.01 | 0.30 | 97.42 |
| P6 | 100.00 | 99.97 | 0.00 | 0.03 | 99.78 |
| P7 | 100.00 | 99.78 | 0.00 | 0.22 | 98.26 |
| P8 | 97.01 | 99.95 | 2.99 | 0.08 | 99.25 |
| P9 | 100.00 | 100.00 | 0.00 | 0.05 | 99.57 |
| P11 | 100.00 | 99.86 | 0.00 | 0.00 | 100.00 |
| P12 | 94.56 | 99.89 | 0.00 | 0.14 | 98.91 |
| P13 | 99.13 | 99.92 | 0.94 | 0.11 | 98.95 |
| P14 | 99.56 | 99.56 | 99.92 | 0.44 | 0.05 |
| P15 | 97.42 | 0.44 | 0.08 | 99.55 |  |
| P16 | 98.29 | 100.00 | 0.08 | 99.33 |  |
| P17 |  | 9.71 | 0.00 | 99.95 |  |

## 9. Discussion

The proposed methodology was implemented on a laptop computer. The laptop was equipped with an intel(R) Core(TM) i7-6700HQ CPU, 12 GB of RAM memory, and a graphics card NVIDIA GeForce GTX 950M. The Matlab software was used to implement the feature extraction and classification. Concerning the computational time, the Entropy Features set required an average time of 311.85 s when extracted from the five windows (each with a length of 12,000-time samples) of the vibration signals from the CP dataset. In contrast, the Information Entropy features require 0.97 s, and the Statistical Features set requires only 0.156 s . In the RC , when the sampling rate is similar to that of the CP and the window length is similar, the computational time is similar to the time required in the $C P$.

In the case of the CP , multiple pairwise comparisons of machine learning models are presented in Figure A1. A one-way analysis of variance by ranks was performed using a Kruskal-Wallis approach [85]. The test showed no significant statistical differences between results attained by either machine learning models when trained with the nonlinear Entropy Features set or All Features set. Results attained by the SVM machine learning models trained with the non-linear Entropy Features set or the All Features set are statistically significantly superior to than those of RF or SVM models trained with the Statistical Features or the combination InfoStat Features. The comparison also shows that the non-linear Entropy Features set provides higher accuracy without combining with the Statistical Features set.

The plot representing the Kruskal-Wallis with multiple one-way comparisons is presented in Figure A2 for the RC. The combination of features corresponding to Entropy Features and All Features sets attained higher accuracies using both machine learning models, and there were no significant statistical differences between them. In contrast, there were significant statistical differences in the results attained with the Statistical Features set using both machine learning models. Additionally, the results obtained by the features sets Entropy Features, and All Features with the SVM model were statistically significantly superior to the results obtained with SVM using the InfoStat Features set.

A comparison with a deep-learning method was performed. For this purpose, the spectrogram of the vibration signal was calculated and fed to a CNN for fault classification. The spectrogram was calculated considering a Blackman widow of size 81.92 ms that was moved along the time axis with an overlap of 81.44 ms . The feature array had a size of $96 \times 128$, for each signal, and it was standardized using the Z-score normalization. The feature array for each dataset was fed to a CNN for 10-fold cross-validation. Results of the comparison are presented in Table 7. Concerning the case of the CP , the highest accuracy attained by the CNN was $98.86 \%$ for vibration channel A2, whereas using the Entropy Features set with SVM provided a classification accuracy of $99.50 \%$. The accuracy attained by the RF model was $98.09 \%$, which was slightly lower than the accuracy provided by the CNN. Results for the RC show that the highest accuracy attained by the CNN models was $96.74 \%$ when trained with signals from the A1 vibration channel. In contrast, the accuracy provided by the SVM trained with the Entropy Features extracted from the same channel was $97.57 \%$. In summary, the accuracy provided by the SVM trained with the Entropy Features was higher than the accuracy attained by the CNN trained with the spectrogram of the vibration signal.

Table 7. Comparison of performances of the tested models obtained during the 10 -fold crossvalidation between entropy features with classical models and the spectrogram with a CNN model.

| Machine | Signal | Accuracy <br> Entropy Features <br> +SVM | Accuracy <br> Entropy Features <br> +RF | Accuracy <br> Spectrogram <br> +CNN |
| :---: | :---: | :---: | :---: | :---: |
| Centrifugal <br> Pump | A2 | 99.50 | 98.09 | 98.86 |
|  | A3 | 98.96 | 97.83 | 97.36 |
|  | A4 | 97.30 | 94.70 | 98.61 |
| Reciprocating <br> Compressor | A1 | 97.57 | 95.35 | 96.74 |
|  | A2 | 94.55 | 94.12 | 95.55 |
|  | A3 | 91.87 | 86.21 | 93.98 |

Results can be compared to previous research that used non-linear entropy features with classical models. In [27], the average accuracy for classifying five different conditions in a CP was $94.58 \%$. The work reported in [28] used an SVM for classifying four different conditions in a CP using vibration signals. The method attained an average accuracy of $98.4 \%$. In [21] the $p-V$, was used with LDA to classify six different conditions, attaining an accuracy of $99.62 \%$ in an RC. Several papers reported CNN-based approaches for fault classification in CP and RC [24,25,29,33]. These methods can highly accurately classify a small set of faults in a CP or an RC. In contrast, our method was able to classify 13 types of faults in a CP and 17 different conditions in an RC with accuracies close to those of these deep learning-based methods.

## 10. Conclusions

The non-linear Entropy Features set enables fault classification in a CP or an RC with high accuracy. In this research, 13 impeller faults in a CP incorporating different degrees of
severity were classified using RF and SVM models. Additionally, a set of 17 valve faults in an RC were also classified.

The research showed that the non-linear Entropy Features set provides high accuracy ( $99.50 \%$ for the CP and $97.57 \%$ for the RC) considering the SVM model. The accuracy attained using the Entropy Features set and the RF model was 98.09\% for the CP and 95.35\% for the RC. Results showed no significant statistical differences between Entropy Features and All Features. However, both feature sets provided accuracies statistically significantly higher than the accuracy provided by the Statistical Features set. The Statistical Features set provided the lowest accuracy in this application. In this case, the accuracy attained with the SVM was $71.03 \%$ for the CP and $76.55 \%$ for the RC. Concerning the comparison of machine learning models, when both models RF and SVM were trained with the Entropy Features set, there were no statistically significant differences in the accuracy of results. The results suggest that the Entropy Features set or the All Features set could be used for fault classification in centrifugal pumps and reciprocating compressors, where multiple fault types in impellers and valves should be diagnosed at early stages.

The novelty of the approach is to propose using the entropy features for classifying faults in centrifugal pumps and reciprocating compressors with high accuracy. In addition, we showed that the entropy-based feature sets provide high classification accuracy even for a large number of faults in both the CP and the RC. Concerning the comparison with respect to a deep learning model, the accuracy results obtained by the SVM trained with the Entropy Features set ( $99.50 \%$ for the CP and $97.57 \%$ for the RC) were superior to those obtained by a CNN trained with the spectrogram ( $98.86 \%$ for the CP and $96.74 \%$ for the RC).

The limitation of the proposed approach is the high computational cost necessary for extracting the entire set of entropy-based features.

Further research is oriented at reducing the computational time required for extracting the non-linear Entropy Features set and exploring their implementation using multi-scale approaches. We also plan to select some of the entropy-based features that would be useful for anomaly detection in RM, combined with deep learning approaches, such as generative adversarial networks and autoencoders.
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## Appendix A. Additional Tables

## Appendix A.1. Related Research Compendium

Table A1. Related research and characteristics.

| Contributors | Signal | Methods | Application | Advantages | Limitations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Li et al. [21] | Pressure vibration | $\begin{aligned} & \hline \text { PCA } \\ & \text { LDA } \end{aligned}$ | RC | $\begin{gathered} \hline \text { Accuracy } \\ 99.62 \% \end{gathered}$ | Six types of fault |
| Patil et al. [23] | Vibration Signal | $\begin{aligned} & \hline \text { BMFO } \\ & \text { KNN } \end{aligned}$ | RC | Accuracy $>99 \%$ | Can get trapped in local minimum |
| Lv et al. [22] | Pressure | ANN | RC | $\begin{gathered} \hline \text { Accuracy } \\ 97.9 \% \end{gathered}$ | Several Structuring Elements |
| Zhao et al. [24] | Vibration | CNN | RC | Accuracy 99.4\% | Complex CNN architecture |
| Xiao et al. [25] | Vibration Pressure Phase | CNN | RC | Acc $=100 \%$ | Complex CNN Architecture, 4 Conditions |
| Ahmad et al. [28] | Vibration | SVM | CP | $\begin{gathered} \hline \text { Accuracy } \\ 98.4 \% \end{gathered}$ | 4 conditions |
| Hasan et al. [29] | Vibration | CNN | CP | Acc $=100 \%$ | 4 conditions |
| Ahmad et al. [30] | Vibration | KNN | CP | Acc $=100 \%$ | 4 conditions |
| Irfan et al. [31] | Voltage Current | XGB | Water pump bearings | Acc $=100 \%$ | Threshold Selection |
| Kumar et al. [33] | Sound | CNN | CP | Sound Sensor | Acoustic noise |
| Zhao et al. [20] | Vibration | $\begin{aligned} & \text { SVM } \\ & \text { MSE } \end{aligned}$ | RC | Weak fault detection | LMD <br> Mode mixing |
| Wang et al. [27] | Vibration | $\begin{gathered} \text { RF + CEEMD } \\ \text { SampEn } \\ \hline \end{gathered}$ | CP | Accurate | High <br> Comp. Cost |
| Zhou et al. [26] | Vibration | $\begin{aligned} & \text { RSDD + RF } \\ & \text { MHAAPE } \end{aligned}$ | HYP | Accurate | Large set of parameters |
| Xin et al. [16] | Vibration | DFA + SGWT | RM | Retain fine signatures | Lacks more testing |
| Radhakrishnan et al. [17] | Vibration | CECP + SVM | RM | Robust and easy | Setting of parameters |

## Appendix A.2. Entropy-Based Features

Table A2. Entropy features extracted.

| Feature | Equation |  |  |
| :--- | :--- | :--- | :--- |
| ApEn [5,6] | $\operatorname{ApEn}(m, k, \tau, N)=\phi^{m}(r)-\phi^{m+1}(r), \quad k=0.06$ | (A1) |  |
| ApEn [5,6] | $\operatorname{ApEn}(m, k, \tau, N)=\phi^{m}(r)-\phi^{m+1}(r), \quad k=0.21$ | (A2) |  |
| FuzzyEn [10] | $\operatorname{FuzzyEn}(m, n, k)=\ln \phi^{m}(n, r)-\ln \phi^{m+1}(n, r), \quad k=0.06$ | (A3) |  |
| FuzzyEn [10] | $\operatorname{FuzzyEn(m,n,k)=\operatorname {ln}\phi ^{m}(n,r)-\operatorname {ln}\phi ^{m+1}(n,r),\quad k=0.21}$ | (A4) |  |

Table A2. Cont.

| Feature | Equation | (A5) |
| :--- | :--- | :--- |
| SampEn [7] | $\operatorname{SampEn}(m, r)=-\ln \left[\frac{A^{m}(r)}{B^{m}(r)}\right], \quad k=0.06$ | (A6) |
| SampEn [7] | $\operatorname{SampEn}(m, r)=-\ln \left[\frac{A^{m}(r)}{B^{m}(r)}\right], \quad k=0.21$ | (A7) |
| ShannonEn [54] | $\operatorname{ShanEn}(m)=-\sum_{m} p_{m} \log p_{m}$ | (A8) |
| CondEn [54] | $\operatorname{CondEn}(m / m-1)=\operatorname{ShanEn}(m)-\operatorname{ShanEn}(m-1)$ | (A9) |
| CCondEn [54] | $\operatorname{CCondEn}(m)=\operatorname{CondEn}(m / m-1)+\operatorname{perc}(m) \operatorname{ShanEn(1)}$ |  |
| PermEn [57] | $\operatorname{PermEn}(m)=\ln M-\frac{1}{M} \sum_{j=0}^{(m+1)!-1} q_{j} l n q_{j}$ | (A11) |
| CorDim [59] | $C D(m)=\lim _{r \rightarrow 0} \frac{\partial \ln C_{m}(r)}{\partial \ln r}$ | (A12) |
| LLE [66] | $L L E=\lim _{t \rightarrow \infty} \frac{1}{t} \ln \frac{\\|\delta Z(t)\\|}{\left\\|\delta Z_{0}\right\\|}$ | (A13) |
| DFA1 $(\alpha 1)[66]$ | $\alpha 1=\tau^{\prime}(1)$, | $\tau(1)=h(1)-1$ |
| DFA2 $(\alpha 2)[66]$ | $\alpha 2=\tau^{\prime}(2)$, | $\tau(2)=2 h(2)-1$ |

Appendix A.3. Information-Based Features
Table A3. Information entropy features.

| Feature | Equation |  |
| :---: | :---: | :---: |
| WPT-Shannon [70,86] | $W P T-\operatorname{Shannon}(s)=-\sum_{i} s_{i}^{2} \log \left(s_{i}^{2}\right)$ | (A15) |
| WPT-Norm [70,86] | $W P T-\operatorname{Norm}(s)=-\sum_{i}\left\|s_{i}\right\|^{p}, \quad p \geq 1$ | (A16) |
| WPT-LogEn [70,86] | $W P T-\log \operatorname{En}(s)=-\sum_{i} \log \left(s_{i}^{2}\right)$ | (A17) |
| WPT-Thres [70,86] | $W P T-\operatorname{Thres}(s)=\#\left\{i, /\left\|s_{i}\right\|>p\right\}, \quad\left\|s_{i}\right\|>p$ | (A18) |
| WPT-Sure [70,86] | $W P T-\operatorname{Sure}(s)=n+\sum_{i} \min \left(s_{i}^{2}, p^{2}\right)-\#\left\{i, /\left\|s_{i}\right\| \leq p\right\}$ | (A19) |
| RényiEn [72] | $H R_{q}=\frac{K}{q-1} \log \left(\sum_{i=1}^{N} p_{i}^{q}\right)$ | (A20) |
| TsallisEn [71] | $H T_{q}=\frac{K}{q-1}\left(1-\sum_{i=1}^{N} p_{i}^{q}\right)$ | (A21) |
| PSE-mean [73,74] | PSE - mean $=$ mean $(\mathbf{S})$ | (A22) |
| PSE-std [73,74] | $P S E-s t d=s t d(\mathbf{S})$ | (A23) |
| PSE-rms [73,74] | $P S E-r m s=r m s(\mathbf{S})$ | (A24) |

Table A3. Cont.

| Feature | Equation |  |
| :--- | :--- | :---: |
| PSE-shape $[73,74]$ | $P S E-$ shape $=\frac{r m s(S)}{\frac{1}{N} \sum_{i}\left\|s_{i}\right\|}$ | (A25) |
| PSE-MaxToRms [73,74] | $P S E-$ MaxToRms $=\max (\mathbf{S}) / r m s(\mathbf{S})$ | (A26) |
| PSE-median $[73,74]$ | $P S E-$ median $=\operatorname{median}(\mathbf{S})$ | (A27) |
| PSE-Skew $[73,74]$ | $P S E-S k e w=\operatorname{skewness}(\mathbf{S})$ | (A28) |
| PSE-Kur $[73,74]$ | $P S E-$ Kur $=\operatorname{kurtosis}(\mathbf{S})$ | (A29) |

## Appendix A.4. Statistical Features

Table A4. Statistical features.

| Feature | Equation |  |
| :---: | :---: | :---: |
| Mean | $\mu=\frac{1}{N} \sum_{i=1}^{N} x_{i}$ | (A30) |
| Root Mean Square (RMS) | $R M S=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}\right)^{2}}$ | (A31) |
| Standard deviation | $\sigma=\sqrt{\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\mu\right)^{2}}$ | (A32) |
| Kurtosis | $\text { Kurtosis }=\frac{N \sum_{i=1}^{N}\left(x_{i}-\mu\right)^{4}}{\left[\sum_{i=1}^{N}\left(x_{i}-\mu\right)^{2}\right]^{2}}$ | (A33) |
| Maximum value | Max $=\max \left(\mathbf{x}_{n}\right)$ | (A34) |
| Crest factor | CrestFact $=\frac{\max \left(\mathbf{x}_{n}\right)}{\operatorname{rms}\left(\mathbf{x}_{n}\right)}$ | (A35) |
| Rectified mean value | $R M V=\frac{1}{N} \sum_{i=1}^{N}\left\|x_{i}\right\|$ | (A36) |
| Shape factor | $\text { ShapeFact }=\frac{r m s\left(\mathbf{x}_{n}\right)}{\frac{1}{N} \sum_{i=1}^{N}\left\|x_{i}\right\|}$ | (A37) |
| Impulse factor | $\text { ImpulseFact }=\frac{\max \left(\mathbf{x}_{n}\right)}{\frac{1}{N} \sum_{i=1}^{N}\left\|x_{i}\right\|}$ | (A38) |
| Variance | Var $=\frac{1}{N} \sum_{i=1}^{N}\left(x_{i}-\mu\right)^{2}$ | (A39) |
| Minimum value | $\operatorname{Min}=\min \left(\mathbf{x}_{n}\right)$ | (A40) |
| Skewness | $\text { Skewness }=\frac{N \sum_{i=1}^{N}\left(x_{i}-\mu\right)^{3}}{\sigma^{3}}$ | (A41) |

## Appendix B. Additional Figures

Comparison between groups


Figure A1. Kruskal-Wallis comparison between the machine learning models tested. The plot shows several combinations of features calculated from the channel A2 recorded from the CP. There are statistical significant differences between the groups labeled with red and the group labeled with blue, between the groups SVM-Entropy and SVM-AllFeat and the groups labeled with blue and gray. In general there are statistically significant differences, when the projection of the horizontal lines of a group over the horizontal axis does not have any interception with the projection of another group.


Figure A2. Kruskal-Wallis comparison between the machine learning models tested, considering several combinations of features extracted from the channel A1 of the RC dataset. There are statistical significant differences between the groups labeled with red and the group labeled with blue. In general there are statistically significant differences, when the projection of the horizontal lines of a group over the horizontal axis does not have any interception with the projection of another group.
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#### Abstract

The objective of this paper is to describe a model for the simulation of the lateral dynamics of a vehicle, specifically buses, under variable trajectory conditions, such as camber and radius of curvature; in addition, a variable speed is added as a simulation parameter. The objective of this study is the prevention of vehicle rollover and sideslip. An 8 degrees of freedom model was developed, considering a front and a rear section of the bus with its respective suspension system, and both sections have been connected by a torsion spring that emulates the torsional stiffness of the vehicle chassis. A Panhard bar is also added at the rear as an additional element to the suspension and the behavior of the bus when it is added is analyzed. This model also allows the evaluation of the force on each suspension component, which allows for future controllability of the active suspension components. The results show the dynamic behavior of the vehicle, and some indicators are introduced to show the possible sideslip or rollover. As a conclusion, the influence of the road parameters on the dynamic behavior of the bus and the effect of the Panhard bar on the dynamic behavior of the bus can be pointed out.
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## 1. Introduction

Vehicle dynamics deals with the mechanical modeling of vehicles as well as the mathematical description and analysis of vehicles.

Vehicle research models have undergone major changes in recent decades, from the traditional grouped parameter model to the finite element model, the dynamic substructure model and the dynamic multibody model; and from linear models to nonlinear models with nonlinear stiffness or damping. The responses of these models can be obtained theoretically or numerically depending on the complexity of the resulting mathematical models. This complexity is closely linked to the number of degrees of freedom considered for the respective modeling [1].

According to [2-4], among others, there are two ways to perform modeling of mechanical systems: an empirical approach and an axiomatic or theoretical approach. In this work, the axiomatic modeling method has been used for a vehicular system. The mathematical or virtual model is obtained through the application of the Newton-D'Alembert principle, obtaining a system of ordinary differential equations.

In general, the analytical modeling of any vehicle involves analyzing the interrelationships between a large number of components, as well as their response to different external disturbances and the effects of these on the rest of the components. Because of this, different models must be proposed to predict the behavior of the vehicle in the presence of a set of external stimuli in order to determine a specific type of response. Such modeling
implies leaving aside some components and disturbances with little or no relevance to the phenomenon we are trying to understand.

In the case of the present work, the objective is to analyze the lateral dynamics of a vehicle, and therefore to know the vertical and lateral response of it, as well as the vertical and lateral movements of its components due to vertical disturbances and transverse loads; therefore, longitudinal disturbances are left aside. In addition, the kinematics of the vehicle in the longitudinal axis and its rotation around the $z$-axis will not be determined.

In recent years, different vehicle models have been proposed for the analysis of lateral dynamics and accident consequences in case of rollover or sideslip. In [5], a restricted lateral dynamics model of articulated vehicles and an algorithm for the estimation of sideslip angle and cornering stiffness were proposed. The articulated vehicle was modeled by using the bicycle model, the linear tire model, and the modified Dug-off model. In [6] is presented an application of combined dynamic and finite element (FE) simulations to evaluate the rollover crash of a bus. A nonlinear mathematical model with six degrees of freedom is shown in [7] from which the effect of different factors on the stability of the vehicle on a curved trajectory (braking angle, vehicle speed and acceleration a.s.o.) is studied. In [8], a model that simulates the lateral rollover test including the effect of a variable position of the center of gravity and calculates the maximum speed at which the bus can travel in a curve without rolling over is proposed. The influence of several parameters (i.e., height of the center of gravity, weight distribution between axles, chassis torsional stiffness, etc.) on bus roll stability during a lane change maneuver, has been analyzed by means of six degrees of freedom beam finite element model in [9].

The aim of lateral dynamics is to describe the behavior of a vehicle when it is subjected to the action of accelerations and/or forces in its lateral direction in order to prevent a possible rollover or sideslip of the vehicle. These solicitations, whose magnitudes are a function of speed, commonly appear when the vehicle travels on a curved track. Different studies show that a high number of traffic accidents take place on horizontal curves, where the risk of accidents is significantly higher than on other road sections [10-12]. According to several recent studies, the radius of curvature represents the most important factor in the geometric design of horizontal curves, and the accident rate is directly related to it [13,14].

The most significant parameters of a curved path for this study are radius of curvature and camber since these geometrical characteristics of a curved path influence the lateral behavior. Due to these solicitations, vehicle driving can be difficult or even dangerous when driving on a curved path. The vehicle is subjected to a lateral force caused by centripetal acceleration acting on the center of gravity of each of the vehicle's components. Consequently, in order to achieve a balance, the adherence forces and the normal forces between the road and the tire create a balance that prevents the vehicle from rollover or sideslip. However, these adhesion forces have a limit given by Coulomb's dry friction law and another limit can also be considered when the normal force of any wheel reaches a value of zero, the moment in which the vehicle rolls over. These limits are directly related to the geometrical factors of the curve and to the environmental conditions that may cause these limits to vary.

Therefore, the study of track characteristics in lateral vehicle dynamics is also of great relevance. the safety issue of horizontal road curves was evaluated by [15] according to the American Association of Highway Transportation Officials (AASHTO) standard. Different parameters, such as vehicle weight, vehicle dimensions, longitudinal slopes, and vehicle velocity are evaluated in the geometric design of horizontal curves using a multi-body dynamic simulation process. A combination of simple circular and clothoid transition curves with several longitudinal upslopes and downslopes were designed.

Ref. [16] studied the radius of curvature of the real vehicle trajectory under driver's instantaneous emergency steering maneuvers. It was calculated based on the bicycle model. They analyzed the possibility of rollover taking into account the curve entry velocity and camber.

In this study, a trajectory composed of three paths (a straight path, a path of variable radius of curvature and a path of constant curvature) is modeled. For simulation purposes,
only geometric variations are considered in order to obtain the values of the adherence and normal forces present, while a vehicle follows a simulation trajectory composed of these three paths with a different radius of curvature. This design fits to realistic transport routes since it has been calculated and parameterized with curves of agreement (trajectories that connect a straight and circular trajectory in such a way that it starts with an infinite radius of curvature and ends in a constant radius of curvature) used in road design.

A bus model is provided using rigid multibody systems with which a virtual or mathematical model (system of ordinary differential equations) has been generated. The passenger bus is then modeled in two sections, front and rear. The front part contemplates several subsystems, such as the unsprung masses, the unsprung masses are connected by a stability or torsion bar, the flexible wheels, etc. These parts are represented by a set of inertia, stiffness, and damping elements. The rear part has been modeled in an analogous way although, unlike the front, in this there is only one unsprung mass and a Panhard type bar is used to improve its vertical and lateral dynamic behavior. For this model, the suspension system and tire stiffness as well as the damping of both bodies have been modeled as linear components.

The Panhard bar is a suspension element that prevents lateral displacements of an axle and also restricts the relative vertical movement between the suspended and unsuspended mass. Independent rear suspension systems do not require a Panhard bar. The bar is attached to two points that allow only the up and down movement of its ends, so that it can only move in the vertical plane. The forces that restrict the movement between the connected elements take part in the dynamics of these, since the forces and the consequent moments that originate, both in the non-suspended mass and in the suspended, intervene in their dynamics. Some previous studies have incorporated a Panhard bar in their vehicle models. In [17], a roll plane model of a road vehicle is provided incorporating the kinematic constraint provided by a Panhard bar. The results show that the location and orientation of the Panhard bar significantly influences the kinetostatic roll properties of the suspension when the vehicle is subjected to vertical and lateral forces. In [18], a common front axle suspension is designed for four different tractor models, in which a Panhard bar is used to improve safety and driving stability. Related with the Panhard bar [19], it compares the structural durability behavior of commercial vehicles Panhard bars of a ferritic cast nodular iron with the behavior of rods of an austempered.

Both sections of the bus are connected by a torsional spring (defined by its torsional stiffness) to emulate the dynamic influence of the vehicle chassis. Due to the different longitudinal position of the two sections and, consequently, the different roll angle, the chassis exerts a torsional moment on both sections, which influences the lateral stability.

This bus model travels along the simulated trajectory and allows the simulation of the lateral dynamics of a bus when it travels on a cambered curve.

## 2. Geometric Path Description

In Figure 1, a schematic model of the path considered for this work is shown.


Figure 1. Path's geometric parameters.

These dimensions are subsequently applied to modeling of the road, with the radius of curvature $\rho$ and camber angle $\alpha$ as geometric parameters defining the dynamic behavior of the vehicle on a curved path. The track's width $B_{t}$ and roadway width $B_{w}$ define the maximum value of the camber height and the vehicle width, respectively; the track width also defines the number of lanes on the road. In order to simplify the simulation, it has been assumed that the vehicle is driving in the middle roadway lane.

### 2.1. Kinematic Effects

The radius of curvature of a track section measures the magnitude of the curvature in that section. According to the formulation deduced by dynamics, the normal acceleration $a_{y}$, caused by said curvature, is defined by the following equation:

$$
\begin{equation*}
a_{y}=v^{2} / \rho \tag{1}
\end{equation*}
$$

This acceleration, mainly dependent on the speed $(v)$ and inversely proportional to the radius of curvature, is translated into an inertial force, opposite in sense to the normal acceleration and oriented on the horizontal of the plane in which it is located. This inertial force is commonly known as centrifugal force, $F_{i}$ :

$$
\begin{equation*}
F_{i}=\frac{v^{2}}{\rho} m_{T} \tag{2}
\end{equation*}
$$

where $m_{T}$ is the total mass of the vehicle.
The camber is defined as a relative elevation between the ends of the track, such that a component of the vehicle's weight compensates the inertial force caused by normal acceleration; its length is measured between the ends of the track according to the vertical direction (Figure 1).

Figure 2 shows a resultant force $R$ as the vectorial sum of the weight and inertial force (centrifugal force). As an effect of the inclination, there is a component of this resultant force, which is perpendicularly pointed to the path's plane $R_{N}$, which keeps an adherence force between the wheel and the path, and a perpendicular oriented component $R_{T}$ of the resultant force $R$, which is responsible for the skidding and rollover of the vehicle; when the resultant force $R$ is completely oriented in the perpendicular direction of the path's plane, it is said that the vehicle is traveling at design velocity $v_{D}$.


Figure 2. Force Schema for a vehicle traveling over a curved path.
For a skidding situation, it is said that the parallel component of $R$ force is higher than the adherence force determined by the Coulomb's dry friction force; on the other
hand, when a rollover is produced, the vehicle will turn into the external side of the curve, it means that it will turn over one or more wheel from the external side of the vehicle. Consequently, we can affirm that when the normal force of one or more wheels in the inner side are zero the rollover is produced, or is at least imminent. To analyze the vehicles rollover, a fixed point is required thus the concept of roll center is introduced as a reference point, which despite the strains that suspension suffers, it remains static on the vehicle frontal plane. From this point, all moments are calculated so it is important to highlight that the higher the vehicle's mass center, the higher the possibility of rollover.

### 2.2. Kinds of Path

Three path types with different geometric characteristics (curvature radius and camber) have been defined as shown in Table 1.

Table 1. Geometrical characteristic variations for type of path.

| Type of Path | Camber Angle | Curvature Radius |
| :---: | :---: | :---: |
| Straight path | None | Infinite |
| Transition path | Variable | Variable |
| Circular path | Constant | Constant |

The transition curves enhance the horizontal curve safety as they help to gradually apply camber and centrifugal force. Since the transition path is the only one which varies its parameters, it is the only one that defines parameter variation equations. Such paths connect a straight and a circular path so that begins with an infinite curvature radius and ends at a constant curvature radius; furthermore, over those paths, the camber angle starts to increase or decrease. To describe those paths a variety of mathematical curves are applied to determine their points in the space. Among those curves, the most known are Bernoulli's lemniscate and the clothoid, which is the most widely applied [15]. The use of a clothoid transition curve between tangent and a circular curve has been suggested to increase the safety margin of safety against sideslip, especially when the camber exceeds $12 \%$ [20]. So, the clothoid has been used in this study.

A clothoid is defined by the following equation:

$$
\begin{equation*}
\rho(s) \cdot s=A^{2} \tag{3}
\end{equation*}
$$

where $s$ is the traveled distance over the curve and $\rho(s)$ is the curvature radius as a function of the traveled distance, it means that there is a linear correspondence through a constant. This could be interpreted as while the vehicle is moving forward over the path, the magnitude of the curvature radius increases or decreases. A clothoid curve is depicted in Figure 3.


Figure 3. Clothoid curve.

The position vector is described by the following equation which is expressed in terms of Fresnel functions:

$$
\begin{equation*}
\vec{r}(s)=[x(s) ; y(s)]=A \sqrt{\pi}\left[\operatorname{FresnelC}\left(\frac{s}{A \sqrt{\pi}}\right) ; \text { FresnelS }\left(\frac{s}{A \sqrt{\pi}}\right)\right] \tag{4}
\end{equation*}
$$

One of the most important functions is avoid the appearance of sudden uncompensated acceleration, thus it is required to evaluate the magnitude of the over acceleration, which is the rate of variation of the acceleration. According to [21], for railway vehicles, it is recommended that this value must not overcome $0.2 \mathrm{~m} / \mathrm{s}^{3}$; nevertheless, for a road vehicle, this value should be controlled by the maneuvering of the car's rudder. For this simulation, this value must be settled as an input parameter, hence the maneuvering of the vehicles is not being simulated as it is a random parameter.

### 2.3. Simulation Path Parameterization

Once all geometric characteristics of the path are known, it is necessary to build, in a parametric way, the simulation path over which the vehicle will travel during the simulation. For that reason, the following equations are developed to describe the camber and curvature radiuses over the clothoid:

$$
\begin{align*}
& \rho(t)=\frac{A^{2}}{v(t) t}  \tag{5}\\
& z(t)=v(t) t \frac{z_{b}}{s_{b}} \tag{6}
\end{align*}
$$

In the previous expressions, $z_{b}$ is the constant camber value in the circular path and $s_{b}$ is the total length of the clothoid. The velocity is going to be considered as a constant value for simulation path generation purpose. Due to the vehicle's behavior is studied just a transition and circular path are required, hence in a straight path there is no risk of rollover because lateral acceleration is not present.

From Equation (6) an equivalence to determine $s_{b, \min }$ clothoid curve minimum length can be calculated. According with [21], the maximum noncompensated lateral acceleration should be $1 \mathrm{~m} / \mathrm{s}^{2}$ for comfort and safety reasons. From the given conditions, the following expression can be developed:

$$
\begin{equation*}
\frac{\left(\frac{9.81 z_{b}}{B_{w}}-\frac{v^{2} \sqrt{B_{w}^{2}-z_{b}^{2}}}{\rho_{\min } B_{w}}\right) v_{D}}{0.2}<s_{b, \text { min }} \tag{7}
\end{equation*}
$$

From this expression, the clothoid's constant can be determined:

$$
\begin{equation*}
A=\sqrt{s_{b, \min } \rho_{b}} \tag{8}
\end{equation*}
$$

Once the transition path is defined, a circular path can be added giving as a result the whole simulation path.

For this work, a simulation path was developed considering the following parameters:

- Camber over the circular path (Final value): 0.25 m
- Curvature radius over the circular path (Final value): 400 m
- Track's width: 0.9 m
- Number of tracks: 3
- Maximum over acceleration: $0.15 \mathrm{~m} / \mathrm{s}^{3}$
- Path's total length: 1500 m
- Average Speed: $120 \mathrm{~km} / \mathrm{h}$

Figure 4 shows a plane view of the track and the center of the circular path:


Figure 4. Simulation path-plane view.
Taking as a reference the average speed, function for camber angle and curvature radius can be developed in terms of time (Figure 5).


Figure 5. (a) Curvature radius vs. time and (b) camber angle vs. time for simulation.

## 3. Vehicle Modeling

As it has been described, to simplify the vehicle analysis, the bus has been divided into two sections, front and rear, both are joined by a torsional spring, which emulates the stiffness belonging to the bus structure.

### 3.1. Frontal Section

For the front section, the unsprung mass includes elements, such as the mass of the tires and other components of the steering system, all of them are modelled as punctual masses, which have only one degree of freedom on the perpendicular direction of path's plane. The Figure 6 shows the theoretical representation of the front section of the bus:


Figure 6. Bus front section—mathematical model.
The model proposed is based on [22,23]. This model considers not only the stiffness of the wheels but also the damping of that element so that it is possible to get a more realistic bus mechanical behavior. Additionally, a sway bar is considered as passive element, this component has the functionality of link the vertical displacement of the unsprung masses. It is performed taking advantage of the lever arms generated by the displacement giving as a result a torsional moment along the bar so that restrict the movement of both unsprung masses, it is desirable to avoid excessive vibrations, as well as a large displacement of the roll center.

### 3.2. Rear Section

In the rear section, the unsprung mass is modeled as a unique body, which is linked with the bus chassis through the suspension system so that the unsprung mass has two degrees of freedom, the vertical displacement, and a rotation around the longitudinal axis. Most of the components are quite like the front section except for a rigid element known as a Panhard bar which, as mentioned above, is used to avoid lateral displacement, and restrict relative vertical displacement and rotation between the unsprung and sprung masses. In terms of modeling, the Panhard bar is considered to be embedded in the unsprung mass and articulated to the sprung mass.

A model of the rear section is depicted in Figure 7.


Figure 7. Bus rear section-mathematical model.

Regarding the camber angle and curvature radius, the values of both parameters are different from the front section, hence they are in different positions over the path; for that reason, a time interval delay is introduced to simulate that effect.

### 3.3. Complete Model

From the aforementioned description, a torsional spring, with a torsional stiffness $k_{E}$ that links both sections to emulate the stiffness of the bus structure chassis. Altogether, an 8 degree of freedom model is composed by the two sections. The whole model is shown in Figure 8.


Figure 8. Complete bus model.

## 4. Kinetic Analysis of the Vehicle

### 4.1. Frontal Section

Hence, the forces on some vehicle components will be analyzed and a few parameters will be modified to study the influence it has on behavior, the motion equations are going to be determined by applying the D'Alembert principle. Firstly, equations belonging to the suspended mass are obtained and then the equations corresponding to the unsprung masses.

From the geometric parameters of the road, which has been previously described, it is possible to notice that the horizontal acceleration is the known centripetal acceleration produced by the vehicle's travel over a curved road, therefore the only unknown acceleration is vertical acceleration. Both accelerations can be decomposed into two orthogonal components, one parallel and the other normal to the road plane (Figure 9). Transposing those accelerations to the equivalent system and analyzing the so-called dynamic equilibrium, motion equations are going to be obtained.


Figure 9. Acceleration decomposition.
Suspended mass rotation, its angular speed and its vertical displacement are responsible for the forces on the suspension's system components and each of them is linked to the displacement of the correspondent unsprung mass connected to them. From those forces and considering the center of gravity location, the moments around its roll center can be calculated. In Figure 10, the front of the body diagram for dynamic equilibrium is shown.


Figure 10. Front cabin's free body diagram for dynamic equilibrium.
From the free body diagram, the following differential equations are settled. For the vertical displacement $z_{1}$ :

$$
\begin{align*}
m_{1} \ddot{z}_{1} & =-\left[k_{s 1}\left(z_{1}+b_{1} \phi_{1}-z_{2}\right)+c_{1}\left(\dot{z}_{1}+b_{1} \dot{\phi}_{1}-\dot{z}_{2}\right)\right] \\
& -\left[k_{s 2}\left(z_{1}-b_{2} \phi_{1}-z_{3}\right)+c_{2}\left(\dot{z}_{1}-b_{2} \dot{\phi}_{1}-\dot{z}_{3}\right)\right]  \tag{9}\\
& +\frac{m_{1} v^{2}}{\rho_{1}(t)} \sin \left[\alpha_{1}(t)+\phi_{1}(t)\right]
\end{align*}
$$

For rotation $\phi_{1}$ :

$$
\left.\left.\left.\begin{array}{c}
{\left[I_{1}+m_{1}\left(h_{G 1}-h_{B 1}\right)^{2}\right] \ddot{\phi}_{1}=b_{2}\left[k_{s 2}\left(z_{1}-b_{2} \phi_{1}-z_{3}\right)+c_{2}\left(\dot{z}_{1}-b_{2} \dot{\phi}_{1}-\dot{z}_{3}\right)\right]} \\
-b_{1}\left[k_{s 1}\left(z_{1}+b_{1} \phi_{1}-z_{2}\right)+c_{1}\left(\dot{z}_{1}+b_{1} \dot{\phi}_{1}-\dot{z}_{2}\right)\right]  \tag{10}\\
-\left[\left(m_{1} \frac{v^{2}}{\rho_{1}(t)} \cos \left(\alpha_{1}(t)+\phi_{1}(t)\right)\right)\left(h_{G 1}-h_{B 1}\right)\right] \\
+
\end{array}\right]\left(m_{1} g \sin \alpha_{1}\left(\alpha_{1}(t)+\phi_{1}(t)\right)\right)\left(h_{G 1}-h_{B 1}\right)\right]+T_{e s t}\right]
$$

This equation considers a resistant torque, which is caused by the torsional stiffness of the vehicle's structure; said moment is denoted by $T_{\text {est }}$, which will be determined later. For the unsprung masses, the analysis is quite similar as that carried out for the suspended mass, with the difference of the intervention of the torsion bar, which links the movements
of both suspended masses. Figure 11 shows the free body diagram and equivalent system of both unsprung masses.




Figure 11. Unsprung frontal masses free body diagram.
In Figure 11, it is possible to note that there is a force produced by the sway bar $F_{T B}$, which is opposite at each unsprung mass. This element takes advantage of the lever arms generated by each unsprung mass, which due to the displacement difference between the ends of the bar generates a torsion moment.

The displacement can be calculated as follow:

$$
\begin{equation*}
z_{2}=\frac{F_{1} l_{b}^{3}}{3 E_{b} I_{b}} \tag{11}
\end{equation*}
$$

where $F_{1}$ is the force applied by the left unsprung mass, $l_{b}$ is the arm bar's length, $E_{b}$ Young Modulus of the bar material and $I_{b}$ is the bar's inertia moment. The force applied at each end of the bar can be determined by the following equation:

$$
\begin{equation*}
F_{1}\left(z_{2}\right)=\frac{3 z_{2} E_{b} I_{b}}{l_{b}^{3}} \tag{12}
\end{equation*}
$$

From Equation (12), a correlation between unsprung mass displacements and force in the bar can be obtained. Figure 12 shows the free body diagram of the sway bar.


Figure 12. Free body diagram-sway bar.
From the force calculated in (12), the torsion moment over the bar is calculated:

$$
\begin{equation*}
M_{t 1}=F_{1} l_{b}=\frac{3 z_{2} E_{b} I_{b}}{l_{b}^{2}} \tag{13}
\end{equation*}
$$

In a similar way, it is possible calculate the moment generated by the unsprung right mass as follow:

$$
\begin{equation*}
M_{t 2}=F_{2} l_{b}=\frac{3 z_{3} E_{b} I_{b}}{l_{b}^{2}} \tag{14}
\end{equation*}
$$

Due to the moment exerted by both arms being opposite, the resultant torsion moment is calculated from the difference between them:

$$
\begin{equation*}
M_{T B}=M_{t 1}-M_{t 2}=\frac{3 E_{b} I_{b}}{l_{b}^{2}}\left(z_{2}-z_{3}\right) \tag{15}
\end{equation*}
$$

The resultant torsion moment generates a rotation angle on the bar:

$$
\begin{equation*}
\Phi_{B}=\frac{M_{T B} l_{T}}{G J_{0}} \tag{16}
\end{equation*}
$$

This angle can be related to the displacement arm difference as follows:

$$
\begin{equation*}
z_{\Delta}=z_{\Delta}=\Phi l_{b}=\frac{3 E_{b} I_{b} l_{T}}{l_{b} G J_{0}}\left(z_{2}-z_{3}\right) \tag{17}
\end{equation*}
$$

From Equation (17) and due to the linear correlation between the displacement and the unsprung mass displacements, an elastic constant is determined:

$$
\begin{equation*}
k_{t b}=\frac{9 E_{b}^{2} I_{b}^{2} l_{T}}{l_{b}^{4} G J_{0}} \tag{18}
\end{equation*}
$$

Considering the influence of the sway bar and applying the acceleration decomposition and transposing them to the first member of the equivalence (Dynamic equilibrium), the following motion equations are developed:

Unsprung left mass:

$$
\begin{gather*}
m_{2} \ddot{z}_{2}-m_{2} \frac{v^{2}}{\rho_{1}(t)} \sin \left[\alpha_{1}(t)+\phi_{1}(t)\right]=k_{s 1}\left(z_{1}+b_{1} \phi_{1}-z_{2}\right)+c_{1}\left(\dot{z}_{1}+b_{1} \dot{\phi}_{1}-\dot{z}_{2}\right)  \tag{19}\\
-k_{T B}\left(z_{2}-z_{3}\right)-k_{w 1} z_{2}-c_{w 1} \dot{z}_{2}
\end{gather*}
$$

Unsprung right mass:

$$
\begin{align*}
& m_{3} \ddot{z}_{3}=k_{s 2}\left(z_{1}-b_{1} \phi_{1}-z_{3}\right)+c_{2}\left(\dot{z}_{1}-b_{1} \dot{\phi}_{1}-\dot{z}_{3}\right) \\
&+ k_{T B}\left(z_{2}-z_{3}\right)-k_{w 2} z_{3}-c_{w 2} \dot{z}_{3}  \tag{20}\\
&++m_{3} \frac{v^{2}}{\rho_{1}(t)} \sin \left[\alpha_{1}(t)+\phi_{1}(t)\right]
\end{align*}
$$

### 4.2. Rear Section

In a similar way as the front section, the free body diagram of the suspended mass for dynamic equilibrium is depicted in Figure 13.


Figure 13. Rear cabin's free body diagram for dynamic equilibrium.

In comparison with the front section, here there is a noticeable effect of the Panhard bar, which is represented by the forces $F_{P h}$ and $F_{P v}$, which are the horizontal and vertical component of the force along the bar. Additionally, for the acceleration decomposition, the influence of the rotation angle of both masses, unsprung and suspended, must be taken into account, including the torsional torque produced by the structure. From this and the free body diagram the following motion equations are obtained:

For the displacement $z_{4}$

$$
\begin{gather*}
m_{4}\left(\ddot{z}_{4}-\frac{v^{2}}{\rho_{2}(t)} \sin \left[\alpha_{2}(t)+\phi_{4}(t)+\phi_{5}(t)\right]\right)=-k_{s 3}\left(z_{4}+b_{3} \phi_{4}-z_{5}-b_{5} \phi_{5}\right) \\
-k_{s 4}\left(z_{4}-b_{4} \phi_{4}-z_{5}+b_{6} \phi_{5}\right)  \tag{21}\\
-c_{53}\left(\dot{z}_{4}+b_{3} \dot{\phi}_{4}-\dot{z}_{5}-b_{5} \dot{\phi}_{5}\right) \\
-c_{s 4}\left(\dot{z}_{4}-b_{4} \dot{\phi}_{4}-\dot{z}_{5}+b_{6} \dot{\phi}_{5}\right)+F_{P v}
\end{gather*}
$$

For the rotation $\phi_{4}$ :

$$
\begin{gather*}
{\left[I_{4}+m_{4}\left(h_{G 2}-h_{B 2}\right)^{2}\right] \ddot{\phi}_{4}=b_{4}\left[k_{s 4}\left(z_{4}-b_{4} \phi_{4}-z_{5}+b_{6} \phi_{5}\right)+c_{s 4}\left(\dot{z}_{4}-b_{4} \dot{\phi}_{4}-\dot{z}_{5}+b_{6} \dot{\phi}_{5}\right)\right]} \\
-b_{3}\left[k_{s 3}\left(z_{4}+b_{3} \phi_{4}-z_{5}-b_{5} \phi_{5}\right)+c_{53}\left(\dot{z}_{4}+b_{3} \dot{\phi}_{4}-\dot{z}_{5}-b_{5} \dot{\phi}_{5}\right)-F_{P v}\right] \\
-\left[\left(m_{4} \frac{v^{2}}{\rho_{2}(t)} \cos \left[\alpha_{2}(t)+\phi_{4}(t)+\phi_{5}(t)\right]\right)\left(h_{G 2}-h_{B 2}\right)\right]-T_{e s t} \\
+\left[\left(m_{4} g \sin \left[\alpha_{2}(t)+\phi_{4}(t)+\phi_{5}(t)\right]\right)\left(h_{G 2}-h_{B 2}\right)\right] \\
-\left[F_{P h}\left(h_{G 2}-h_{S 2}-h_{B 2}\right)\right] \tag{22}
\end{gather*}
$$

For the unsprung mass, the analysis is similar obtaining the free body diagram for the dynamic equilibrium showed in Figure 14.


Figure 14. Rear unsprung mass free body diagram for dynamic equilibrium.
From the free body diagram, the following motion equations are obtained:
For the displacement $z_{5}$

$$
\begin{gather*}
m_{5} \ddot{z}_{5}=-k_{w 3}\left(z_{5}+b_{5} \phi_{5}\right)-c_{w 3}\left(\dot{z}_{5}+b_{5} \dot{\phi}_{5}\right)-k_{w 4}\left(z_{5}-b_{6} \phi_{5}\right) \\
\quad-c_{w 4}\left(\dot{z}_{5}-b_{6} \dot{\phi}_{5}\right)+k_{s 3}\left(z_{4}+b_{3} \phi_{4}-z_{5}-b_{5} \phi_{5}\right) \\
+k_{s 4}\left(z_{4}-b_{4} \phi_{4}-z_{5}+b_{6} \phi_{5}\right)+c_{s 3}\left(\dot{z}_{4}+b_{3} \dot{\phi}_{4}-\dot{z}_{5}-b_{5} \dot{\phi}_{5}\right)  \tag{23}\\
+c_{s 4}\left(\dot{z}_{4}-b_{4} \dot{\phi}_{4}-\dot{z}_{5}+b_{6} \dot{\phi}_{5}\right)-F_{P v}+\frac{m_{5} v^{2}}{\rho_{2}(t)} \sin \left(\alpha_{2}(t)+\phi_{5}(t)\right)
\end{gather*}
$$

For the rotation $\phi_{5}$ :

$$
\begin{gather*}
{\left[I_{5}+m_{5}\left(h_{E 2}\right)^{2}\right] \ddot{\phi}_{5}=b_{6}\left[\begin{array}{c}
k_{w 4}\left(z_{5}-b_{6} \phi_{5}\right)+c_{w 4}\left(\dot{z}_{5}-b_{6} \dot{\phi}_{5}\right) \\
-k_{s 4}\left(z_{4}-b_{4} \phi_{4}-z_{5}+b_{6} \phi_{5}\right) \\
-c_{s 4}\left(\dot{z}_{4}-b_{4} \dot{\phi}_{4}-\dot{z}_{5}+b_{6} \dot{\phi}_{5}\right)+F_{P B}
\end{array}\right]} \\
-b_{5}\left[\begin{array}{c}
k_{s 3}\left(z_{4}+b_{3} \phi_{4}-z_{5}-b_{5} \phi_{5}\right) \\
+c_{s 3}\left(\dot{z}_{4}+b_{3} \dot{\phi}_{4}-\dot{z}_{5}-b_{5} \dot{\phi}_{5}\right) \\
-k_{w 3}\left(z_{5}+b_{5} \phi_{5}\right)-c_{w 3}\left(\dot{z}_{5}+b_{5} \dot{\phi}_{5}\right)
\end{array}\right]  \tag{24}\\
+h_{E 2}\left[\begin{array}{c}
\left(m_{5} g \sin \left[\alpha_{2}(t)+\phi_{5}(t)\right]\right)- \\
\left(m_{5} \frac{v^{2}}{\rho_{2}(t)} \cos \left[\alpha_{2}(t)+\phi_{5}(t)\right]\right)+F_{P h}
\end{array}\right]
\end{gather*}
$$

The forces produced by the Panhard bar require a kinematic analysis of both ends of it. Such a component could be modeled as a bar element on which its inner force acts along itself, therefore the force's direction is already known.

Considering only the vertical displacement at the ends of the bar, Figure 15 shows the displacement of each point connected to the Panhard bar:


Figure 15. Rear masses displacements at the ends connected to the Panhard Bar.
From that displacement, the bar vertical displacement can be analyzed as it is shown in Figure 16.


Figure 16. Panhard Bar vertical displacement.
From this analysis, the vertical dimension of the bar can be calculated as follow:

$$
\begin{equation*}
h=h_{0}+z_{5}-b_{6} \phi_{5}-z_{4}-b_{3} \phi_{4} \tag{25}
\end{equation*}
$$

With the vertical dimension determined, the bar's length can be calculated directly:

$$
\begin{equation*}
\imath_{P D}=\sqrt{h^{2}+B_{t}^{2}} \tag{26}
\end{equation*}
$$

Additionally, its orientation:

$$
\begin{equation*}
\varphi_{B}=\arctan \left(\frac{B_{t}}{h_{0}+z_{5}-b_{6} \phi_{5}-z_{4}-b_{3} \phi_{4}}\right) \tag{27}
\end{equation*}
$$

Later, the bar stiffness can be calculated instantly as follow:

$$
\begin{equation*}
k_{P}=\frac{E A}{\downarrow_{P D}} \tag{28}
\end{equation*}
$$

where $E$ is the material's Young Modulus and $A$ its transversal area.
As a final step the influence of the torsional stiffness of the structure is seen on the motion equations, so the torsional moment originated this element is equivalent to the following expression:

$$
\begin{equation*}
T_{e s t}=k_{E}\left(\phi_{4}-\phi_{1}\right) \tag{29}
\end{equation*}
$$

This component links both bus sections, so all differential equations developed are coupled.

## 5. Simulation and Results

Due to the complexity of the model, a state space model must be implemented, so that the motion equations settled previously can be arranged as a differential equation system, which can be divided into two matrices, one as a state matrix $\mathbf{A}$ which is entirely lineal, and an input matrix B, which due to the Panhard bar and its dependency to the variable states is highly non-lineal.

From the state space equation:

$$
\begin{gather*}
d \mathbf{x}=\mathbf{A x}+\mathbf{B u} \\
\mathbf{y}=\mathbf{C} \mathbf{x}+\mathbf{D u} \tag{30}
\end{gather*}
$$

The state vector is defined as follow:

$$
x=\left[\begin{array}{llllllllllllllll}
z_{1} & \dot{z}_{1} & z_{2} & \dot{z}_{2} & z_{3} & \dot{z}_{3} & \phi_{1} & \dot{\phi}_{1} & z_{4} & \dot{z}_{4} & z_{5} & \dot{z}_{5} & \phi_{4} & \dot{\phi}_{4} & \phi_{5} & \dot{\phi}_{5} \tag{31}
\end{array}\right]
$$

Due to its dimensions and simplicity, the state matrix which is a $16 \times 16$ square matrix will not be shown on this document, but the input matrix will be presented for its non-linear formulation:

$$
\left(\begin{array}{c}
0  \tag{32}\\
\frac{v^{2}}{\rho(t)} \sin \left(\alpha(t)+\phi_{1}\right) \\
0 \\
\frac{v^{2}}{\rho(t)} \sin \alpha\left(\alpha(t)+\phi_{1}\right) \\
0 \\
\frac{v^{2}}{\rho(t)} \sin \alpha\left(\alpha(t)+\phi_{1}\right) \\
0 \\
\frac{-\left(m_{1} \frac{v^{2}}{\rho(t)} \cos \left(\alpha(t)+\phi_{1}\right)\right)\left(h_{G 1}-h_{B 1}\right)+\left(m_{1} g \sin \left(\alpha(t)+\phi_{1}\right)\right)\left(h_{G 1}-h_{B 1}\right)}{I_{1 B}} \\
0 \\
\frac{v^{2}}{\rho(t-1)} \sin \left(\alpha(t-1)+\phi_{4}+\phi_{5}\right)+\frac{F_{P v}}{m_{4}} \\
0 \\
\frac{v^{2}}{\rho(t-1)} \sin \left(\alpha(t-1)+\phi_{5}\right)-\frac{F_{P v}}{m_{5}} \\
0 \\
\frac{F_{4 B}}{} \\
0
\end{array}\right)
$$

From the equations given in this matrix, it is highly dependent on the state matrix so that matrix $\mathbf{B}$ is a function of $\mathbf{x}$. Although there is a control vector $\mathbf{u}$ and matrix $\mathbf{C}$, output, and matrix $\mathbf{D}$, feedforward, this matrix will be replaced by an identity matrix and a row vector with ones, hence the main purpose of the settled system is simulation. In further works, this matrix can be replaced to obtain a control system. All equations for the path and other elements, such as a Panhard bar, are modeled in a Simulink ${ }^{\circledR}$ algorithm.

Once the differential equations are expressed into the state space equation, it is necessary to numerically fix all the mechanic parameters which have been taken from [24] are expressed in the following list:
$m_{1}=7000 \mathrm{~kg}$-Front suspended mass
$m_{2}=500 \mathrm{~kg}$-Front left unspring mass
$m_{3}=500 \mathrm{~kg}$ —Front right unspring mass
$I_{1}=125,000 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ —Front suspended mass inertia respect to its mass center
$c_{1}=600 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$-Damping coefficient of the left front suspension element
$c_{2}=600 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$ —Damping coefficient of the right front suspension element
$b_{1}=0.8 \mathrm{~m}$-Distance from suspended mass center to the left front suspension
$b_{2}=0.8 \mathrm{~m}$-Distance from suspended mass center to the right front suspension
$k_{s 1}=200,000 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the left front suspension element
$k_{s 2}=200,000 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the right front suspension element
$h_{B 1}=0.75 \mathrm{~m}-$ Roll center front suspended mass height respect to the path's plane.
$h_{G 1}=1.55 \mathrm{~m}-$ Mass center height of the suspended front mass
$k_{T B}=1,000,000 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the sway bar
$k_{w 1}=921,607 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the front left tire
$k_{w 2}=921,607 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the front right tire
$c_{w 1}=800 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$-Damping coefficient of the front left tire
$c_{w 2}=800 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$ —Damping coefficient of the front right tire
$k_{E}=600,000,000 \mathrm{~N} \cdot \mathrm{~m} / \mathrm{rad}$-Torsional stiffness coefficient of the vehicle structure
$m_{4}=7000 \mathrm{~kg}$ —Read suspended mass
$m_{5}=1000 \mathrm{~kg}$-Rear left unspring mass
$I_{4}=125,000 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ —Rear suspended mass inertia respect to its mass center
$I_{5}=1000 \mathrm{~kg} \cdot \mathrm{~m}^{2}$ —Rear unspring mass inertia respect to its mass center
$c_{3}=600 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$-Damping coefficient of the left rear suspension element
$c_{4}=600 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$ —Damping coefficient of the right rear suspension element
$b_{3}=0.8 \mathrm{~m}$-Distance from suspended mass center to the left rear suspension
$b_{4}=0.8 \mathrm{~m}$-Distance from suspended mass center to the right rear suspension
$b_{5}=0.8 \mathrm{~m}$-Distance from unspring mass center to the left rear tire
$b_{6}=0.8 \mathrm{~m}$-Distance from unspring mass center to the right rear tire
$k_{s 3}=200,000 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the left rear suspension element
$k_{s 4}=200,000 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the right rear suspension element
$h_{B 2}=0.75 \mathrm{~m}$-Roll center rear suspended mass height respect to the path's plane.
$h_{\mathrm{G} 2}=1.55 \mathrm{~m}$-Mass center height of the suspended rear mass
$h_{E 2}=0.5 \mathrm{~m}-$ Mass center height of the unspring rear mass
$k_{w 3}=921,607 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the rear left tire
$k_{w 4}=921,607 \mathrm{~N} / \mathrm{m}$-Stiffness coefficient of the rear right tire
$c_{w 3}=800 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$ —Damping coefficient of the rear left tire
$c_{w 4}=800 \mathrm{~N} \cdot \mathrm{~s} / \mathrm{m}$ —Damping coefficient of the rear right tire
Also, for the Panhard bar, the following parameters are taken:
$E=2.1 \times 10^{5} \mathrm{~N} / \mathrm{mm}^{2}$-Panhard bar material's Young modulus
$d_{P}=30 \mathrm{~mm}$-Panhard bar diameter
From the constants given above, the following results are obtained from the simulation of the vehicle's travel over a transition and circular path, as previously given (Figure 17).


Figure 17. Simulation results-Displacement and rotation angles.
Furthermore, the instantaneous Panhard's bar force and angle are also obtained from the simulation (Figure 18).


Figure 18. Panhard bar-force and inclination angle.
Those results show the bus dynamic behavior when it is traveling over a transition and circular curve; in fact, it is noticeable that while the bus is over the clothoid its position and rotation state variables are increasing constant and when it arrives at the circular path they become oscillating, consequently, the Panhard bar length and angle have the same behavior.

### 5.1. Effects of the Panhard Bar

The addition of the Panhard bar has a stabilization function on the mechanical behavior of the bus, the main effect is appreciated on the rear mass rotation angles, which have an effect on the displacements and angles in the front section. It can be said that the Panhard bar shrinks the oscillations of each state variable as can be appreciated, making a comparison between Figures 17 and 19.


Figure 19. Simulation results without Panhard bar-displacement and rotation angles.

### 5.2. Panhard Bar Influence over the Structural Torsional Moment

As can be observed in the rotation angles comparison, there is an increment in the values in the system without a Panhard bar compared with the system with a Panhard bar. In fact, this tendency makes a change in the sense of the torsional moment produced along the structure of the bus, as can be seen in Figure 20.


Figure 20. Structural Torsion with and without Panhard bar.
The positive values of the structural moment present in the simulation with the Panhard bar show a better stability due to this moment acts in opposition to the vehicles rollover making the vehicle more stable; on the other hand, the absence of a Panhard bar produces a negative structural moment which contributes to an increased risk of rollover.

### 5.3. Vehicle Lateral Stability Analysis

Although these results describe how the vehicle will behave, it does not show if the vehicle rolls over or slips; for that reason, it is necessary to handle the obtained results and the states derivatives in a new analysis that evaluates the normal and friction force on each tire. For this purpose, a new free body diagram is performed for the dynamic equilibrium in the front section (Figure 21).


Figure 21. Free Body Diagram for front section dynamic equilibrium.
On the diagram shown, the inertial forces, which are obtained from the acceleration's decomposition used for the motion equations, and weight of each body is already decomposed.

The inertia forces on the vertical direction are defined using the states derivatives, however, the lateral inertia forces and the weight decomposition are calculated as follow:

$$
\begin{gather*}
F_{l 1 i}=\frac{m_{1} v^{2}}{\rho_{1}(t)} \cos \left[\alpha_{1}(t)+\phi_{1}(t)\right]  \tag{33}\\
F_{l 2 i}=\frac{m_{2} v^{2}}{\rho_{1}(t)} \cos \left[\alpha_{1}(t)\right]  \tag{34}\\
F_{l 3 i}=\frac{m_{3} v^{2}}{\rho_{1}(t)} \cos \left[\alpha_{1}(t)\right] \tag{35}
\end{gather*}
$$

Analyzing the equilibrium on the lateral direction:

$$
\begin{equation*}
F_{f 1}+F_{f 2}=F_{l 1 i}+F_{l 2 i}+F_{l 3 i}-W_{l 1}-W_{l 2}-W_{l 3} \tag{36}
\end{equation*}
$$

Furthermore, the inertial forces and torques required to be used into the state equations to calculate the normal forces at each tire. Analyzing the equilibrium taking moments from the left frontal wheel and factorizing $N_{2}$ :

$$
\left[\begin{array}{c}
{\left[W_{l 2}-F_{l 2 i}\right]\left(h_{E 1}-z_{2}\right)+\left[W_{l 3}-F_{l 3 i}\right]\left(h_{E 1}-z_{3}\right)-I_{1 B} \ddot{\phi}_{1}}  \tag{37}\\
+\left[W_{l 1}-F_{l 1 i}\right]\left(h_{G 1}-z_{1}\right)+\left(m_{1} \ddot{z}_{1}-W_{v 1}\right)\left(B_{v i a} / 2\right)+\left(m_{3} \ddot{z}_{3}-W_{v 3}\right)\left(a_{v i a}\right)
\end{array}\right] /\left(B_{t}\right)
$$

Analyzing the equilibrium on the vertical direction, $N_{1}$ is obtained:

$$
\begin{equation*}
N_{1}=W_{v 1}+W_{v 2}+W_{v 3}-N_{2}-m_{1} \ddot{z}_{1}-m_{2} \ddot{z}_{2}-m_{3} \ddot{z}_{3} \tag{38}
\end{equation*}
$$

The magnitudes of the normal forces indicate if the vehicle rolls over or not when any normal force becomes zero. On the other hand, in the lateral direction there are two unknown variables, which are the friction force and just one equation, so that determines the value of each friction force becomes an unsolvable problem, therefore a new procedure to evaluate if the vehicle slips or not will be performed, using the value of both forces in a conditional way:

$$
\begin{equation*}
F_{f 1}+F_{f 2} \leq F_{f 1, \max }+F_{f 2, \max } \tag{39}
\end{equation*}
$$

In addition, it can be expressed as:

$$
\begin{equation*}
0 \leq N_{1} \mu_{s}+N_{2} \mu_{s}-F_{f 1}-F_{f 2} \tag{40}
\end{equation*}
$$

The maximum values of friction force will be determined using the so-called Coulomb's dry friction approach. For that evaluation, it is assumed that both tires are not skidding, so the friction coefficient is the static friction coefficient. The conditional form establishes that when the value becomes negative it means that the vehicle is slipping. This analysis is also applied for the rear section, with a similar free body diagram (Figure 22).


Figure 22. Free Body Diagram for rear section dynamic equilibrium.
The equations for the lateral inertia forces:

$$
\begin{gather*}
F_{l 4 i}=\frac{m_{4} v^{2}}{\rho_{2}(t)} \cos \left[\alpha_{2}(t)+\phi_{4}(t)+\phi_{5}(t)\right]  \tag{41}\\
F_{l 5 i}=\frac{m_{5} v^{2}}{\rho_{2}(t)} \cos \left[\alpha_{2}(t)+\phi_{5}(t)\right] \tag{42}
\end{gather*}
$$

Analyzing the equilibrium on the lateral direction:

$$
\begin{equation*}
F_{f 3}+F_{f 4}=F_{l 4 i}+F_{l 5 i}-W_{l 4}-W_{l 5} \tag{43}
\end{equation*}
$$

Similar to the front section, analyzing the equilibrium taking moments from the left wheel and factorizing $N_{4}$ :

$$
N_{4}=-\left[\begin{array}{c}
{\left[W_{l 5}-F_{l 5 i}\right]\left(h_{E 2}-z_{5}\right)-I_{B 4} \ddot{\phi}_{4}-I_{B 5} \ddot{\phi}_{5}+\left[W_{l 4}-F_{l 4 i}\right]\left(h_{G 2}-z_{4}\right)}  \tag{44}\\
+\left(m_{4} \ddot{z}_{4}-W_{v 4}\right)\left(B_{v i a} / 2\right)+\left(m_{5} \ddot{z}_{5}-W_{v 5}\right)\left(B_{t} / 2\right)
\end{array}\right] / B_{t}
$$

Analyzing the equilibrium on the vertical direction, $N_{1}$ is obtained:

$$
\begin{equation*}
N_{3}=W_{V 4}+W_{V 5}-N_{4}-m_{4} \ddot{z}_{4}-m_{5} \ddot{z}_{5} \tag{45}
\end{equation*}
$$

Finally, the skidding condition is introduced for the rear section:

$$
\begin{equation*}
F_{f 3}+F_{f 4} \leq F_{f 3, \max }+F_{f 4, \max } \tag{46}
\end{equation*}
$$

In other terms:

$$
\begin{equation*}
0 \leq N_{3} \mu_{s}+N_{4} \mu_{s}-F_{f 3}-F_{f 4} \tag{47}
\end{equation*}
$$

For the simulation, a parameter more is necessary:
$\mu_{k}=0.4$-Static friction coefficient between the tire and path.
The results for the normal forces at each tire, while the bus is traveling over the simulation path, are shown on the following graphics (Figure 23).


Figure 23. Normal forces on each tire considering Panhard bar.
About the friction force, the skidding condition shows the remaining friction force so that when it becomes negative the vehicle slips. Figure 24 shows the remaining friction force at each section, while the bus is traveling over the simulation:


Figure 24. Remaining friction force at each section.
A comparison of the normal force can be made using a model without a Panhard bar to analyze the effect of this element in the lateral stability. The normal force values of the bus without Panhard bar are presented in Figure 25.


Figure 25. Normal forces on each tire without Panhard bar.
From Figure 25, it is possible to observe that the normal force in the left side reach or even pass negative values, which implies that the vehicle loses adherence with the path. It demonstrates that the Panhard bar improves the adherence between the path and the tires.

## 6. Conclusions

A model of a bus is presented, elaborated by means of rigid multibody systems with which a virtual or mathematical model (system of ordinary differential equations) has been generated. This model allows the simulation of the lateral dynamics of a bus when it travels on a cambered curve.

Based on the proposed model, a simulation algorithm has been designed to analyze the dynamic behavior of a bus in transit on a cambered curve. This model is adjusted to realistic transport routes since it has been calculated and parameterized with curves of agreement (trajectories that connect a straight and circular trajectory in such a way that it starts with an infinite radius of curvature and ends in a constant radius of curvature) used in road design.

The modeling has been carried out in such a way that the total system representing the bus has been divided into two fundamental parts: the front part of the vehicle, which in turn contemplates several subsystems, such as the unsprung masses, the unsprung masses connected by a stability or sway bar, the flexible wheels, etc. In turn, the rear part has been modeled in an analogous way although, unlike the front part, in this one there is only one unsprung mass and a Panhard type bar is used to improve its vertical and lateral dynamic behavior.

Therefore, the model used to model the bus dynamic behavior integrates two modifiable sections that allow for testing some new models for the calculation of the stiffness of the suspension system or of the tires, etc. For this first approximation, the suspension system and tire stiffness as well as the damping of both bodies have been modeled as linear components. This is responsible for the quasi-linear correlation between the geometric parameters and the tendency shown in the results: the state variables increase as the geometric parameters of the trajectory increase and oscillate, trying to reach a steady state in time while the trajectory parameters are constant.

According to the comparison between the results with and without a Panhard bar, it can be stated that the Panhard bar has a stabilization function, which reduces the oscillations
of each state variable. Additionally, the parameters which modify the Panhard bar stiffness can be treated as a control variable on an active suspension system.

From the effects on the rotation angles that the Panhard bar has, it is also possible to highlight that the presence of this element reduces the rotation angles of the mass linked to it, this improves the lateral stability of the vehicle, increasing the value of the normal forces between the tires and the road, as can be concluded by comparing Figures 23 and 25.

The torsional structural stiffness is a parameter that must be considered when the stability of the vehicle is analyzed, as presented in Figure 20, where the direction of the structural moments affects the vehicle lateral stability.

Due to the weak effect of the non-linearities, some state variables have some disturbances which can be treated as noise.
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