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Abstract: The growing attention to environmental issues is leading to an increasing integration of
renewable energy sources into electrical grids. This integration process could contribute to power
system decarbonization, supporting the diversification of primary energy sources and enhancing
the security of energy supply, which is threatened by the uncertain costs of conventional energy
sources. Despite these environmental and economical benefits, many technological and regulatory
problems should be fixed in order to significantly increase the level of penetration of renewable power
generators, which are connected to power transmission and distribution systems via power electronic
interfaces. Indeed, these converter-interfaced generators (CIGs) perturb grid operation, especially
those fueled by non-programmable energy sources (e.g., wind and solar generators), affecting the
system stability and making power systems more vulnerable to dynamic perturbations. To face
these issues, the conventional operating procedures based on pre-defined system conditions, which
are currently adopted in power system operation tools, should be enhanced in order to allow the
“online” solution of complex decision-making problems, providing power system operators with the
necessary measures and alerts to promptly adjust the system. A comprehensive analysis of the most
promising research directions and the main enabling technologies for addressing this complex issue
is presented in this paper.

Keywords: power system stability; frequency stability; rotor angle stability; voltage stability; power
system inertia; converter-interfaced generation; renewable power generators

1. Introduction

The need for mitigating the effects of climate change, the progressive depletion of
fossil resources, and the growing energy demand of developing countries has led to
an exponential increase of renewable power generators connected to transmission and
distribution grids by power electronic converters.

In particular, it is expected that the globally installed capacity of electricity generation
from wind and photovoltaics generators will increase to about 3.8 TW by 2030 [1]. It is well
known that the large scale penetration of these converter-interfaced generators (CIGs) in
existing power grids requires major revisions of the conventional policies currently adopted
for power system planning, operation, and regulation [2]. The importance of this revision
process has been confirmed in many countries, where the rapid growth of grid-connected
CIGs without defining and implementing proper corrective actions aimed at enhancing the
grid flexibility, sensibly affected the power system stability and security.

Moreover, the modern technological advances pushed the pervasive integration of power
electronic converters in both transmission and distribution power systems for enabling a wide
range of applications, which are not only restricted to the grid connection of distributed gener-
ators. For example, in transmission systems, power converters are the technological backbone
supporting flexible AC transmission systems (FACTS) and high voltage DC transmission
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systems (HVDC), while, in distribution networks, they are extensively deployed in microgrids
and DC distribution networks. Finally, they are widely used in many end-user applications
such as electric vehicles and variable frequency drives [3].

The technical impacts induced by the large-scale penetration of power electronic
converters in modern power systems should be carefully analyzed, especially those related
to CIGs, which in the medium/long term are expected to replace all the conventional
synchronous generators (SG). In particular, the main features differentiating CIGs from
SGs are the nominal power, which is extremely lower, the generator inertia, which is
zero for static generators, the active power regulation, which is limited for renewable
power generators, and the dynamic response, which is extremely faster [4]. These intrinsic
differences reduce the grid flexibility, make power systems more vulnerable to dynamic
perturbations, and sensibly increase the complexity of power system operation.

To address these critical issues, wide-area monitoring protection and control systems
(WAMPACs) are being increasingly applied by transmission system operators worldwide for
real-time power system monitoring and early detection of dynamic perturbations. WAMPACs
involve the use of system-wide information to avoid large disturbances and reduce the proba-
bility of catastrophic events by supporting the application of adaptive protection and control
strategies aimed at increasing network capacity and minimizing wide-area disturbances [5].
Moreover, based on measured data processing, online decision support systems have also been
applied in the task of promptly identify mitigation actions aimed at protecting the power sys-
tem, avoiding large blackouts. These solutions allow processing large sensor data-streaming,
providing system operators with the necessary measures and alerts to adjust the system,
i.e., reduce impacts of load and renewable power generation fluctuations, for example, due to
intermittency. In addition, several indices have been proposed for real-time monitoring of the
grid stability, whose estimation can greatly enhance the situational awareness of TSOs [6]. In
this context, this paper, starting from a comprehensive classification of the main phenomena
that could affect power system stability, analyzes the relevant research directions and the most
promising technologies and methodologies aimed at enhancing the dynamic grid performance
in the presence of a massive penetration of power converter-based distributed generators.
Moreover, the concept of electrical system stability and its classification are properly revised
in order to consider the potential effects deriving by the large-scale replacement of conven-
tional synchronous generators with distributed renewable generation systems. In this context,
particular emphasis is given to the analysis of the critical issues characterizing modern power
systems, such as the inertia decrease and the vulnerability to dynamic perturbations over
multiple time scales, and their potential impacts on power system stability, flexibility and
resilience. Finally, the most promising enabling technologies for improving system stability
are analyzed in details.

The rest of the paper is organized as follows: Section 2 defines and classifies the power
system stability according to the modern approaches proposed in the literature. The main
technical impacts and the most challenging issues induced by a large-scale pervasion of
CIGs in power systems are discussed in Section 3. Section 4 is focused on the analysis of the
impacts of CIGs on power system stability, and the review of the most promising mitigation
technologies used by TSOs. The concluding remarks are summarized in Section 5.

2. Definition and Classification of Power System Stability

Power system stability is defined as “the ability of the system, for a given initial operat-
ing condition, to return to a state of operating equilibrium after a physical disturbance, with
most of the variables of the system constrained so that the entire system remains intact” [7].
This definition highlights the ability of the system to withstand both minor disturbances,
such as load variations and, more importantly, major disturbances such as the failure of a
generator or a short circuit on a line, since these events entail significant structural changes
with obvious effects on the stability of the system. Studies and constant analysis of the
network are essential in order to implement appropriate planning measures. However,
designing a power system that can withstand any single or multiple contingency, resulting
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as robust against any disturbance event, is technically and economically unfeasible. Hence,
power system planning is often based on a proper trade-off between reliability and econ-
omy, considering only the events with the highest probability of occurrence and/or those
inducing severe grid perturbations.

Hence, in order to analyze the dynamic events that could compromise the system
stability, and develop effective strategies aimed at mitigating their effects, it is extremely
important to rigorously classify the forms of stability considering various features such as
the disturbance magnitude, the time dynamics, the involved devices, and, most importantly,
the physical nature of the instability [7].

Recently, the stability classification has been revised and expanded in order to take into
account the grid effects of CIGs. In particular, it has been introduced two additional categories
to the three existing categories of rotor angle stability, frequency stability, and voltage stability,
namely resonance stability and converter-driven stability. This enhancement was necessary
because, in contrast to conventional generators, which are characterized by rather slow elec-
tromechanical phenomena, CIGs are characterized by much faster dynamics, ranging from a
few microseconds to several milliseconds, inducing complex electromagnetic phenomena [8].

More details about this classification, which is schematically depicted in Figure 1, are
discussed in the follow sub-sections.

Classical stability proposed
in 2004

Rotor angle 
Stability

Small - disturbance

Transient

Frequency 
Stability

Short term

Long term

Voltage 
Stability

Small disturbance

Long term

Long term

Large disturbance

Power System Stability

Extended stability
in 2020

Converter-
driven

Stability

Slow  interaction

Fast interaction

Resonance
Stability

Electrical

Torsional

Short term

Figure 1. Power system stability classification (2004) and subsequent extension (2020) performed by
the Task Force by the IEEE Power System Dynamic Performance Committee and the CIGRE Study
Committee 38.

Rotor Angle Stability: The ability of the power system to maintain synchronism
after a small disturbance (small-signal stability) or a large disturbance (transient stability).
After a disturbance, there is an imbalance between mechanical and electromagnetic torque
that causes the acceleration or deceleration of the generator rotors. This produces an
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angular difference that causes part of the load to be transferred from the slower machines
to the faster machines, and if the system is unable to synchronize by absorbing kinetic
energy, rotor angular instability occurs.

The change in electromagnetic torque can be divided into two components: a syn-
chronisation torque in phase with the rotor angle deviation, whose absence causes non-
oscillatory instability, and a damping torque in phase with the speed deviation, whose
absence causes oscillatory instability. For the existence of a stability condition, the presence
of both components is required for each synchronous machine.

Frequency Stability: The ability of the system to keep the frequency close to the
nominal value after a large imbalance between generation and load. It is ensured by proper
coordinating the control and protection devices, and can be classified into short-term and
long-term frequency stability, depending on the timing of the event. Frequency stability
is closely related to rotor angle stability, since rotor speed is related to grid frequency.
It should also be taken into account that during frequency excursions, the voltage also
fluctuates significantly, which can lead to untimely or poorly coordinated operation of the
protection systems [9].

Voltage Stability: the ability of the power system to maintain voltage magnitudes at
all buses as close as possible to the nominal value after a disturbance. Voltage instability
induces a drop or rise in voltage at some buses, which can lead to cascading outages or load
losses, and depends on the ability to maintain or restore the balance between load demand
and supply [8]. Voltage stability can be divided into two subcategories: one considers the
magnitude of the disturbance (voltage stability for small disturbances and voltage stability
for large disturbances), while the other distinguishes the duration of instability (short-term
voltage stability and long-term voltage stability). Voltage stability is highly load dependent,
since after a disturbance the load on the high-voltage grid is increased with the aim of
restoring power consumption beyond the capacity of the transmission and generation
system. This leads to an increase in reactive power consumption, and consequently to an
increase in voltage drop [10]. Although the most common form of voltage instability is
related to voltage reduction, overvoltage instability could also be possible, and it is mainly
caused by the network capacitance, which hinders the absorption of reactive power by
synchronous compensators [11].

Resonance Stability: resonance occurs when energy exchange occurs in an oscillatory
pattern; when oscillations exceed certain predetermined thresholds, there is a risk that
resonance instability will occur. Depending on whether the resonance phenomenon mani-
fests itself mechanically (torsion of the drive shaft) or electrically, a further subdivision is
made [8].

(a) Torsional resonance: The resonance is due to torsional interactions between the series-
compensated lines and the mechanical shaft of the turbine generator. The vibrations
generated by the interaction between the fast-acting control devices and the sys-
tem stabilizers can be poorly damped, undamped, or even negatively damped and
increasing, threatening the mechanical integrity of the shaft.

(b) Electrical resonance: This resonance occurs in certain types of generators that have
been found to be particularly susceptible to the phenomenon of self-excitation, in
which the series-connected capacitor forms a resonant circuit with the actual induc-
tance of the generator at sub-synchronous frequencies. The resonance results in
both large currents and large voltage fluctuations that can be fatal to the electrical
equipment of the generator, as well as to the transmission system.

Converter-Driven Stability: Unstable oscillations can occur in the system due to
cross-couplings with the electromagnetic dynamics of the machines and electromagnetic
transients in the network. The couplings are mainly due to the very fast dynamics of the
converter controls on which the CIG is based. Depending on whether the interactions that
occur are slow (less than 10 Hz) or fast (10 to hundreds of Hz), the phenomena can be
further classified according to frequency levels [8] as follows:
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(a) Stability of converters with fast interactions: interactions can cause oscillations at
high/very high frequencies (hundreds of Hz to several kHz), a phenomenon called
harmonic instability. An example of such instability is the controllers of synthetic
inertial systems.

(b) Stability due to slow-response inverters: dynamic interactions involve control systems
of power electronics devices with slow-response system components.

3. Grid Impacts of Large-Scale CIGs Penetration

The main feature characterizing power systems with high CIGs penetration is certainly
the uncertainties induced by the intermittence of the renewable power generators, whose
injected power profiles are not programmable and depend on the dynamics of the particular
energy source (e.g., wind speed, solar radiation). Although these profiles can be predicted
over different time horizons, these predictions are often affected by large forecasting errors,
which raises the power system operation complexities [12].

Another remarkable feature of these power systems is the different time scales char-
acterizing the system dynamics. While the dynamics of the conventional power systems
settles in a range of 10−2 to 103 s, the dynamics of the CIGs-based system goes down
to 10−4 or 10−6 s by switching from electromechanical to electromagnetic dynamics [13].
This feature leads to undesirable dynamic coupling, which is much more likely in MV and
LV networks characterized by a high R/X ratio.

Systems with high CIGs penetration also have a low tolerance to frequency and
voltage deviations. For example, the limits of a wind generator are far lower than those of
a conventional generator (50.2 Hz versus 51.5 Hz for frequency and 1.1 p.u. versus 1.3 p.u.
for voltage), which could trigger frequent grid disconnections, and dynamic perturbation
phenomena [14]. Moreover, these generators are characterized by low inertia and low short-
circuit current. In particular, the low inertia is due to the presence of the converter, which
decouples the frequency from the grid and no longer has the characteristics of traditional
frequency response based on rotational kinetic energy. Low system inertia, especially at
the regional level, causes very rapid and high amplitude frequency deviations with the
resulting risk of cascading events [15]. The low short-circuit current, on the other hand,
poses considerable challenges to power system protection. In a network with high CIGs
penetration, unlike conventional grids, no sub-transient period occurs during a short-circuit
event, hence requiring the modification of the protection and control devices. Finally, the
non-linear effects induced by the discrete switching operation or saturation of the power
converters should be carefully analyzed, since they can trigger cascading events of the
protective systems, which require specific functions, e.g., low and high voltage ride-through
(LVRT-HVRT) [16].

4. Enabling Technologies for Power System Stability Enhancement

4.1. Rotor Angle Stability

High CIGs penetration sensibly affects the active and reactive power flows, hence
influencing the electromechanical vibration characteristics. To assess whether this influence
is positive or negative, factors such as penetration level, type, location, force, operation,
and the control strategy/parameters (PTLSOC) [4] should be analyzed. As far as transient
stability is concerned, both positive and negative effects have been reported in the liter-
ature, depending mainly on the size and location of the disturbance and the type of the
implemented control [17,18]. In general, there are many case studies reporting positive
effects of CIGs on transient stability due to greater flexibility in active and reactive power
control [19].

Additionally, the presence of HVDC converters strongly affects power system sta-
bility. In this context, [20] proposes the installation of an additional POD (Power Oscilla-
tions Damping) controller since the introduction of HVDC lines into the system induced
inter-area oscillation modes around 1 Hz, which are different from the typical modes of
traditional transmission lines around 0.2 Hz. Therefore, to mitigate these higher frequency
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oscillations, it is necessary to improve the design of POD controllers so as to avoid un-
wanted interactions with modes of a different nature that are close to those of the inter-area
target modes. Reference [21] evaluates the impact of control structure parameters on the
system’s intrinsic mode damping and frequency. Indeed, the control system of HVDC
converters can be likened to a first-order dynamic system and can be described through two
parameters: the control system gain (kDC) and the system time constant (TDC). The study
sought to identify parameter pairs that constitute a compromise between network stability
and reactivity. Reference [22] proposes a control strategy that is based on a combined ap-
proach, which identifies the desired value of the synchronization power by a model-based
approach. This control strategy allows improving both the inertial and the frequency re-
sponse, as demonstrated by detailed simulation studies developed by considering realistic
operation scenarios.

Since unstable oscillations can even lead to a system collapse, real-time power system
monitoring represents an effective tool for reliably assessing the system stability. To this
aim, the spread of phasor measurement units (PMUs) in power transmission systems
enables the development of advanced monitoring functions for early detection of dynamic
perturbations. In this context, an interesting application is based on the deployment of
modal analysis for damping estimation, which is currently used by a Finnish power system
operator [23]. Additionally, ref. [24] analyzes real-time monitoring using PMUs, but pro-
poses a decentralized architecture to estimate modal properties highlighting the advantages
of such an approach, especially in the detection of local oscillations. PMUs can also be used
to detect dangerous oscillations in advance and take appropriate measures. In this regard,
in [25], through an optimization of the Hilbert solution method, the measurements pro-
vided by PMUs are processed in order to estimate and classify the oscillation components,
and the characteristic parameters such as frequency and damping. The proposed method
estimated the frequency and damping values with a very good accuracy and also had the
advantage of being able to classify oscillations characterized by very close frequency values,
so that distinct peaks in the signal spectrum could not be displayed.

The recent wide area measurement system (WAMS) technology can also be used to
monitor inter-area oscillations. Reference [26] highlights the advantages of using WAMS
technology over conventional power system stabilizers (PSSs). In particular, it analyzes a
novel wide-area control technique aimed at modulating the active power injections in the
task of damping the critical frequency oscillations, which include the inter-area oscillations
and the transient frequency swing. The advantage of using WAMS technology is that
multiple remote signals can be used for designing effective control strategies, whereas the
PSSs process only local signals. This results in greater robustness of the control actions,
since even if the centralized controller link fails, the local controllers continue to operate.
Reference [27] evaluates the benefits deriving by the installation of a wide-area power
oscillation damper for simultaneously damping both forced oscillations and inter-area
modes. The proposed technique is based on an event-triggered strategy, which activates
the adaptive control scheme, modulating the voltage set-points of the power oscillation
damper. Time synchronized measurements can also enable the development of wide-area
damping controllers (WADC), which can be used to damp inter-area oscillations, enhancing
the grid observability and controllability [28].

An effective method for analyzing the grid resilience and assessing the correct op-
eration of the main grid components is based on restoration tests, which are based on
measurement campaigns aimed at analyzing low-frequency oscillations (LFO) in active
power, reactive power and voltage magnitude profiles. Among the possible causes of this
phenomenon, Reference [29] focuses on the mutual coupling between the restoration path
and the transmission grid in normal operation, identifying, through electromechanical
simulations, the main parameters influencing the amplitude and phase of LFOs.

Reference [30] proposes a tool to detect synchronization torque deficiency as a method
of prevention against aperiodic rotor angle instability due to small disturbances (ASD).
In a first step, the potential buses that can influence the stability margin of the ASD
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generator are identified by using a Thevenin impedance analysis with respect to a change
in nodal admittance; subsequently, the buses are reduced by implementing a sensitivity
analysis based on self-propagating graphs, and, finally, the optimal mitigation measures
are identified.

4.2. Frequency Stability

The replacement of large synchronous generators with CIGs leads to a dramatic
reduction of power system inertia, which could sensibly threaten the frequency stability,
especially when the penetration of wind and photovoltaic systems exceed some critical
levels [9]. Low system inertia causes a higher rate of change of frequency (ROCOF), and
lower/higher nadir/zenith frequency, hence requesting more complex and faster protection
systems. In this context, many technical solutions are currently under investigation, such as
ultrafast control, virtual inertia, and grid-forming converter control [14]. These techniques
aim at allowing generators to support the grid in the presence of transient perturbations
by improving the frequency stability [31]. Other approaches propose intentional islanding
as a preventive measure aimed at improving the system resilience [32], which has been
shown to be an effective method for preventing cascading phenomena induced by HILP
(High Impact Low Probability) events, facilitating the identification of pre-contingency
mitigation actions.

Dynamic Security Assessment (DSA) is another relevant tool that has been attracted a
great amount of attention from both researchers and industry in recent years, mainly due to
its effectiveness in accurately describing the grid dynamics in the presence of both external
and internal perturbations. However, its application requires the analysis of a large number
of operational and failure events, making its online deployment extremely challenging.
Hence, DSA is traditionally performed offline, by deploying Monte Carlo simulations for
analyzing the dynamic grid evolution in the presence of “credible” contingencies, and
estimating the corresponding stability limits. The study [33] draws attention to the possi-
bility of using DSA as an “online” decision support tool by deploying high performance
computing (HPC) paradigms in the task of promptly solving multiple contingency analyses
under different operation scenarios, according to the strictly time-constraints requested by
real-time power system operation functions [34,35]. The adoption of HPC-based DSA has
been reported in many case studies: (i) the PJM control centre analyses a 13,500-bus system
and can process up to 3000 contingencies every 15 min, (ii) EPRI simulates 1000 contingen-
cies of a 20,000-bus system in about 27 min, (iii) iTesla, which combines offline and online
simulations for reducing the total amount of scenarios to be analyzed [36].

To improve power system transient stability, it is possible to adjust in real-time the
control strategies of CIGs, by dynamically modulating the generated active and reactive
power profiles. In particular, the study [37] analyses the factors mainly influencing power
system transient stability, and suggests performing a sensitivity analysis based on a multi-
variate optimization procedure in order to identify a proper mapping between the active
and reactive power profiles that should be generated during a grid contingency.

The frequency stability is strongly related to the inertia of the power system.
Reference [38] presents a method for “online” inertia estimation, using the obtained estima-
tion for assessing the grid vulnerability to dynamic perturbations. The proposed estimation
method, which is based on the integration of the Wold’s decomposition method and then
Goertzel’s algorithm, uses a second-order infinite impulse response filter to describe the
grid dynamics, assuming logistic distributions, and deploying first-order autoregressive
models. The proposed method exhibited good performances in a realistic operation sce-
nario, by reliably identifying the actual system inertia, and also detecting critical operation
states in the presence of sensible penetration of renewable power generators. Another
interesting approach aimed at managing low inertia power systems is proposed in [39],
which analyzes the role of synchronous compensators (SC) in the task of increasing the
short-circuit power, enhancing the voltage magnitude dynamic after severe grid contingen-
cies. Detailed experimental results obtained on real case studies are also presented in this
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paper, demonstrating the effectiveness of SCs in enhancing the dynamic performance of
low-inertia transmission systems.

Active Power Gradient (APG) control represents another promising technique for
enhancing the frequency stability, as demonstrated in [40], which proposed two interesting
mathematical methods for adjusting the parameters of APG controllers in order to reduce
the frequency deviations after severe power imbalances. Both methods are formulated
by a constrained single-objective optimization problem, but the first method aimed at
minimizing the instantaneous variation of the kinetic energy of the synchronous areas, while
the second one aimed at minimizing the spatial shifts between the dynamic trajectories of
the temporal responses in different synchronous areas.

4.3. Voltage Stability

The massive penetration of CIGs into the transmission and distribution grid makes
the voltage regulation process much more complex. In this context, short-term voltage
stability could be compromised due to the fast dynamic response of the converters, which
could induce severe transient voltage disturbances (e.g., over/undervoltages) [41].

Among the possible mitigation techniques that could be deployed for enhancing
the voltage stability, those based on synchrophasors-based data processing are the most
promising. These techniques allow detecting voltage instability and implementing load re-
duction techniques by processing time-synchronized measurements acquired by a network
of PMUs. However, the application of these techniques is still embryonic, and several open
problems should be fixed in order to obtain a complete and reliable system observability.
In this context, the uncertainties induced by measurement errors, the accuracy and integrity
of the time-synchronization sources, and the vulnerability of PMUs to cyberattacks are
some of the relevant issue to address [42,43].

A useful analysis of the main effects induced by DFIG-based wind generators on
voltage stability is presented in [44], which identifies the effects of these generators on
maximum loadability limits and the maximum scalable active power demand, clearly
emphasizing that an increasing penetration of wind power generators can overload critical
grid equipment, hence limiting their hosting capacity. Similarly, in [45], the impact on the
long-term voltage stability (LTVS) of photovoltaic generation is assessed. In particular,
this study showed that solar generation can also have both negative and beneficial effects
on voltage stability. Furthermore, the parameters that most affect LTVS were identified,
including solar irradiation and ambient temperature, inverter power, reactive power gain
and current-limiting strategies.

A further cause of voltage instability is the decommissioning of conventional syn-
chronous generators, which lowers the available reactive power reserve. In this context,
Reference [46] performs a comprehensive voltage stability analysis computing the VQ
stability margins, emphasizing the fundamental role played by the reactive power control
strategy and reactive power capacity of converter-interfaced technologies in ensuring volt-
age stability. According to this important result, several studies suggest the deployment
of additional devices aimed at enhancing voltage stability by improving reactive power
reserves, such as synchronous capacitors, synchronous static compensators (STATCOM),
switchable and non-switchable shunt capacitors and reactors, and on-load tap changing
transformers (OLTCs) [47].

4.4. Converter-Driven Stability

Many experimental studies developed worldwide demonstrated converter-driven
stability issues that could induce unstable power system operations due to a number
of complex dynamic phenomena, which include sub-synchronous oscillations between
wind generators and series compensated lines [48], and harmonic instability induced by
solar generators [49]. These phenomena can be generated by a combination of multiple
effects, such as interactions between the CIGs control units, power system weakness,
converter-interfaced load dynamics, and congested power lines [50]. In particular, the fast
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dynamic of the CIGs power/voltage control unit could induce rapid variations of the grid
frequency and transient distortions of the voltage waveform, which could trigger the grid
protections [51]. In this context, it is extremely important to accurately analyze and classify
all the potential sources of converter-driven instabilities, in order to design and implement
robust corrective actions aimed at mitigating the dynamic perturbation effects of these
phenomena on correct power system operation.

4.5. Resonance Stability

Resonance stability issues are mainly related to the torsional impacts of flexible al-
ternating current transmission systems and/or high-voltage direct current transmission
systems, and the electrical resonances originating from the grid interactions of the CIGs
controllers. The analysis of these oscillatory phenomena can be performed according to
different computing techniques, which include time-domain electromagnetic power sys-
tem simulation, state-space analysis, and frequency-domain impedance-based methods.
In particular, electromagnetic power system simulation requires the numerical solution of
the differential equations describing the dynamics of the power electronic components of
the CIGs. Although these techniques allow accurately modeling the grid oscillations, they
could not allow analyzing the intrinsic phenomena ruling the oscillations [52]. State-space
analysis-based methods allow overcoming this limitation, by analyzing the eigenvalues
of the state-matrix in the task of detecting unstable oscillation modes, determining the
main parameters influencing their evolution [53]. Despite these benefits, developing a
state-space model for power systems in the presence of a large number of CIGs is a chal-
lenging issue. In this context, the complexities in describing the reactive effects of the
power transmission system, and the dynamic of the power electronic converters are some
of the most relevant issues to address. The deployment of frequency-domain impedance-
based methods represent a promising alternative approach for resonance stability analysis.
The mathematical backbone supporting these approaches is based on the Nyquist stability
criterion of the single port-impedance, which can be easily developed by using different
modeling approaches, such as small-disturbance models, harmonic linearization, and the
measurement methods [53]. Recently, more effective modeling approaches based on the
s-domain nodal admittance matrix analysis have been proposed in the task of accurately an-
alyzing the resonance stability of power systems in the presence of a large-scale penetration
of CIGs [54]. The application of these modeling approaches allows identifying the main
phenomena affecting resonance stability, and analyzing the potential technical solutions
aimed at enhancing the grid robustness against these phenomena. In this context, the most
promising mitigation techniques include the deployment of static var compensators for
damping the torsional resonance, and the smart coordination of the CIGs controllers in the
task of damping the electrical resonance [50].

5. Open Problems and Future Research Directions

The large scale integration of CIGs in power transmission and distribution networks, and
the consequent decommitment of conventional synchronous generators, is reducing the system
inertia inducing new and complex stability issues. In particular, an increasing number of both
conventional perturbation phenomena (i.e., characterized by a time-frame of seconds), and
new fast stability phenomena (i.e., characterized by shorter time scales, ranging from micro to
milliseconds) have been observed in recent years. These phenomena could significantly affect
power system stability, generating major challenges to system operators, which should revise
their network codes in order to ensure that the power electronic interfaces of both generators
and loads should provide proper grid stabilizing capabilities [55], defining new resilience
requirements aimed at enhancing system stability in daily operation and during severe grid
perturbations. To this aim, it is also important to define reliable markets schemes and effective
regulations in order to stimulate the availability of grid flexibility sources at reasonable costs.
Moreover, it is extremely important to support the large scale deployment of the enabling
technologies for grid stability enhancement, in order to properly mitigate the impacts of the
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increasing number of CIGs. Finally, in the authors’ opinion, the most promising research
directions include the development of:

• Measurement-based methods for the online estimation of the power system inertia, and
for assessing its (minimum) critical value.

• Condition monitoring systems aimed at predicting and monitoring the power
system stability.

• Decision support systems for online control of the grid flexibility sources and the distributed
energy resources in the task of enhancing the system stability, security
and resiliency.

• Harmonization and interoperability standards defining the technical capabilities, the
connection specifications, and the grid support services (e.g., grid forming, fast frequency
reserves) of inverter-based resources.

• Advanced modeling platforms for real-time simulation of CIGs-dominated power systems.
• Market schemes aimed at ensuring the availability of grid flexibility resources aimed at

maintaining the power system stability, security and resiliency.

6. Conclusions

This paper analyzed the classification of power system stability according to the recent
revisions proposed in the literature in the task of characterizing the dynamic perturbation
phenomena induced by a large penetration of converter-interfaced generators in transmis-
sion and distribution grids. Starting from this analysis, the potential grid impacts deriving
by the replacement of conventional synchronous generators with distributed renewable
power generators are presented and discussed, outlining the new challenging issues, the
most promising research directions and the main mitigation technologies. The presented
analyses demonstrated that the conventional strategies currently adopted in power system
operation and planning should be revised in order to enhance the grid robustness to dy-
namic perturbations, which could induce severe consequences, especially in low-inertia
systems. In this context, it is expected that the grid control and protection techniques will
undergo profound changes to adapt to a new way of managing the grid, as will operation
and planning criteria. In this scenario, it is pivotal to conduct new studies on the stability
of the system and to investigate the effects that dynamics over several time scales and any
undesirable coupling have on the grid.
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APG Active Power Gradient
ASD Aperiodic Small Disturbance
CIG Converter Interfaced Generation
DFIG Doubly-Fed Induction Generator
DSA Dynamic Security Assessment
FACTS Flexible Alternating Current Transmission System
HIL Hardware In Loop
HILP High Impact Low Prequency
HPC High Performance Computing
HVDC High Voltage Transmission System

10



Energies 2022, 15, 8064

HVRT High Voltage Ride-Through
LFO Low Frequency Oscillation
LTVS Long-Term Voltage Stability
LQR Linear Quadratic Regulator
LVRT Low Voltage Ride-Through
OLTC On-Load Tap Changing
PMU Phasor Measurement Unit
POD Power Oscillations Damping
PSS Power System Stabiliser
ROCOF Rate Of Change Of Frequency
SC Synchronous Compensator
SCADA Supervisory Control And Data Acquisition
SG Synchronous Generators
STATCOM Static Synchronous Compensator
SVC Static VAr Compensator
TSO Transmissin System Operator
WADC Wide Area Damping Controller
WAMS Wide Area Measurement System
WAPOD Wide Area Power Oscillation Damper
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Abstract: Power systems are experiencing some profound changes, which are posing new challenges
in many different ways. One of the most significant of such challenges is the increasing presence of
inverter-based resources (IBRs), both as loads and generators. This calls for new approaches and a
wide reconsideration of the most commonly established practices in almost all the levels of power
systems’ analysis, operation, and planning. This paper focuses specifically on the impacts on stability
analyses of the numerical models of power system passive components (e.g., lines, transformers,
along with their on-load tap changers). Traditionally, loads have been modelled as constant power
loads, being this both a conservative option for what concerns stability results and a computationally
convenient simplification. However, compared to their counterparts above, in some operating
conditions IBRs can effectively be considered real constant power loads, whose behaviour is much
more complex in terms of the equivalent impedance seen by the network. This has an impact on the
way passive network components should be modelled to attain results and conclusions consistent
with the real power system behaviour. In this paper, we investigate these issues on the IEEE14 bus test
network. To begin with, we assess the effects of constant-power and constant-impedance load models.
Then, we replace a transmission line with a DC line connected to the network through two modular
multilevel converters (MMCs), which account for the presence of IBRs in modern grids. Lastly, we
analyse how and to which extent inaccurate modelling of MMCs and other passive components can
lead to wrong stability analyses and transient simulations.

Keywords: load modelling; line modelling; power system analysis; transient stability; small-signal
stability; inverter-based resources; modular multilevel converters

1. Introduction

During this last decade, power electronics converters have been integrated at an ever-
rising pace in generation, transmission, and distribution power systems. This technology
lends itself to a plethora of applications: among others, it could be used as a grid interface
for specific kinds of loads (i.e., converter-connected loads (CCLs)) or as a means for energy
conversion in generation systems fed by fuel cells or renewable energy sources, such as
wind or solar photovoltaic (i.e., converter-interfaced generation (CIG)). Both usages can be
grouped into the broad class of inverter-based resources (IBRs).

The increasing presence of IBRs has numerous ramifications in different facets of
modern electric power systems, such as planning and operation. According to [1], IBRs are
significantly changing power system dynamic behaviour (and, most notably, oscillatory
behaviour during disturbances [2]) to the extent that the basic stability terms developed
in the literature have been recently revised to consider the fast response of converters.
Moreover, due to the progressive phase-out of conventional synchronous generators, CIG is
expected to have a prominent role in supporting the stability of future grids through the
provision of specific services, namely frequency and voltage regulation. In the light of the
above, the interactions of IBRs with the power grid must be accurately studied to ensure a
correct operation at all times.
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Before the arrival of IBRs, conventional generation and transmission systems were
typically simulated through single-phase equivalent representations and static load and
transformer models. This modelling approach was originally imposed during the develop-
ment of the first power system simulators to overcome the deficiency in the capability of
computational systems to perform calculations using detailed, dynamic three-phase models.
Based on this simulation setting, generator, transformer, line, and load models have been
developed over the years to accurately simulate and predict the complex behaviour of
electricity grids. In particular, some models have become customarily based on particular
assumptions that were true in the past. For instance, a widely adopted approach is to
describe lines with algebraic (i.e., static) representations and loads with constant power
models to perform simulations of worst-case scenarios. As shown by the results of a survey
collected in [3], about 70% of utilities and system operators in the world adopt only static
load models for steady-state power system studies. The only exception is represented by
utilities and system operators in the USA, which use a combination of static and dynamic
models. In addition to this, static load models are typically set as constant power loads,
and distributed generation is modelled as negative loads. This modelling approach is also
dominant when it comes to dynamic power system analyses. Although the survey dates
back to 2010, this practice does not seem to have changed up to at least 2018 and 2022,
when [4,5], which also deal with the topic of load modelling, were respectively published.
In [4] the typical values for the static models under different operating conditions are
described. In [5] the impact of two static load models (i.e, exponential and polynomial
model) on small-signal, transient, and frequency stability studies has been assessed. The
conclusion of this work is that, in case no accurate data on loads are available, a constant
power model should be adopted, as it provides the worst-case scenario and therefore
constitutes a conservative approach. This same point is raised in [6,7]. Another practice
established in power system analysis to typically accelerate simulations is to adopt static
line models instead of dynamic ones [8,9].

In this article, we want to highlight how these approaches should be used with care in
the case of IBR-dominated grids, as they might lead to a misguided power system stability
assessment. Indeed, the growing presence of IBRs is significantly changing the behaviour
of electric power systems. This begs the question as to whether previously developed load
and passive elements models (and the assumptions in which they ground) are still adequate
in the presence of IBR-dominated power grids or require revision—a question this paper
attempts to answer. This is the same question the authors of [10] pose in the conclusion of
their work. After describing the challenges IBRs bring to power systems stability studies,
they suggest that the increasing penetration of IBRs may produce new ways through which
instability occurs, calling for both more accurate models and new simulation techniques.
In particular, the work presented here delves into the most commonly adopted models
of loads and passive elements (i.e., lines, transformers, and shunts). After elaborating on
their usage in conventional power systems, we assess how these models could be modified
and adapted to reliably and accurately simulate and analyse the stability properties of
IBR-dominated grids.

IBRs can be implemented through several converters characterised by different detailed
three-phase models. In this paper, we choose the modular multilevel converter (MMC) as
an example to drive the discussion on the impact of the models of passive components
on the stability assessment of inverter-dominated power grids [11]. This converter, which
was first introduced in [12], has become the technology of choice in high-voltage direct
current (HVDC) and multi-terminal direct current (MTDC) transmission systems thanks to
its scalability to high voltages and powers, lower switching activity of the sub-modules
composing their legs, high voltage waveform quality, and efficiency [13,14]. It is worth
noting that the choice above does not limit the validity of the proposed analysis only to
MMCs. Indeed, the aspects we highlight, the results and observations we draw, can be
almost invariantly applied to other converter topologies.
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To guide the reader through this work, we analyze the well-known IEEE 14-bus power
test system in several scenarios. In each of these, the test system has been modified
according to the study’s needs (e.g., by considering constant impedance loads behind
on-load tap changers instead of constant power loads, or by replacing a line with an HVDC

link with two MMCs).
What emerges from our work is that: (i) constant power load models and algebraic

models of passive elements, despite giving a worst-case approximation of the stability
boundary conditions, fail to adequately describe more complex dynamics, especially in IBR-
dominated power systems; and (ii) the relationship between MMC impedance and operating
frequency is not trivial and has a profound impact on the stability of hybrid power systems,
when these are studied by means of a small-signal frequency scan, eigenvalue computation,
and large-signal transient stability. In particular, the frequency bandwidth to be considered
in the presence of MMCs (and IBRs in general) is much larger (up to kHz) than that of
the conventional pure electro-mechanical models (few tens of Hz). If inappropriate or
inaccurate models of passive elements such as transmission lines, transformers, and shunts
are used, this extended bandwidth might lead to poorly damped or even unstable modes.
On the contrary, these features might not appear when more detailed models of passive
elements are adopted.

The remainder of this work is structured as follows. In Section 2 we introduce two
conventional load models: the constant power and constant impedance load. After deriving
their small-signal models and proving that they influence the stability of a simple power
system in different ways, we elaborate on the usage of these models and passive elements
in power system simulations over time. In Section 3, we analyse the impact of different
models of load and passive elements (i.e., lines and transformers) on the stability of the
IEEE14 benchmark system. Section 4 analyzes the effect on stability due to the connection
of an MMC-based HVDC link to the IEEE14 benchmark. In particular, two MMC models
of different levels of accuracy are used to perform several studies, including eigenvalue
analysis and transient simulation. Lastly, Section 5 summarises the main results of this
work and suggests possible future research avenues.

2. Constant Power and Constant Impedance Conventional Loads

Figure 1 depicts a single-phase equivalent model of a simple power system described
in the DQ-frame [15,16] and consisting of an infinite bus (which fixes the DQ-frame compo-
nents of its voltage (ed, eq) to a given value regardless of power exchange), a line, and a
load of two possible kinds: constant power load or constant impedance load. These loads
work at the same power level in nominal operating conditions, which implies that the
power flow (PF) solution does not change for both load implementations if the voltage at
the load bus is at its nominal value.

Figure 1. The single-phase schematic of a simple power system made up of an infinite bus, a line,
and a load.

2.1. Small-Signal Models of the Constant Power and Constant Impedance Loads

The equations describing the constant power load are

vd =
idP − iqQ

i2d + i2q
, vq =

iqP + idQ
i2d + i2q

,

where P and Q are the loads’ active and reactive power, (vd, vq) are the DQ-frame compo-
nents of the bus voltage at which the load is connected, and (id, iq) are the corresponding
DQ-frame components of the load current.
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The constant power load differential impedance at the (îd, îq) PF solution is⎡⎢⎢⎣
∂vd
∂id

∂vd
∂iq

∂vq

∂id

∂vq

∂iq

⎤⎥⎥⎦ =

[
Rp Xp
Xp −Rp

]
, (1)

where

Rp =
P
(

î 2
q − î 2

d

)
+ 2Q îdîq(

î 2
d + î 2

q

)2 (2)

Xp =
Q
(

î 2
q − î 2

d

)
− 2P îdîq(

î 2
d + î 2

q

)2 , (3)

with thê symbol denoting values at the PF solution. By representing the x + Jy generic
complex number as the [x, y]T two-element real vector, we can derive the ṽ p

d + Jṽ p
q small-

signal voltage obtained by applying a small-signal current perturbation ĩ p
d + Jĩ p

q as[
ṽ p

d

ṽ p
q

]
=

[
Rp Xp
Xp −Rp

][
ĩ p
d

ĩ p
q

]
, (4)

where the p superscript refers to the voltages and currents of the constant power load,
whereas the˜ symbol denotes small-signal variables.

Consider now the constant impedance load Rz + JXz with Rz > 0. Its small-signal
voltage is [

ṽ z
d

ṽ z
q

]
=

[
Rz −Xz
Xz Rz

][ ĩ z
d

ĩ z
q

]
(5)

where the z superscript refers to the voltages and currents of the constant impedance load.
The signs of the matrix in (4) can be equated to those in (5) by imposing[

ṽ p
d

ṽ p
q

]
=

[
Rp −Xp
Xp Rp

][
ĩ p
d

−ĩ p
q

]
. (6)

It is easy to see that this sign rearrangement means that the small-signal voltage of

the constant power load can be expressed as ṽ p
d + Jṽ p

q =
(

Rp + JXp
)(

ĩ p
d + Jĩ p

q

)∗
, where

the ∗ symbol represents the complex conjugation operator. By comparing (5) with (6), one
can immediately realize that the small-signal model of the constant power and constant
impedance loads are deeply different even when their PF solutions are the same. As will be
shown extensively in the following, this implies that the choice of load model may lead to
different results in small-signal analyses and transient simulations.

2.2. Power System Small-Signal Stability with Constant Power and Constant Impedance

Let us now study the small-signal stability of the simple power system mentioned
at the beginning of this Section. To do so, assume that the line in Figure 1 is described by
a dynamic model. In a dynamic load model, the relationship between line voltage and
current is described by a differential equation. On the contrary, in a static line model, said
relationship is purely algebraic.

When the constant power load is used, the system small-signal behaviour can be
modelled by the following differential equation:

[
L 0
0 L

]
d
dt

[
ĩ p
d

ĩ p
q

]
= −

[
Rp −Xp
Xp Rp

][ ĩ p
d

−ĩ p
q

]
−
[

R −ωL
ωL R

][ ĩ p
d

ĩ p
q

]
+

[
ẽd
ẽq

]
, (7)
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where R > 0 and L > 0 are respectively the resistance and the inductance of the line,
ω is the synchronous angular frequency, and (ẽd, ẽq) are the small-signal components of
the infinite bus voltage. The corresponding pair of eigenvalues is

λ
p
± = −R

L
±
√

R2
p + X2

p

L2 − ω2 . (8)

Through Equations (2) and (3) we obtain the following expression

R2
p + X2

p =
P2 + Q2(
î 2
d + î 2

q

)2 =

(
v̂ 2

d + v̂ 2
q

)(
î 2
d + î 2

q

)
(

î 2
d + î 2

q

)2 =
v̂ 2

d + v̂ 2
q

î 2
d + î 2

q
,

which can be used to recast Equation (8) and derive that, if
v̂ 2

d + v̂2
q

î 2
d + î 2

q
> R2 + L2ω2, we have

instability because one eigenvalue has a positive real part. Otherwise, we have complex
conjugate eigenvalues with negative real parts. In both cases, the eigenvalues do not
depend on the sign of P and Q.

On the contrary, if we adopt a constant impedance load, the small-signal model becomes[
L 0
0 L

]
d
dt

[
ĩ z
d

ĩ z
q

]
= −

[
Rz −Xz
Xz Rz

][ ĩ z
d

ĩ z
q

]
−
[

R −ωL
ωL R

][ ĩ z
d

ĩ z
q

]
+

[
ẽd
ẽq

]
.

In this case, the λz± eigenvalues are

λz± = −Rz + R
L

± J

(
ω +

Xz

L

)
. (9)

Therefore, the system is stable because both eigenvalues always have negative real parts.
The above results reinforce the point raised in the previous subsection: the adoption

of constant power and constant impedance load models leads to different behaviour in
small-signal analyses.

2.3. On-Load Tap Changer

This subsection briefly outlines the operating principle of on-load tap changers (OLTCs)
and reviews their most relevant representations developed in the literature. This element is
adopted in some of the scenarios simulated in Section 3.

The target of an OLTC is to keep the bus voltage in the predefined dead-band by
adjusting the transformer ratio in a given range over a discrete number of tap positions,
thereby ensuring that loads connected to them operate at voltage levels close to their
rated one. For example, in the OLTC model reported in [17], the dead-band can cover the
[0.99, 1.01] p.u. voltage interval, while the transformer ratio can vary in the [0.88, 1.20]
interval over 33 discrete positions (i.e., the ratio changes by 0.01 from one position to the
next one). The decision process governing the tap control is the following. When the load
voltage leaves a dead-band at time t0, the first tap change takes place at time t0 + τ1 and
the subsequent ones at times t0 + τ1 + kτ2 with (k = 1, 2, . . .). The delays τ1 and τ2 have
values generally above 20 s and can differ from one OLTC to another. The delay is reset to
τ1 after the controlled voltage (i) has re-entered the dead-band or (ii) has jumped from one
dead-band side to the other. The latter criterion prevents the tap from moving if the bus
voltage oscillates too much or too frequently compared to the τ1 and τ2 delays.

The interested reader is referred to [18] and references therein for several OLTCs
representations developed in the literature. The most accurate OLTC model, used in this
paper, is implemented by a state machine, corresponding to a hybrid dynamical system with a
decision block that generates events [19]. The main drawback of adopting this representation
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is that the PF and transient stability analyses must deal with a digital design that implements
the state machine of the OLTC, which may lead to a complex simulation approach. In light of
this, the majority of the remaining models in [18] were developed to attain a simplified, but
still effective, version of OLTCs to achieve easy numerical simulations without resorting to
a state machine implementation. For instance, the simplest OLTC representation (referred to
in [18] as a continuous model) adopts a simple first-order differential equation to describe
the tap variation process of the OLTCs to bring the voltage inside the dead band. So
doing, the discrete tap switching process is transformed into a continuous one, thereby
disregarding the previously mentioned delays.

It is important to point out that the connection of OLTC to loads is a common practice
in electric power systems, whose effects are better detailed in the next subsection.

2.4. Conventional Load Modelling in Power System Simulations

The majority of the available power system test benches described in the litera-
ture and available on the web use (i) constant power loads and (ii) static models of
passive components.

The first feature (i) contrasts with the fact that until the last decade the number of full-
fledged constant power loads connected to distribution feeders was practically irrelevant.
Thus, based just on the above, this approach seems rather conservative and one would
be more inclined to adopt constant impedance load models instead. However, it is worth
pointing out that the distribution feeders of electric power systems are often equipped with
OLTCs (see the previous subsection) that restore voltage levels by bringing them inside a
fixed voltage dead-band. Therefore, if only their steady-state behaviour is required (i.e.,
the PF solution), it seems reasonable to replace constant impedance loads behind OLTCs
with constant power ones. Indeed, the long-term voltage restoration process of the OLTCs
implies that at steady-state such loads operate at their nominal voltage and, thus, always
withdraw their rated power. Constant power loads correspond somewhat to a synthesis
of constant impedance loads behind OLTCs. However, it is worth pointing out that the
number of loads whose active and reactive power is actually controlled became significant
only with the introduction of IBRs (i.e., converter-connected loads (CCLs)). Indeed, the
converters interfacing these resources to the grid can implement several controls, including
power regulation. When IBRs employ this latter control, they constitute full-fledged constant
power loads.

Although this modelling approach leads to correct PF results, it may lead to inaccurate
transient simulations and small-signal analyses. Indeed, as better shown in the follow-
ing, constant power loads and constant impedance loads behind OLTCs exhibit different
dynamic behaviours. The adoption of the former model generally allows considering a
worst-case scenario that real conventional power systems tend to. We believe this mod-
elling choice was rooted in the 1970’s when power system simulation tools were first
developed [20]. A common practice to overcome the limited capabilities of computers in
those years consisted in modelling constant impedance loads behind OLTCs as constant
power loads to speed up simulations by incurring a minor loss in accuracy. This choice
proved extremely effective until recent years when the penetration of IBRs in the power
system rose drastically.

Concerning the second feature (ii), the dynamic models of passive components (e.g.,
transformers, lines, and shunts) were neglected during the development of conventional
power system tools since the very fast, purely electrical dynamics of the grid were typically
not of concern. This removed the stability problems due to the electrical dynamics of
passive elements. Indeed, the electro-mechanical dynamic was the important aspect that
had to be accurately simulated. As shown in the following, IBRs implement full-fledged
constant power loads and act in a wide frequency bandwidth. This last trait imposes the
adoption of dynamic models of passive components to analyse the stability of the system.
Indeed, using algebraic models may lead to inaccurate results.
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3. Simulation Results of the Conventional IEEE14 Power System

To show the role of constant power and constant impedance load models behind
OLTCs on stability, we use as a benchmark the well-known IEEE14 power system, whose
schematic is shown in Figure 2. All the parameters of the conventional version of IEEE14
power system can be found in [9].

Figure 2. The schematic of the IEEE14 power system.

In the following, we modify this benchmark several times to simulate different case
studies. In this section, we consider four scenarios. The first one, hereafter referred to as
IEEE14-P, adopts the conventional version of the IEEE14 system with constant power loads.
In the second scenario, defined as IEEE14-Z, we substitute the constant power loads with
constant impedance ones behind OLTCs, whose nominal transformer ratio equals 1 (i.e., all
bus voltages computed at PF are inside the respective dead-bands). The parameters of the
constant impedance loads are tuned to absorb the same active and reactive power at the PF

solution as the IEEE14-P scenario.
It is worth pointing out that the classic version of the IEEE14 test system adopts static

models of passive elements. Compared to their IEEE14-P and IEEE14-Z counterparts, the
third and fourth scenarios, hereafter respectively referred to as IEEE14-PD and IEEE14-ZD,
employ dynamic models of inductances and capacitances of power lines, transformers,
and shunts. These last two scenarios aim at showcasing the impact of alternative passive
element modelling on power system stability.

3.1. The IEEE14-P and IEEE14-Z Scenarios

We performed a transient stability analysis of both IEEE14-P and IEEE14-Z scenarios.
In both cases, we tripped the line between BUS2 and BUS5 after 200 s from the beginning of
the simulations.

The results of these simulations are shown in Figure 3. By observing the waveforms
related to the IEEE14-P scenario in the upper panel of the figure, one can notice that when
the line is tripped, the rotor angular speed of the G2 synchronous generator suddenly
decreases and stabilises after some time just below 0.999 [pu]. This behaviour stems from
the fact that line tripping induces a load voltage drop and that all the loads in this scenario
are of constant power type. Indeed, to guarantee constant power absorption despite the
voltage drop, the currents flowing through the loads must increase. This leads to higher
currents and power losses across the lines and transformers (and, thus, overall power
demand) and, in turn, a decrease in system synchronous frequency. In the specific case of
the IEEE14 benchmark, which does not implement turbine governors, the system frequency
stabilises due to the contributions by damping in the swing equations of the synchronous
generators and condensers.
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Figure 3. Simulation results of IEEE14-P and IEEE14-Z scenarios. Panels are described below from top
to bottom. First panel: rotor angular speeds in [pu] of the G2 synchronous generator in the IEEE14-P

and IEEE14-Z scenarios (black and red trace, respectively). Second panel: the black trace corresponds
to the voltage magnitude of the constant impedance load L4 when connected to BUS4 through an
OLTC in the IEEE14-Z scenario, whereas the green and blue traces respectively depict the upper and
lower edge of the voltage dead-band inside which the corresponding OLTC restores the load voltage.
Third panel: voltage magnitude at BUS4 in the IEEE14-P (black trace) and IEEE14-Z case studies (red
trace). Fourth panel: the tap ratios of the OLTCs connected to each load in the IEEE14-Z scenario.
X-axis: time [s].

It is important to note that this phenomenon leads to an iterative process in which
the increase in line currents determines a decrease in load voltage, which, in turn, yields
a further increase in line currents. Eventually, this process converges into a new stable
working mode of the IEEE14-P scenario, as shown by the magnitude of the BUS4 voltage in
Figure 3 (third panel from the top, black trace).

Consider now the IEEE14-Z scenario: contrary to the IEEE14-P case, the rotor speed of
the G2 synchronous generator increases instead of decreasing right after the line tripping.
Analogously to the previous scenario, this behaviour is coherent with the load model
adopted and line tripping resulting in a load voltage drop. For instance, if we observe
the magnitude of the voltage at BUS4 (third panel from the top), also in this scenario it
decreases just after line tripping (although slightly less than in the IEEE14-P case). Since
the power absorbed by constant impedance loads varies quadratically with voltage, the
decrease in load voltage magnitudes leads to lower load powers. This implies that the
currents flowing through the loads, lines, and transformers decrease. The same holds for
the overall power demand, thereby leading to an increase in frequency, which stabilises
once again due to the damping of the synchronous generators and condensers.

The traces in the second panel from the top in Figure 3 show that after some time
delay the OLTC at BUS4 starts restoring the load voltage till bringing it inside the voltage
dead-band (i.e., almost full voltage restoration to its value before the line outage is attained).
As shown in the last panel of the figure, the other OLTCs do the same with different time
schedules. The load voltage restoration process causes a progressive step increase in
the power of the constant impedance loads and, thus, a corresponding decrease in grid
frequency. At the end of this (long-term) process lasting more than 400 s (see traces of the
other OLTC in the last panel of Figure 3), the steady-state behaviour of the power system
is very close to that of the IEEE14-P case, but not identical, since load voltages are set to
different values inside the OLTC dead-bands.

Similar results were already reported in [9], although with different and simpler OLTC

models [18,21]. The previously described scenarios highlight that if the analysis focuses
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exclusively on power system steady-state behaviour (i.e., PF results), constant power loads
can be adopted instead of constant impedance ones behind OLTCs, thus boosting simulation
efficiency at the expense of a minor accuracy loss. However, if the dynamic behaviour is of
interest (i.e., transient simulations or small-signal analyses are executed), these two models
are not equivalent and may lead to quite different results. For instance, this difference
is evident when applying a 20% overload to the IEEE14-P and IEEE14-Z scenarios and
tripping the line between BUS2 and BUS5. In the first case, as reported in [9,22], the system
PF solution is characterised by a pair of complex conjugated eigenvalues with positive
real part equal to 0.006268 ± J1.4357 after line tripping, and thus it becomes unstable. On
the contrary, in the second case, the system remains stable despite the overload (i.e., all
eigenvalues have a negative real part before and after line tripping). In particular, the grid
in this case can withstand a 58 % overload before becoming unstable.

To confirm these completely different results, we performed a transient stability analy-
sis of the IEEE14-P and IEEE14-Z case studies by applying a 20% overload. Based on the
above, we predict that the former scenario shall become unstable after applying a distur-
bance (i.e., line tripping), while the latter remains stable. A similar approach is used in the
following section to demonstrate the actual stability or instability of the IEEE14 benchmark
in other simulated scenarios after performing an eigenvalue analysis. Results are reported
in Figure 4.

Figure 4. Simulation results of IEEE14-P and IEEE14-Z scenarios when a 20% overload is applied. The
traces in each panel have the same meaning as those in Figure 3. Insets in the first and third panels
are meant to show the oscillations that arise in the IEEE14-P scenario.

As expected, after line tripping, the rotor speed of G2 in the IEEE14-P scenario (black
trace in the upper panel of Figure 4) starts oscillating, indicating that a periodic steady-
state behaviour is observed since a stable stationary solution is not reached (i.e., the grid
becomes “unstable”). As shown by the black trace in the third panel from the top, the
voltage magnitude of BUS4 also oscillates. The same holds for the voltage at other buses,
too. On the contrary, after line tripping, the grid in the IEEE14-Z scenario remains stable,
without showing any oscillations. Note that OLTCs “fully” restore load powers and thus the
absence of oscillations can not be ascribed to the fact that the power of constant impedance
loads are lower after line tripping.

In summary, the results in the two case studies confirm that the use of constant
impedance loads behind OLTCs instead of constant power ones leads to completely different
stability results for what concerns both small-signal analyses and transient simulations.
Based on this observation, one might wonder which load model actually correctly and
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accurately represents the real behaviour of the IEEE14 system and possibly other grids. To
answer this question, we believe the following points are worth considering.

(i) The use of constant power load models leads to pessimistic estimations of the
stability boundary conditions. From an engineering point of view, this could be a good
feature since it gives safety margins. From this perspective, despite leading to inaccurate
results, constant power load models can still be considered adequate and useful.

(ii) The use of constant power loads eliminates the need to implement the complex
automata modelling the behaviour of OLTCs connected to constant impedance loads, which
simplifies power flow and transient stability analyses and reduces the computational burden.

(iii) The tap switching process of the OLTCs occurs after relatively long time periods
(i.e., tens of seconds). Thus, since the power restoration of the constant impedance loads
connected to the OLTCs is a decidedly slow process, the electrical dynamics of passive
elements can be neglected. Indeed, the only dynamics that should be considered are the
electro-mechanical ones of the generators, which are retained when adopting constant
power loads. Also, in this case, employing algebraic (i.e., static) models of passive elements
facilitate and accelerate simulations while ensuring adequately accurate results.

The above considerations lead to the conclusion that the use of (i) constant power loads
instead of constant impedance ones behind OLTC in distribution feeders and (ii) algebraic
models of passive elements instead of dynamic ones have become customary in modelling
and simulating power systems till today. However, this established practice may no longer
be valid due to the increasing presence of IBRs. Indeed, due to the controls that they
can implement, IBRs may represent fast constant power loads and generation; their AC

impedances, which might be complex functions of frequency spanning in the range of
several kHz, can deeply interact with the dynamics of passive elements. If algebraic models
are used, these interactions may remain hidden; thus, simulations may not accurately
reflect the true behaviour of the system. This aspect, which is dealt with in the following,
suggests that the conventional model of loads and passive elements may require revision
when used in IBR-dominated grids.

3.2. The IEEE14-PD and IEEE14-ZD Dynamic Test Systems

The case studies analyzed so far relied on static models of lines. In the following, we
adopt dynamic line models by considering the IEEE14-PD and IEEE14-ZD scenarios and
simulating the same outage described in the previous subsection (i.e., line tripping between
BUS2 and BUS5 at 200 s).

The IEEE14-PD case gives extremely straightforward results: the adoption of dynamic
models and constant power loads yields an unstable PF solution since several eigenvalues
jump in the right-half portion of the complex plane. Note that this result anticipates that the
introduction in the system of IBRs (e.g., MMCs), whose active and reactive power absorption
is regulated to track a reference value (thereby mimicking constant power loads), will lead
to similar instabilities. Since the attainment of an unstable PF solution prevents any further
analysis of this case study, in the sequel we consider only the IEEE14-ZD scenario.

In this case, a completely different result is obtained because the PF solution is stable.
The different behaviours observed in the IEEE14-PD and IEEE14-ZD scenarios are coherent
with what we obtained by computing the eigenvalues of Equations (7) and (9). Indeed, as
explained in Section 2.1, power systems with constant power loads are less robust than
those with constant impedance ones from a stability point of view. To facilitate comparisons,
the simulation results of the IEEE14-Z scenario are replicated in Figure 5 together with
those of the IEEE14-ZD one.
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Figure 5. Simulation results of IEEE14-Z and IEEE14-ZD scenarios. The traces in each panel have
an analogous meaning to those in Figure 3. In this case, the black and red traces in each panel
respectively refer to the results of the IEEE14-Z and IEEE14-ZD scenarios. In the second and last
panel, the voltage magnitude of BUS4 is upper and lower clipped to better show voltage steps at a tap
position change.

The traces in the two cases almost overlap despite them adopting two different line
models. It is worth pointing out that in Figure 5 the magnitude of the BUS4 voltage is
clipped (upper and lower) to allow a better comparison of the waveform in the two cases.
The inset in Figure 5 depicts the unclipped voltage magnitude just before and right after
the line tripping.

4. Simulation Results of the Modified IEEE14 Power System with an MMC-Based
HVDC Link

In this section, we show some simulation results of a modified version of the IEEE14
system. To take into account the effect of the growing presence of IBRs on power system
stability, the line between BUS4 and BUS5 was replaced with an HVDC link comprising two
MMCs, as shown in Figure 6.

Figure 6. The schematic of the modified IEEE14 power system. Compared to its counterpart in
Figure 2, the line between bus 4 and 5 has been substituted with an HVDC link made up of two MMCs.

This modification was proposed and described in [23–25]. In a nutshell, the MMC1 and
MMC2 converters are respectively of P/Q and DC-SLACK/Q types. In other words, MMC1
is controlled to exchange a specific amount of active and reactive power. On the contrary,
MMC2 regulates the DC-side voltage and reactive power exchange. In particular, the active
and reactive power transmitted by the HVDC link is regulated to equal that of the replaced
line. To do so, the active power reference value of MMC1 (i.e., sending end) is Po = 60.7 MW,
while the reactive power reference value of both MMCs is Qo = ∓13 MVAR. In addition,
the DC-side voltage reference value of MMC2 (i.e., receiving end) is Vdc = 400 kV. The

25



Energies 2022, 15, 6348

interested reader is referred to Figure 1 of [26] and references therein for a possible MMC

control scheme implementation.
When employed in HVDC systems, the sub-modules (SMs) in each arm of an MMC

can be in the order of hundreds. In this case, adopting the most accurate MMC model
(known as full-physics model) requires considering a large number of semiconductor devices,
thereby leading to prohibitively high computational times [27]. To address this issue,
several MMC models in the literature have been developed that implement different trade-
offs between simulation speed and accuracy. Each of these models is better suited for
analysing the efficiency of specific operating conditions and MMC controls (e.g., circulating
current suppression strategies, protections, PLLs, and SM capacitor voltage balancing
algorithms [28,29]). The interested reader can refer to [30–32] and references therein
for a review of some of these models, including a description of their advantages and
shortcomings when adopted in power system simulation.

In general, the analysis of converters can be divided into three stages [27]: component,
system, and network level studies. Component level studies focus on the early design
stage of the converter and the performances of its semiconductors (e.g., conduction and
switching losses), with the time of investigation ranging from nano to milliseconds. On the
contrary, system-level studies aim at evaluating the interactions between the converter and
the power system connected to it, whose extension is usually limited to a few generators
and loads. These analyses, which involve dynamics that last from milliseconds to several
seconds, allow the validation of converter controls, filters, and protections. Finally, network-
level studies analyse how the converter behaves in a large AC network and affects the
electromechanical transients and the steady-state operation of the whole system. Thus,
the time interval of interest ranges from a few seconds to several minutes. Such studies
address, for instance, power flow and stability analyses.

The full-detailed and bi-value resistor MMC models allow reducing CPU times by
resorting to simplified representations of the semiconductor devices in each SM, thus
preserving the overall converter topology [30]. These models can be used as a benchmark
to validate simpler ones, test MMC controls, protections, and behaviour during start-up,
normal and abnormal operating conditions. However, due to the simplifications introduced,
these representations cannot be used for component-level studies, which can only be
performed straightforwardly with the full physics model.

The Thévenin equivalent [33] and switching function [34] models, which still rely
on simplified SM representations, are good candidates for system-level studies because
they further boost simulation speed by suitably grouping the SMs together, thus obtaining
a more compact representation of the SM strings in each arm. Alternatively, in [32] a
technique called isomorphism is proposed to boost MMC simulation efficiency that is
compatible with any SM model used, thereby paving the way for detailed analyses if
accurate SM representations are used. In a nutshell, this technique dynamically clusters
while simulating the SMs in groups characterised by the same behaviour.

The average model decreases simulation time even more by neglecting the voltage
and current ripples due to SMs commutations [35] and significantly simplifying the MMC

topology by exploiting voltage and current controlled sources. This model is suitable for
network-level studies which investigate the dynamic behaviour and stability of large grids
comprising multiple MMCs.

All of the models described so far are represented in the ABC (i.e., three-phase) frame.
On the contrary, MMC models formulated in the DQ0 frame, either based on an average
representation [36] or dynamic phasors [37], grant a significant boost in simulation speed,
making them suitable candidates for MMC simulation in large-scale power systems.
In general, the boost in simulation speed offered by the MMC models mentioned above may
come at the cost of reduced simulation accuracy and/or the loss of internal MMC variables,
which are no longer present due to the simplifications introduced in the SM model and the
MMC topology. As previously stated, based on the study that needs to be performed (and,
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thus, the sought trade-off between simulation speed and accuracy), one MMC model might
be more suitable than others.

In this paper, we modelled the MMCs of the HVDC system at two very different levels
of accuracy: the former, hereafter referred to as accurate, is shown in Figure 1a–c of [26] and
derives from [38]. This three-phase model substitutes the SMs in each arm of the MMC with
a single equivalent circuit. It retains the main features of the converter and allows analyzing
all of its upper-level controls, as well as the circulating current suppression strategy. The
usage of an average model instead of one based on dynamic phasors is justified by the
relatively limited size of the IEEE14 benchmark system. In addition, more complex MMC

models, which allow us to analyse the individual behaviour of SMs, have not been adopted
because their level of detail is excessive for the simulations described in the following
sections. The second MMC model used in this work (hereafter referred to as simplified)
is the one described in [39,40], which resorts to macro-models that retain only the main
features at the points of connection of the converters and allow only the implementation of
higher-level controllers, such as active and reactive power regulations and droop controls.
This representation corresponds to an average model formulated in the DQ-frame. Some
of its components are added to properly take into account the converter losses at the AC

and DC sides. Despite leading to a lower computational burden, one of the drawbacks of
this model is that it does not consider any dynamics. Indeed, the impedances connected
to its AC side (e.g., the MMC transformer impedance) are referred to as the synchronous
frequency and are fixed (i.e., they do not change with grid frequency). As shown in the
following, this static model constitutes a deep simplification that could lead to largely
different simulation results from those obtained with a more accurate MMC model. Indeed,
the complex topology and control scheme of MMCs result in them having a multi-frequency
response generating non-negligible harmonics.

Regardless of the representation employed, the key aspect of the analyses with these
MMC models is that the MMC1 converter at BUS5 is always a full-fledged P/Q type. Even if
a simplified version of the converter is used, its main features at the point of connection
to the AC grid (i.e., absorbing a constant active power of Po = 60.7 MW and contributing a
reactive power of Qo = −13 MVAR) are maintained. This represents the main difference
with respect to the previously considered cases.

We want to stress that our goal here is not to investigate in detail all the possible
controls that can be implemented in MMC1 and MMC2, but rather to show the impact that
the two previously described MMC models and their controls might have on the overall
power system stability in different scenarios.

4.1. Simplified MMC Model

To begin with, we used the simplified model of the MMCs, which, as previously stated,
does not consider any dynamics. We instead considered the electrical dynamics of passive
components, adopted constant impedance loads behind OLTCs, and swept the active power
absorbed by the P/Q type MMC1 converter in the [0, Po] interval.

The reactive power of both MMCs was also swept in proportion accordingly. At each
sample of the sweep, we performed an eigenvalue analysis. The top panel of Figure 7
reports the paths followed in the complex plane by the most relevant eigenvalues of the
system (i.e., those closest to the right-half portion of the complex plane).

During the sweep, as soon as the active power goes above 14.9 MW, the power system
becomes unstable since a complex-conjugate pair of eigenvalues with a natural frequency
of about 1 kHz enters the right-half portion of the complex plane. It is worth pointing out
that this power value is lower than the one the HVDC link is supposed to transmit (i.e.,
Po = 60.7 MW). The onset of unstable behaviour at around 14.9 MW is visible in the top
panel of Figure 7: eigenvalues are colour-coded based on the active power reference value.
Moreover, when the active power sweep reaches 55.6 MW, another complex conjugate pair
of eigenvalues enters the right-half plane.
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Figure 7. Evolution of the main eigenvalues of the IEEE14 power system shown in Figure 6 when the
active power reference P of the P/Q type MMC1 converter at BUS5 is swept in the [0, 60.7 MW] interval.
For each row, the panels on the right are an inset of those on the left. The vertical dotted line in each
panel denotes the null real part of the eigenvalues. Eigenvalues are colour-coded based on P (see the
colour bar in the bottom panel, right side) to better identify the power reference values that make
the system unstable, which are highlighted by arrows in the panels on the right. Top row: base case.
The real part of the eigenvalues inside the dashed ellipse is close to zero, but it is always negative
regardless of P (the same holds for the other panels). Middle row: case in which MMC1 includes the
droop control and low-pass filter described in Equation (11). Bottom row: compared to the previous
case, a shunt capacitor is also added to the AC-side of MMC2. In all cases, dynamic models of lines
and transformers are used, together with constant impedance load models behind OLTCs.

The unstable pairs of complex-conjugate eigenvalues that arise at 14.9 MW and
55.6 MW are due to different reasons, which have been identified through the analysis of
the participation factors. In the former case, results indicate that instability is mainly due
to BUS5 and the line that connects BUS2 and BUS5 [41–43] (i.e., where the P/Q type MMC1
is connected). On the contrary, in the latter case, the participation factors show that the
second unstable mode is mainly due to BUS4 and the line that connects BUS3 and BUS4 (i.e.,
where the DC-SLACK/Q type MMC2 is connected). The relevant aspect that we underline is
that the MMC1 and MMC2 converters are not unstable per se but they are when used in the
IEEE14 benchmark due to their interactions with the grid.

For instance, a qualitative explanation of the onset of instability at BUS5 due to the
P/Q type MMC1 is the following. From (1) and (2) it can be inferred that the MMC1 is
characterised by a negative resistance, which is a common trait of converter-connected
elements whose active and reactive power absorption is regulated. In the specific case
of the IEEE14 benchmark, when the MMC1 active power reference exceeds 14.9 MW, its
negative resistance becomes higher than the series resistance of the lines/transformers,
thereby leading to undamped RLC oscillations [44].
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A possible way to keep the eigenvalues of the MMC1 in the left half-plane is to regulate
its actual active power exchange by adding an AC-voltage/active power droop. More
specifically, with the addition of the droop the power absorbed by this converter becomes

P(t) = Po + γP

e(t)︷ ︸︸ ︷(√
v2

d(t) + v2
q(t)−

√
v̂ 2

d + v̂ 2
q

)
, (10)

where the electrical quantities refer to BUS5 and γP > 0. This latter parameter mirrors
the constant of the proportional regulator used in the MMC to implement the droop. This
control is such that the absorbed power P rises if the modulus of the BUS5 voltage increases

with respect to its value at the PF solution (i.e.,
√

v̂ 2
d + v̂ 2

q ) and vice versa otherwise. The
introduction of the droop emulates a “constant impedance” load, which absorbs Po at
nominal bus voltage.

Since the droop modifies the MMC1 active power set-point (i.e., its transmitted power),
we added a low-pass filter block to slowly restore power to its Po nominal value. The
overall model implementing the regulator is

τL
dx(t)

dt
+ x(t)− e(t) = 0

P(t) = Po + γP(e(t)− x(t)) ,
(11)

whose transfer function is H(s) =
P(s)
e(s)

= γP
τLs

1 + τLs
. The addition of the low-pass filter

emulates the same effects that an OLTC has on the restoration of the voltage, and, thus,
power of a constant impedance load connected to it. In the light of the above, the combi-
nation of the droop and the low-pass filter transforms the P/Q type MMC1 into a constant
impedance load behind an OLTC.

After this modification, we repeated the power sweep analysis that we did before.
The loci described by the most relevant eigenvalues are reported in the middle panel of
Figure 7. The beneficial effect due to the introduction of the droop and low-pass filter block
is evident. Indeed, the unstable complex-conjugate pair of eigenvalues that previously
arose at 14.9 MW is now absent.

However, the eigenvalue pair that enters the right-half plane when Po goes above
55.6 MW is still present. The analysis of the participation factors confirms again that this
pair is due to the DC-SLACK/Q type MMC2 converter connected at BUS4. To eliminate
this pair it is necessary to act on MMC2 by modifying its equivalent impedance “seen”
at its point of connection. In this case, we added a shunt capacitor to MMC2 to obtain
stability. The eigenvalues loci of the power system after this intervention are shown in the
bottom panel of Figure 7. The addition of shunt capacitors is clearly beneficial because all
eigenvalues remain in the left-half plane regardless of the active power reference value.

To further check stability, we performed a transient stability analysis analogous to
those of Section 3, whose results are reported in Figure 8.

As in the previously analysed scenarios, when the line between BUS2 and BUS5 is
tripped at 200 s, a voltage drop occurs at all buses, including BUS4 and BUS5. This leads to
a decrease in the load power absorbed by the constant impedance loads. In addition, the
droop controller of MMC1 lowers its absorbed power in a similar way. From the same figure,
one can notice that the long-term load voltage restoring action of the converter is similar
to those of OLTCs. This was obtained through a proper tuning of the τL time constant
in Equation (11).
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Figure 8. Simulation results of the modified IEEE14 test system shown in Figure 6. In this case,
constant impedance loads behind OLTCs and dynamic line models are used. The MMC1 converter,
which is equipped with an AC-voltage/active power droop, is set to exchange P = 60.7 MW and
Q = −13 MVAR (this latter value is also exchanged by MMC2). The MMC2 converter is equipped
with a shunt capacitor. Third panel from the top: MMC1 power exchange variation due to the
implementation of the droop control. Fourth panel: overall power exchange of the MMC1 converter.
The traces in the other panels have the same meaning as those in Figure 3.

4.2. Accurate MMC Model

In this section, we used the DCS1 test system by CIGRE as a detailed three-phase model
of the MMC-based HVDC link. Its schematic, which is fully described in [27], is not reported
here for space reasons. The original power rating of the DCS1 system is 800 MW, which is
abundant for our scope: indeed, it is worth recalling that the HVDC link in Figure 6 is meant
to transmit 60.7 MW. Therefore we reduced the power rating to 100 MW. The three-phase
transformers of both MMCs were adapted to step-up voltage from 69 kV to 145 kV and
380 kV respectively to meet the original design requirements. The PLL of each MMC tracks
the frequency at the point of connection and aligns to the q-axis of the DQ-frame.

To have some insight into the behaviour of the system and to understand the mutual
interactions between the power system and the MMCs when a more accurate three-phase
MMC model is used together with constant impedance loads, we computed the admittances
of MMC1 and MMC2 at their points of connections and checked for possible stability
issues [45–47]. Note that we deal with a hybrid model of the IEEE14 system, where the
MMCs are simulated with detailed three-phase dynamic models and the IEEE14 with a single-
phase equivalent model. A conventional eigenvalue analysis can not be performed with
this hybrid power system.

At first, we chose the P = 11.2 MW, Q = ∓2.6 MVAR set-points and connected each
step-up transformer to an infinite bus. This is the common configuration used to design an
HVDC link and its converter stations that will be connected to AC systems. The adoption of
such a configuration ensures that the HVDC link and its MMCs are designed to be stable per
se. However, as explained in the following, this does not prevent possible undesired grid
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and converter interactions from occurring when the HVDC link is connected to a real power
system, such as the IEEE14 one. The choice of the set-points is based on the top panel of
Figure 7: since with these setpoints no eigenvalue has a positive real part, system stability
should be ensured.

The numeric tool we used to compute admittances is fully described in [26] and imple-
mented in our own simulator PAN [48,49]. In extreme synthesis, a small-signal tone with
variable frequency is injected in one of the three phases of the step-up transformer (in our case
the “a” phase) of each MMC. This tone superimposes the phase voltage (of large magnitude).
We computed the corresponding phase current, extracted the small-signal current contribution
due to the injected small signal, and computed the admittance (i.e., the current versus voltage
small-signal transfer function).

The plots in Figure 9 depict the real and imaginary components of the admittance of
the P/Q type MMC1.

Figure 9. The admittances of the “a” phase of the P/Q type MMC1 when the accurate MMC model
is used. Upper panel: real part of the admittance [mS]. Lower panel: imaginary part [mS]. X-axis:
frequency [Hz]. In the panels, the dashed lines denote null real and imaginary parts.

The plots include several frequency intervals, both at low and high frequencies, where
the real part of the admittance is negative and its imaginary part is positive (capacitive
behaviour). In Figure 10 we report the admittance of MMC2.

Figure 10. The admittances of the “a” phase of the DC-SLACK/Q type MMC2 when the accurate HVDC

link model is used. Upper panel: real part of the admittance [mS]. Lower panel: imaginary part [mS].
X-axis: frequency [Hz]. In the panels, the dashed lines denote null real and imaginary parts.

The traces are similar to the corresponding ones in Figure 9, but their magnitudes are
about ten times lower. Thus, since MMC1 potentially exhibits the largest negative conduc-
tance in both low and high-frequency intervals, it constitutes the most critical MMC from a
system stability perspective. In particular, as suggested in the previous subsection, (i) MMC1
can form an unstable RLC resonator with the inductances of the lines and transformers (i.e.,
when dynamic models of passive elements are used). This phenomenon might occur at
frequencies higher than those at which AC grids typically operate. In addition, (ii) MMC1
can even interact with the models of synchronous generators/condensers of the IEEE14
power system leading to poorly damped or unstable (electro-mechanical) low-frequency
modes (less than 10 Hz).

To provide more details about the first comment (i), consider the high-frequency por-
tion of the admittance of MMC1 in Figure 9. For example, at 1 kHz its susceptance is about
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2.04 mS (corresponding to 0.324 μF equivalent capacitance), while its conductance is nega-
tive. If the line inductance is larger than 80 mH (a value attainable with an overhead line of
sufficient length, such as 100 km), an unstable RLC equivalent circuit can originate [50]. This
happens even at relatively low power levels since the detailed model of the MMC shows a
much more complex admittance function with respect to its simplified counterpart. This
kind of instability can be avoided at high frequency provided that the L inductance of the
transformers and the lines is sufficiently low. It is also important to note that this instability
does not occur when non-dynamic line and transformer models are adopted. Indeed, in
this case, the inductance would be null, thereby preventing the unstable RLC resonator
from originating.

Now, to further elaborate on the second comment (ii), consider the lower-frequency
portion of the admittance in Figure 9. The admittance has a negative real part and positive
imaginary part at frequencies less than 10 Hz. This means that undesired interactions
among MMC1 and the electro-mechanical dynamics of synchronous generators and con-
densers can arise. These interactions are known as sub-synchronous oscillations (SSO) and
are similar to sub-synchronous resonances [51–53]. Contrary to the previously mentioned
instability issues at high frequencies, SSO cannot be effectively prevented by acting on L.
Indeed, to do so, L should assume values impractical to obtain. In addition, as better shown
in the following, SSOs depend on the MMC active power exchange.

To check the possible onset of an SSO we performed a long-lasting transient analysis
of the IEEE14 benchmark, where at t = 4 s the line between BUS2 and BUS5 was tripped
as before (compared to other case studies, the time of occurrence of the disturbance was
reduced to minimise the simulation effort, since the simulation of detailed MMC models
is more CPU time consuming). We started with the same set-points used to compute
impedances of MMCs. As previously mentioned, instabilities could be due to an unstable
RLC resonator and/or SSOs. To confine the onset of possible unstable modes to only SSO,
we did not consider any dynamics of passive elements (i.e., L = 0).

As it can be seen from the results in Figure 11, OLTCs intervene once again to restore
load voltages and, thus, power. The voltage at BUS5, where the potentially critical MMC1 is
connected, is also restored. Any stability problem was not evidenced at the current power
level, as it was too low to trigger SSOs.

Figure 11. Simulation results of the modified IEEE14 test system shown in Figure 6 when the line
between BUS2 and BUS5 is tripped at 4 s. In this case, an accurate MMC model is used for both MMC1
and MMC2. Constant impedance loads behind OLTCs and non-dynamic line and transformer models
are used. The traces in each panel have the same meaning as those in Figure 3.
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After having restored and stabilised bus voltages inside the dead-bands of OLTC, we
started to slowly increase the power set point of the P/Q type MMC1. The slow increase of
power is done to allow the system to adapt to the new working condition and to adequately
identify the power level at which it becomes unstable. The corresponding results of the
transient stability analysis are reported in Figure 12.

Figure 12. Simulation results of the modified IEEE14 test system shown in Figure 6 when the line
between BUS2 and BUS5 is tripped at 4 s. The results shown in these plots are a sequel to those in
Figure 11: MMC, load, line, and transformer models used are the same. In this case, the active power
set-point of MMC1 changes linearly from 700 s and system instability arises when the power goes
above 17 MW. Second panel from the top: pole-to-ground voltage of MMC1 (black trace) and MMC2
(red trace). Fifth and last panel from the top: active power exchange of MMC1 and MMC2. The dashed
line in the last panels denotes the active power reference value above which the system becomes
unstable (i.e., 17 MW). The traces in the other panels have the same meaning as those in Figure 3.

When the power goes above 17 MW (which is well below the final 60.7 MW target),
instability occurs as shown by the divergence in the pole-to-ground voltage and power
exchange of the MMCs. Since in this transient stability analysis we did not use dynamic
models of lines and transformers, this unstable behaviour can only be ascribed to SSOs [51].

A possible countermeasure to prevent SSOs from originating (and, thus, damping
the unstable electro-mechanical modes) consists of increasing the damping parameter
of the synchronous generators and condensers. To validate this statement, we repeated
the simulation and artificially increased the damping parameter of all the synchronous
generators and condensers to 10.

The results obtained in this case are shown in Figure 13.
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Figure 13. Simulation results of the modified IEEE14 test system shown in Figure 6 when the
line between BUS2 and BUS5 is tripped at 4 s and the damping of all synchronous generators and
condensers were set to 10. MMC, load, line, and transformer models used are the same as those of
previous simulations. Analogously to Figure 12, the active power set-point of MMC1 changes linearly.
The second panel from the top: active power exchange of MMC1 (black trace) and MMC2 (red trace).
The dashed line denotes the active power reference value above which the system becomes unstable
(i.e., 50 MW). Last panel: pole-to-pole voltage of MMC1. The traces in the other panels have the same
meaning as those in Figure 3.

We see that during power ramp-up of MMC1 (and thus of MMC2) the OLTC at BUS4
increases its transformer ratio to bring voltage inside the dead band. Voltage increases since
power voltage drops of transmission lines lower. The other OLTCs perform in a similar way.
We see that stability is ensured up to P = 50 MW. If the power absorbed by the sending
converter is further increased instability occurs, which means that increasing damping is
effective only to a limited extent in preventing SSOs.

As a last comment, it is worth pointing out that all of these features would not be
visible by adopting constant power loads. Moreover, also the model of the passive elements
play a relevant role: indeed, if dynamic line and transformer representations were used,
other instabilities than SSOs (i.e., attributable to an unstable RLC resonator) might arise.

5. Conclusions

Our analyses highlight that the well-established phasor analysis and single-phase
equivalent models of power elements successfully used so far to study power system
stability are no longer valid due to the ever-increasing penetration of IBRs (i.e., generation,
load and energy conversion systems interfaced with the grid through power electronic
converters). The simulated case studies suggest that a paradigm shift is necessary to
study accurately modern electricity networks. In principle, detailed electro-magnetic
transient (EMT) models of the entire system should be used to ensure accurate results are as
adherent as possible to the real grid under study. However, this numerical approach is still
impractical today, even on the most powerful computers, due to the scale and complexity
of modern power grids, which require solving dynamic models composed of a very large
number of equations and unknowns.

We believe that a more promising approach in this regard consists in suitably mixing
single-phase dynamic models and accurate three-phase EMT models to perform hybrid
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phasor-EMT numerical analyses, thereby achieving a proper compromise between simu-
lation speed and accuracy [54]. The former could represent non-critical parts of the grids
(i.e., conventional power grids), while the latter could account for the critical ones (i.e.,
those comprising large shares of IBRs). However, the issue of how to efficiently partition
the power grid in these two parts is still an open question and requires further analysis
from our standpoint. According to our analyses, the coupling between conventional and
modern grid elements lead to challenges in studying long-term dynamic stability. For
example, despite being stable per se (i.e., their designs are correct and lead to stability if
considered on their own), the connection of the IEEE14 and DCS1 HVDC benchmarks may
lead to an overall unstable power system. In particular, this outcome also depends on the
models of loads and passive components adopted, which need careful reconsideration
due to the increasing presence of IBRs. This is the main challenge of modern and future
IBR-dominated power grids.
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Abstract: Battery participation in the service of power system frequency regulation is universally
recognized as a viable means for counteracting the dramatic impact of the increasing utilization of
renewable energy sources. One of the most complex aspects, in both the planning and operation stage,
is the adequate characterization of the dynamic variation of the state of charge of the battery in view
of lifetime preservation as well as the adequate participation in the regulation task. Since the power
system frequency, which is the input of the battery regulation service, is inherently of a stochastic
nature, it is easy to argue that the most proper methodology for addressing this complex issue is that
of the theory of stochastic processes. In the first part of the paper, a preliminary characterization of
the power system frequency is presented by showing that with an optimal degree of approximation it
can be regarded as an Ornstein–Uhlenbeck process. Some considerations for guaranteeing desirable
performances of the control strategy are performed by assuming that the battery-regulating power
depending on the frequency can be described by means of a Wiener process. In the second part
of the paper, more realistically, the regulating power due to power system changes is described
as an Ornstein–Uhlenbeck or an exponential shot noise process driven by a homogeneous Poisson
process depending on the frequency response features requested of the battery. Because of that, the
battery state of charge is modeled as the output of a dynamic filter having this exponential shot noise
process as input and its characterization constitutes the central role for the correct characterization
of the battery life. Numerical simulations are carried out for demonstrating the goodness and the
applicability of the proposed probabilistic approach.

Keywords: primary frequency regulation; battery energy storage system; Ornstein–Uhlenbeck
stochastic process; compound poisson stochastic process

1. Introduction

The problem of continuously and instantaneously balancing generation and load is the
most important requirement in power system operation. Traditionally, this service has been
performed by power plants of high-rated active power (in Italy, for instance, by those whose
rated power is greater than 10 MW) [1]. With the integration of renewable source generators
which have priority dispatch, the assurance of stability of the power system is even more
critical due to the intermittency typical of such systems [2,3]. Storage technologies seem
to be ideal candidates for such service thanks to their ability to track rapid fluctuations
encountered in power systems and to their relatively high-power capability, thus being
even more appropriate than conventional generators. Conventional generators based on
fossil fuels are slower to respond to the operator signal and a require higher and redundant
frequency reserve compared to storage systems which are able to provide more accurate
regulation. Another important aspect is related to the ability of electrical energy storage,

Energies 2022, 15, 6508. https://doi.org/10.3390/en15186508 https://www.mdpi.com/journal/energies39
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unlike conventional power plants, to avoid the emission of greenhouse gases [4]. While
there are many technologies which can be considered suitable for such operation, those
based on electrochemical conversion, i.e., battery energy storage systems (BESS), seem to
be interesting options thanks to their high ramp rates and their reliability [5].

The viability of BESSs for primary frequency regulation depends on a few issues
mainly related to their economic feasibility as well as existing regulations. The U.S. has
already moved towards the implementation of battery storage, motivated by the increased
variable renewable energy due to state renewable portfolio standards, the falling costs of
solar photovoltaic power, the increasing retail electricity rates and regulations that value
and pay for fast frequency response [4]. Other challenging aspects related to the use of
BESSs refer to technical tasks. The most challenging requirements of BESSs in providing
primary frequency regulation are in maintaining their state of charge (SoC) at a level which
guarantees capacity availability and preserving the battery lifetime. The considered SoC
reestablishing strategy, in fact, significantly influences the lifetime of the battery.

In the technical literature, several proposals have been presented for the use of BESSs
in primary frequency regulation aimed at preserving the battery life. In [1], a specific
control strategy has been proposed where a variable-droop mode is considered, aimed
at exploiting the fast response capability of the BESS when SoC is in a good state while
working at a minimum when SoC is limited. In [6], a primary frequency modulation
control strategy is proposed based on fuzzy control which also considers the SoC state
self-recovery of energy storage. A control algorithm with adjustable SoC limits and the
application of dissipation resistors is proposed in [7]. In [8], five strategies for delivering the
primary frequency regulation and reestablishing the systems’ SoC have been investigated
from the battery lifetime perspective. The study in [9] proposes a control system model
to simulate the operation of BESS, and the design of a controller whose strategy is based
on model predictive control to ensure the optimal operation of the BESS. A frequency
predictor based on the Grey model is also designed to improve the performance of the
predictive controller. The prediction model involved can predict frequency multiple steps
ahead, this information being used in the optimization part of the controller. An analysis
of the incidence of the control law on the battery lifetime is proposed in [10] where a
proper framework was tailored to take into account the stochastic nature of the system
frequency. In [11], a two-stage stochastic control approach is proposed to optimize the
charging of batteries on board the electric vehicles of a public charging station to provide
frequency regulation and energy arbitrage. In [12], the profitability of the use of electric
vehicles for the frequency regulation service is discussed together with a control strategy
aimed at counteracting the battery lifetime degradation. An adaptive droop coefficient
and SoC balance-based primary frequency modulation control strategy for energy storage
is proposed in [13] which controls the SoC of the BESS and adaptively adjusts the depth
of energy storage output to prevent the saturation or exhaustion of energy storage SoC.
In [14], a droop control for the BESS is proposed which includes the SoC feedback with
the aim of properly managing the SoC profile of multiple battery devices. An adaptive
droop control method of a BESS is also proposed in [15] which allows for the recovery of
the desired SoC level through a proper feedback action. Penalties function-based control is
adopted in [16], where the management of the SoC allows access to potential reserves.

The description of the SoC is then a fundamental task when performing primary fre-
quency control with BESSs. Proper control strategies are required in some approaches [13–16]
to adaptively adjust the participation of the battery to the frequency regulation service
while guaranteeing that the SoC falls within proper ranges. In that regard, the approach
proposed in this paper allows for the regulation of the charging/discharging power of the
battery according to the SoC of the battery through a gain parameter. The main novelty
of this approach lies in the stochastic nature of this parameter’s design, which is based on
a stochastic analysis of the system frequency and of the corresponding regulating power
requested by the primary frequency control. For this purpose, a novel approach is pro-
posed to analyze the stochastic processes of the SoC based on the Ornstein–Uhlenbeck and
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compound Poisson processes. More in depth, a dynamic stochastic model is proposed for
the BESS control where the regulating power is described as an Ornstein–Uhlenbeck or an
exponential shot noise process driven by a homogeneous Poisson process depending on the
frequency response features requested of the battery. The BESS SoC is modeled according to
an Ornstein–Uhlenbeck process driven by an Ornstein–Uhlenbeck process. The accuracy of
this approach has been investigated together with the definition of a gain parameter, which
can be set appropriately to optimize the control of the battery for the balance between the
availability of regulation service and battery lifetime degradation. Based on the derivation
of this gain parameter, a BESS control strategy is proposed which allows for the control of
the power exchanged with the grid to provide regulation while guaranteeing the proper
profile of SoC according to the stochastic behavior of the frequency.

Compared to the literature, the main outcomes of this paper refer to the stochastic
analysis of the BESS contribution to the primary frequency regulation which allows the
identification of an estimation method for the SoC profiles as well as proper design of
adaptive control techniques that properly manage the provision of the regulation service
while keeping SoC within admissible and appropriate ranges. Possible applications of
the proposed stochastic approach are multiple since it provides a tool (i) for the accurate
identification of the battery lifetime, (ii) for the optimal design of control techniques, and
(iii) for the optimal sizing of the BESS, despite the uncertainties affecting the frequency
regulation problem.

The paper is organized as follows: Section 2 gives a few details on the use of BESSs
for primary frequency regulation; in Section 3 the stochastic characterization of the power
system frequency is carried out, while Section 4 describes the statistical characterization of
BESS’s SoC. The results of numerical applications are reported in Section 5. Our conclusions
are drawn in Section 6.

2. Primary Frequency Regulation Employing Battery Energy Storage Systems

When perturbations occur, generation/load balance is not guaranteed, thus control
of the frequency is required. This can be achieved by means of storage devices whose
control has to be properly defined. In what follows, the problem of frequency regulation is
introduced first, and then the use of BESS for such purpose is detailed.

2.1. The Problem of Frequency Regulation

Time evolution of frequency strictly depends on the degree of generation/load un-
balance, on the system rotating reserve available when a disturbance occurred and on the
features of the frequency regulation.

Regarding the available rotating reserve, R, an estimation can be provided by means
of the following equation:

R =
n

∑
j=1

(
Pnj − P0

j

)
(1)

where n is the number of groups in service after the perturbation, P0
j and Pnj are the power

delivered by the jth group at the time of the perturbation and its nominal active power,
respectively. It has to be noted that, typically, R assumes a value which is about 5% of the
network nominal power, this resulting from economic considerations.

Based on the hypothesis of linearity, the frequency behavior depends on the step
load perturbation ΔPL, and, more specifically, it can be derived in terms of variations of
equivalent load ΔPL. In case of perturbations of the generated power (such as, for instance,
large intermittences of renewable generation or disconnection of groups) or, more generally,
in case of relevant imbalance, frequency reaches lower limits implying load disconnection.
Control actions are then required to prevent frequency’s inadmissible values.
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The equation of the primary frequency regulation is given by the well-known transfer
function of the regulator [17]:

ΔPr

Δ f

∣∣∣∣
Δ fre f=0

= −EP
1 + sT2

1 + sT1
(2)

where Δ fre f is the variation of the frequency reference, ΔPr is the regulating power, T1
and T2 are the time constants of the control, and EP, which is referred to as permanent
regulating energy (MW/Hz), is the ratio, at steady-state conditions, of the variation of
regulating power and the corresponding variation of frequency, with the sign changed.

The frequency deviation
(

Δ f
fn

)
can be derived from the power deviation

(
ΔPL
Pn

)
through the transfer function, G(s), as follows (Figure 1):

G(s) =
1

sTa +
1
σc
+ 1

σP

1+sT2
1+sT1

(3)

where σP is the permanent droop consequent to the generation unit regulation, which is
defined, in steady state condition, as the ratio between the relative variations of frequency
and regulating power, with the sign changed; σc is the permanent load droop, which is
related to the variation of load power consequent to frequency variation; Ta is the starting
time of the unit, in seconds, linked to the inertia constant, H, from the simple relation
Ta = 2H.

Figure 1. Block diagram for analyzing the frequency transients.

The characteristic equation of the transfer function (3) has complex and conjugated
poles, resulting in oscillatory dynamics of frequency transients with pulsation ω0 [17]. The
frequency nadir corresponding to a step function of the load variation, ΔPL = d/s, can be
evaluated as [17]:

fmin = fn

⎧⎨⎩1 − σP

1 + σP
σc

d

⎡⎣1 + e−
T2+σP(Ta+

T1
σc )

2TaT1σP
tp

√
T1 − T2

TaσP

⎤⎦⎫⎬⎭ (4)

where

tp =
1

ω0

{
π

2
− arctg

[
ωT2 + ωσP

(
T1

σc
− Ta

)]}
(5)

with ω0 = 1
2 TaT1σPω and ω = 1√

4(1+ σP
σc )TaT1σP−

[
T2+σP

(
Ta+

T1
σc

)]2
.

This value has to be maintained as close as possible to the frequency nominal value,
thereby facilitating the action of the frequency regulators. Analogously, the frequency zenith
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value also must be maintained as close as possible to the nominal frequency value, this
being a particularly critical issue due to the widespread presence of renewable generators
in the power systems.

2.2. Use of the Battery Energy Storage System for Frequency Regulations

In this sub-section, the use of BESS for frequency regulation service is discussed. In
particular, the fundamentals of the regulation service are described with respect to the
requirements usually requested by the system operators. Then, a background of the BESS
control for primary frequency regulation service is reported.

To keep the frequency deviation within admissible ranges, the charge and discharge
of the battery can be controlled for the primary frequency regulation service. The regu-
lation action of the storage device, which is shown in Figure 2, requires that the BESS be
charged/discharged (absorbing/injecting power to the network) when frequency deviation
exceeds the dead band [fa, fb]. The values of frequency requiring regulation are those lower
than fa, where BESS is required to be discharged (i.e., up-regulation), and those greater
than fb, where BESS is required to be charged (i.e., down-regulation). Regarding the rate at
which the BESS has to be discharged and charged, it is required that the power be linearly
increasing with frequency for values greater than fmin and lower than fmax and assumes its
maximum value when the frequency exceeds the range [fmin,fmax].

Figure 2. The action of the BESS for the primary frequency regulation service.

Typically, the battery control strategy is aimed at:

- controlling the charging/discharging power according to the up- and down-regulation,
- recovering the SOC according to a reference value (typically set at 0.5 p.u.), when

frequency falls within the dead-band, and
- keeping the SOC within a range which avoids battery degradation (e.g., [0.1, 0.9] p.u.).

The block diagram of the simulation set-up of a possible control strategy for the
primary frequency regulation is shown in Figure 3 [10].

In Figure 3, two main parts can be identified, the former (lower part of the figure) which
refers to the down-regulation which applies when f < fn and |Δ f | > Δ fa (Δ fa = fn − fa),
the latter referring to the up-regulation which applies when f > fn and |Δ f | > Δ fb
(Δ fb = fb − fn). The values of Δ fa and Δ fb are very important since they are related to both
regulatory and control aspects [8,18,19].

It has to be noted that, to perform down-regulation, SoC must be lower than ΔSoCmax
since, in this case, the BESS is requested to absorb power from the grid whose value depends
on the difference between reference and actual frequencies and on the BESS setting droop
σbatt [20]. Similarly, for the up-regulation, SoC is required to be greater than ΔSoCmin since
the BESS is requested to inject power to the network, whose value again depends on the
difference between reference and actual frequencies and on the BESS setting droop, σbatt.
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Figure 3. Block diagram of the BESS control strategy for primary frequency regulation.

The time constants of the transfer function of the BESS down-regulation are T2d and
T1d, and those of the transfer function of the BESS up-regulation are T2u and T1u.

A limitation is imposed to down- and up-regulations due to the BESS rated power.
Regarding the control, in the case the frequency falls within the dead-band, the BESS

can be charged or discharged to recover the reference value of the SoC. In this case, the
transfer function can be seen as a proportional gain μ0, which has a remarkable role. In this
case, the transfer function can be seen as a proportional gain μ0, which has a remarkable
role. The value of the parameter μ0, in fact, affects the speed of the SoC recovery and, in
turn, the ability of the BESS to have enough stored energy to provide frequency regulation
when required. On the other hand, the speed of SoC recovery affects the lifetime of the
battery, since it implies a greater number of charging/discharging cycles. As a consequence
of that, a trade-off between the regulation service availability of the BESS and the battery
lifetime duration is required according to technical and/or economic issues [10].

In the control approaches such as that in Figure 3, the presence of the dead-band
clearly influences the control model, since it implies the capability of the battery to recover
the SoC when frequency falls within the dead-band. In this case, the dead-band width
also influences the ability of SoC recovering, thus, in some cases it makes the SoC prone
to exceeding the admissible range values and makes the battery unavailable to provide
frequency regulation. The control based on the adaptive modification of the battery con-
tribution based on the SoC, instead, is not affected by the presence of the dead-band if a
correct identification of the SoC is carried out which allows optimization of the battery
performance. At this aim, the control strategy for the use of BESS for frequency regulation
can be summarized in Figure 4 where two block diagrams are shown, one referring to
the regulation power Preg provided by the battery for frequency regulation and the other
referring to the power PSoC requested to recover the reference value of SoC.

Figure 4. Block diagram of the battery control strategy.
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The aforementioned power terms contribute to the total power provided by the battery,
Pbess, which is then given by:

Pbess(t) = Preg(t) + PSoC(t) (6)

and which determines the following value of SoC when the battery efficiency is neglected:

SoC(t) = SoC0 − 1
En

t∫
0

Pbess(τ)dτ (7)

being SoC0 the value of SoC at t = 0 and En the rated capacity of the battery.
By substituting (6) in (7) and multiplying and dividing by Pn, the SoC value is de-

rived as:

SoC(t) = SoC0 − Pn

En

t∫
0

Preg(τ) + PSoC(τ)

Pn
dτ (8)

and its variation ΔSoC(t), with respect to the initial values SoC0 is given by:

ΔSoC(t) = ki

t∫
0

[
preg(τ) + pSoC(τ)

]
dτ (9)

where preg and pSoC are the relative values of Preg and PSoC with respect to the rated power
Pn, and ki =

Pn
En

.
The Laplace transform of ΔSoC(t), ΔSoC(s), is:

ΔSoC(s) =
ki
s

preg(s) +
ki
s

pSoC(s) (10)

with obvious meaning of the symbols.
According to the block diagram of Figure 4 the Laplace transforms preg(s) and psoc(s) are:

preg(s) = H(s)
(

Δ fre f − Δ f
)

(11)

pSoC(s) = R(s)
(

ΔSoCre f − ΔSoC
)

(12)

where H(s) and R(s) are the transfer functions of the regulators, Δ fre f = 0, and ΔSoCre f = 0.
This last referring to the case in which the initial value of SoC is assumed to be equal to its
reference value.

3. Stochastic Characterization of Power System Frequency

In this section, the fundamentals of the stochastic processes typically adopted to
describe the power system frequency are reported and discussed.

To statistically analyze the output of the BESS control subject to the frequency varia-
tion, frequency’s stochastic characterization is required based on available historical data.
Typically, these data are provided in terms of discrete time series including sets of ob-
servations f (t) referred to specified times t ∈ T0 with T0 the set of all the sample times.
Two main approaches can be used to reproduce the most important statistical features
of the available frequency data which proved to be characterized by a stochastic nature,
i.e., logistic autoregressive and Ornstein–Uhlenbeck [10,21]. In what follows, details on
these two approaches are given.
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3.1. Logistic Autoregressive Mode

In [10], time series of available recorded data of the frequency deviations were analyzed
which were represented by an appropriated autoregressive model, this being proven to be
a solution to infer data from time series [22–24].

Starting from the more general autoregressive moving average process, the autore-
gressive model, in case of normal underlying distribution, can be described as follows:

φ(B)Yt = θ(B)Zt, {Zt} ∼ WN
(

0, σ2
)

(13)

where Yt is the stochastic process which in this case is related to the frequency deviation, B
is the backward shift operator, φ =

(
φ1, . . . , φp

)
and θ =

(
θ1, . . . , θq

)
are the parameters of

polynomials of orders p and q, these last being assumed to be known, and σ2 is the variance
of the white noise, WN, whose estimation is based on available time series.

In case of pure autoregressive models (i.e., with θ(z) ≡ 1), the following expression of
estimation of the process (13) can be used:

yt − φ̂1yt−1 − . . . − φ̂pyt−p = zt, {zt} ∼ WN
(

0, σ̂2
)

(14)

with
(
φ̂1, . . . , φ̂p

)
and σ̂2 the estimators of

(
φ1, . . . , φp

)
and σ2, respectively.

Based on accurate analysis of the actual frequency data, in [10], the logistic distribution
has been evidenced to be more appropriate than Gaussian, as underlying distribution, and
the following first order polynomial approximation has been proposed:

yt − φ̂yt−1 = μ̂ + ât (15)

with μ̂ the estimation of the mean value μ of the frequency deviation and ât distributed
according to the symmetric logistic distribution, whose parameters are location (which is
equal to zero being the distribution symmetric), and scale, σa.

By referring to the process (15), parameters φ and μ can be estimated through the
solution of a system of equation which, in case of first order polynomial approximation,
reads [25]: [

μ̂
φ̂

]
=

[
ns ∑ yt−1

∑ yt−1 ∑ yt
2

]−1[
∑ yt

∑ yt yt−1

]
(16)

with ns the number of samples.
When referring to the process (15), where three parameters need to be evaluated, the

parameters obtained by solving (16) provide a partial estimation of the process, since the
scale factor σa is not included in (16). Although partial, this first estimation of μ and φ is
useful to support classical statistic methods which allow obtaining the complete estimation
of the process. At this purpose, the maximum likelihood estimation method can be adopted,
which is based on the definition of zt as:

zt = (1/σa)(yt − φyt−1)− μ. (17)

The likelihood function of (15) is then [10]:

L(φ, μ, σa) = (1/σa)
ns

ns

∏
t=1

e−zt

(1 + e−zt)2 . (18)

A set of equations in the unknown parameters μ, φ and σa can be then derived by
imposing the partial derivatives of the log-likelihood function equal to zero:
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⎧⎪⎪⎨⎪⎪⎩
∂ ln L(φ,μ,σa)

∂μ = 0
∂ ln L(φ,μ,σa)

∂φ = 0
∂ ln L(φ,μ,σa)

∂σa
= 0

(19)

In particular, by substituting the expression (18) of L(φ, μ, σa) in (19), the following
system of equations is obtained [10]:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ns − 2
ns
∑

t=1

1
1+ezt = 0

ns
∑

t=1
yt−1 − 2

ns
∑

t=1
yt−1

1
1+ezt = 0

ns −
ns
∑

t=1
zt + 2

ns
∑

t=1
zt

1
1+ezt = 0

(20)

whose solution allows eventually us to obtain the estimation of the unknown parameters μ,
φ and σa.

3.2. Ornstein–Uhlenbeck

In the literature, the Ornstein–Uhlenbeck stochastic process, has proven to be the
most appropriate process for characterizing power system frequency random variations
(e.g., [22]).

The stochastic differential equation which describes the Ornstein–Uhlenbeck process
Yt is:

dYt = τou(μou − Yt)dt + σoudWt (21)

which applies for t ≥ 0 and where μou is the long-term mean, τou is a parameter related to
reversion speed, σou is a parameter related to the process volatility, which is a measure of
dispersion around the average of the random variable, and Wt is the Wiener process.

Regarding the Wiener processes, the well-known property of independent increments
applies, that is Wt −Ws ≈ N(0, t − s) (for 0 ≤ s < t) where N(0, t − s) refers to the Normal
distribution with expected value and variance equal to 0 and t − s, respectively. It is worth
noting that, since Wt is a Wiener process, Wt1 −Ws1 and Wt2 −Ws2 are independent random
variables, in the case that 0 ≤ s1 < t1 ≤ s2 < t2.

The solution of the stochastic differential Equation (21) is:

Yt = Y0e−τou + μou
(
1 − e−τou

)
+ σou

∫ t

0
e−τou(t−s)dWt. (22)

In the hypothesis that Y0 ∼ N
(

μou, σou
2

2τ

)
and Y0 and Wt uncorrelated, Yt is a stationary

Ornstein–Uhlenbeck process, with increments which are normally distributed, i.e.,

E[Yt] = μou,var[Yt] =
σou

2

2τou
cov[Yt, Ys] =

σou
2

2τou
e−τou |t−s|. (23)

To estimate the parameters μou, τou and σou
2 in (23), the method of moments can be

applied to the discretized version of the process. More in detail, if the process observations
Yti are assumed to occur at times ti such that 0 = t0 < t1 < . . . tns = T, with ti − ti−1 = T

ns
,

then the estimates of parameters read [26]:

μ̂ou =
1

ns + 1

ns

∑
i=0

Yti (24)
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τ̂ou = ns log
1
ns

∑ns
i=0

(
Yti −

(
1

ns+1 ∑ns
i=0 Yti

))2

1
ns−1 ∑ns

i=1

(
Yti −

(
1

ns+1 ∑ns
i=0 Yti

))(
Yti−1 −

(
1

ns+1 ∑ns
i=0 Yti

)) (25)

σ̂ou
2 = 2ns log

1
ns

ns

∑
i=0

(
Yti −

(
1

ns + 1

ns

∑
i=0

Yti

))2

log
1
ns

∑ns
i=0

(
Yti −

(
1

ns+1 ∑ns
i=0 Yti

))2

1
ns−1 ∑ns

i=1

(
Yti −

(
1

ns+1 ∑ns
i=0 Yti

))(
Yti−1 −

(
1

ns+1 ∑ns
i=0 Yti

)) (26)

where, for ease of notation, it is assumed that T = 1.
By considering the presence of a noise Dti at time ti, that in practical applications can

affect the actual observations of the process, the process under study is modified as:

Zti = Yti + Dti . (27)

With reference to the case of frequency, it can be assumed that the noise is Gaussian
with mean equal to zero and variance νou

2 (i.e., D ∼ N
(
0,νou

2 )), thus obtaining the
following expression for the expected value of Zt:

E[Zt] = μou, (28)

var[Zt] =
σou

2

2τou
+ νou

2 (29)

and

cov
[

Zti , Ztj

]
=

σou
2

2τou
e−τou |ti−tj | i 
= j (30)

When the process (27) is considered, the parameters μou, τou, σou
2 and νou

2 can be
estimated as follows:

μ̂ou =
1

n + 1

n

∑
i=0

Yti (31)

τ̂ou = n log
1

n−1 ∑n
i=1

(
Yti −

(
1

n+1 ∑n
i=0 Yti

))(
Yti−1 −

(
1

n+1 ∑n
i=0 Yti

))
1

n−2 ∑n
i=2

(
Yti −

(
1

n+1 ∑n
i=0 Yti

))(
Yti−1 −

(
1

n+1 ∑n
i=0 Zti

)) (32)

σ̂ou
2 = 2n

(
1

n−1 ∑n
i=1(Zti−( 1

n+1 ∑n
i=0 Zti ))

(
Zti−1−( 1

n+1 ∑n
i=0 Zti )

))2

1
n−2 ∑n

i=2(Zti−( 1
n+1 ∑n

i=0 Zti ))
(

Zti−1−( 1
n+1 ∑n

i=0 Zti )
)

· log
1

n−1 ∑n
i=1(Zti−( 1

n+1 ∑n
i=0 Zti ))

(
Zti−1−( 1

n+1 ∑n
i=0 Zti )

)
1

n−2 ∑n
i=2(Zti−( 1

n+1 ∑n
i=0 Zti ))

(
Zti−1−( 1

n+1 ∑n
i=0 Zti )

) (33)

ν̂2 =
1
n

n

∑
i=0

(
Zti −

(
1

n + 1

n

∑
i=0

Zti

))2

−
(

1
n−1 ∑n

i=1

(
Zti −

(
1

n+1 ∑n
i=0 Zti

))(
Zti−1 −

(
1

n+1 ∑n
i=0 Zti

)))2

1
n−2 ∑n

i=2

(
Zti −

(
1

n+1 ∑n
i=0 Zti

))(
Zti−1 −

(
1

n+1 ∑n
i=0 Zti

)) . (34)

4. Stochastic Characterization of SoC

Prior to the study of stochasticity of SoC, the stochastic features of the regulation
power preg need to be analyzed. In this regard, an accurate numerical analysis based on
actual data has been proposed in the numerical application. By anticipating the results
here, the analysis has evidenced that different stochastic interpretations can be provided
based on the presence or absence of the dead-band of the frequency-power characteristic
for the primary frequency response (Figure 2). The theoretical basis which proves these
interpretations is discussed in the following sub-sections.
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4.1. Stochastic Characterization of the Regulation Power in Absence of the Dead-Band

In the case of absence of the dead-band of Figure 2, the action requested to the BESS
aimed at primary frequency regulation is that reported in Figure 5.

Figure 5. Action of the BESS for the primary frequency regulation service in the absence of the
dead-band.

By analyzing the linear power-frequency relation of Figure 5, it is easy to argue that
when the dead-band is not considered, the stochastic nature of preg strictly depends on
the stochastic nature of the frequency. Thus, it can be accurately modelled according to
an Ornstein–Uhlenbeck process. In Section 4.3 we adopt this model to characterize the
dynamics of the battery SoC and to lead to the choice of the gain μ0 of Figure 4, when the
dead-band is not considered.

4.2. Stochastic Characterization of the Regulation Power in Presence of the Dead-Band

When the dead-band is considered, the analyses performed with respect to the various
available data lead one to suggest that the regulation power consequent to frequency
deviations can be regarded as a shot noise process Xt, with decay constant α, driven by a
homogeneous Poisson process with intensity λ.

Based on the analysis of the actual data, it can be noted that the intensity of the homo-
geneous Poisson process, that is the peak values of the regulation power, can be accurately
assumed as statistically distributed according to the truncated Laplace distribution. At this
regard, starting from the probability density function (pdf) of the Laplace distribution:

f (x) =
1

2bp
e
− |x−μp |

bp , (35)

where x is the random variable (in this case, the amplitude of the regulation power), μp
is the location parameter and bp is the scale parameter distribution, the expression of the
truncated Laplace pdf is:

f (x) =

⎧⎪⎨⎪⎩
1

2bpe
− d

bp
e
− |x|

bp |x| ≥ d

0 |x| < d
(36)

where d is the minimum absolute value of the amplitudes experienced and where, according
to the typical frequency data, μp has been assumed equal to 0. An estimate b̂p of the scale
parameter bp can be derived by the minimization of the log-likelihood function. Thus,
being L

(
bp
)

the likelihood function of the truncated Laplace distribution:

L
(
bp
)
=

ns

∏
i=1

1

2bpe
− d

bp

e
− |xi |

bp (37)
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the estimate of b̂p can be derived by solving the equation corresponding to
∂ ln L(bp)

∂bp
= 0,

that is:

nsbp + nsd − 1
ns

ns

∑
i=1

|xi| = 0, (38)

whose solution is

b̂p =
1
ns

ns

∑
i=1

|xi| − d. (39)

Regarding the statistical characterization of the time of occurrence of the regulation
power, the analysis of the actual data obtained from the application of the control of Figure 3
allows us to identity the exponential distribution as an accurate interpretation. The pdf of
the exponential distribution can be expressed as:

f (x) =
1

μtp
e
− x

μtp (40)

where x is the random variable (in this case the time of occurrence of the regulation power)
and μtp is its mean value.

Once the statistical analysis of the time of occurrence and amplitude of the peak values
of the regulation power has been carried out, the stochastic process of the regulation power,
Xt, can be analyzed. In this regard, the parameters of the process Xt are provided by the
following relationships:

E[Xt] =
λE[Z]

α

(
1 − e−αt) (41)

var[Xt] =
λE
[
Z2]

2α

(
1 − e−2αt

)
(42)

cov[Xr, Xs] =
λE
[
Z2]

2α
e−α(s−r)

(
1 − e−2αr

)
(43)

with r < s and Z the random variable, which refers, in this case, to the power amplitude
approximated by the truncated Laplace pdf.

It is not superfluous to highlight, as in [27], that the above parameters are the same as
those relating to the Ornstein–Uhlenbeck process, Yt, described by the following stochastic
differential equation:

dYt = (λE[Z]− αYt)dt + σoudWt (44)

where σoudWt is the differential Wiener diffusion process with standard deviation σou, and
where λ and α are the parameters of Xt (i.e., the parameters appearing in Equations (41)–(43).

Of course, this does not mean that the two processes, Xt and Yt, are the same, since the
process Yt is wholly characterized by the first two moments, being a Gaussian process. In
what follows, we adopt this approximation for the purpose of characterizing the dynamics
of the battery SoC and choosing the gain parameter μ0, when the dead-band is considered.

4.3. Stochastic Characterization of the State of Charge

At the purpose of characterizing the battery SoC and of choosing the gain parameter μ0,
we can initially refer to the block diagram of Figure 4. Then, under the hypothesis discussed
in the previous two sub-sections, the SoC control block diagram can be represented as that
of Figure 6, where w = ki

s preg, i.e., proportional to the integral (21). Indeed, in the case of
absence of the dead-band, preg has been assumed as an Ornstein–Uhlenbeck process; in
case of presence of the dead-band, the hypothesis to consider the shot noise process Xt
equivalent to the Ornstein–Uhlenbeck process has been assumed
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Figure 6. Block diagram of the SoC control scheme.

In both cases, it is not difficult to demonstrate that the variance of the process w
asymptotically grows linearly in t. The linear growth of these parameters is a fundamental
property of the Wiener process [27]. In other words, the integrated process preg exhibits
similar features of the Wiener process. The SoC can be then statistically characterized by an
Ornstein–Uhlenbeck process driven by an Ornstein–Uhlenbeck process, that is:

dΔSOCt

dt
= −μ0ΔSOCt + Yt (45)

This process suggests the adoption of an adaptative control strategy of the BESS which
modifies the regulation power provided by the BESS according to a proper choice of the
parameter μ0. The value of this parameter can be chosen to allow SoC variation to satisfy
both the requirements of regulation service provision and battery lifetime preservation.

4.4. BESS Control Scheme

The above considerations suggest modifying the control scheme of Figure 3 in that
shown in Figure 7. The proposed scheme of Figure 7 allows us to update the regulation
power to the SoC level, thereby obtaining a balance between (i) the regulation power needed
for the provision of the regulation service and (ii) the need of SoC recovery. This control
scheme allows us to simplify the control of the BESS even preserving multiple complex
requirements, provided that the correct choice of the gain parameter μ0 is performed. The
proposed approach allows us to consider the features of the frequency variations, the
requirements imposed by the system operator in the service provided by the BESS, and
the range of values within which the SoC must falls. This approach can be used for any
battery technology.

Figure 7. SoC control scheme.

In order to derive, that means to design the regulator, it is possible to refer to the
control scheme of Figure 6, where the disturbance w has been previously identified as a
random walk. The two control blocks above discussed identify two transfer functions:
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• G(s) which relates the output, i.e., ΔSoC, to the disturbance, i.e., w.
• F(s) which relates the output, i.e, ΔSoC, to the input, i.e., ΔSoCre f .

The two transfer functions can be identified as:

G(s) =
s

s + μ0ki
(46)

F(s) =
μ0ki

s + μ0ki
. (47)

F(s) clearly identifies a low-pass filter, whose cut-off frequency is μ0ki. Thus, the
correct evaluation of the proportional gain μ0 must comply with a proper frequency
bandwidth, which must be large enough to catch frequencies able to meet the requirements
of both frequency regulation and SoC recovery. From one hand, highest cut-off frequency
values can keep SoC values closest to its reference value by reducing the effect of the
disturbance w. On the other hand, in the paper, the disturbance w is modelled to represent
the effect of the battery power required for the regulation service. Thus, this reduction
must not be too high, that is a proper value of the cut-off frequency must be assigned. In
Figure 8, a schematic of the effect of the choice of the cut-off frequency is shown.

Figure 8. Cut-off frequency choice criterion.

The aim of the proposed control method is to define a correction to the BESS output
power in the frequency domain which uses high frequency band to provide the desired
regulation service and low frequency band to counteract the low frequency drift that
takes SoC out of the limits. In order to choose the proper value of the cut-off frequency,
the requirements of the power frequency regulation service should be considered. The
primary regulation service time interval availability is assumed to be equal to 15 min [20],
thus implying that the allowed boundary frequency fw of the spectral signal w are those
corresponding to τ = 900 s, that is:

fw =
1

900
= 1.1 · 10−3 Hz (48)

which corresponds to the angular frequency, ωw, given by:

ωw = 2π ·1.1 ·10−3 ∼= 7·10−3rad/s (49)

Eventually, the cut-off frequency of ωcut, can be properly chosen as a decade lower,
since ωw allows us to obtain 3dB abatement, so obtaining:

ωcut = 7·10−4rad/s. (50)

The value of the proportional gain μ0 can finally be given by:

μ0 =
ωcut

ki
(51)

being

ki =
Pn

En
(52)
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5. Numerical Applications

In this section, an analysis is performed on the frequency, the BESS regulation power
and the BESS SoC with respect to the stochastic approaches described in Sections 3 and 4.
For the sake of clarity, the results are reported in three sub-sections, related to the (i) analysis
of frequency data, (ii) analysis of regulation power, and (iii) analysis of SoC, respectively.
The size of the BESS used in the simulation corresponds to a power rating of 98.5 MW and
an energy rating of 49.5 MWh [20].

5.1. Analysis of Frequency Data

The analysis of this section refers to the assessment of the stochastic assumptions on
the frequency process discussed in Section 3. To test the logistic-autoregressive (logistic
AR) and Ornstein–Uhlenbeck processes, actual frequency data were used, made available
from the French Transmission operator RTE [28]. More specifically, one-year frequency
values from April 2021 to March 2022 were used. In Figure 9 the frequency variation in the
period 1–15 April is reported. In the same figure, a zoom of a portion of the April 6th is
also reported.

Fr
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nc

y 
[H

z]

Figure 9. Actual frequency data from 1–15 April.

The data under consideration have been used for the stochastic characterization of the
frequency with respect to the logistic-AR and Ornstein–Uhlenbeck processes. The effec-
tiveness of the approaches has been analyzed through the method of the moments. At this
purpose, the percentage error of the first and second moments evaluated by characterizing
the frequency through the logistic-AR and Ornstein–Uhlenbeck processes are reported in
Figures 10 and 11. Both the figures refer to the whole set of the available data and the errors
are evaluated on a monthly interval basis.

Figure 10. Errors of the mean evaluated with characterization by logistic–AR and Ornstein–
Uhlenbeck processes.
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Figure 11. Errors of the second moments evaluated with characterization by logistic–AR and Ornstein–
Uhlenbeck processes.

The analysis of Figures 10 and 11 shows that both the processes allow obtaining
accurate characterization of the regulation power process. In particular, the Ornstein–
Uhlenbeck process generally performs better than the logistic-AR process. Regarding the
mean values (Figure 10), both the processes allow us to obtain quite a good estimation of the
actual dataset with very low errors. The maximum absolute errors are lower than 1.6·10−3%
for the Ornstein-Uhlenbeck and 2·10−3% for the logistic-AR. Regarding the second moment,
the Ornstein-Uhlenbeck always has a lower error than that obtained through the logistic-
autoregressive. The maximum absolute error of the Ornstein–Uhlenbeck is less than 6% and
that of the logistic-AR is less than 9%. The better performance of the Ornstein–Uhlenbeck
process is clearly reported in Table 1, where the mean absolute percentage error (MAPE)
on the first and second moments of both processes are reported for the whole dataset. In
the table, the MAPE is reported also with respect to the processes estimated on weakly
and daily basis. In all the cases, the MAPE of Ornstein–Uhlenbeck is lower than the
logistic-AR process.

Table 1. MAPE Errors.

Process

Error Mean
[%]

Variance
[%]

Monthly

Logistic Autoregressive 7.2 × 10−4 6.2

Ornstein–Uhlenbeck 3.5 × 10−4 3.0

Weekly

Logistic Autoregressive 2.0 × 10−3 8.8

Ornstein–Uhlenbeck 6.8 × 10−4 3.3

Daily

Logistic Autoregressive 6.7 × 10−3 7.9

Ornstein–Uhlenbeck 1.8 × 10−3 5.3

The fourth moments (kurtosis) of the two processes have also been compared. In this
regard, the better performance of the logistic-AR process demonstrates that it can better
reproduce the tails of the distribution of the time series values.

A synthetic profile estimated according to the Ornstein–Uhlenbeck process for seven
days is reported in Figure 12. In the same figure, a zoom of a portion of the sixth day is also
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reported. A qualitative analysis of the comparison between the synthetic (Figure 12) and
actual (Figure 9) profiles clearly confirms the accuracy of the Ornstein–Uhlenbeck approach.
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Figure 12. Frequency data estimated according to the Ornstein–Uhlenbeck process.

5.2. Analysis of Regulation Power

Based on the control scheme of Figure 3, the regulation power can be evaluated,
starting from the real system frequency or that corresponding to the stochastic process
modeled according to the Ornstein–Uhlenbeck processes. In what follows, three case
studies are reported with respect to three possible scenarios involving the dead-bands:

• Case 1: the dead-band is not considered;
• Case 2: the dead-band is ±10 mHz;
• Case 3: the dead-band is ±20 mHz.

By neglecting the effect of the SoC recovery control, in Figure 13 an example of the
regulation power for the same period of Figure 9 is reported. Case 1, Case 2, and Case 3 are
referred to in Figures 13–15, respectively. By comparing the zooms of the three cases, the
effect of the increasing dead-band range clearly appears.
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Figure 13. Regulation power in Case 1.
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Figure 14. Regulation power in Case 2.
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Figure 15. Regulation power in Case 3.

Based on the method of the moments, an analysis of the regulation power obtained in
Case 1 similar to that reported in Section 5.1 (with reference to the frequency) was carried
out, showing that it varies according to a Ornstein–Uhlenbeck process.

Regarding the other two cases, where it appeared that the regulation power can be
approximated by a Poisson process, a statistical analysis of the amplitudes of the peak
values of the regulation power and their time of occurrence was performed. In particular,
the amplitude data were given in terms of non-parametric distributions and were compared
to the truncated-Laplace distribution. These comparisons are shown in the Figure 16a,b),
which correspond to Cases 2 and 3, respectively.

With reference to the data used in this application, the scale parameter of the truncated
Laplace distribution is equal to bp = 0.0459 in the case of a dead-band equal to ±10 mHz
(Case 2), and bp = 0.0620 in the case of a dead-band equal to ±20 mHz (Case 3); in both
cases the location parameter is μp ∼= 0.
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Figure 16. Approximation of the power peak values of the regulation power to a Laplace pdf in
Case 2 (a) and Case 3 (b).

Regarding the time of occurrence of the regulation power, the analysis of the actual
values is reported in Figure 17. In particular, Figure 17a refers to Case 2 and Figure 17b
refers to the Case 3. These data are collected in terms of frequency of occurrence whose
histograms are reported in the figure together with the fitting exponential distribution
which provides an accurate approximation of the real distribution.
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Figure 17. Approximation of the time occurrence of regulation power to an exponential pdf in
Case 2 (a) and Case 3 (b).

In the two cases the mean value μt is equal to 0.0074 h (dead-band ±10 mHz) and
equal to 0.0148 h (dead-band ±20 mHz).

5.3. Analysis of State of Charge

Various simulations have been performed for deriving different SoC profiles corre-
sponding to the three case studies defined in the previous sub-sections, which refer to the
different dead-bands. Regarding the gain parameter μ0, the value estimated in Section 4
has been initially considered (μ0

∗ = 1.4·10−3). The effect of two further values have also
been investigated, which are μ0 = 10−3μ0

∗ and μ0 = 103μ0
∗. The SoC profiles obtained

for each gain parameter are reported in Figure 18 for each case study: Figure 18a refers to
Case 1, Figure 18b refers to Case 2, and Figure 18c refers to Case 3.
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Figure 18. Examples of synthetic SoC profiles over a week in Case 1 (a), Case 2 (b), and Case 3 (c).

The profiles reported in Figure 18a clearly show that, in the absence of a dead-band,
the BESS is continuously used for providing power to the grid for frequency regulation.
This implies that during the considered time of observation the SoC profile often reaches its
maximum and minimum capacity values. Particularly, this happens in the case of μ0 = μ0

∗,
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for which the SoC exceeds, in some cases, the upper (0.9 p.u.) and lower (0.1 p.u.) limits
typically adopted for the SoC to preserve the battery lifetime. As expected, the lower
value of the gain parameter (μ0 = 10−3μ0

∗) implies an even higher use of the battery
for frequency regulation thus resulting in a SoC profile that often exceeds the admissible
limits. On the contrary, a greater value of the gain parameter (μ0 = 103μ0

∗) implies less
participation of the battery to the frequency regulation service, thus resulting in a SoC
profile that is contained within a narrow range around the reference value of 0.5 p.u. This
consideration is fundamental since it demonstrates that a proper choice of μ0 is required to
optimally design the control action of the BESS which guarantees the lifetime preservation.

The considerations made for Case 1 also apply to the case of Figure 18b which refers
to a dead-band of ±10 mHz (Case 2). However, the presence of the dead-band implies a
lower participation of the BESS to the frequency regulation, thus implying that the SOC
profile has lower variations than that of the previous case and the SOC limits are rarely
reached. This behavior is stressed in the case of dead-band at ±20 mHz (Case 3) for which
the SoC always ranges in an interval very close to the reference value of 0.5 p.u. This value
of the dead-band implies oversizing of the BESS.

In summary, the plots of Figure 18 show that, when the value of the parameter is
optimally chosen, the BESS control is optimized, since it is controlled by maintaining the
SoC within admissible ranges, thus optimizing the provision of the regulation service.
When the parameter is lower than the optimal value, the SoC profile exceeds the admissible
range; differently, when the parameter is greater than the optimal value, the SoC varies very
slowly. As expected, the figures also show that the effect of the parameter value depends
on the dead-band width.

By comparing the SoC profiles of Figure 18, it is clear that in case of Figure 18a the
profile is smoother than that obtained in Figure 18b,c. This is obviously due to the nature
of the stochastic process of the regulation power, which is an Ornstein–Uhlenbeck process
in case of Figure 18a (absence of the dead-band), and is a compound Poisson process in
case of Figure 18b,c (presence of the dead-band). The presence of jumps in the compound
Poisson process, indeed, implies the presence of spikes in the profiles of SoC.

6. Conclusions

In this paper, a new stochastic approach has been applied to the study of the primary
frequency regulation service provided by battery energy storage systems. The use of storage
devices for frequency regulation in modern power systems is influenced by complexities
due to the need to match the requirements imposed by the transmission system operators
for the provision of the service, and the containment of the battery lifetime degradation,
imposed by the economic issues. For this purpose, proper control strategies are requested
to be designed which can be used despite the uncertainties typically affecting the frequency
regulation service. In this application, a stochastic approach is proposed to provide accurate
models for the time profiles of frequency, regulation power, and state of charge. In particular,
the use of the Ornstein–Uhlenbeck stochastic process is studied for the frequency profile.
Regarding the regulation power, it has been proven that it can still be modeled according
to the Ornstein–Uhlenbeck process or the compound Poisson process, depending on the
service performance requested of the storage device (more specifically, depending on the
presence or absence of the dead-band). It has been demonstrated that, in both cases, the
state of charge can be modeled according to an Ornstein–Uhlenbeck process driven by an
Ornstein–Uhlenbeck process. The accuracy of this approach has been investigated in this
paper together with the definition of a gain parameter, which can be set appropriately to
optimize the control of the battery for the balance between availability of regulation service
and battery lifetime degradation. In the numerical application it has been found that this
problem can be studied as a hitting problem, for which more research efforts are needed
in future works. The proposed approach also makes the primary frequency regulation
service provided by battery energy storage systems prone to the use of stochastic control
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methods which inherently account for the existence of uncertainties in the evolution of the
system frequency.
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Abstract: Frequency stability is a critical factor in maintaining the quality of the power grid system.
A battery energy storage system (BESS) with quick response and flexibility has recently been used as
a primary frequency control (PFC) resource, and many studies on its control algorithms have been
conducted. The cyber physic system (CPS) simulator, which can perform virtual physical modelling
and verification of many hardware systems connected to the network, is an optimal solution for
the performance verification of control algorithms and hardware systems. This study introduces
a large-scale real-time dynamic simulator that includes the national power system. This simulator
comprises a power grid model, an energy management system (EMS) model, a BESS system model,
and a communication model. It performs the control algorithm performance evaluation and the
hardware controller’s response performance evaluation. The performance of the control algorithm
was evaluated by tracking the power system’s characteristic trajectory in the transient state based on
the physical response delay time between the output instruction of the frequency regulation controller
(FRC), a hardware controller, and the output response of the BESS. Based on this, we examined the
response performance evaluation results by linking them to the optimally designed actual FRC. As a
result, we present an analysis of the BESS’s characteristic trajectories in the transient state, such as
frequency, power system inertia, and power grid constant, and provide FRC response performance
evaluation results at a level of 163 ms, by connecting the BESS installed at the actual site with the
CPS simulator.

Keywords: real-time dynamic simulation; national power grid; cyber physical system (CPS);
co-simulation; battery energy storage system (BESS); frequency control; energy management system
(EMS)

1. Introduction

Recently, power grid systems have been operated based on conventional fossil fuel-
oriented centralised power plants (CPPs) and also distributed power sources of renewable
energy. This is due to the global eco-friendly energy policy stance and emerging countries’
efforts to improve electrification ratio. This phenomenon has advantages such as carbon
emission reduction and power generation cost reduction, but there are problems in the fre-
quency control part due to the phenomena of the system’s complexity, intermittent power
generation, and system inertia decline. Power generation increased as the proportion of
distributed power source installations using renewable energy sources increased, but it also
brought problems, such as a decrease in system inertia and frequency changes due to power
output changes owing to intermittent outputs. A battery energy storage system (BESS)

Energies 2022, 15, 5722. https://doi.org/10.3390/en15155722 https://www.mdpi.com/journal/energies63
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with high flexibility and fast responsiveness is gaining traction as a solution to this problem.
The BESS can perform the roles of power generation and load because it can charge and
discharge. Therefore, it can alleviate the power output changes of intermittent distributed
power sources and can also be used in frequency controls since it responds quickly in
a low-inertia system. As a result, it is widely used as a resource for primary frequency
control (PFC). The main areas of research related to this can be classified into research
on the development of physical models and research on optimal operation strategies for
PFC. The physical model domain of the BESS is divided into dynamic models for a single
battery [1–3], dynamic models at the battery pack level [4,5], and dynamic models at the
energy storage system level [6–8]. Studies on physical models form the basis of develop-
ment research on optimal operation strategies for PFC that reflect the properties of batteries.
Based on this, simulation studies have been conducted for optimal operation strategies. The
main research areas are research on the effectiveness and feasibility assessment of BESS for
PFC [9–15], optimal SOC operation strategies of BESS for PFC [16,17], and optimal droop
control and inertia control strategies of BESS for PFC [18–22]. As such, virtual physical
models of BESS have been used in PFC simulations to analyse the characteristics of the BESS
operated by PFC or the characteristics of the power system, resulting in the development
of optimal operation strategies.

However, most previous studies did not consider the physical response delay time
that occurs between the PFC hardware controller for the BESS and the power conditioning
system (PCS). If a frequency transient state occurs in a low-inertia system, the rate of change
of frequency (RoCoF) decreases rapidly in the initial stage. In this case, the inhibition of Ro-
CoF may vary depending on how quickly the output of BESS is put in. To examine this, it is
necessary to track the power system’s characteristic trajectories in a short time, considering
the response delay time of the BESS and the amount of PFC response provided by the CPP.
Because of this, these characteristics cannot be examined in detail when closed-loop-type
simulations or power system equivalent models are used, as in the aforementioned previ-
ous studies. As a result, the concept of cyber physical system (CPS) has recently emerged,
which connects many hardware systems linked by a network with virtual physical systems.
In general, the target CPS is a hybrid system because it includes both analogue continuous
elements (such as physical elements and electricity) and digital discrete elements (such as
control algorithms). In a power grid system, therefore, analogue continuous models, such
as power generation, power transmission, and load, should be implemented to construct
CPS-type systems, and digital discrete models, such as control algorithms and hardware
controllers, should be distinguished and developed. Furthermore, the simulation-based
model verification techniques, software in the loop simulation (SILS) and hardware in the
loop simulation (HILS), should be constructed to provide a basis for verifying the target
model’s control algorithms and hardware controllers. As can be seen in recent research
cases, the following studies have been conducted: performance verification of Volt-Var
optimization engine using IEC61850t-Var [23], co-simulation verification of power and
communication systems for dynamic analysis of a micro-grid [24], verification of wide-area
communication platform for power grid monitoring system [25], efficiency verification of
wireless communication technology in a power system [26,27], and investigation of the
impacts of cyber contingency on power system operation [28]. As such, CPS simulations
can implement new power operation systems and solutions in simulations to evaluate the
impacts and validity of the system’s control algorithms and communication systems, which
are to be adopted.

As a result, this study employs CPS simulations to obtain real-time characteristic
trajectory analysis results based on the effects of the BESS response delay time for PFC, as
well as to implement hierarchical multi-systems of hardware as virtual physical systems to
provide results evaluating the response performance of the hardware controllers.

Section 2 introduces A1GridSim, named as advanced real-time dynamic power grid
simulator for CPS developed using ProTRAX software. The concept design began de-
velopment in 2014, and the first prototype and its results were published in 2016 [29].
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It consists of a power grid model that includes power generation, power transmission,
power transformation, and load; a BESS model that includes batteries, PCS, and FRC; and
a communication model that includes the protocols of DNP3.0 and Modbus. Two types of
verification and evaluation studies were conducted to test the performance and various
functions of the developed simulator. Section 3 shows the results of SILS for the compar-
ative verification of the dynamic frequency model of A1GridSim based on the transient
state frequency history data; characteristic trajectory analysis in the transient state of the
BESS for PFC; and the impact of the BESS and the characteristic trajectory analysis of the
power system according to the physical response delay time (PRDT) between the PCS and
FRC. Section 4 constructs the hierarchical multi-system of the actual hardware system and
performs co-simulation with the hardware controller installed on-site to show the results of
HILS for the performance evaluation.

2. Development of Co-Simulation “A1GridSim”

The name of the CPS simulator developed in this study is “A1GridSim”, and it was
developed using the ProTRAX software, which provides a real-time dynamic simulation
environment [30]. ProTRAX provides high-quality, high-fidelity virtual physical com-
ponents, such as a boiler, combine cycle, circulating fluidized bed (CFB), the balance of
plant, AC/DC electric power, and renewable energy. It is used as simulation software
for CPS and digital-twins by providing programmable malfunctions that can simulate the
transient state of each physical component; an emulator function for a distributed control
system; and an application programming interface (API) function for the linkage with
external solvers.

As shown in Figure 1, “A1GridSim” shows the configuration of the national power
system, targeting the power system of South Korea. The national power grid model
connects the mainland power grid of 97 GW and the Jeju island power grid of 0.8 GW
with a total of four HVDC lines. The main components consist of 177 CPPs and power
transmission and transformation facilities of the 154, 345, and 765 kV classes.

 

Figure 1. National power grid model and configuration of A1GridSim simulation modes.

The simulation mode can be selectable into the SILS or HILS type. The SILS type
is used to analyse PFC operation algorithms by modelling the BESS for PFC as a virtual
physical model. In addition, the HILS type is used to evaluate the performance of hardware
equipment by building batteries and PCS as virtual physical systems among hierarchical
multi-systems and configuring a communication model that can link up with the actual
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FRC using DNP3.0 and Modbus protocols. As a result, this section introduces the main
components of A1GridSim, which are a CPP model, an EMS model, a dynamic frequency
model, and a BESS system model.

2.1. Centralised Power Plant (CPP) Model

The CPP models consist of turbine and generator modules. There are four model types,
as shown in Figure 2: nuclear power plant (NP), thermal power plant (TP), combined-cycle
power plant (CC), and pumped-storage hydroelectricity plant (PSH). NP and TP consist of
IEEG1; CC has GAST as the gas turbine and CIGRE HRSG/ST as the steam turbine; and
PSHP has the HYGOV module as a turbine module [31–33]. They are linked to ELGEN,
which is a synchronous generator module of ProTRAX [34]. They are dynamic models, in
which the turbine and the generator are synchronised; when the turbine and generator are
synchronised and connected to the power system, the phase control of the electro-motive
force (EMF) phasor is adjusted so that the generator’s electrical output will be the same
as the output of the shaft rotating by the turbine; the generator’s free electric power and
voltage change according to the change in the EMF vector size; a deviation between the
mechanical output and electrical output occurs according to the angular velocity variation.

 
Figure 2. Configuration of CPP model and detail module about turbine and generator.

Table 1 shows the typical parameters of the CPP models. The parameters were
setuped from the KPX open-API information based on 177 CPP generators in South Korea.
The fuel types include nuclear, coal, heavy oil, LNG, and water. In the total capacity of
98.12 GW, NP accounts for 23.7%, TP accounts for 38.68% (Coal-35.74%, Heavy oil-2.95%),
CC accounts for 32.48%, and PSH accounts for 3.7%.

Table 1. Typical parameter of CPP models [35–37].

NP TP TP CC PSH

Fuel Type Nuclear Coal Heavy Oil LNG Water
Rated capacity (GW) 23.25 35.74 2.95 32.48 3.7

Number (EA) 24 65 13 63 12
Efficiency (%) 33.0~39.0 33.0~42.0 32.0~33.0 42.0~54.0 76.0~82.0

Inertia Constant (s) 6.0~9.0 4.0~7.0 4.0~5.0 3.0~6.0 2.0~4.0
Turbine speed (RPM) 1800 3600 3600 3600 300~600

Droop (%) - 5~9 4~6 6~8 3~4
Dead band (Hz) - ±0.0~±0.038 ±0.01~±0.03 ±0~±0.06 ±0.02~±0.033

Ramp rate (%MW/min) - 0.7~3.1 1.1~2.3 2.6~16.0 22.0~32.0
Heat rate (MBtu/MWh) 9200~10,700 8000~10,900 11,000~11,200 6400~8500 -
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To synchronise the turbine’s speed with the frequency of the system measured at the
generator, the CPP model performs the governor free (GF), which is a PFC service. The
response PPFC.i is calculated using the rated power Prated.i, the droop coefficient Kdroop, the
generator’s rotating speed ωi and rated rotating speed ωrated.i, as shown in Equation (1).

PPFC.i =
Prated.i(ωrated.i − ωi)

ωrated.iKdroop
100 [MW] (1)

Kdroop is configured to be 5% to 9% for TP (coal), 4% to 6% for TP (heavy oil), 6% to
8% for CC, and 3% to 4% for PSH. The CPP’s PFC response section refers to the operation
outside the frequency dead-band region, which is configured to be ±0~0.038 Hz for TP
(coal), ±0.01~0.03 Hz for TP (heavy oil), ±0~0.06 Hz for CC, ±0.02~0.033 Hz for PSH.
The output relationship between the turbine and the generator according to the angular
velocity is defined as a swing equation, as shown in Equation (2). The deviation between
the turbine output PMech.i and the generator output PElec.i is caused by the inertia constant
Hi, rated capacity Srated.i, and angular acceleration, which is the differential of the angular
velocity ωi.

2HiSrated.i
d(ωi/ωrated.i)

dt
= PMech.i − PElec.i[MW] (2)

The inertia constant Hi is given in seconds and represents the time it takes to fix the
rotating generator at the synchronous speed in a state that mechanical power is not supplied,
and the rated output is extracted. Hi is 6.0 to 9.0 for NP, 4.0 to 7.0 for TP (coal), 4.0 to 5.0
for TP (heavy oil), 3.0 to 6.0 for CC, and 2.0 to 4.0 for PSH. Therefore, an output deviation
occurs depending on the angular speed of the kinetic energy stored in the turbine-generator,
which is the product of the inertial constant Hi and the rated capacity Srated.i. Because
the rotation speed of the synchronised turbine and generator does not vary significantly,
it is changed according to the power system’s frequency change, and if a transient state
frequency occurs, insufficient power is transferred from the stored kinetic energy, resulting
in a decrease in the turbine’s speed.

2.2. Energy Management System (EMS) Model

The EMS Model performs the secondary frequency control (SFC) and the tertiary
frequency control (TFC) to maintain the power system’s power and frequency balance, as
shown in Figure 3. SFC is carried out by the AGC module, which estimates the power gen-
eration of the power grid model’s CPP model and the load of the transmission/substation
model and the load model. TFC is performed through the base-point tracking module. The
area AGC module that provides the SFC service performs the role of generating a frequency
control response every four seconds by measuring the frequency change of a short period
in 2-s intervals. The area control error, ACE is calculated through the frequency deviation
Δ f and the system control gain B. By calculating the integral of ACE, the power system’s
total AGC demand PAGC_Demand is calculated, as shown in Equation (3):

PAGC_Demand =
∫

ACE =
∫

10B(Δ f )[MW] (3)

The AGC participation rate of each CPP is calculated through the ramp rate Kramp.i of
the CPP model currently incorporated into the system, and as shown in Equation (4), the
AGC response PAGC.i is delivered every four seconds.

PAGC.i = PAGC_Demand

(
Kramp.i

∑n
i=0 Kramp.i

)
[MW] (4)

The base point tracking module, which provides the TFC service, responds to the
load change over a long period to estimate the load and select a start generator every five
minutes and delivers the base point Pbase.i every one minute. Here, the methods of selecting
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a start generator are divided into economic load dispatch (EcoLD) and environmental load
dispatch (EnvLD) methods. First, the heat rate equation for each CPP model in Table 1 can
be shown as Equation (5):

Hi(Pbase.i) =
ai

Pbase.i
+ bi + ciPbase.i [MBtu/MWh] (5)

 

Figure 3. Main component and process of EMS model.

Here, a fuel cost equation can be created by multiplying the fuel cost FCi and the
basepoint Pbase.i. Equation (6) is the fuel cost equation FEco of EcoLD, and Equation (7) is
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the fuel cost equation FEnv of EnvLD, considering the CO2 trading price CCo2 and the CO2
emission coefficient Kemi:

FEco(Pbase.i) =
(

ciPbase.i
2 + biPbase.i + ai

)
× FCi [$/h] (6)

FEnv(Pbase.i) =
(

ciPbase.i
2 + biPbase.i + ai

)
× FCi + (CCo2 · Kemi)× Pbase.i [$/h] (7)

Through the fuel cost equations, we can find the incremental fuel cost λi, which shows
the slope of the power output and fuel cost characteristics, as shown in Equation (8):

λi =
dF(Pbase.i)

dPbase.i
= 2αiPbase.i + βi [$/MWh] (8)

In the case of the CPP model operating with a certain power output, λi represents the
incremental fuel cost per unit of time required when the output is increased by 1 MW in this
operating state. Therefore, start generators are connected to the power system according
to the load in order of the lowest λi. In general, in plant power costs, plant operating
costs, maintenance and repair costs, and labour costs are all included, but this model only
considers pure fuel costs. The cost for each CPP fuel and emission factor were considered
according to the EcoLD and EnvLD operation methods for this process, as shown in Table 2,
based on which plans of start generators were simulated. Figure 4 shows the results. NP,
which has the lowest fuel cost, is responsible for the base load, and the operation start up
order is determined in the order of TP (coal), CC (LNG), and TP (heavy oil). In the results
of the start up plans, the difference between the two power supply methods is that the
incremental fuel cost λi is about 10 to 20 $/MWh higher overall in the EnvLD method than
in the EcoLD method. It is found that in EnvLD, some CCs, which have good efficiency
because of emission factor adjustments, begin to output, starting from a power load of
40 GW.

Table 2. Average fuel cost and CO2 emission factor by fuel type.

NP
TP

Bituminous
TP

Anthracite
CC

LNG
TP

Heavy Oil

Fuel Cost ($/MWh) 4.96 44.17 53.35 72.46 141.11
Emission Factor - 0.8867 0.8867 0.3889 0.6588

Based on the power generation start up plan, the generator’s reference output Pbase.i
is calculated in the base point tracking module. This process can satisfy all power loads
estimated for the CPPs that have been set up with the start up plan every five minutes, and
the control economic/environmental dispatch (CED), which undergoes the minimisation
process of the incremental fuel cost λi, is performed. After performing CED every minute,
the tracking economic/environmental dispatch (TED), which calculates the power output
adjustment to respond to the changed load, is performed. This process was implemented
using the cvxpy optimization library through the Python API and configured according
to Theorem 1. In the CED, constraints are set up through variables and parameters,
such as the CPP’s maximum power output Pmax.i and minimum power output Pmin.i, the
incremental fuel cost equation’s coefficients αi and βi, and the start up state Oni based on
the generator’s operation and stop time constraints. Furthermore, Pbase.i is allocated by
performing optimization to minimize the maximum λi among all operating CPPs. The TED
performs the power output adjustment according to the load at which the sum of Pbase.i
calculated in CED is estimated. Based on this process, we performed a one-day simulation
that allocates Pbase.i in A1GridSim.
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(a) 

(b) 

Figure 4. Optimum generator unit commitment curve by load; (a) Economic load dispatch (EcoLD);
(b) Environmental load dispatch (EnvLD).

Figure 5 shows the one-day simulation result based on the base-point tracking mode.
It shows the power generation situations layered in the start up order defined by the power
generation start up plan. In the overall trend, it is found that power is generated in the order
of NP, TP (coal), CC, and TP (heavy oil). The biggest difference between EcoLD and EnvLD,
as shown in the start up plan, is that NP and TP (coal) account for the majority of EcoLD
below 55 GW, whereas CCs, which have high efficiency due to the emission factor, are
operated for base power generation starting at 40 GW in EnvLD. As such, the EMS model
performs the SFC in the area AGC module in a short period and performs the TFC in the
base-point tracking module in a long period to balance the power generation demands and
maintain the quality of the power frequency. This means that the EMS model includes the
centralised frequency control system that operates in the actual EMS. Furthermore, when it
is performed according to the power generation start up plan and the base-point tracking
mode, considering the dynamic characteristics of CPP, it shows the characteristics of the
national power grid, in which the CPP models that have different inertia characteristics
depending on the changing load characteristics are connected to the system and operated.
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Theorem 1. Process of optimization for CED and TED by python API.

1. Control Economic/Environmental Dispatch

Import cvxpy as cp
Import numpy as np
def Control_ED(n, Pload, Pmax, Pmin, α, β, On):

PCED.i = cp.variable(shape=n, nonneg=True)
λi = cp.variable(shape=n, nonneg=True)
Pmax.i = cp.parameter(shape=n)
Pmin.i = cp.parameter(shape=n)
αi = cp.parameter(shape=n)
βi = cp.parameter(shape=n)
Oni = cp.parameter(shape=n)
Pmax.i.value = np.array(Pmax)
Pmin.i.value = np.array(Pmin)
αi.value = np.array(α)
βi.value = np.array(β)
Oni.value = np.array(On)

Constraints = list()

Constraints.append(
n
∑

i=0
PCED.i = Pload)

Constraints.append(PCED.i ≤ Pmax.i × Oni)
Constraints.append(PCED.i ≥ Pmin.i × Oni)
Constraints.append(λi ≤ 2αiPCED.i + βi)

Object = cp.Minimize(max(λ1, λ2, · · · , λn−1, λn))
Prob = cp.Problem(Object, Constraints)
Prob.solve()

Return λi.value, PCED.i.value

2. Tracking Economic/Environmental Dispatch

def Traking_ED(Pload, λi,
n
∑

i=0
PCED.i):

If Pload −
n
∑

i=0
PCED.i > 0:

PTED.i =

(
Pload −

n
∑

i=0
PCED.i

)
× λi

∑n
i=0 λi

elsei f Pload −
n
∑

i=0
PCED.i < 0:

PTED.i =

(
Pload −

n
∑

i=0
PCED.i

)
×

1
λi

∑n
i=0

1
λi

Return PTED.i.value

2.3. Dynamic Frequency Model

The dynamic frequency model is a frequency model that has dynamic characteristics
according to the power generation and demand. It is possible to approximate the relation-
ship between the CPP model’s turbine and generator by creating a kinetic equation of all
parallel generators in the current power system, such as Equation (2). It can be represented
approximately as Equation (9):

n

∑
i=0

2HiSi
frated

d fsys

dt
=

n

∑
i=0

PMech.i −
n

∑
i=0

PElec.i[MW] (9)
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(a) 

(b) 

Figure 5. The 24-h Simulation result of electric power supply and demand by base-point
tracking mode (December 2019); (a) Economic load dispatch (EcoLD); (b) Environmental load
dispatch (EnvLD).

Equation (9) shows the deviation between
n
∑

i=0
PMech.i (the sum of PMech.i, which is the

output of the turbine) and
n
∑

i=0
PElec.i (the sum of PElec.i, which is the output of the generator)

causes a change in the power system frequency fsys. Furthermore, general resistance load
is not related to frequency but has the self-control characteristics, in which the power
consumption changes according to the change in frequency in proportion to the rotational
speed at the rotator load, as shown in Equation (10):

KLΔ f =
%KL · PLoad

10
Δ f [MW] (10)

It is obtained using the load constant KL [MW/0.1 Hz] and the frequency deviation
Δ f . KL is obtained using %KL of a 0.2–0.6% range and the total load PLoad. Δ f is obtained
as the deviation between fsys and frated(60 Hz).
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Therefore, Equation (11) can represent the characteristics of the power frequency based
on the CPP Model’s inertia characteristics and the load’s self-control characteristics.

n

∑
i=0

2HiSrated.i
frated

d fsys

dt
+ KLΔ f = ΔPsys[MW] (11)

It can be seen that the power deviation occurs due to the deviation of the turbine-
generator output caused by the frequency change and the load’s self-control characteristics.
If Laplace transform is applied to this, the relationship between the power deviation δ and
frequency deviation ϕ can be represented by Equation (12):

ϕ

δ
=

(
n

∑
i=0

2HiSrated.i
frated

s + KL

)−1

[Hz/MW] (12)

where the power system’s proportional gain KF and the frequency time constant TF can be
obtained by Equations (13) and (14):

KF =
1

KL
[Hz/MW] (13)

TF =
n

∑
i=0

2HiSrated.i
fratedKL

[s] (14)

The power system’s proportional gain KF is determined by the change in the power
load according to the load constant KL. The frequency time constant TF is determined by
the load constant KL and the kinetic energy stored in the CPP model incorporated according
to the generator start up plan.

If 24-h simulation of the dynamic frequency model is performed using the CPP
model, EMS model, and power grid model examined so far, we can obtain results such
as those shown in Figure 6. Figure 6 shows the results of performing the 24-h simulation
using power load data from December 2019. For loads of 55.401 GW minimum and
81.535 GW maximum, the power generation output is operated from 55.393 GW minimum
to 81.454 GW maximum. In general, the base load is shown between 00:00 and 06:00, and
the peak load is shown between 12:00 and 18:00. Accordingly, the frequency deviation is
−0.012 to +0.037 Hz in the base load period and −0.062 to +0.049 in the peak load period.

Figure 6. The 24-h simulation result of dynamic frequency model in A1GridSim.
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2.4. BESS System Model

The BESS model is constructed based on the control algorithm and hardware control
system developed in the “Frequency regulation control for BESS” project led by the Korea
Electric Power Corporation [38–40], and its target was the BESS of 380 MW/111 MWh
installed in substations across the country. Figure 7 shows the status of BESS for PFC
installed on A1GridSim. In total, 376 MW PCS and 103 MWh batteries have been installed
at 13 substations on the mainland, and 4 MW PCS and 8 MWh batteries have been installed
on Jeju Island. A typical BESS consists of one FRC and four PCS/ESS sets, though this
varies by substation. The hardware hierarchical multi-system of the BESS for PFC has a
structure of the master power management system (MPMS), Local power management
system (LPMS), Frequency regulation control master (FRCM), FRC, PCS, and BESS. The
FRC and FRCM are referred to as the LPMS, and their role is to coordinate the FRC’s
participation rate. MPMS is a hierarchical layer for the integrated operation of LPMS at the
substation level. The virtual physical model’s PCS/BESS is physically linked to the power
grid model, and the discrete models, such as the operation sequence of PCS, are constructed
as emulation models in linkage with FRC. The FRC’s control algorithm is simulated in
linkage with the PCS/ESS model in the SILS mode. In the HILS mode, the simulation is
performed by linking the actual FRC hardware controller with a communication model,
such as DNP3.0 or Modbus.

 
Figure 7. Installation status of BESS System for PFC in South Korea power grid (2013~2017).

3. Software in the Loop Simulation for BESS System

In this section, we will examine the performance of the PFC algorithm considering
PRDT, based on the SILS mode of A1GridSim. To this end, Section 3.1 shows the results com-
paratively verifying the actual transient state frequency history data and the A1GridSim’s
transient state simulation frequency. Section 3.2 performs transient state simulations to
compare the case of no BESS and the cases of PRDT being 140 ms, 160 ms, and 180 ms and
shows the results of analysing the effects of operating PFC and analysing the trajectories of
the system characteristics by physical delay time. Finally, Section 3.3 analyses the system
characteristic trajectories for each PRDT from 140 ms to 640 ms in 20 ms increments and
shows the results of the comparative analysis of the major characteristics.
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3.1. Verification of Dynamic Frequency Model

To verify the dynamic frequency model of A1GridSim, a real-time dynamic simulation
that includes the national power grid model, we conducted a comparative analysis using
the frequency transient state history data. The frequency transient state history data target
is the data of the frequency transient state caused by the halting incident of one 950 MW
nuclear power generator during the peak load time at 3:00 p.m. in August 2016. In the
simulation environment, too, the same load data were entered to simulate the halting
incident of one 950 MW nuclear power generator where the CPP model is operated by the
EMS model. Figure 8 shows the actual historical data and the simulation results. Real refers
to the actual frequency history data, and History refers to the history of actual situations.

(a) 

(b) 

Figure 8. Comparison of history and simulation frequency for verification; (a) Frequency transient
state until recovering to rated frequency; (b) Frequency transient state until nadir frequency point.

In history, a frequency drop of 0.1632 Hz occurred, and it took 8.16 s to reach the nadir
frequency point. In the simulation, a frequency drop of 0.1648 Hz occurred, and it took
7.88 s to reach the nadir frequency point. When we examined the average RoCoF up to
the nadir point in the state just before the incident, we found that it was 0.0207 Hz/s in
Real and 0.0202 Hz/s in Sim. When the error rates were examined, it was found that the
error rate was 0.9% in the frequency drop, 3.5% in the time consumed to reach the nadir
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point, and 2.48% in the average RoCoF, showing there is a high degree of similarity in the
transient state.

3.2. Performance Verification of the BESS System for PFC

In this subsection, to examine the performance of the BESS for PFC, we simulate a
halting incident of one 950 MW generator in a situation where the frequency change is the
largest in the low-inertia system. To this end, we conducted case studies by configuring a
case where the transient state is recovered with the CPP model alone without deploying
the BESS and cases in which the PRDT is 140 ms, 160 ms, and 180 ms. Figure 9 shows the
results of case studies in terms of RoCoF, BESS power, and CPP’s GF response.

(a) 

(b) 

Figure 9. Cont.
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(c) 

(d) 

Figure 9. Result of frequency transient state simulation by case study; (a) Frequency; (b) RoCoF;
(c) BESS Power; (d) GF response.

In Figure 9, (a) shows the frequency, (b) shows RoCoF, (c) shows the BESS power, and
(d) shows the GF response. The main results of Figure 9 are summarised in Table 3. When
the results of BESS cases are compared to the case of No BESS as a reference case, the time
for reaching the nadir frequency point, TNadir, decreased by 6.58%, 7.24%, and 7.89% in
the cases, respectively. Meanwhile, the frequency deviation ΔfNadir decreased by 34.58%,
34.46%, and 34.40%, respectively. When the average RoCoF is calculated using ΔfNadir and
TNadir, the result is 0.0526 Hz/s, 0.0368 Hz/s, 0.0372 Hz/s, and 0.0375 Hz/s in Cases 1
to 4, respectively. As many previous studies have shown, it is found that ΔfNadir and the
average RoCoF are greatly improved in the cases of having the BESS for PFC compared
to the case of No BESS. Furthermore, as shown in the simulation results of BESS power in
Figure 9c, ΔfNadir and the average RoCoF improve as the PRDT becomes faster. Finally,
the time for recovering to the rated frequency frated is 30% faster for No BESS, but in the
case of No BESS, an overshooting phenomenon occurs in the process of recovering to frated,
showing that it takes about 20% longer time compared to the case of having BESS.
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Table 3. Summary of simulation results from the several case studies.

No BESS
(Case1)

140 ms
(Case2)

160 ms
(Case3)

180 ms
(Case4)

finitial 59.9914 59.9914 59.9914 59.9914
Tnadir 3.04 2.84 2.82 2.80
fnadir 59.8401 59.8954 59.8952 59.8951

Δ fnadir 0.1599 0.1046 0.1048 0.1049
RoCoFaverage 0.05259 0.0368 0.0372 0.0375
RoCoFBESS - −0.0510 −0.0505 −0.0500

GFRmax 893.86 535.02 538.72 539.11
Trecovery 105.1 150.2 150.2 150.2

When the instantaneous RoCoF in the transient state is examined, it is found that the
minimum RoCoF to reach fNadir is −0.0958 Hz/s in every case. The reason is that it is the
result before the BESS system responds. Therefore, when it is examined at the respective
response time of the BESS (Cases 2 to 4), it is −0.051 Hz/s, −0.0505 Hz/s, and −0.05 Hz/s,
respectively, which means the BESS responds faster as the RoCoF decreases. Lastly, GFRmax,
the CPP’s GR response value, has decreased by 40.14%, 37.73%, and 39.69% in the cases of
having BESS compared to the case of No BESS.

The results of the case studies examined so far were analysed through the system
characteristic trajectory according to each case. In the transient state of the entire system,
the trajectory was tracked with the relationship between the power deviation ΔPtrn and the
frequency deviation Δ ftrn. ΔPtrn and Δ ftrn were calculated by Equation (15) and (16):

ΔPtrn =

(
PGen

t − PGen
t=0

PGen
t=0

)
−
(

PLoad
t − PLoad

t=0

PLoad
t=0

)
[pu] (15)

Δ ftrn =
fsys

t − fsys
t=0

fsyst=0 [pu] (16)

Figure 10 shows the relationship between the power deviation and the frequency
deviation in the frequency transient state, and shows the trajectory of the power grid con-
stant. The power grid constant can be shown by Equation (17) according to the relationship
between the two:

Ksys =
ΔPtrn

Δ ftrn
(17)

(a) 

Figure 10. Cont.
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(b) (c) 

 
(d) (e) 

Figure 10. Curve about deviation of power and frequency by case study; (a) Power grid constant
at entire period; (b) BESS response point; (c) Nadir frequency point; (d) Quasi−steady state point;
(e) Overshooting point.

In Figure 10, (a) shows the power grid constant over the entire period, (b) shows the
response point of the BESS, (c) shows the nadir frequency point, (d) Quasi-steady state
point, and (e) shows the overshooting region of the frequency control in the region where
the rated frequency is reached. If the generator halts at a point where the power distri-
bution and frequency deviation are both 0 pu, the power deviation decreases sharply to
−0.0215 pu, after which a frequency deviation occurs. As shown in Figure 9, every case
follows the same power grid constant before the BESS responds. At the point where the
BESS responds, the decrease in the power and frequency deviations is temporarily reduced,
as shown in Figure 10b. After this, it proceeds to the nadir frequency point, and as shown
in Figure 10c, it reaches the peak point of frequency deviation. Here, the power grid
constant is 0.946, 0.891, 0.893, and 0.898 in Cases 1 to 4, respectively. These points are Points
where the rated frequency is recovered from the nadir frequency, and as the value of the
power grid constant decreases, the recovering ability increases. The BESS is operating at
its maximum power output of 376 MW, and from the point of recovery by the CPP’s GF
response, the next point, the quasi-steady state, can be reached with a relatively smaller GF
response as the power grid constant decreases. This is the reason why GFRmax is small in
the case of the BESS with a fast PRDT. Next, Figure 10d shows the region for reaching the
quasi-steady state through the nadir frequency point. In the presence of a power deviation,
the power deviation is positive because the power generation exceeds the load, and the
frequency change in the transient state is converged to 0, allowing the quasi-steady state
point to be reached. The power grid constant at the quasi-steady state point is 0.935, 0.784,
0.782, and 0.779, respectively. In this region, a transient state occurs, and a stable state
is maintained primarily. As the power grid constant increases, it can be shown that the
stability increases in the frequency change. Here, the case of No BESS has the highest
value because it is in a state where very high GF and AGC responses are incorporated into
the power grid, which later causes the overshooting at the transient state recovery point.
Finally, Figure 10e shows that the recovery has been achieved, as it was before the transient
state occurred. In the case of No BESS, overshooting occurs, but in the case of applying the
BESS, the overshooting phenomenon is inhibited through immediate charging control.

3.3. Analysis of Impact on Physical Response Delay Time between FRC and PCS

We have examined the performance verification results of the BESS for PFC above.
Here, we have found that the faster the PRDT, the better the transient state recovery
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performance. As shown in the results of Figures 9 and 10, there is no large difference
between the cases of 140 ms and 180 ms in the case studies. As a result, in this subsection, we
will examine the main results by analysing the trajectories, as in Section 3.2, for the results
from 140 ms, where the system can respond most quickly due to hardware characteristics,
to 640 ms in 20 ms intervals.

Figure 11 shows the main results of analysing the trajectory at the transient state
frequency according to the PRDT. It shows (a) the power grid constant at the nadir frequency
point, (b) nadir frequency, (c) average RoCoF, (d) GF response when the BESS responds, and
(e) GFRmax. At the point where the frequency is recovered after the maximum drop of the
frequency at the nadir frequency point, the quasi-steady state can be recovered more stably
as the power grid constant decreases. In case of PRDT of 200 ms, the power grid Constant
is 0.86198, which is 4% lower than that of the case where the PRDT is faster than 180 ms.
As explained earlier, as the PRDT increases, the power grid constant at the nadir frequency
point decreases, in which case the quasi-steady state can be stably reached. However, this
must be checked with the trajectories of frequency, RoCoF, and GF response. As confirmed
earlier, the nadir frequency and the average RoCoF decrease as the PRDT increases. When
the GF response is examined, it is found that the GF response at the BESS response point
increases after 200 ms, and finally, GFRmax also increases. Therefore, the reason why the
power grid constant at the nadir frequency point starts to decrease at 200 ms is that the
power deviation decreases since the GR response rate for the BESS response is larger than
that of the case faster than 200 ms. This means that the BESS responds faster than the CPP’s
PFC, reducing the CPP’s GF response, and the goal of quickly inhibiting the frequency
drop is not met due to the slow response time. This means that the PRDT faster than
200 ms must be maintained to use the performance of the BESS as much as possible.

 
(a) 

 
(b) (c) 

 
(d) (e) 

Figure 11. Main results of transient characteristic trajectory analysis considering the effect of phys-
ical response delay time; (a) Power grid constant at nadir frequency point; (b) Nadir frequency;
(c) Average RoCoF; (d) GF Response at starting BESS; (e) Maximum GF Response.
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4. Hardware in the Loop Simulation for BESS System

4.1. Configuration of the HILS System for Response Performance Evaluation

For HILS, we constructed the PCS-BESS in the BESS for PFC as a cyber physical model
and linked it to the real FRC to evaluate the optimal PRDT performance. Figure 12 shows the
configuration and characteristics of the actual and virtual BESS. The actual BESS measures
the frequency of the power grid in 16.67 ms cycles through the frequency measurement
unit (FMU) and sends it to the FRC. It takes 7 ms to generate the FRC demand based
on this frequency and 150 ms to generate the BESS power through the demand received
from the FRC. Through this system, the PRDT of 180 ms or less should be satisfied, as the
result of SILS. To implement such a real hardware hierarchical multi-system as a CPS, we
constructed the PCS, BESS, and power grid systems as physical models and linked them to
the real FRC. The communication model was configured with MODBUS, a protocol that
links the real FRC and the PCS, and a shared memory was configured so that the respective
PCS-BESS processes can access the FRC simultaneously. Here, for the electric power grid
model and the BESS model, the calculations were performed in time-steps of 16.625 ms so
that the response level would be the same as that of the real facility. These configurations
were implemented with portable test equipment that can check the response performance
of the FRC installed at the substations, and the performance test was conducted.

 

Figure 12. Configuration and characteristic of BESS System for actual and cyber physical system.

4.2. Result of BESS’s Response Performance Evaluation by HILS

Figure 13 shows the response experiment results of the FRC at Non-gong Substation,
which were checked through the Iba analyser, a process data acquisition system. For this,
we constructed virtual physical models for the 36 MW PCS and 9 MWh batteries of Non-
gong Substation to conduct the response performance test. As shown in Figure 13a, the
frequency transient state simulation was performed for about 90 s, and the nadir frequency
became 59.8501 Hz at 8.91 s. To gain a more detailed view of the time that the BESS
responded, we examined the BESS response point, as shown in Figure 13b. At 8.45650 s, the
frequency dead-band was deviated, and the FRC determined the frequency transient state.
At 8.47928 s, an FRC demand was generated, and at 8.61935 s, the BESS power responded.
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(a) 

(b) 

Figure 13. Result of FRC’s response performance evaluation by Iba Analyzer in Non-gong substation;
(a) Entire period; (b) BESS response starting point.

Therefore, it took 23.32 ms to generate the FRC demand according to the frequency
change, and it took 139.5 ms for the BESS power to respond after the generation of the FRC
demand. As a result, 162.3 ms was required for the PRDT, which was the time taken while
the FRC determined the frequency, and finally, the BESS responded. As such, through the
HILS, it was confirmed that the PRDT response performance was sufficiently satisfied for
the FRC of the on-site BESS.

5. Summary Results

In this study, we used the SILS and HILS to provide the performance verification and
evaluation results of the BESS. In the SILS type, compared to the frequency history data, the
error rate in the maximum drop frequency was 0.9%, the error rate in the time consumed to
reach the nadir frequency was 3.5%, and the average RoCoF was 2.45, confirming a high
level of reliability. Furthermore, comparative analysis was performed between the cases
of recovering without the BESS for PFC in a frequency transient state caused by a halting
incident of a 950 MW generator and the case of PRDT of 140 ms, 160 ms, and 180 ms in
a 376 MW BESS. The results showed that the maximum frequency drop was reduced by
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34.40 to 34.58% in the case of having the BESS for PFC compared to the case of No BESS.
Furthermore, the time taken to reach the nadir frequency point was reduced by 6.58 to
7.89%, and the average RoCoF was reduced by 28.70 to 30.03%. Therefore, it was confirmed
that the frequency drop inhibition in the transient state was improved. Meanwhile, the
CPP’s GF response decreased by 37.73 to 40.14%. Furthermore, the power grid’s constant
trajectory was tracked in the frequency transient state. In the case of adding the BESS for
PFC, the power grid constant at the nadir frequency point was reduced by 5.07 to 5.81%,
and the ability to recover to the quasi-steady state was greatly improved. In addition, we
conducted the trajectory analysis with a PRDT of 140 ms to 640 ms to examine the power
grid constant, nadir frequency, RoCoF, and GF response at the nadir frequency point. In the
results, as the PRDT decreased, the nadir frequency decreased, and the RoCoF’s decrease
rate increased, while the power grid constant started to decrease greatly at 200 ms. This is
because the GF response trend at the BESS response point starts to decrease at 200 ms, and
as the maximum GF response’s increase rate increases, the change in the power deviation
decreases relative to the frequency deviation, and the power grid constant decreases, thus
reducing the inhibition of the frequency drop. Therefore, when examined comprehensively,
it is found that when a PRDT faster than 180 ms is satisfied, the GF response reduction
effect increases, improving the power system’s stability. The HILS-type simulation was
designed to mitigate the communication load with the FRC through the shared memory
to verify the optimal response performance of the BESS installed at actual substations,
and the performance test results showed that the PRDT was 162.3 ms, which satisfied
the requirement.

6. Conclusions

This study introduced a novel power grid simulation with the BESS model for PFC.
It is a real-time dynamic simulator that has a national power grid model, based on which
real-time simulations can be performed in time-steps ranging from several ms to tens of ms.
The continuous characteristics of the models can be analysed in real-time by analysing the
characteristic trajectories of the power system at the national power grid level, based on the
dynamic CPP model, the EMS models of PFC, SFC, and TFC, and the dynamic frequency
model according to the power generation type, which are the key models. We presented
the results of verifying the performance of the BESS algorithm for PFC and evaluating the
response performance of the hardware controller based on these characteristics.

As result, it was confirmed that when BESS was used in the frequency transient state,
the maximum frequency drop, the RoCoF, and the GF response of CPP were improved by
about 30% than No BESS. In addition, the PRDT also confirmed that performance can be
satisfied only when it reacts faster than up to 180 ms, and that the response performance of
HILS’ hardware controller is satisfied at 162.3 ms.

These functions of the CPS simulator can be used as an evaluation platform for so-
lutions, such as a virtual power plant consisting of hardware hierarchical multi-systems.
To this end, we need to develop reliable models for distributed power sources consist-
ing of various energy sources and variable types of communication protocol models to
ensure scalability.
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Abbreviations

PPFC.i Power demand of generator about primary frequency control MW
Prated.i Rated power of generator MW
ωrated.i Rated rotating speed of generator rad/s
ωi Rotating speed of generator rad/s
Kdroop Droop coefficient of generator %/100
Hi Inertia constant of generator s
Srated.i Rated capacity of generator MVA
PMech.i Mechanical power of generator MW
PElec.i Electrical power of generator MW
PAGC_Demand Total AGC demand in power system MW
ACE Area control error MW
B Control gain of AGC MW/Hz
Δ f Deviation of frequency Hz
PAGC.i AGC demand of generator MW
Kramp.i Ramp rate of generator %/100
Pbase.i Base point of generator by tertiary frequency control MW
Hi(Pbase.i) Heat rate equation of generator MBtu/MWh
FEco(Pbase.i) Fuel cost equation of generator by EcoLD mode $/h
FEnv(Pbase.i) Fuel cost equation of generator by EnvLD mode $/h
FCi Cost of fuel used by generator $
CCo2 CO2 trading price $
Kemi CO2 emission coefficient %/100
λi Incremental fuel cost equation of generator $ /MWh
Pmax.i Maximum power of generator MW
Pmin.i Minimum power of generator MW
Oni Start up state of generator -
Pi Power of generator MW
PCED.i Power demand of generator by CED MW
PTED.i Power demand of generator by TED MW
frated Rated frequency of power system Hz
fsys Frequency of power system Hz
KL Load constant of power system MW/0.1Hz
PLoad Power consumption MW
ϕ Change of frequency Hz
δ Change of electric power MW
KF Proportional gain of power system Hz/MW
TF Frequency time constant s
TNadir Time for reaching the nadir frequency at frequency transient state s
finitial Initial frequency before frequency transient state Hz
fnadir Nadir frequency at frequency transient state Hz
ΔfNadir Frequency deviation between initial frequency and nadir frequency Hz
RoCoFaverage Average rate of change of frequency Hz/s
RoCoFBESS Rate of change of frequency at BESS response point Hz/s
GFRmax Maximum governor free response MW
Trecovery Time to recover from transient state s
ΔPtrn Deviation of electric power in transient state pu
Δ ftrn Deviation of electric frequency in transient state pu
PGen

t Total generation power in power system at time t MW
PGen

t=0 Total generation power in power system at initial time MW
PLoad

t Total load in power system at time t MW
PLoad

t=0 Total load in power system at initial time MW
fsys

t Frequency at time t Hz
fsys

t=0 Frequency at initial time Hz
Ksys Power grid constant pu
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Abstract: In the last years, the overall system inertia is decreasing due to the growing amount of
energy resources connected to the grid by means of power inverters. As a consequence, reduced levels
of inertia can affect the power system stability since slight variations of power generation or load may
cause wider frequency deviations and higher rate of change of frequency (RoCoF) values. To mitigate
this trouble, end-user distributed energy resources (DERs) interfaced through grid-following inverters,
if opportunely controlled, can provide additional inertia. This paper investigated the possibility of
improving the control law implemented by a low-cost controller on remotely controllable legacy DERs
to provide synthetic inertia (SI) contributions. With this aim, power hardware-in-the-loop simulations
were carried out to test the capability of the proposed controller to autonomously measure frequency
and RoCoF and provide SI actions by controlling an actual battery energy storage system.

Keywords: virtual inertia; fast frequency measurement; fast frequency regulation; distributed energy
resources; microgrids; ancillary services; power hardware-in-the-loop; legacy resources

1. Introduction

The electric power system is facing new technical challenges due to the progressive in-
tegration of alternative energy sources in transmission and distribution networks. Massive
efforts have been made in Europe to promote the employment of renewable energy sources
(RES) and further steps will be taken to reach the energy transition targets of 2030 [1].
Nevertheless, the replacement of conventional power plants with RES is affecting the
power system stability. Resources such as photovoltaics and wind turbines are interfaced
with the grid by means of power converters, and are therefore not equipped with rotating
masses that can release or absorb mechanical energy. As a result, high penetration levels
of RES will reduce the total system inertia (TSI), and slight variations of generation or
demand will cause wider frequency deviations, affecting power system security [2]. With
reduced TSI, severe frequency fluctuations can result in undesired tripping of protections
or load/generation units disconnection, or even instability [2,3].

Therefore, in the next years, new countermeasures must be adopted to limit the values
of frequency nadir and rate of change of frequency (RoCoF) following a disturbance, in
order to preserve power system safety and stability [4]. This is especially true in the
case of smaller electrical systems such as isolated microgrids or non-synchronous islands,
which are often interconnected to the mainland only through high-voltage direct current
connections (such as, for example, in the case of Northern Europe [3]). Theoretically, as
observed in [5], additional synchronous capacitors may be installed to improve the total
system inertia. However, since these systems could result as expensive and complicated
to be implemented, alternative solutions based on already installed power inverters, able
to provide provide virtual or synthetic inertia (SI) by emulating the inertial behavior of
synchronous generators, have been proposed.
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Recent developments have shown that prosumers and active end-users at the distribu-
tion level are theoretically able to manage their own generation/load resources to provide
ancillary services, such as congestion management, frequency restoration reserve [1,6], or
inertia support to system operators. With this goal, an example of peer-to-peer cyberphysi-
cal infrastructure aimed at optimizing the inertial response of distributed energy resources
(DERs) in an energy community was presented in [7]. The possibility to obtain distributed
SI contributions by means of widespread distributed generation (DG) and DERs was also
proposed in [8–10]. Even if storage systems are considered the best source to provide fast
frequency control services [11–14], several studies have also demonstrated that is possible
to generate SI by controlling domestic loads, such as refrigerators and boilers [15,16], or
single-phase electric vehicles [17]. In this sense, the possibility to provide fast frequency
regulation support by means of public LED lighting systems has been also investigated
in [18].

Although the idea of using DERs for fast frequency regulation and SI support is
generally accepted, few practical implementations can be found in the literature, and the
actual controllability of legacy distributed resources was never addressed. In [19], the
authors preliminarily investigated the possibility to develop a low-cost controller able
to autonomously measure frequency and RoCoF, and implement an SI control law on
the management system of remotely controllable DERs. Such a controller can enable SI
response for any distributed component that possesses the ability to receive a remote
control signal on a fast communication channel, without the need of reprogramming its
management system or inverter.

In this paper, the studies on the low-cost SI controller have been further extended with
more extensive power hardware-in-the-loop (PHIL) tests on the control of a battery energy
storage system (BESS) as provider of system inertia support. The tests carried out in this
paper were aimed to test the implementation of the SI controller on a single-board computer
with more advanced computation capabilities than the one used in [19], which permitted to
overcome some observed frequency measurement issues and improve the overall frequency
response. Power hardware-in-the-loop tests allowed us to analyze the impacts that real-
time fast frequency and RoCoF measurements have on the actual feasibility of SI control,
and to tune control parameters such as RoCoF dead-band, frequency smoothing factor,
and measurement reporting time. The performances of the real controller are compared to
the PHIL simulation of an ideal controller with negligible RoCoF measurement error and
reporting time. Moreover, several PHIL tests were aimed to address the issue of RoCoF
error and study the impacts of a filtering stage in terms of stability and response delay.
The possibility of increasing frequency measurement reporting time to reduce RoCoF error
was also investigated, demonstrating how the controller has enough idle time to extend
the number of controlled devices and control functions without affecting the efficacy of
the control.

2. A Low-Cost Controller for Distributed Synthetic Inertia

In the coming years, ancillary services for power system management and stability
will be also provided by distributed energy resources located at end-user level [20]. Several
research projects investigated the capability of DERs such as battery energy storage systems,
distributed generation, and loads to provide specific flexibility services, including synthetic
inertia [11,21]. The provision of synthetic inertia, or fast frequency regulation, requires that
a power device must be able to detect and respond to frequency variations very rapidly, in
a few hundred milliseconds from the beginning of the transient event. As demonstrated
in [11], a battery energy storage system represents one of the best candidates to provide
frequency ancillary services thanks to its technical characteristics, such as long discharge
time, high ramping rate, and high voltage/frequency control capability of its inverter.

The efficacy of SI control is severely affected by the quality of frequency and RoCoF
measurements. The delays introduced by computation and communication processes
can negatively affect the virtual inertia response, as shown in [13], even when power

88



Energies 2022, 15, 3016

converter-based resources have the capability to adjust their power output within few
cycles. Obtaining fast and reliable frequency and RoCoF measurements at field level
represents a crucial aspect to be considered, since, unfortunately, speed and accuracy are
two characteristics that tend to be mutually exclusive. In addition, the typical presence
of unbalanced voltages, noise, and distortions in the distribution grid compromises the
reliability of frequency measurements at end-user level. Authors in [22] even suggested that
the assumption of having reliable RoCoF signals at distribution level may be unrealistic.

In this paper, the capability of a low-cost controller aimed to provide real-time synthetic
inertia control of a BESS is assessed. The main characteristics of the proposed controller
are that it must be autonomous (no external frequency/RoCoF signal should be needed)
and based on the use of low-cost technology. More advanced frequency measurement
can be provided using intelligent electronic device (IED) or phasor measurement unit
(PMU) technologies, which are clearly not suitable for end-user applications due to their
high costs [22,23]. The controller studied in this paper is instead based on a very low-cost
architecture (below USD 100), being based on the use of an off-the-shelf single-board
computer. In our implementation, a Raspberry Pi 4 Model B was used, but clearly any
other similar processing unit could be adopted. This device has the following technical
characteristics: 64-bit quad-core processor, 4 GB of RAM, dual-band 2.4/5.0 GHz wireless
LAN, Bluetooth 5.0, Gigabit Ethernet, USB 3.0, power over Ethernet capability, and a
standard 40-pin general-purpose input/output (GPIO) header.

The main purpose of this controller is to estimate RoCoF variations and generate SI
control of a BESS, accordingly. SI control is obtained by changing the battery’s power
output set-points with an additional control signal proportional to RoCoF variations. The SI
control can happen even without having to reprogram the BMS, with particular advantages
in the case of legacy devices, whose internal control schemes and logic, based on proprietary
languages and codes, cannot be modified.

The proposed controller, whose scheme is shown in Figure 1, is able to acquire and
process grid voltage signals, calculate both frequency and RoCoF, and communicate with
other external devices through Ethernet (LAN), Bluetooth, and USB. The GPIO interface of
the single-board computer is used to acquire the voltages. The GPIO works with digital
signals only, and therefore a voltage transducer and an analog to digital converter (ADC)
are required. The transducer used in out tests is a high-voltage differential probe, with a
signal attenuation of 200×, coupled with a DC source used to add a 1.65 V offset in order to
adapt the voltage waveform to the ADC-shield input voltage (i.e., 0–3.3 V). A 10-bit ADC,
with a cost of about $10, equipped with serial peripheral interface (SPI) is also mounted on
a prototype shield and connected to the GPIO’s pins.

Figure 1. Scheme of the investigated SI controller.

The digital voltage signals are sampled by the single-board computer and are used to
calculate the system frequency using the algorithm described in Section 4. This algorithm
assumes that the acquired samples are equally spaced. In practical implementations on
a single-board computer, this requirement is hardly satisfied without introducing idle
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times on samples or reducing the sampling rate. For this reason, a resampling process is
performed to interpolate the acquired samples and obtain regularly-spaced input data (in
the tested application the sampling time is 50 μs).

As a next step, the frequency values are employed to calculate the RoCoF and generate
the corresponding SI control law. Nevertheless, as described in Section 4, due to the
presence of noise and distortions on the acquired voltage signal, a filtering process is added
between frequency and RoCoF calculation. This filtering stage is also recommended by
ENTSO-E in a document discussing frequency and RoCoF measurement requirements [24].
As specified in this report, a wide range of different filter algorithms are available, such
as Bessel, Butterworth, Chebyshev, elliptic, etc. However, these filters must be tuned
in such a way to minimize the presence of noise without introducing excessive delays.
An application case of frequency filtering is presented in [25], in which an appropriate
feedback and feedforward filter was applied in order to remove noise as much as possible
without affecting the RoCoF behavior. The algorithm is based on a combined version of
“comb” filter, which acts by adding a delayed version of the signal to itself and causing
constructive and destructive inference that can attenuate the specified frequency signal and
its harmonics [26]. In this paper, a less sophisticated filter based on exponential moving
average is employed in order to limit the necessary computational burden. This algorithm
is able to reduce lags introduced from the average process by applying more weight to the
recent samples than the older ones, and, therefore, results as particularly sensitive to recent
signal changes [27]. According to the measured RoCoF values, the controller generates an
SI control law and communicates it to the battery management system (BMS) of the BESS.
In our tests, the control law is transferred to the BMS through the LAN and using Modbus
TCP/IP protocol.

3. Experimental Tests of Synthetic Inertia Control by Means of a Battery Energy
Storage System

In order to assess the performances of the proposed SI controller, power hardware-in-
the-loop (PHIL) tests were performed by means of a microgrid facility located at LabZERO
laboratory of Politecnico di Bari [28,29]. This facility permits to implement, in a real-time
simulating environment, the interaction between the power system and real power devices
installed in the microgrid.

The very first step of our analysis was to test the behavior of the 5 kVA LiFePO4 BESS
currently installed in the LabZERO microgrid when it is controlled to provide synthetic
inertia during a simulated frequency event. The controlled physical battery interacts
with a power system model that reproduces, in real time, the electromechanical transient
following a sudden power imbalance. This first PHIL simulation was used as a benchmark
to compare, in the following tests, the SI response of the BESS when it is regulated by the
proposed controller. In these additional PHIL tests, the SI control law sent to the BMS is
directly generated by the Raspberry controller, which autonomously measures frequency
and RoCoF, and controls the battery. These tests will also be aimed to demonstrate how, by
moving the evaluation of the SI control at field level, it is possible to reduce the delays due
to communication and control processes.

The power hardware-in-the-loop test bench is shown in Figure 2. The real-time
simulator OPAL RT5600 (OPAL-RT Technologies, Montreal, QC, Canada) is used to simulate
the electromechanical response of a generic power system, whereas the programmable
power source Triphase PM15A30F60 (Triphase, Holsbeek, Belgium) is programmed to
control the entire microgrid in grid-forming mode. Through synchronous communication,
based on a fiber optics channel, the real-time frequency of the simulated system is sent
by the real-time simulator (RTS) to the programmable source. This frequency value is
imposed in real time on the actual microgrid and, therefore, on all its components. The
frequency excursions following load/generation imbalances, which are controlled through
the primary frequency regulation of the simulated system, are applied to the microgrid and
to the BESS under study.

90



Energies 2022, 15, 3016

Figure 2. Power hardware-in-the-loop test equipment.

3.1. System Model and Frequency Response without Synthetic Inertia

In Figure 3, the block diagram used to build an equivalent model of the power system
is shown. The term ΔPL is the active power load variation applied to generate a power
imbalance, whereas ΔPSI represents the active power exchanged by BESS to provide SI, and
ΔPG is the primary frequency regulation following the disturbance. Table 1 summarizes
the values assigned to the droop R and to the delays TG, TT1, TT2, TT3 of the governor and
reheat turbine models. The limits set for the governor model consider the valve opening
constraints, whereas limitations imposed on the turbine model take into account the active
power limits. A substandard level of system inertia H (3 seconds) was assumed to simulate
the arising of reduced TSI conditions due to the high penetration of inverter-based RES.
This assumption was made in accordance with [30], where the authors estimated system
inertia of the Italian transmission system, highlighting how a TSI even lower than 3 seconds
has been experienced during specific real-time conditions.

Figure 3. Power system model with synthetic inertia contribution.

Table 1. Power system model coefficients.

R TG TT1 TT2 TT3 H D SF
[p.u.] [s] [s] [s] [s] [s] [p.u./kW]

0.050 0.20 2.1 2.1 7.3 3.0 0.020 0.0116

Figure 4 shows the transient response of the simulated system to a sudden load step
change, when only primary frequency regulation is considered (i.e., the term ΔPSI related
to the power contribution of synthetic inertia is set to zero). Since the scope of the following
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tests is to test inertial control, which happens within the first 500–1000 ms of the transient,
secondary frequency regulation is not modeled. At the beginning of the simulation (t < 0 s),
the system was assumed to be in steady-state conditions, with the synchronous generation
perfectly balancing the load. At time t = 0 s, an instantaneous upward load step change
(ΔPload = +0.1 p.u.) was applied. The primary frequency regulation of the synchronous
generation regulated the power output of the quantity ΔPgen so that a new equilibrium
point was reached. The primary frequency regulation was modeled according to the
transfer functions typical of a thermoelectric plant, whose parameter values are shown
in Figure 3.

Figure 4. Frequency and active power trajectories without SI control.

As shown in Figure 4, the load step variation gave rise to the frequency transient
represented by a dotted black curve. After 1.62 s, the frequency trajectory reached its
minimum, or nadir, at 49.21 Hz. Then, thanks to primary regulation, system frequency
is brought back close to its nominal value, settling to about 49.75 Hz. Without synthetic
inertia support, frequency control was only provided by the synchronous generators that,
by means of the primary frequency regulation, adjusted active power generation according
to the simulated response of the turbines’ governor. After about 6 seconds from the
contingency, the power response ΔPgen, depicted in Figure 4 with a continuous blue curve,
reached the same value of the applied load variation ΔPload. A power overshoot of about
0.030 p.u. was reached during regulation.

3.2. PHIL Tests of Synthetic Inertia by Means of BESS

In this second subsection, the capability of a BESS to modulate its power output and
provide frequency support was investigated. The presence of an additional non-null active
power contribution ΔPSI in the scheme of Figure 3 was therefore considered. This additional
term takes into account the SI contribution provided by BESS in terms of active power
balance. The BESS power output was remotely managed, applying a current reference
set-point Ire f to the BMS. This set-point was calculated by a simulated SI controller on the
basis of the RoCoF signal, and then sent via Modbus TCP/IP communication. In these
tests, the proposed SI controller is only emulated through the RTS. Frequency and RoCoF
measurements are ideal signals obtained by the RTS during the transient simulation.

The active power response of the BESS was measured by the controllable power source
and fed back to the RTS in order to close the loop of the PHIL simulation. Since the SI
active power control should reproduce the response of a larger number of storage units,
ΔPSI was scaled by a factor SF (shown in Figure 3). By means of this scaling factor, the
real BESS, whose maximum inertial contribution was set to about 3.5 kW, represents in
the real-time simulation a BESS with nominal power equal to 4% of the reference power.

92



Energies 2022, 15, 3016

The synthetic inertia control adopted in this test case and simulated through the RTS is
represented in Figure 5.

Figure 5. Block diagram of the SI controller simulated with the RTDS.

With the aim to avoid an excessive control activity of BESS around the frequency
equilibrium point and endanger the lifespan of the battery, a 10 mHz/s RoCoF dead-band
was assumed. Moreover, the saturation block limited the direct current reference Ire f to
[−5,+5] A, thus about 3.5 kW in charge/discharge mode.

As previously mentioned, in these tests, an ideal SI controller is just emulated in the
RTS. The SI control law is obtained according to the scheme Figure 5. The RoCoF signal
is calculated during the simulation by deriving the continuous frequency signal. RoCoF
is therefore a continuous quantity, known instantaneously at each simulation time step
(i.e., 0.125 ms). Due to the absence of delays and measurement errors in the RoCoF signal,
as shown in Figure 5, no filters were adopted in the control chain.

In tests, increasing values of gain K in the interval 10–25 A/(Hz/s) were used in order
to study the dependence of the system frequency response with respect to the amount of
active power provided by the inertial control. Figure 6 shows the frequency response of
the simulated system after the introduction of the SI support with various values of gain K.
The black dashed line represents the system frequency response without any SI support,
which was previously calculated and assumed as base case. Differently, all other curves
are the frequency trajectories obtained in the presence of BESS synthetic inertia control.
The observed response is coherent with the typical effects of fast SI control actions [13]. In
comparison with the base case (no SI control action), higher frequency nadir points were
reached, even though the settling time was increased.

In general, it can be observed that an increase of gain K allowed to reduce the frequency
derivative in the very first instant and reach a higher nadir. However, higher magnitude of
inertial control corresponds also to larger second overshoot and longer settling time. From
Figure 7, it is possible to observe how control gain affects system response. A lower gain
reduces the BESS participation in frequency control, letting the synchronous machine more
rapidly take care of the power imbalance. The synchronous generator overshoot decreases
with SI contribution. In the PHIL tests, this overshoot was reduced from 0.0295 p.u. of
the base case to 0.0232 and 0.0230 p.u. for the case with K = 10 and K = 25, respectively.
Having reached the nadir, the SI control action changes its sign: for this reason, higher gains
cause an increase of the second frequency overshoot and an increase of the time necessary
to reach steady state.

Table 2 permits to better compare the results obtained using different gains after the
same load-step variation. The settling time was calculated considering a 2% tolerance
around the steady state value. The fall time is the time necessary for the frequency to
drop from 10% to 90% of the settling value. This fall time was used to average the RoCoF
value in the initial characteristic of the frequency transient (see Table 2). To assess the
impact of SI on RoCoF, the average RoCoF value is more suitable than the maximum value,
since the latter is always experienced in the very first instant after t = 0 s, when no actual
regulating response of the BESS is possible (in other words, the maximum instantaneous
RoCoF is the same in all simulations). The obtained results demonstrated that fall time
and average initial RoCoF improve with SI gain increase. However, it can be noticed how
these improvements soon saturate with SI gain increase, whereas settling time continues
to increase. This is due to the fact that, in the initial moments when RoCoF reaches its
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maximum, high gains will cause SI control to hit the maximum active power limits of the
battery, and therefore no further frequency response improvement can be obtained.

Table 2. Ideal synthetic inertia controller: characteristics of the frequency step response.

Gain K
[A/(Hz/s)]

Frequency
Reporting Time

[s]

Fall Time
[s]

Average
RoCoF
[Hz/s]

Time
nadir [s]

Frequency
nadir [Hz]

Overshoot
[%]

Settling
Time [s]

0 - 0.242 0.824 1.616 49.211 0.050 5.063
10 inst. 0.307 0.650 2.285 49.364 0.057 10.764
15 inst. 0.310 0.645 2.483 49.396 0.068 11.896
20 inst. 0.312 0.640 2.672 49.417 0.076 12.800
25 inst. 0.321 0.623 2.770 49.430 0.080 13.547

10 0.050 0.278 0.720 2.254 49.367 0.056 10.795
10 0.100 0.260 0.769 2.209 49.371 0.053 10.842
10 0.150 0.243 0.824 2.181 49.380 0.049 10.949

This is a known problem of SI control, and, in general, two possible solutions can be
adopted. The first solution is to adopt a nonlinear SI control with a gain that is a function
of RoCoF. This kind of control allows to exploit all fast frequency regulation resources in
the first fall, whereas the SI control action will more rapidly damp out while frequency
approaches the nadir or the settling value. The disadvantage of this control is that SI
response will always be very moderate in frequency events that are not characterized
by high-frequency derivatives. Another possible solution is to adapt gain to the specific
operating conditions. Gain can be set so that active power control will reach maximum
capacity during a credible worst-case event (the one characterized by the highest frequency
derivative). In an isolated network, this event might correspond to the sudden loss of
the highest load feeder or generating station. Clearly, this kind of approach requires the
presence of a control center (a microgrid controller in the case of a small isolated distribution
network), plus a communication channel must be established between this control center
and the SI controllers installed on the field. Gain K can be easily updated knowing the
current battery capability and the expected maximum RoCoF excursion. In both cases, the
use of an additional fast frequency control proportional to the frequency deviation (and not
to the RoCoF) can help to control transients characterized by small derivatives, but large
frequency deviations. Investigations on these control schemes are, however, out of the
scope of this paper, since our main aim is to test the fast control capability of the proposed
controller. Any kind of SI control rule can be easily programmed in the controller.

Figure 7 allows to assess the speed of the BESS active power response. The first
variation in power exchange was measured by the programmable power source after about
80–100 ms from the load step change. Despite this initial delay, the BESS was able to reach
its active power peak within 200 ms. The SI controller was just simulated and therefore
there were no delays due to frequency and RoCoF measurements. However, some delays
were introduced by the Modbus TCP/IP communication and the use of a master node to
control the BMS. In our network, these delays are usually in the 50–80 ms range.

Some final PHIL tests were carried out using the simulated ideal controller. These
tests, whose results are also synthetically reported in Table 2, were aimed to assess the
impact of the frequency reporting rate. This is a relevant issue, since the simulations with
a real controller, which will be shown in the next sub-section, are characterized by actual
measurement delays. So far, frequency and RoCoF measurements were assumed to be
continuous variables, known instantaneously at each time step of the simulation. Figure 8
shows what happens when the reporting rate of frequency (and RoCoF) assumes values
closer to the actual time resolution achievable with hardware instrumentation. These tests
were performed using gain K = 10.
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Figure 6. Ideal SI controller: frequency response with different gain K.

Figure 7. Ideal controller: BESS active power response with different gain K.

If the response of the controlled equipment is slowed by measurement reports, the
frequency falls faster. However, up to about 100 ms, the reporting time barely affected
the frequency transient. In Figure 9, it is possible to notice how with a 150 ms reporting
time, the battery was operated close to its maximum capacity for a longer period, even
leading to the highest nadir. However, this response is more similar to the one obtained
by fast frequency regulation schemes that operate with control laws proportional to the
frequency deviation; the response is improved in terms of nadir, but the initial RoCoF is
barely influenced by the BESS control. In this test case, characterized by low inertia and
a very fast frequency transient, reporting times equal to or higher than 150 ms cannot
produce any improvement in terms of RoCoF reduction. Table 2 allows us to numerically
compare the results of the simulations in terms of RoCoF, nadir, and settling times. These
simulations will also be used as benchmark for the PHIL tests with the actual controller.
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Figure 8. Ideal controller: frequency response with different RoCoF reporting time and K = 10.

Figure 9. Ideal controller: BESS active power response with different RoCoF reporting time and
K = 10.

4. Power Hardware-in-the-Loop Tests with the Single-Board SI Controller

This final test results section has been aimed to assess the capability of the proposed SI
controller to provide frequency support by means of BESS. This controller is able to measure
the grid frequency directly from the voltage signal of the BESS busbar, calculate RoCoF,
and implement an SI control law on the BMS. In these tests, the RTS is only employed to
simulate the power system electromechanical response and provide the frequency reference
to the programmable source.

4.1. Algorithm for Fast Frequency Measurement

The physical SI controller under test is designed to be able to provide frequency
support autonomously, without external inputs or measurements. Frequency is measured
locally by the same controller using the algorithm discussed in [19]. This algorithm permits
to perform fast frequency estimation through the calculation of an autocorrelation integral
A(τ) of a generic waveform with period τ̃. Based on a discretized version described below,
the algorithm proposed in [19] is aimed at finding the period τ̃ which maximizes the
autocorrelation function A(τ). Please note that, in the following, the square brackets are
used to represent discrete functions and values. The method is based on associating a
value [A] to a candidate solution [τ]. Each candidate period [τ] is a discrete value that

96



Energies 2022, 15, 3016

corresponds to a multiple of the sampling period. Therefore, a continuous value of period
(and frequency) can be obtained only by adopting an interpolation rule on consecutive
values of [A] and [τ]. In this case, a second-order polynomial approximation is used. The
algorithm is organized with the following structure:

1. An initial guess τ1 is made (for example, the frequency period measured at the
previous acquisition).

2. Having considered [τ1] ≈ τ1, two more values in its neighborhood are selected,
[τ0] = [τ1]− Δτ and [τ2] = [τ1] + Δτ.

3. [A0], [A1], and [A2] are evaluated in correspondence of values [τ0], [τ1], and [τ2],
respectively.

4. A new value τ1 is calculated as the abscissa of the vertex of the parabola passing
through the three points ([τ0], [A0]), ([τ1], [A1]), and ([τ2], [A2]).

5. A narrow neighborhood of [τ1] ≈ τ1 is analyzed assuming a Δτ equal to the sampling
period and repeating steps 2–4.

6. The measured frequency is f̃ =
1
τ̃

, with τ̃ = τ1.

4.2. Influence of Measurement Errors

Differently from that discussed in the previous subsections, in these tests, the BESS
response is affected by both RoCoF sampling period and measurement errors. Due to
the methodology used for fast frequency measurement, the reporting time of frequency
(and RoCoF) is about 50–60 ms. This time is needed to sample the two entire cycles
necessary to evaluate the weighted autocorrelation integral and process the samples to
obtain the frequency measurement. Measurement errors are introduced by several factors,
including the accuracy of the proposed real-time frequency measurement methodology, the
adopted transducer, the ADC sample rate, and voltage quantization. Moreover, the effects
of harmonics and other disturbances in the real power circuits must be added. Disturbances
and errors sum up, providing an estimated RoCoF signal that can be extremely noisy.

Figure 10 shows the frequency response obtained using the proposed SI controller
without applying any filter to the RoCoF signal. Even though a very wide RoCoF dead-
band (±0.100 Hz/s) and a small gain (i.e., K = 10) were adopted, the presence of noise
on RoCoF introduced excessive errors on BESS control. No improvement was brought to
the frequency response in terms of nadir. Moreover, measurements errors introduced by
the controller resulted in a continuous activation and deactivation of the BESS response,
causing unbearable frequency fluctuations around its theoretical steady-state value.

4.3. Tests with Filtered RoCoF Measurements

Since low-cost applications, such as the one proposed with this single-board controller,
cannot make use of high-accuracy transducers and signal processing instrumentation,
measurement errors must be filtered. In the following tests, a low-pass filter based on
exponential smoothing was applied to frequency measurements. The SI control scheme
programmed on the single-board SI controller is shown in Figure 11. The filtering action
can be modulated by varying the smoothing factor α in the range [0, 1]. The maximum
filtering action is obtained with α = 0, whereas the filter is completely deactivated with
α = 1. Samples f f ilt(k) and f (k) are, respectively, the k-th samples of the filtered and not
filtered frequency at the time instant t. The RoCoF signal RoCoFf ilt(k) is calculated from the
filtered frequency measurements using a discrete derivative function. Smoothing is needed
not only to filter measurements but also to reduce the stress on the controlled component
and avoid too many sudden power variations that can impact the cells’ lifetime.
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Figure 10. Real controller: frequency response without filters on frequency measurements (K = 10).

Figure 11. Block diagram of the actual SI controller.

In Figure 12, the frequency response of the simulated power system during a generic
frequency event is compared with the filtered and unfiltered frequency values measured by
the controller at the microgrid switchboard where the BESS is installed. Figure 13 shows the
corresponding values of RoCoF. The filtered signals were obtained with a smoothing factor
α equal to 0.1. It can be observed that the filtered signals were slightly delayed, but the
beneficial effects of the filter during a frequency measurement disturbance, arising around
t = 7.5 s, are clearly visible. The RoCoF error is drastically reduced, also allowing to keep a
small dead-band on RoCoF (i.e., ±0.025 Hz/s in all simulations with the real controller).

Figure 12. Frequency measured by the controller vs. ideal simulated frequency.
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Figure 13. RoCoF measured by the controller vs. ideal simulated RoCoF.

Figure 14 shows the system response obtained using the real SI controller, and adopting
different values of gain K. The characteristics of the frequency response are also reported in
Table 3. The smoothing factor was set to 0.1 in all tests. With respect to Figure 6, the results
obtained with the real controller are slightly worse in terms of initial RoCoF and settling
time, but slightly better with regard to nadir and second overshoot. It can be observed that
higher gains (K = 20 and K = 25) resulted in bumpier frequency trajectory, due to the
amplification of RoCoF errors. Moreover, around the nadir point, higher gains created some
small oscillations when the RoCoF trajectory entered and exited the dead-band. These small
oscillations also introduced some errors in the detection of the nadir time and frequency, as
in Table 3 for the case K = 25.

Figure 15 compares the BESS response in the two extreme cases (K = 10 and K = 25),
showing how a lower gain permitted obtaining a smoother response, with limited stress
on the controlled component. According to these tests, higher gain levels produced only
marginal improvements, which did not compensate the other drawbacks.

Figure 14. Real controller: frequency response with different gain K.
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Figure 15. Real controller: BESS active power response with different gain K.

Table 3. Real synthetic inertia controller: characteristics of the frequency step response.

Gain K
[A/(Hz/s)]

Frequency
Reporting Time

[s]
Alpha α

Fall Time
[s]

Average
RoCoF
[Hz/s]

Time nadir
[s]

Frequency
nadir [Hz]

Overshoot
[%]

Settling
Time [s]

0 - - 0.242 0.824 1.616 49.211 0.050 5.063
10 ∼0.050 0.10 0.246 0.812 1.948 49.416 0.047 11.792
15 ∼0.050 0.10 0.249 0.801 2.300 49.457 0.051 13.049
20 ∼0.050 0.10 0.249 0.801 2.641 49.465 0.055 13.825
25 ∼0.050 0.10 0.250 0.799 2.419 49.475 0.054 15.155

4.4. Frequency Measurement Reporting Time

Further tests were carried out to investigate the influence of the measurement reporting
time with the smoothing factor α. As shown in Figure 16 and Table 4, a higher smoothing
factor (α = 0.25) allowed reduction of the initial RoCoF, but the frequency response
was still characterized by a lower nadir and permanent fluctuations due to the effects of
RoCoF error. However, since RoCoF estimation is derived from two subsequent frequency
measurements, the RoCoF error can be reduced with a slower frequency reporting rate. As
observed in [24], since frequency measurement is based on the evaluation of power system
voltage, frequency computation can typically be updated every few cycles, 90–120 ms.
Since a trade-off between fast enough and accurate frequency measurements is needed,
according to ENTSO-E, accurate RoCoF calculations should be based on sliding windows
which average results over few consecutive measurements. Robust results can be obtained,
for example, in about 0.5 s if a 100 ms time resolution is used. For this reason, some
further tests were carried out introducing a small delay in the frequency reporting of the
controller, so that more accurate RoCoF estimations can be used by the controller. The effect
of increasing the reporting time up to 100 ms is shown in both Figure 16 and Table 4.

Increasing the reporting time to 100 ms allowed obtaining of more stable frequency
responses, but it did not prove useful when a stronger filter was applied (α = 0.10). A
100 ms reporting time worked well with a higher α (α = 0.25), as in the green dotted line
in Figure 16, obtaining comparable results to the ones obtained with faster reporting rate
and α = 0.10 (blue line). These results are comparable with the ones obtained with ideal
delayed control (see Figure 8 and Table 2).
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Figure 16. Real controller: frequency response with different reporting time and smoothing factor
(K = 10).

This result is significant for several reasons. If a slower reporting rate is employed,
the controller has a consistent amount of idle time (in this case more than 40 ms) that can
be used either in the implementation of more efficient data processing and filters or in
the control of more devices. This means that there is enough time to send more control
signals and to deal with different protocols and communication media, extending the range
of action of the controller from just one BESS to more coordinated DERs. In a microgrid,
where different DERs might provide asymmetric frequency control resources (for example,
loads vs. RES generation), this is a key improvement since it would allow increasing the
extent of the frequency control capacity using just a single controller.

Table 4. Real synthetic inertia controller: comparison of frequency step response with different
reporting time.

Gain K
[A/(Hz/s)]

Frequency
Reporting Time

[s]
Alpha α

Fall Time
[s]

Average
RoCoF
[Hz/s]

Time nadir
[s]

Frequency
nadir [Hz]

Overshoot
[%]

Settling
Time [s]

0 - - 0.242 0.824 1.616 49.211 0.050 5.063
10 ∼0.050 0.10 0.246 0.812 1.948 49.416 0.047 11.792
10 ∼0.050 0.25 0.251 0.797 2.285 49.386 0.054 13.526
10 0.100 0.10 0.244 0.817 1.496 49.393 0.047 11.785
10 0.100 0.25 0.246 0.812 2.100 49.410 0.047 11.663

4.5. Discussion and Future Developments

The results obtained by previous PHIL tests validated the capability of the proposed
controller to manage BESS, or other distributed flexible resources, in order to provide
frequency support to power systems. The data shown in Tables 3 and 4 demonstrated that
the inertial response can be sensibly improved in terms of frequency nadir. A limitation of
the proposed approach is that initial RoCoF can only be minimally reduced by SI control.
This is due to the unavoidable delays introduced by the measurement, filtering, and com-
munication processes. An effective SI contribution can be reached only after few hundreds
of milliseconds (see Figures 14 and 16). Clearly, the obtained performances cannot be
compared with other approaches to virtual inertia, such as, for example, the ones based on
virtual synchronous machines, which are able to generate much faster responses. However,
one should be reminded that the scope of this paper is to prove the feasibility of enabling,
through low-cost technologies, synthetic inertia control of legacy and distributed devices
which cannot be programmed to emulate the behavior of a synchronous generator. These
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devices could be storage systems, such as in our tests, but also other flexible resources
which could also have asymmetric active power control capacity (for example, demand
response systems, photovoltaics, etc.). Nevertheless, achieved performances are compara-
ble with typical activation times required for wind power or BESS in providing frequency
support proportional to the frequency derivative (<0.5 s) [31].

The PHIL tests permitted testing of the response of the proposed control scheme in a
realistic scenario, making use of real voltage trajectories affected by noise and including
the actual computation and communication delays that can affect the control. Due to the
presence of disturbances and uncertainties, such as time delays, and the presence of several
blocks that introduce discontinuities (dead-band, saturations, etc.), we have preferred to
check the stability of the controller through an extensive set of time-domain simulations and
power hardware-in-the-loop tests. These tests were conducted, adopting wide ranges of
variation of main parameters such as delays, gains, dead-bands, etc. For the sake of brevity,
only the results of few tests have been reported in the paper. However, the system proved
to be stable even in the presence of highly distorted measurements, as also demonstrated in
Figures 12 and 13. The main aim of this work was to check that the performances obtained
with an autonomous controller, able to both measure frequency from voltages and produce
a control signal, comply with the time requirements needed for inertial support. Future
developments will be aimed to investigate further on the design of the measurement filter,
with a more analytic stability analysis.

5. Conclusions

In this work, the capability of a single-board, low-cost controller to be employed at end-
user level to provide synthetic inertia with legacy BESS was investigated. The controller
presented in this paper is programmed to perform fast frequency measurements using an
autocorrelation algorithm to reduce the influence of voltage disturbances that can affect
many frequency measurement methodologies. The controller cost is estimated at about
USD 100 and is proved to be able to obtain real-time frequency and RoCoF measurements
from local voltage samples, even in the case of single-phase systems, and to generate the SI
control law to be sent to the remotely controlled BESS within 50–60 ms.

The controller was tested in a power hardware-in-the-loop simulation environment,
on a physical LiFePO4 battery, proving to be accurate and fast enough to ensure a stable
response and reduce frequency excursions during transients. The controller, however,
can be applied to any other component, an inverter, PLC, or actuator, able to receive a
set-point via common automation protocols. Therefore, the controllertested with the BESS
can be ideally applied to any flexible resource such as switchable and curtailable loads, RES
generators, or charging stations. The controller can interact with legacy components whose
management system cannot be easily reprogrammed to include SI control schemes.

The PHIL tests shed light on the main issues deriving from the use of fast frequency
monitoring and SI control systems. The presence of noise on grid voltage signals is re-
quired to filter the acquired frequency. However, delays introduced from these filtering
processes barely affected the SI control effectiveness. In addition, test results showed that
the frequency reporting time of this controller can be slowed down to 100 ms so that the
controller itself has an idle time. This outcome demonstrated how the provision of SI con-
trol actions can be intentionally delayed to allocate the remaining time to control additional
processes and making possible, at the same time, the implementation of different controls
and coordination of multiple resources, without significantly penalizing the effectiveness
of the SI support.
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Abstract: This paper aims to present the gained experience in modeling and simulating bottom-up
power system restoration processes. In a system with low inertia, such as a restoration path, the
Common Information Models for the regulation systems appear to no longer be suitable for the
estimation of the frequency behavior, and thus a detailed model must be considered. On the other
hand, due to the predominantly inductive behavior of the HV transmission network, the assumption
of decoupling the power-frequency behavior to study the restoration stability seems to be licit. All
these issues are discussed and justified in the paper by means of the use of different software packages
and of the comparison with on-field recordings.

Keywords: power system restoration; primary frequency control; frequency nadir estimation; low
inertia systems

1. Introduction

1.1. Motivations

In recent years, the studies on power system restoration are growing in importance since
the massive replacement of the conventional generation set by converter-based resources is
leading the bulk power system to be more sensitive to any transient contingency [1].

Therefore, the frequency deviations are becoming more and more prominent, and the
eventuality of a system blackout is no longer a remote scenario. Besides the preventive
and curative countermeasures, it is necessary to conceive strategies and restoration plans
adapted to the new system paradigm: this ought to guarantee an electricity service recovery
as quickly and safely as possible in case of wide outage. The modelling and simulation of
the restoration plans, in addition to advanced transmission line modellings [2], make it
possible to check, validate, and quickly modify the plan of the restoration processes.. From
the authors’ gained practice on modelling and simulation of bottom-up power system
restoration processes, two questions arise:

• Is it licit to totally decouple the voltage and the frequency behavior for the dynamic
simulation of a restoration process? How much does this assumption impact on the
estimation of the frequency behaviour?

• Is it licit, as a first approximation, to simulate the restoration process by adopting the
Common Information Models (CIMs) in the regulation sets? How much does this
choice impact on the estimation of the frequency behaviour?

In order to answer these questions, this paper evaluates the impacts of these assump-
tions, by comparing the results of the implemented models with the recordings of a real
restoration process.

1.2. Literature Review

Research on power system restoration have traditionally focused on system oper-
ation issues [3], for which the main objective is the optimal allocation of resources to

Energies 2022, 15, 4145. https://doi.org/10.3390/en15114145 https://www.mdpi.com/journal/energies105



Energies 2022, 15, 4145

restore and to maximize the portion of recovered load and minimize the outage time [4,5].
This is generally formulated as a constrained optimization problem [6]. The dynamic sta-
bility analysis of the restoration process has been widely investigated in the most recent
decades of the last century [7–10] and has also been studied through mock drills [11–13].

In the last years, the research on power system restoration dynamic stability is growing
in relevance [14–19] since the frequency deviations are becoming more and more prominent,
and so a correct estimation of transient behaviour is crucial.

In particular, in [14], a simple yet effective model for the simulation of restoration
processes has been implemented by the authors. In that model, the decoupling between the
voltage and frequency behaviours is the starting assumption. This assumption allows the
authors to very significantly simplify the model by considering the restoration dynamic only
based on the swing equation. In the present paper, a final validation of the model proposed
in [14] is provided by comparing the decoupled model and the complete electromechanical
model of a restoration path. Although this approximation is well-known in literature [20],
this paper aims to quantitatively evaluate the impacts of this assumption by exploiting the
recordings of a real restoration test.

With regard to the CIM modelling, the reference is the standard IEC 61970-302 [21],
which is related to power systems dynamics: it currently has the primary use of facilitating
the exchange of power system network data between organizations. In line with the ever-
increasing standardization of power system devices, the authors think it is worth testing
the dynamic performance of these models.

CIM models have already proven to be suitable for the estimation of the transient
behaviour in highly interconnected power systems [22,23], but they do not provide any
guarantee on their performance in low inertia systems, of which the restoration backbone
is an example.

1.3. Contribution

The main contribution of this paper is summarized in Figure 1. The goal of this study
is to quantitively evaluate the influence of different modelling approaches to represent the
key elements involved in the restoration process by comparing the results of the simulations
with the recordings of a real restoration process.

Figure 1. Visual scheme of the studies performed in this paper.

In Figure 1, the Complete Model (CM) must be intended as the detailed model of
the real restoration path, including the actual configuration of the Primary Frequency
Control (PFC), the Local Integrator Control (LIC), and the Prime Mover Unit (PMU)
installed on the pilot generators. On the other hand, the Decoupled Model (DM) repre-
sents the same model but with the assumption of power-frequency decoupling. The red
arrows indicates that an assumption is made on the CM. More specifically, the influence
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of decoupling the frequency behaviour is studied as a first step. Then, the detailed
models of PFC and the PMU are replaced one by one by their equivalent CIMs, leaving
all the other elements of the CM unaltered. With regards to the LIC model, since there
is no CIM equivalent model to represent it, its influence is studied by simulating the
restoration with and without that element.

All the results are compared in terms of frequency deviations. The reason why the
paper mainly focuses on frequency behavior is that this is the most critical dynamic in a
bottom-up restoration process. In particular, it is important to be able to correctly estimate
the frequency nadir, i.e., the minimum value the frequency reaches during the transient
period. This index is important in a restoration framework since large frequency unbalances
are expected after each load supply.

1.4. Organization

This paper is organized as follows. Section 2 describes the complete model of the
restoration, the assumptions made for the decoupled model, and the simplified CIM models
adopted for the purpose of comparison. Section 3 presents the results of the comparison
between the measurement recording, the complete model, the decoupled model, and the
adoption of the CIM models for the frequency regulation sets.

2. Power System Restoration Model

In this section, all the modelling features that influence the frequency behaviour during
a restoration process are described. First, the focus is on the power system mathematical
model and on assumptions needed to assume the decoupling between the frequency
and the voltage behaviour. Thus, the models of the key elements that mostly affect the
power-frequency behaviour are described: the PFC, the LIC, and PMU. In particular, PFC,
LIC, and PMU are modelled by considering their actual set up, i.e., the real configuration
of the regulators used during the real restoration is represented, without introducing
simplifying hypotheses. Hence, the detailed models of PFC and PMU are compared with
their equivalent CIM.

2.1. Power System Decoupling

With the aim of analyzing the rotor angle and the voltage stability of power systems,
they are typically modelled by a set of non-linear Differential Algebraic Equations (DAEs),
as follows: .

x = f (x, y)
0 = g(x, y),

(1)

where f and g are the differential and the algebraic equations, x, x ∈ R
n and y, y ∈ R

m are
the state and algebraic variables, respectively. This model is widely adopted to represent
the electromechanical behaviour of the system for transient stability analysis, i.e., for the
time scale from 0.01 s to 10 s [20]. Now, let us consider a single source–a two-bus system
with a lossless line and a load on bus 2, as depicted in Figure 2.

Assumed as a reference the phasor v2∠ϑ2, such a system could represent the bulk
power system of a bottom-up restoration. The lossless line is an acceptable assumption
considering the low r/x ratio of the transmission lines. The set of equations in (1), if
represented with the power-injection model [20], has two state equations:

.
δ = ωnΔω
.

ω = (pm − pe − DΔω)/Ta
(2)

and two algebraic equations, related to the power-injections at bus (if one neglects the
generator internal algebraic equations), as follows:

p1 = v1v2
xL

sin(ϑ1 − ϑ2)

q1 =
v2

1
xL

− v1v2
xL

cos(ϑ1 − ϑ2)
(3)
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where δ is the rotor angle, ωn is the nominal angular speed in rad/s, Δωn is the angular
speed deviation from the reference Δωref, pm, and pe are the mechanical and the electric
power, respectively, D is the damping of the generator, Ta is the starting time of the
generator (Ta = 2H where H is the well-known inertia constant), p1 and q1 are the active
and reactive power injected at bus 1, v1∠ϑ1 and v2∠ϑ2 are the voltage phasors at bus 1 and
2, respectively, and xL is the line reactance.

Figure 2. One machine, two-bus, one load system.

The differentiation of p1 and q1 in (3) leads to:

dp1 = v2
xL

sin(ϑ1 − ϑ2)dv1 +
v1v2
xL

cos(ϑ1 − ϑ2)dϑ1

dq1 = 2v1−v2 cos(ϑ1−ϑ2)
xL

dv1 +
v1v2
xL

sin(ϑ1 − ϑ2)dϑ1.
(4)

Assuming as a first approximation that the angle deviation Δϑ = ϑ1 − ϑ2 is small, then
sin Δϑ ≈ Δϑ and cos Δϑ ≈ 1. Equation (4) yields:

dp1 ≈ v1v2
xL

dϑ1

dq1 ≈ 2v1−v2
xL

dv1
(5)

where the well-known concept that the angle deviation participates the most to the active
power balance and the voltage deviations most affect the reactive power balance becomes
clear. Therefore, since the commonly accepted definition of the frequency is the derivative
of the voltage angle

.
ϑ, the frequency of the system can be well-estimated by considering

only the active power unbalances. In practice, this means that the model of the system is
reduced to the second equation of (2), i.e., the swing equation of the system. The frequency,
in the case of a single machine, is equivalent to the rotor angular velocity ω, and in the case
of multiple machines, to the frequency of the Center of Inertia (COI) ωCOI, as:

ωCOI =
∑N

i=1 TaiSiωi

∑N
i=1 TaiSi

(6)

where Tai, Si, ωi are the starting time, the apparent power and the angular velocity of the i-th
machine, respectively, and N is the number of machines involved in the restoration process.

Thus, the swing equation becomes:

∑N
i=1 Tai

.
ωCOI = ∑N

i=1 pmi − pe − ∑N
i=1 DiΔωCOI (7)

where pmi and Di are the mechanical power and the damping coefficient of the i-th machine
and pe is the active power absorbed by the load, as the transmission lines are transparent for
the active power flow. In the remainder of this paper, the notation CM indicates the imple-
mentation of the whole set of equations in (1), and DM indicates the implementation of (7).

Note that pmi in (7) is:

pmi = (pPFCi + pLICi) · pPMUi (8)

where pPFC is the contribution of the PFC, pLIC is the contribution of the LIC, and pPMU
involves the dynamic of the PMU. In the reminder of this section further details on the
modelling of this contributions are given.
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2.2. Primary Frequency Control

The detailed model of the primary frequency control is depicted in Figure 3.

Figure 3. Control scheme of the detail model of the Hydro primary frequency regulation.

The model in Figure 3 represents the real regulation scheme implemented in the power
plant object of the restoration path analysed in this paper.

Blue lines in Figure 3 refer to the control logic involved in the black-start phase during
the dynamic transition from ω = 0 to ω = ωn. The starting phases of the generator start-up
are the following:

• ωref is initialized to 0 and is then driven by a piece-wise ramp signal to reach the
no-load speed value;

• when the generator reaches the no-load speed value, the actual value of pPFC is
memorized in the gNL block and it is added to the total regulator output. At the same
time, the integrator of the PFC is reset. This operation is required to memorize the
value of the no-load gate opening of the turbine to avoid an unexpected response by
the PFC during the normal operation;

• The generator parallel breaker is closed and the reference value ωref is set to its
nominal value.

The equivalent transfer function of the PFC around the nominal speed is:

GPFC(s) =
1
bp

(
1 + s Tx

bt

)(
1 + sTp

)(
1 + s Tx

bp

)
(1 + sT3)

. (9)

The equivalent model of this regulator in the CIM library is the GovHydroIEEE2 (from
now on called HG2) model [21] depicted in Figure 4. Note that all equivalent models found
in literature do not involve the generator start up logics and instead only describe the
model around its nominal speed.

Figure 4. Control scheme of the HG2 model.
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The conversion between the parameter set of the PFC and of the HG2 is as follows:{
Td = Tx/bp
kT = bt − bp

(10)

2.3. Local Integration Control

The LIC is generally enabled for emergency condition frequency deviations and is
always installed on the black start units. It ensures the perfect tracking of the frequency
also for isolated generators without Automatic Generation Control (AGC) [24]. Compared
to the AGC, however, the LIC is characterized by a higher gain to speed up the frequency
restoration. The control scheme of the LIC is depicted in Figure 5.

Figure 5. Control scheme of the LIC.

The logic function that controls the LIC action is highlighted by blue in Figure 5. The
SF1 constant is the frequency threshold which determines the activation of the LIC control,
whereas SF2 determines the condition for the disconnection of the LIC, i.e., when the system
frequency stays beyond the SF2 threshold for at least TSF2 seconds. The disconnection
action also resets the LIC integrator. The saturation block limits the frequency deviation
to a maximum value gSAT to avoid overshot behaviour in the LIC response in case of grid
frequency peaks. As already mentioned, since there is no CIM representation for the LIC,
no comparison is possible and so the LIC influence is studied in Section 3 by simulating the
restoration with and without this element.

2.4. Prime Mover Model

The prime mover unit of the hydroelectric power plant considered in this study
consists of a Francis turbine supplied by a forebay through a penstock pipe.

The adopted model involves the turbine model as well as the model of the hydro
penstock. For the purpose of this study, the most detailed model of the penstock is adopted,
i.e., the model that considers the elasticity of the penstock. Starting from the prime mover
model of [25] (p. 416), the function F(s) is derived as follows:

F(s) =
dH
dU

= −(φp + Zptanh(Teps)
)

(11)

where dH is the deviation in the head of the water column, dU is the deviation on the water
flow, φp is the penstock friction, Zp is the equivalent penstock impedance, and Tep is the
penstock elastic time. Now, by replacing the hyperbolic tangent with its exponential series,
it yields:

dH = dU · Zp(e−2Teps − 1 − φp)− dH · e−2Teps (12)

This relation is implemented in the global prime mover model by exploiting the block
algebra, as shown in Figure 6.

110



Energies 2022, 15, 4145

Figure 6. Detailed model of the prime mover.

With regards to the CIM equivalent representation of the PMU, there are many different
equivalent representations in literature depending on the turbine type. Nevertheless, for
the purpose of this study, the authors adopt the commonly accepted model of the prime
mover for transient stability studies, which links the mechanical power to the gate opening
through a transfer function with one zero and one pole, as follows [25]:

pm = (pPFC + pLIC)
1 − Tws

1 + 0.5Tws
(13)

where Tw is the water starting time. The relationship between Tw and the quantities that
describe the detailed model are represented by (14):

Tw = ZpTep (14)

3. Case Study

The results presented in this section are based on a real bottom-up power system
restoration test performed in the Italian Transmission Grid in 2019. The recordings of
the restoration test are compared to the simulation results of the models presented in the
previous section. Moreover, an extensive comparison between the detailed models and the
standard models is carried out, even by changing the parameter settings.

The restoration path is made up by:

• The pilot power plant, which is a hydroelectric power plant, where three parallel
synchronous generators are installed;

• The target power plant, which is a thermoelectric power plant;
• Portions of the HV transmission grid;
• Portions of the distribution grid;

The restoration process starts with the black-start of the three hydro generators, then
a portion of the HV transmission grid is supplied and at the same time some loads are
restored by supplying the portions of the distribution grid. The final step is the parallel
between the restoration path and the target power plant.

This work focuses on the study of the frequency behaviour during the start-up
of the pilot generators and during the first two load restoration steps. A simplified
scheme of the simulated restoration path is shown in Figure 7. In Figure 7, the black
lines represent the medium voltage level (15 kV and 20 kV), the green lines represent the
transmission voltage level (220 kV), and the blue lines represent the subtransmission
voltage level (132 kV).

In Figure 7, G1, G2, G3 are the three hydro generators; L1 and L2 are the equivalent
load representing a portion of a distribution grid; SG1, SG2, SG3, SL1, SL2 are the brakers
that are closed during the restoration process to build the restoration path. With the aim
of evaluating the performance of the model in terms of frequency deviations, the PQ
power exchange of L1 and L2 is imposed externally by a measurement file taken from the
measurement recordings.
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Figure 7. Simplified single-line scheme of the restoration path.

The time domain simulations of the complete model are performed by the software
package DIgSILENT PowerFactory; the simulations related to the decoupled model are
instead performed in the Matlab-Simulink environment.

3.1. Measurements vs. Complete Model

Figure 8 shows the global results of the comparison between the real recording of the
restoration test (Meas.) and the simulation results performed with the complete model. All
the five switching closures of Figure 7 are simulated. The (a) graph of Figure 8 shows that the
actual grid frequency is well-reproduced by CM, especially for the load step events SL1 and
SL2, which are the most critical operations for the restoration process. The (c) graph of Figure 8
shows the gate opening signal of G1. Even in this case, one can appreciate how the model
correctly estimates the real behaviour. The (b) graph of Figure 8 is reported just for figuring the
total active power absorbed by the restoration path. The simulated power is equivalent to the
measured one, as expected, since the active flow is an input of the model, as discussed above.

SG1 SG2 SG3 SL1 SL2 

(a) 

(b) 

(c) 

Figure 8. Comparison between simulation results and measurement recordings of the restoration test
for (a) the grid frequency, (b) the generated active power and (c) the gate opening of G1.
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3.2. Influence of the Power Frequency Decupling

In this section, the influence of the frequency–voltage decoupling assumption is
discussed by comparing the simulation results of the decoupled model (DM) described
in Section 2.1 with the results of the complete model (CM) and with the recording
(Meas.). The focus, from now on, is on the results of the two load step events SL1 and
SL2, since they originate a transient response on which the models of interest have a
higher influence. Figure 9 shows the transient behaviour of (a) the grid frequency, (b) the
gate opening of the supply system of GRA, and (c) the output signal of the LIC of G1.
The results show that the DM gives a perfect estimation of the frequency behaviour
except for the frequency overshoot, for which the maximum error respect to the real
behaviour is 0.04 Hz, see Figure 9c. This important result allows us to consider DM as
a licit approximation of the CM to study the frequency behaviour during a restoration
process. Nevertheless, in the remainder of this section, the simulations are performed by
adopting the CM approach. This choice is made in order to separate the error (even if
very small) introduced by adopting the DM from the influence of the single components
modelling approach. In this way, it is possible to better allocate the cause of potential
displacements in the simulation results.

(a) 

(b) 

(c) 

Figure 9. Comparison between simulation results and measurement recordings of the SL1 and SL2

events for (a) the grid frequency, (b) the gate opening of G1, and (c) the output signal of the LIC of G1
for different mathematical models.

3.3. Primary Frequency Regulation Influence

In this section, the influence of different modelling of the PFC described in Section 2.2
is discussed. In particular, the complete model (CM) is compared with the HG2 model with
the parameters derived from (10) (HG2), and the HG2 model with the standard parameters
given in [21] (HG2 std.). The parameters of the PFC set in the three models are given in
Table 1. The result of the comparison is depicted in Figure 10 for (a) the grid frequency and
for (b) the gate opening of the supply system of G1.
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Table 1. Parameters related to different models of the PFC.

Model bp [-] bt [-] T3 [s] Tp [s] vo [pu/s] vc [pu/s] Tx [s] Td [s] ka [-] kt [-]

CM 0.04 0.4 0 0 0.07 0.15 2.3 - - -
HG2 0.04 0.4 - - 0.07 0.15 2.3 5.75 100 0.36

HG2 std 0.05 0.55 - - 0.1 0.1 6 12 2 0.5

The results show that the HG2 model returns a good estimation of the frequency
behaviour, with a relative error on the frequency undershoot of 6.2% instead of the 25%
given by the HG2 std. model. The quantitative behaviour of HG2 std. is also delayed with
respect to the real behaviour for 4 s.

(a) 

(b) 

Figure 10. Comparison between simulation results and measurement recordings of the SL1 and SL2

events for (a) the grid frequency and (b) the gate opening of G1 for different model of the PFC.

3.4. Prime Mover Unit Influence

In this section, the influence of the different modelling of the PMU described in
Section 2.3 is discussed. In particular, the complete model (CM) is compared with the
complete model without the prime mover model (No PMU), the complete model with the
standard PMU model and with the parameters derived from (13) (PMU), and the complete
model with the standard PMU model and the standard parameters given in [21] (PMU
std.). The parameters of the PMU set in the three models are given in Table 2. The results
of the comparison are depicted in Figure 11 for (a) the grid frequency and for (b) the gate
opening of the supply system of G1.

Table 2. Parameters related to different models of the PMU.

Model At [-] Zp [-] φp [-] Tep [s] D [pu] Pr [pu] Tw [s]

CM 1.12 1.52 0.001 0.23 0.08 0.77 -
PMU - 0.4 - 0.23 - - 0.35

PMU std - - - - - - 2
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The results show how the model of the prime mover does not significantly affect
the frequency behaviour, since the relative error of the frequency undershoot between
Meas and No PMU is 6%. Moreover, the influence of using the standard prime mover
model with the real parameters is extremely low; indeed, the curves of No PMU and
PMU are overlapped. On the contrary, the standard prime mover model with the
standard parameter leads to the rise of permanent wide oscillations in the frequency
and in the gate opening behaviour, resulting in a completely wrong estimation of the
real behaviour.

(a) 

(b) 

Figure 11. Comparison between simulation results and measurement recordings of the SL1 event for
(a) the grid frequency and (b) the gate opening of G1 for different model of the PMU.

3.5. Local Integrator Control Influence

In this section, the influence of the presence of the LIC on the overall behaviour of a
restoration process is discussed. In this case, the comparison with the equivalent standard
model is not performed since there is no equivalent CIM model for the LIC.

In particular, the complete model (CM), which includes the LIC model, is compared
with the complete model without the LIC (No LIC). The parameters of the LIC are given in
Table 3. The results of the comparison are depicted in Figure 11 for (a) the grid frequency
and for (b) the gate opening of the supply system of G1.

Table 3. Parameters of the LIC model.

Model Tisland [s] SF1 [Hz] SF2 [Hz] db [Hz] gSAT [Hz] gLIM [pu] TSF2 [s]

LIC 120 0.3 0.03 0.075 0.3 1 300

It is worth remembering that a standard AGC normally works in a higher time scale
with respect to the PFC. On the contrary, the LIC action is faster, as it is possible to
appreciate from Figure 12, since the presence of the LIC completely alters the PFC response
and significantly contributes to the frequency restoration and to the nadir containment.
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(a) 

(b) 

(c) 

Figure 12. Comparison between simulation results and measurement recordings of the SL1 and SL2

events for (a) the grid frequency, (b) the gate opening of G1 and (c) the output signal of the LIC of G1,
with and without the LIC model.

4. Conclusions

In this paper, a detailed model simulating a power system restoration process is
presented and tested on a real restoration test. The proposed model correctly estimates
the frequency behaviour during the load restoration and is proven to be effective, even for
out-of-nominal conditions. (e.g., during the start-up of the generator).

Moreover, the results highlight how the assumption of the voltage-frequency decou-
pling does not significantly affect the frequency behaviour. This confirms the effectiveness
of the simplified model presented in [13] as a powerful tool for the estimation of the fre-
quency deviations during a restoration process. It could give the TSO useful decision
support to determine the feasibility of a given restoration path.

The results of the comparison between the detailed model of the PFC and the PMU
with their equivalent CIM models highlight, in some cases, a displacement on the estima-
tion of the frequency Nadir. This happens when the CIM models are adopted by applying
the IEC proposed parameters. Although the CIM models with standard parameters
are more than suitable to estimate the transient behavior for a highly interconnected
bulk power system, the paper demonstrates that, in the case of an islanded transmission
system, the CIM models only work correctly if real parameters are adopted. In fact, for
the analyzed case study, it was possible to combine the real parameters with the CIM
structure. However, in general, it is very difficult to use real parameters by maintaining
the IEC proposed CIM structure.

Hence, the knowledge of the actual regulation sets is of great relevance to correctly
estimate the transient behaviors. In fact, a simplified representation of these components
could lead to a wrong estimation of the frequency behaviour., e.g., when considering the
standard parameters of the regulations sets.
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Eventually, the results show how the influence of the LIC during a restoration process
is prominent and how its action is overlapped with the action of the PFC, differently from
what one might expect from an ACG in normal operation.
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Abstract: This paper summarizes the results of a power system stability analysis realized for the
EU project OSMOSE. The case study is the electrical network of Sicily, one of the two main islands
of Italy, in a scenario forecasted for 2050, with a large penetration of renewable generation. The
objective is to establish if angle and voltage stabilities can be guaranteed despite the loss of the inertia
and the regulation services provided today by traditional thermal power plants. To replace these
resources, new flexibility services, potentially provided by renewable energy power plants, battery
energy storage systems, and flexible loads, are taken into account. A highly detailed dynamical
model of the electrical grid, provided by the same transmission system operator who manages the
system, is modified to fit with the 2050 scenario and integrated with the models of the mentioned
flexibility services. Thanks to this dynamic model, an extensive simulation analysis on large and
small perturbation angle stability and voltage stability is carried out. Results show that stability can
be guaranteed, but the use of a suitable combination of the new flexibility services is mandatory.

Keywords: large perturbation angle stability; small perturbation angle stability; voltage stability;
synthetic inertia; demand response; reactive compensation

1. Introduction

The energy transition process will lead the penetration of Renewable Energy Sources
(RESs) in the European power system to drastically increase. In a few decades, traditional
generation plants will be progressively decommissioned, and their fundamental contribu-
tion to the power system flexibility will be missed. Flexibility is understood as the power
system’s ability to cope with variability and uncertainty in demand and renewable genera-
tion over different timescales to guarantee a stable and efficient operation [1]. Therefore,
the challenge is to keep the current level of power system flexibility by exploiting a new
mix of resources, i.e., the same RESs, but also loads by Demand Side Response (DSR) and
energy storage systems.

Academic and industrial research studies have been (and are) extensively active in
proposing methods and technologies able to transform RESs and loads into sources of flexi-
bility by modifying their control procedures and/or combining them with Battery Energy
Storage Systems (BESSs). More specifically: in [2–4] the authors propose control strategies
to enable wind generators to provide Synthetic Inertia (SI); in [5] wind generators are
made capable to provide primary droop frequency regulation; in [6,7] converter-interfaced
generators are designed to provide SI; in [8–10] aggregates of thermal loads are controlled
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to provide primary and secondary frequency regulation services; in [11] a control strategy
for a building air cooling system that provides secondary frequency regulation is experi-
mentally validated; in [12] multiple BESSs are controlled to provide frequency regulation;
in [13] BESSs are coupled with wind generators to provide frequency regulation services;
in [14] a BESS is coupled with a large scale photovoltaic (PV) generator to provide primary
frequency regulation; in [15] a decentralized control strategy is proposed to allow wind gen-
erators to provide primary voltage regulation; in [16] primary voltage regulation is realized
by multiple BESSs via broadcast control at subtransmission level, while [17] generalizes
this technique for any type of RES, applies it at distribution network level, upgrades it
with an additional coordination level and compares it against centralized optimal reactive
power control; in [18,19] voltage regulation is realized through DSR considering residential
loads; in [20] voltage regulation performance form Distributed Energy Resources (DERs)
are validated by Hardware-in-the-Loop simulations; in [21,22] voltage regulation is realized
by PV generators; in [23] a chance-constrained optimization method is proposed to provide
voltage regulation by DERs; in [24] voltage regulation is provided by distributed BESSs via
reinforcement learning.

To summarize, the result is a huge collection of possible solutions by which the new
mix of resources can provide several classes of flexibility, such as SI, support to frequency,
voltage regulation, and balancing services.

In this context, the European project OSMOSE [25–27] has the objective of defin-
ing the optimal mix of flexibility resources among all the available options in order to
avoid stand-alone solutions that might be less efficient in terms of overall efficiency. The
project, involving nine European countries, three Transmission System Operators (TSOs),
many companies, universities, and research institutions, covers several aspects to evaluate
flexibility needs and assess flexibility services.

In this paper, we focus on Stability Aspects within the scope of the work performed
by EnSiEL [28] under Task 1.4.3. More specifically, the Work Package 1 (WP1) of the
project started with Task 1.1, led by the Technical University of Berlin (TUB), by proposing
long-term future scenarios for the years 2030 and 2050 [25], which differ in load levels,
installed capacities, investment possibilities, and the quantity of flexibility options. Next,
Task 1.2 (carried out by RTE, the French TSO) assessed and validated these scenarios [27,29]
using a static reserve adequacy analysis. Finally, in Task 1.4.3, EnSiEL evaluated the impact
of innovative flexibility sources on the power system stability, testing these scenarios for
2030 and 2050 in a realistic model of the electrical network of Sicily. Sicily, one of the two
main islands of Italy, is synchronously connected to the national power system. The grid
model was provided by Terna, the Italian TSO.

Since results for 2030 were briefly presented in [30], this paper focuses on the 2050 sce-
nario. In particular, we evaluate the response of the power system to some typical perturba-
tions (e.g., loss of a large generator, slow increase in loads, and contingencies of branches)
by simulations carried out on the DIgSILENT PowerFactory 2019 platform [31].

According to the 2050 scenario, the flexibility sources considered in this analysis are:

• SI provided by wind generators;
• FFR provided by BESSs;
• SI and FFR provided by controlled loads (DSR);
• Voltage regulation support provided by RESs (PV and wind generators).

The following topics are investigated:

1. Large-perturbation angle stability (electromechanical stability): To analyze the response of
the power system to the variations in frequency and voltage on a time scale from tens
of milliseconds up to tens of seconds. In particular, the electromechanical stability is
assessed, taking into account the dynamics of generators and loads and the triggering
of protection schemes. The objective is to state if synchronous machines can keep
synchronism after a severe transient disturbance [32].
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2. Small-perturbation angle stability: To evaluate the power system stability when small
variations in loads and generation occur, as continuously happens in a real scenario,
not necessarily related to a transient disturbance.

3. Voltage security: To assess the capability of a power system to keep an acceptable
steady voltage at all busses, either under normal conditions or after disturbances.

The results prove that in the 2050 scenario, with an extremely high penetration of
RESs, the new flexibility sources are essential to guarantee both angle and voltage sta-
bility. Literature provides many works with power system stability analyses taking into
account the lowering of the system inertia [33] and the high penetration of inverter-based
generation [34,35]. However, in most cases, these studies focus on one or two stability
issues and simulation tests are carried out on relatively small (less than one hundred
busses) benchmark network models. Differently, this paper proposes an original and useful
analysis which:

• Is based on validated realistic scenarios for the year 2050;
• Takes into a complete set of flexibility options, as listed before (SI provided by wind

generators; FFR provided by BESSs; SI and FFR provided by controlled loads (DSR);
voltage regulation support provided by RESs);

• Uses a detailed network model composed by more than 600 busses, provided by the
TSO that owns and manages the modeled system.

The reminder of the paper is organized as follows. Section 2 describes the network
model and the simulation scenarios. Section 3 presents the results of the large perturbation
stability analysis. Section 4 reports the results of the small-perturbation stability analysis.
Section 5 presents the results of the voltage stability analysis. Finally, Section VI provides
the general conclusions of the study.

2. Network Model and Scenarios

The grid model employed for this analysis is the Sicilian Island, a portion of the Italian
transmission network (Figure 1); basic data were provided by Terna.

Figure 1. The studied grid [36].

The Sicilian Island corresponds to the European market zone 56IT used by Task 1.1 and
1.2 of the OSMOSE project [25,29]. The provided grid model is detailed and presents:

1. More than 600 busbars at 400, 230, 150, and 132 kV;
2. 441 lines;
3. 516 substations;
4. 30 large (nominal power higher than 10 MW) static generators, representing the wind

and solar plants connected to the HV grid;
5. 379 loads, mimic both equivalents and HV loads;
6. 72 synchronous machines representing both thermal and hydro plants with their

associated controllers.

121



Energies 2022, 15, 3517

The grid presents only few lines with a voltage higher or equal to 230 kV (in green
in Figure 1); considering the geographic dimension and the high amount of generation
capacity installed, it is poorly meshed. The 400 kV system (in red in Figure 1) essentially
consists of a single backbone starting from the Sorgente substation in the north-east and
ending in the Syracuse petrochemical nucleus in the south-eastern part of the region. It goes
through the powerful interconnection substations of Sorgente, Paternò, and Chiaramonte
Gulfi up to the ISAB plants near Priolo Gargallo. Since 2016, Sicily has been connected
to the Italian system through a new AC interconnection (two parallel undersea cables) at
400 kV. Both the AC interconnections start from Rizziconi substation on the mainland and
get to the Sorgente substation on the Island.

Regarding the installed conventional generators, Table 1 reports Sicily’s major thermal
power plants in 2020.

Table 1. Sicily’s major thermal power plants in 2020.

Plant Owner Type Rating (MW)

Anapo (SR) Enel Storage Hydro 500
Augusta (SR) Enel Fossil Fuel 210

Priolo Gargallo, Nuce Nord (SR) ERG CCGT * 480
Priolo Gargallo, ISAB energy (SR) ERG IGCC * 528
Priolo Gargallo Archimede (SR) Enel CCGT 750

Trapani (TP) E.On OCGT * 169
Gela (CL) Eni Fossil Fuel 260

San Filippo del Mela (ME) A2A Energie Future Fossil Fuel 1280
Milazzo (ME) Termica Milazzo CCGT 365

Termini Imerese (PA) Enel CCGT 1340
* CCGT—Combined Cycle Gas Turbine, IGCC—Integrated Gasification Combined Cycle, OCGT—Open Cycle
Gas Turbine.

As mentioned, all conventional generators provide droop primary frequency regula-
tion (by the governor), primary voltage regulation (by the Automatic Voltage Regulator),
and Power System Stabilizers (PSS). In this paper, focusing on frequency regulation, we indi-
cate the primary active power reserve as Frequency Containment Reserve (FCR) according
to the nomenclature introduced in [37].

In the Rizziconi substation, end of the link in the continent, a frequency relay is
installed; it is able to disconnect the Island from the rest of the system in particular critical
conditions. Usually, Sicily exports to Italy active power, keeping the Sicilian power system
in operation in case of the trip of the interconnection and avoiding load shedding on the
Island. Active power transit is always monitored, and if the exported power is higher than
a given amount, specific devices can disconnect some generators in Sicily.

Moreover, the Rizziconi–Sorgente Islanding relay trips when severe underfrequency
events occur in the continental power system; the tripping relay operates according to
these rules:

• The frequency overtakes the threshold of 49.7 Hz and the frequency derivative is lower
than −0.2 Hz/s;

• The frequency is lower than 49.5 Hz.

These rules also explain why Sicily mainly exports power; indeed, in case of an
underfrequency event, if the Island was importing, a disconnection could worsen the
frequency decay. Sicilian four large pumping units of Anapo plant are always disconnected
as a first solution if operating in pumping mode.

In the case of underfrequency events, moreover, a load shedding scheme is in operation,
where its settings are shortly described in Table 2: according to different thresholds, a
prescribed load shedding step is activated, as described.
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Table 2. Load shedding settings [38].

Threshold
Starting

Frequency (Hz)
Frequency Derivative

Threshold (Hz/s)
Pure Frequency
Threshold (Hz)

Percentage of
Shed Load

1 49.3 −0.3 49.0 9%
2 49.2 −0.6 48.9 8%
3 49.1 −0.9 48.8 7%
4 49.1 −1.2 48.7 7%

2.1. Scenarios
2.1.1. Data Scenario Application

The scope of this work is to simulate the dynamical stability of the Sicilian grid with
a different mix of loads and generation deployment (coming from Task 1.1 and Task 1.2)
and evaluate possible security issues and possible suggestions for countermeasures. The
Sicilian grid has been updated with the new values of capacities and loads identified
for 2050. Each scenario identified in Task 1.1 provides data for the 99 European zones
defined by e-Highway 2050. In detail, for each zone, the total installed generation capacity,
differentiated by primary sources (biomass, geothermal, wind, solar, gas, and hydro), is
given, as well as the total load installed.

Task 1.1 provided the installed capacity, differentiated by technology, for each Euro-
pean market zone, either connected to the HV or MV grids. This new capacity was allocated
to the HV and MV grids, according to the 2020 shares available on the GAUDÌ portal [39],
the Terna’s website with the technical characteristics of all the power plants. Table 3 shows
the RES deployment in Sicily (2020) and the percentage connected to either MV or HV
level; it is clear that the PV plants are almost always connected to the distribution grid, and
the wind and hydro plants to the transmission grid. Such percentages were used to share
the RES data provided by Task 1.1, while some conventional thermal plants were simply
switched off to mimic their decommissioning as RESs take over. The Power to Gas (P2G)
technology was considered as a repowering of some of the old thermal plants and located
accordingly, biogas (bioenergy) and waste-to-energy technologies were modelled assuming
they are brown field.

Table 3. Current RES installed in Sicily (beginning of 2020) [39].

Technology Total Installed (MW) MV Connected (%) HV Connected (%)

Photovoltaic 1422 97.00 3.00
Wind 1887 6.00 94.00
Hydro 274 4.00 96.00

In the following, the major changes applied to the 2020 grid to meet the 2050 data of
Task 1.2, showed in Table 4, are described.

1. Power rating of the cables with the mainland were increased to 2300 MW to meet the
Available Transfer Capacity (ATC) data provided.

2. An equivalent synchronous machine was installed close to the continental terminal
of the link Sicily-continental Italy to mimic the dynamic behavior of the rest of the
Italian system. Its rated power equals the sum of the active power of the synchronous
machines of the other Italian market zones at the time frame considered, divided
by a power factor (0.8), and starting time constant equal to 10 s. This approach is
conservative in the sense that the equivalent machine represents only a portion of the
generating units of continental Italy able to provide primary frequency control. This
machine is equipped with a governor, an automatic voltage regulator, and a power
system stabilizer properly tuned.

3. 15 Full-Converter Wind Turbines (FCWTs) and 20 Doubly-Fed Induction Generators
wind turbines (DFIG) were equipped with a controller able to provide SI (detailed in
Section 2.3).
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4. Already existing HV PV plants ere modelled according to [40], including its LV/MV
transformer. The same PV model was installed at the MV busbars of the 285 primary
substations to mimic the contribution of the dispersed generation connected to the
distribution grids. All PV models are equipped with the overfrequency protections,
set according to the Italian standards [38,41].

5. A BESS model able to provide FFR (detailed in Section 2.4) was considered. BESSs
are installed either near each new wind plant or at the sites of the few synchronous
generators not decommissioned. The total amount of storage power was installed
according to Task 1.1. These BESS were sized equal to the 20% of the capacity of the
already installed generation plant.

6. Controlled loads able to provide both SI and FFR (detailed in Section 2.5) were
installed near 16 already existing loads considered large enough (at least 13 MW in
the Terna base model).

7. The 230 kV ring circuit of the Island was doubled, even if no indications regarding
the zonal grid reinforcements are given by the other Tasks. This solution was carried
out to accommodate the demand expected for 2050.

8. Capacities of all generators were upgraded according to the data provided by Task 1.1
(Table 4). Table 5 shows the ratings and the location of the remaining synchronous
machines and their identification names.

Table 4. Installed capacity (MW) provided by Task 1.1 for 2050 for Sicily [25].

Zone Battery PV Hydro Wind Waste Gas P2G

56IT 1572 6075 313 6360 566 162 1947

Table 5. Ratings and location of the synchronous power plants in 2050.

Location Identification Name Rating (MVA)

Contrasto CNTP 24
Dittaino DITP 23

Priolo Gargallo EGNP 576
Città Giardino EGSP 90

Augusta ESSP 80
Priolo Gargallo ISBP 344

Paternò PATP 9
Priolo Gargallo PRGP 658

Milazzo TEMP 185
Termini Imerese TIMP 946

Troina TROP 14

2.1.2. Typical Generation and Demand Conditions—Dispatching Profiles

In this analysis, only the scenario “Current Goal Achievement” (GCA) is considered.
Capacities of the GCA scenario are implemented for 2050 related to the generators, while
the following most typical and critical generation/demand conditions were tested, with
reference to Sicily:

• Very low load/very low rotating generation in operation;
• High load/low rotating generation in operation;
• Maximum export/import of areas;
• Operational conditions with a weak network (lines out of service);
• Islanding conditions.

These snapshots were selected to represent the weaker grid conditions. They were
identified by analyzing the load demand and the balance between the traditional generation
and the renewable one.

From Task 1.2, the level of generation, differentiated by the primary sources, the
active power demand, and the import (or export) in MW for each hour of one entire
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year are available. The profiles provided were carefully analyzed, and, to achieve the
aforementioned critical conditions, the most appropriated hours, considered to better
resemble the desired situations, were picked up. Reactive power was not taken into
account by Task 1.2. To keep a realistic load behavior, typical values of power factor,
based on the characteristics of the Italian power system, were assigned to the loads of the
Sicilian zone. Finally, the active load demand was adjusted using a suitable scaling factor
to increase, or decrease, the total demand and achieve the desired values.

The following dispatching profiles (DPs), derived from the data provided by RTE,
were picked up and implemented for the 2050 Sicilian grid:

• High Export: represented by 24th of May of MC 4 at 2:00 a.m., characterized by quite
high wind production, no photovoltaic, and low load demand.

• High Import: represented by 11th of January of MC 1 at 1:00 a.m., characterized by
almost no renewable production and medium/high demand.

• High Load: represented by 27th of May of MC 1 at 4:00 p.m., characterized by high
load demand, high wind, and photovoltaic production.

• Island: represented by the 23rd of June of MC 5 at 3:00 p.m.; with high photovoltaic
and wind production and the link with the mainland out of service.

• Low Load: represented by the 4th of June of MC2 at 2:00 a.m., characterized by low
load and almost zero wind production.

• Lines out of service: it is the Low Load profile with the Favara/Chiaramonte and Cara-
coli/Sorgente 230 kV lines out of service.

A detailed description of these six DPs is reported in Table 6. Table 7 reports the
operating points of the 16 controlled loads in any of the dispatching profiles introduced.

Table 6. Hourly dispatching profiles (MW) [27,29].

Dispatching Profile High Export High Import High Load Island Low Load
Lines Out of

Service

Time 24 May 2050
02:00

11 January
2050 01:00

27 May 2050
16:00

23 June 2030
15:00

4 June 2050
02:00

4 June 2050
02:00

MC Year 4 1 1 5 2 2

Zonal export (MW) 725 −1188 0 0 −578 −578

Loads

Total Load (MW) 1837 3218 4099 4294 1514 1514

Traditional load (MW) 1837 3218 2318 2500 1514 1514

DSR Electrical Vehicle (MW) 0 0 0 0 0 0

Pumping (MW) 0 0 0 0 0 0

Electrolyser (MW) 0 0 1781 1794 0 0

Battery Storage (MW) 0 0 0 0 0 0

DSR Heat Pump (MW) 0 0 0 0 0 0

Generation

Total Generation (MW) 2562 2030 4099 4294 936 936

ROR (MW) 30 11 30 25 25 25

WIND (MW) 1480 253 2059 1124 195 195

SOLAR (MW) 0 0 1211 2429 0 0

NUCLEAR (MW) 0 0 0 0 0 0

COAL (MW) 0 0 0 0 0 0

GAS (MW) 0 0 0 0 0 0

BATTERY (MW) 786 0 0 0 0 0
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Table 6. Cont.

Dispatching Profile High Export High Import High Load Island Low Load
Lines Out of

Service

Generation

PSP (MW) 0 0 0 0 0 0

P2G (MW) 0 1500 533 450 450 450

CHP (MW) 0 0 0 0 0 0

BIOENERGY (MW) 266 266 266 266 266 266

H. STOR (MW) 0 0 0 0 0 0

SPIL. ENRG (MW) 0 0 0 0 0 0

UNSP. ENRG (MW) 0 0 0 0 0 0

Continental Italy Equivalent Generator

NOMINAL POWER (MVA) 10,411 1493 23,053 9607 13,533 13,533

Table 7. Loads associated with the DSR models.

Active Power (MW)

Load High Export High Import High Load Island Low Load Lines Out of Service

Load 1 42.8 42.8 59.92 59.92 21.4 21.4
Load 2 13.8 27.6 38.64 38.64 13.8 13.8
Load 3 14.5 29 40.6 40.6 14.5 14.5
Load 4 13.9 27.8 38.92 38.92 13.9 13.9
Load 5 13.3 26.6 37.24 37.24 13.3 13.3
Load 6 15 30 42 42 15 15
Load 7 126.6 189.9 177.24 177.24 0 0
Load 8 13.5 27 37.8 37.8 13.5 13.5
Load 9 16.9 33.8 47.32 47.32 16.9 16.9
Load 10 15 30 42 42 15 15
Load 11 13.4 26.8 37.52 37.52 13.4 13.4
Load 12 52.4 52.4 73.36 73.36 26.2 26.2
Load 13 13.8 27.6 38.64 38.64 13.8 13.8
Load 14 13.6 27.2 38.08 38.08 13.6 13.6
Load 15 14.8 29.6 41.44 41.44 14.8 14.8
Load 16 13.3 26.6 37.24 37.24 13.3 13.3

TOTALS 406.6 654.7 827.96 827.96 232.4 232.4

In the following, we provide a detailed description of models of wind generators,
BESSs, and flexible loads, which are all able to provide frequency and/or voltage regulation
services. This description is of particular interest since the main question of the present
study is if the 2050 European power system will be stable and how much flexibility services
from RES, BESSs, and DSR would be necessary.

2.2. Wind Generators Models
2.2.1. Full-Converter with Synthetic Inertia

SI corresponds to the controlled action of an inverter-based generating unit to mimic
the kinetic energy exchanged by a synchronous generator with the power system. Different
mechanisms are available in the literature to relate the frequency variation with the con-
verter injection; here, the emulation is obtained by acting on the control of a back-to-back
converter [42]. Basically, this strategy emulates the inertial response supplying a temporary
contribution during the first instants of a frequency transient, exploiting the energy content
of the capacitor of the DC-link [6,7], suitable oversized, thanks to the use of supercapacitors,
or “ultra-capacitors”.
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This control model was implemented (referred as the current-controlled model) and
tested in the wind turbine model shown in Figure 2a. This SI control could be applied
to whatever type of plant connected with a fully rated converter, introducing a sufficient
energy buffer.

Figure 2b depicts the adopted control diagram (a typical synchronous-frame structure
is considered), where:

- Two linear Proportional-Integral (PI) regulators (suitably equipped with saturation)
are introduced. These two independent controllers are associated with the DC bus
stabilization and reactive injection. They provide the direct ire f

d and quadrature ire f
q

references for the internal current loop.
- An additional signal pin, introduced on the direct-axis reference and proportional (by

the inertia coefficient Kin) to the frequency approximate derivative, enables the inertial
control. Its negative sign is introduced to increase active power injection in case of
underfrequency events, exploiting the discharge of the DC capacitor. Indeed, the DC
voltage can temporarily vary in response to the system frequency disturbance and
allow the inertial response of the converter.

Figure 2. Full-converted wind turbine model [43] (a), and current controlled model for SI [6,7] (b).

In order to extract the angular frequency derivative
.

ωg, the QSOGI-FLL (Quadrature
Second-Order Generalized Integrator—Frequency Locked Loop) algorithm is adopted [44].
The QSOGI-FLL system is also exploited to determine the synchronization angle for the Park
transform (the capital P in Figure 2b). An additional filtering effect has also been introduced,
combining the FLL dynamics with a first-order low-pass (with a time-constant τin):

pin =
Kin

1 + s τin

.
ωg (1)

Assuming a variability range Δ
.

Vdc = 0.1 p.u., the sizing of the capacitor is given by:

CDC =
10% Ab Δt

1
2
(
Vnom

dc
2 − Vmin

dc
2
) (2)

where:

- Ab is the nominal power of the equivalent wind generator exploited;
- Δt is the maximum time-length of the frequency transient supported;
- Vnom

dc is the nominal DC voltage;
- Vmin

dc is the minimum allowed DC voltage.
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The “DC protection” was introduced to decouple the design of the inertia coefficient Kin
from the grid dynamics. This block guarantees the maximum exploitability of the available
energy reserve and fulfills the technical/security constraints associated with the converters.
Indeed, SI control is active only when the discharge process is compatible with the DC
voltage ratings, in particular:

- When DC voltage is lower than the minimum allowed value (Vmin
dc ), discharge is

inhibited, and only charging operations are allowed;
- Discharging signals can be sent to the control whenever the voltage is close to its

maximum and charging operations are inhibited.

This logic can be identified in Figure 2b.

2.2.2. DFIG with Synthetic Inertia

For the DFIG wind models turbines considered, as shown in Figure 3, a different
architecture to realize the DC-link SI known as the voltage-controlled model was adopted.

Figure 3. DFIG model [45] (a), and voltage controlled model for SI [4,46,47] (b).

Figure 3b depicts the control scheme, which considers a proportional relation between
the DC-link voltage reference and the measured network frequency deviation. A frequency
controller with a constant gain Kin_V takes the frequency deviation signal as the input and
the variation of the DC voltage reference as output.

The dynamics of the DC-link voltage controller is made very fast to allow the stored
electrostatic energy to be released/absorbed in response to the DC-link voltage deviation
and allow SI provision. The scheme links frequency and DC-link voltage in such a way that:
(i) the change in network frequency will lead to a change in DC-link voltage and (ii) the
derivative of the resulting change in DC-link voltage causes the absorption or release of
power from DC-link capacitors [4]. By setting the q-axis reference rotor current to zero, the
reactive power flow from the Grid Side Converter (GSC) is regulated to zero to reduce the
GSC rating.

The Voltage Control Mode DC protection scheme, although a bit different from the
Current Control Mode SI DC protection scheme (they both have similar objectives of
keeping the DC voltage within vmax

dc and vmin
dc ) takes the output of the SI scheme and

measured DC voltage as the input and limits the inertial response outputs to values
compatible with the DC voltage ratings.

2.3. Battery Energy Storage Systems Model

BESSs were implemented using the library model available in DIgSILENT PowerFac-
tory [31]. As shown in Figure 4, the battery is represented as an equivalent DC voltage
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generator whose voltage UDC depends on the battery State of Charge SoC. Current IDC
exchanged by the battery is driven by a Pulse-Width Modulation (PWM) AC/DC converter.
IDC depends on the direct and quadrature AC currents Id and Iq, which are imposed by

the PWM converter, according to the reference signals Ire f
d and Ire f

q , in turn defined by the
“PQ controller”. The latter implements PI regulators to realize the exchange of active and
reactive powers, Pre f and Qre f , required by the user.

Figure 4. BESS model available from DIgSILENT PowerFactory [31].

As shown in Figure 4, Pre f is the sum of the set-point P∗ and the variation ΔPre f

defined by the “Frequency Controller” to realize the FFR service. The scheme in Figure 5
shows that the FFR is realized by a simple droop controller with a dead-band set to 0.01 Hz
and the droop coefficient b.

Figure 5. Frequency Controller model.

The “Charge Controller” block limits the current import, when the battery is fully
charged (SoC = 1), and the current export, when the battery is fully discharged (SoC = 0).

The battery SoC is determined by a simple Coulomb counting model:

SoC(t) = − 1
Cb · 3600

∫ t

0
IDC(τ)dτ + SoC0, (3)

where Cb is the battery capacity in Ah and SoC0 is the initial condition. Two important
assumptions worth to be mentioned are that capacity Cb is constant, and voltage UDC is
linearly dependent on the SoC. These approximations are acceptable in the context of
the present study since dynamical simulations are executed in a time scale from tens of
milliseconds up to tens of seconds.

Within the DIgSILENT model, capacity Cb is determined as Cb = Npar
c · Cc, where

Npar
c is the number of parallel cells and Cc is the capacity of the single cell. The nominal

DC voltage is determined as Unom
DC = Nser

c · umax, where Nser
c is the number of series cells
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and umax is the voltage of full cells. Moreover, the DIgSILENT model allows setting
the BESS rated power Pnom

BESS. All implemented BESSs adopt the parameters reported
in Table 8, whereas Npar

c is defined to obtain a desired capacity CBESS in Wh such that
Pnom

BESS = CBESS/1 h.

Table 8. BESS common parameters 1.

Parameter Symbol Value

Single cell capacity Cc 50 Ah
Voltage of full cells umax 15 V
Voltage of empty cells umin 12 V
Number of series cells Nser

c 60
Battery nominal voltage Unom

DC 0.9 kV
Converter AC side nominal voltage Unom

AC 0.4 kV
Cells internal resistance Zi 0.001 Ω

1 For details of parameters not introduced in the text, the reader is referred to [31].

2.4. DSR

By suitably modulating their power consumption, electrical loads equipped with
a form of energy storage (e.g., thermal energy in thermal loads) can provide frequency
regulation services to the power system. Scientific literature has proposed many solutions
in order to allow commercial buildings [11], industrial compounds and/or aggregates of
domestic loads [9,10] to provide frequency regulation services. In general, even if with
different levels of robustness, depending on the proposed control architecture and on the
typology of loads, in all these works, loads are made able to follow a reference signal
designed to provide SI and FFR.

Ideally, the reference signal is

ΔPre f
L (t) = KFFRΔ f (t) + KSI D f (t), (4)

where: Δ f (t) is the frequency deviation at time t, D f is the frequency derivative at time t
(RoCoF); KFFR is the FFR coefficient, and KSI is the SI coefficient. The values of these two
last coefficients depend on the type of loads and on the adopted control strategy. KFFR is
an equivalent droop coefficient, whereas KSI is the provided amount of SI.

In any case, the reference signal ΔPre f
L cannot be perfectly followed, mainly due to the

fact that the input values of the controller are not the real-time values of frequency deviation
Δ f and frequency derivative D f , but the measured values Δ f m and D f m, collected with
a certain sampling time and then filtered with a low-pass filter, as shown in Figure 6
(according to the ENTSO-E “Demand Connection Code” [48]).

Figure 6. Measurement chain for frequency and RoCoF (left). Detail of the dead-band with compen-
sation (right).

Therefore, (4) is substituted by:

ΔPre f
L (t) = KFFRΔ f m(t) + KSI D f m(t), (5)
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where Δ f m(t) and D f m(t) are the measured values of the two mentioned quantities. The
dead-band is defined by two parameters: Δ fDB, which determines the band amplitude and
the break point p. In all simulations, Δ fDB = 0.02 Hz and p = 0.03 Hz.

The value of KFFR should be defined in function of the FCR, in [37] is defined as the
active power reserves available to contain system frequency after the occurrence of an imbalance.
According to [37], each TSO must secure that the combined reaction of FCR respects with
the following requirements:

A. FCR is not artificially delayed and begins as soon as possible after a frequency
deviation;

B. If the frequency deviation is equal to or larger than 200 mHz, at least 50% of the
full FCR capacity must be delivered at the latest after 15 s; and 100% of the full FCR
capacity must be delivered at the latest after 30 s. Moreover, the activation of the full
FCR capacity must rise at least linearly from 15 to 30 s;

C. If the frequency deviation is smaller than 200 mHz, the activated FCR capacity must
be at least proportional with the same time behavior referred in points (A) and (B).

2.5. Methodology

The methodology adopted in this study, detailed in the following sections, is described
by the flowchart depicted in Figure 7.

Figure 7. Stability analysis: methodology flowchart.

As shown in the figure, the grid model is updated and the DPs are selected taking as
inputs the 2050 scenario forecast provided by Task 1.1 and 1.2 and the 2020 Italian grid
model provided by Terna. For each DP a transient stability analysis, a small-perturbation
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stability analysis and a voltage stability analysis are performed in DIgSILENT PowerFactory.
If the DP does not comply with one of the stability conditions, additional flexibility tools
are implemented (e.g., SI, DSR) or their contribution is increased to the extent until stability
is guaranteed. Finally, the identified solutions able to provide stability even in the most
critical operating conditions are examined in the conclusions and recommendations section.

3. Large Perturbation Stability Analysis

Large perturbation stability analysis is carried out by dynamical simulations on a
time scale from tens of milliseconds up to tens of seconds. In particular, electromechanical
stability is assessed, considering the dynamics of generators and loads and the triggering
of protection schemes.

The six DPs of Table 6 are considered, and for each of them, a set of events is simulated.
Specifically, the following events are simulated:

- The outage of one or two of the three connections with the mainland (except for the
Island DP);

- A 500 MW load-step occurring in continental Italy (load-step in continental Italy is
not considered in the Island DP);

- The outage of groups of large generating units.

3.1. Frequency Stability Definitions

According to the Italian grid code [49]:

- In Normal Operating Conditions (NOC), the frequency must remain within the range
49.9–50.1 Hz;

- For the special case of Sicily disconnected from the mainland, the NOC range is
49.5–50.5 Hz;

- In Emergency Operating Conditions (EOC), the frequency must be kept in the range
47.5–51.5 Hz.

Notice that if frequency exceeds the EOC range of 47.5 Hz or 51.5 Hz, a system blackout
can hardly be avoided [50]. Therefore, for our simulations, stability is guaranteed if the
numerical integration converges, and frequency is kept within 47.5–51.5 Hz. Moreover, a
simulation is labelled as follows:

1. Strongly stable, if stability is guaranteed and frequency remains within the NOC limits;
2. Stable, if stability is guaranteed, but NOC are violated;
3. Unstable, if stability is not guaranteed.

3.2. Network Configurations

The objective of the present study is to analyze if the 2050 power system of Sicily can
assure frequency stability. According to the results provided in the OSMOSE Task 1.1 [25],
both BESSs operating FFR and flexible loads providing DSR will be available. Therefore,
simulations are carried out with the base configuration, without BESS FFR and DSR, and
with further network configurations with BESS FFR and/or DSR.

3.2.1. Configurations with BESS FFR

As described in Section 2.2, BESS FFR is implemented as a droop controller, essentially
defined by the droop coefficient b, which states the amount of FCR provided by the BESS.
Specifically, the i-th BESS with nominal power Pnom

BESS,i will provide, at steady-state, the
following power variation:

ΔPBESS,i =
100

b
Δ f

f nom Pnom
BESS,i. (6)

In this analysis, the same droop coefficient is assumed for all BESSs in service with
values within the interval 1–5%, and the relevant network configuration is indicated with
BESS-b. It is worth noticing that 4–5% are typical droop coefficient values adopted for
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traditional (hydro or thermal) generators. In this study, lower droop values are considered
since BESSs could potentially be installed to exclusively provide FFR. Therefore, the droop
can be lowered more than in the case of generators. In particular, since the simulated BESSs
are associated with wind and traditional generators, and their nominal powers are assumed
equal to the 20% of the relevant generators, a droop coefficient equal to 1% means that the
BESS emulates the 5% droop frequency response of the associated generator. Obviously, a
general hypothesis is that all BESSs are provided with an energy reserve sufficient to realize
the regulation service, i.e., their SoC at the event occurrence is such that power variation in
(5) can be kept up to a prescribed maximal time interval (a typical value is 15 min).

By adopting Δ fmax = 0.2 Hz as the frequency deviation at which the full FCR should
be released (according to [37]), the FCR provided by the i-th BESS is:

FCRBESS,i = min
(

100
b

· 0.2
f nom · Pnom

BESS,i , Pnom
BESS,i −

∣∣∣P0
BESS,i

∣∣∣), (7)

where P0
BESS,i is the i-th BESS working point. In the following, FCRtot

BESS will indicate the
total FCR provided by all BESSs providing FFR, i.e., FCRtot

BESS = ∑
i

FCRBESS,i.

3.2.2. Configurations with DSR

DSR is operated by the 16 loads listed in Table 7. To simplify the sizing of the DSR
service, described in detail in Section 2.3, parameters FCRFFR and FCRSI are set equal to
the same tuning value FCRDSR. For the i-th load, FCRDSR,i is defined as a percentage p (%)
of the load working point PL,i:

FCRDSR,i =
p

100
· PL,i. (8)

Given p, the relevant network configuration will be indicated as DSR-p. Moreover, FCRtot
DSR

will indicate the total FCR and SI provided by all the 16 loads, i.e., FCRtot
DSR = ∑

i
FCRDSR,i.

3.2.3. Simulations Procedure

For each DP and for each event, the following procedure is followed. The base configura-
tion is firstly tested. Then, if strong stability cannot be guaranteed, network configurations
with BESS FFR are simulated by progressively decreasing the droop coefficient from 5%
to 1%. If this is not sufficient to obtain strong stability, further network configurations
with both BESS FFR and DSR are tested by progressively increasing the DSR percentage
parameter p up to 35%.

3.3. Results

Table 9 provides an overview of the obtained results. For each simulation, the table
reports if strong and/or simple stability was guaranteed with the base configuration. In the
cases where one of these two conditions is not satisfied, Table 9 reports the amount of FCR
provided with the “best” BESSs-DSR configuration (FCRtot

BESS + FCRtot
DSR) and if, in this

case, the two conditions were successfully satisfied. As best BESSs-DSR configuration, we
intend the one with the lowest level of contribution from BESSs and DSR (highest droop
coefficient and lowest p) allowing frequency regulation performances to be improved.
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Table 9. Large perturbation stability analysis: simulation results.

Event

Base Configuration Best BESSs—DSR Configuration

Stable?
Strongly
Stable?

Configuration FCR Stable?
Strongly
Stable?

High Export

Load-step in continental Italy (500 MW) YES NO BESS-1 DSR-25 655 MW YES YES
Outage of 1 link with continental Italy YES YES Not required - - -
Outage of 2 links with continental Italy YES YES Not required - - -
Generation outage (220 MW) YES YES Not required - - -

High Import

Load-step in continental Italy (500 MW) YES NO BESS-5 DSR-15 203 MW YES YES
Outage of 1 link with continental Italy YES YES Not required - - -
Outage of 2 links with continental Italy NO NO BESS-1 522 MW YES YES
Generation outage (321 MW) YES YES Not required - - -
Generation outage (569 MW) YES NO BESS-3 DSR-25 338 MW YES YES
Generation outage (817 MW) YES NO BESS-1 DSR-35 751 MW YES NO

High Load

Load-step in continental Italy (500 MW) YES YES Not required - - -
Outage of 1 link with continental Italy YES YES Not required - - -
Outage of 2 links with continental Italy YES YES Not required - - -
Generation outage (337 MW) YES YES Not required - - -

Island

Generation outage (337 MW) YES NO BESS-3 174 MW YES YES

Low Load

Load-step in continental Italy (500 MW) YES NO BESS-1 DSR-30 362 MW YES YES
Outage of 1 link with continental Italy YES YES Not required - - -
Outage of 2 links with continental Italy YES YES Not required - - -
Generation outage (337 MW) YES NO BESS-1 292 MW YES YES

Lines out of service

Load-step in continental Italy (500 MW) YES NO BESS-1 DSR-30 362 MW YES NO
Outage of 1 link with continental Italy YES YES Not required - - -
Outage of 2 links with continental Italy YES YES Not required - - -
Generation outage (337 MW) YES NO BESS-3 DSR-30 362 MW YES YES

As we can observe in Table 9, with the base configuration, frequency stability is guar-
anteed in all the DPs and for all events, except for the outage of two connections with
continental Italy in the High Import DP. In this case, the loss of the two connections causes
the outage of the third remaining one. This outage happens because the high level of
imported power, equal to 1188 MW, leads the current on the third cable to overcome the
rated value. In this condition, we assume that an overcurrent protection is installed, causing
the trip of the cable and the islanding of Sicily. It is worth remarking that such a situation is
unrealistic and would never occur. However, we study this case as an extreme situation to
assess the potential of the flexibility available.

Figure 8 shows the frequency profile and its time derivative obtained in this specific
scenario. In this figure, results obtained with the base configuration are not reported since
they are unstable. In Figure 8a, we observe that in configuration BESS-5, with a total
additive FCR of 105 MW, frequency reaches a minimum of 48.9 Hz, before starting to
increase toward a steady-state value of about 49.1 Hz. This behavior is obtained thanks
to the activation of two load shedding steps. Indeed, at about 2.8 s, frequency overtakes
the threshold of 49.3 Hz and, as shown in the zoom in Figure 8, the frequency derivative is
lower than −0.3 Hz/s. According to Table 2, this causes the shedding of 9% of loads (equal
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to 290 MW). Then, always according to Table 2, when the frequency reaches the threshold
of 48.9 Hz a further shedding of the 8% of loads (equal to 257 MW) is triggered.

Figure 8. High Import DP, outage of two of the three connections with continental Italy: (a) frequency
profiles; (b) frequency derivative profiles.

Increasing the BESS contribution, in configuration BESS-3, with a total additive FCR of
174 MW, the shedding at 49.3 Hz is avoided since the overtaking of this threshold is delayed
at about 3.2 s (as we can observe in the zoom in Figure 8a), when frequency derivative is
higher than the threshold of −0.3 Hz seconds (as we can observe in the zoom in Figure 8b).
However, frequency reaches the threshold of 49 Hz, causing the shedding of the 9% of loads
(equal to 290 MW), according again to Table 2. Finally, the frequency reaches a steady-state
value close to 49.3 Hz.

Therefore, with the support of BESSs, in the two configurations BESS-5 and BESS-3,
frequency stability is guaranteed but: (i) load shedding is activated and (ii) the NOC
threshold of 49.5 Hz is violated. Augmenting the BESS contribution again, with a lower
droop coefficient, in the configuration BESS-1, with a total additive FCR of 522 MW, load
shedding is avoided, and frequency is kept higher than the 49.5 Hz threshold. A similar
result, with a lower frequency deviation, is obtained with the BESS-1 DSR-25 configuration,
where BESSs and DSR provide a total additive power reserve of 684 MW.

Always observing results in Table 9, we notice that in some cases, with the base
configuration, NOC are violated, even if stability is guaranteed. This never happens in
the High Load DP, where the number of generating units providing FCR is sufficient to
keep NOC without requiring the contribution of BESSs and DSR. Differently, in the other
DPs with Sicily connected to the Italian peninsula, the 500 MW load-step occurring in
continental Italy causes the violation of NOC with the base configuration. In these cases, the
support of BESSs and DSR to frequency regulation is always sufficient to keep frequency in
the range 49.9–50.1 Hz.

Further cases where the contribution of BESSs and DSR is required to keep NOC are
the outages of large traditional generating units in the High Import, Island, Low Load, and
Lines out of service DPs. In most cases, a suitable mix of BESSs and DSR FCR is sufficient to
guarantee NOC. In only two cases, this result is not possible. The first one is the outage of
a large group of generating units in the High Import DP, which causes the loss of 817 MW of
generated power. As shown in Figure 9a, with configuration BESS-1 DSR-35, corresponding
to an additive FCR of 751 MW, the violation is only 0.02 Hz for about 4 s, and the steady-
state frequency value is equal to 49.9 Hz. It is clear that augmenting the DSR participation
percentage again from 35% will allow not violating the threshold. For this simulation,
Figure 10a shows the active power exchanged by the BESSs associated with the in-service
traditional generators, FCWTs and DFIGs. Here, BESSs are exporting power when the
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simulation starts. Then, when the perturbation occurs, they increase their power export to
support the frequency regulation. As expected, the provided power variation is higher as
lower is the droop coefficient. Figure 10b reports the variation of the active power absorbed
by loads operating DSR. We can observe that, as frequency decreases, the power demand is
reduced to support frequency regulation.

The second case where NOC cannot be guaranteed is the load-step in continental
Italy in the Lines out of service DP. As shown in Figure 9b, an additive FCR of 362 MW
provided by the mix BESS-1 DSR-30 is not sufficient to keep frequency higher than 49.9 Hz.
In this case, we overtake the limit of p = 35% by simulating configuration BESS-1 DSR-50,
corresponding to an additive FCR of 406 MW. These results are again not sufficient to keep
the NOC, even if the violation of the 49.9 Hz threshold is only temporary (about 7 s) and
limited to about 0.02 Hz.

It is finally worth remarking that in all simulations, all voltages levels always remain
within the Italian grid code limits, and no congestion issues occur.

Figure 9. Frequency profiles for: (a) High Import DP, generation outage of 817 MW: (b) Lines out of
service DP, 500 MW load-step in continental Italy.

Figure 10. High Import DP, generation outage of 817 MW: (a) power exchanged by BESSs (positive
means export, negative means import); (b) total power consumption variation provided by DSR.

4. Small Signal Stability Analysis

The small perturbation stability analysis allows the evaluation of the dynamic of the
generators in response to a small variation in loads and generation. Even if small signal
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angle instability can be related to either the lack of synchronizing or damping torque, this
instability mostly concerns insufficient damping of the system’s oscillations due to large
groups of closely coupled machines connected by weak tie lines [32].

4.1. Small Signal Stability Definitions

Modal analysis was performed for each of the 6 DPs presented in Table 6 to assess
the small signal stability analysis of the forecasted network. A dynamic system described
by state matrix A is said to be stable to small angle perturbations if, for every mode, the
associated eigenvalue has a negative real part.

Damping refers to pairs of complex eigenvalues λ = σ ± jω, which introduce oscilla-
tory modes with a frequency equal to f = ω/2π, and it is a measure of the rate of decay of
the amplitude of the oscillations. The damping ratio is hence introduced:

ζ =
−σ√

σ2 + ω2
(9)

which corresponds to the opposite of the real part of the eigenvalue divided by its mod-
ule [51]. In the practice of electric power systems, a system is said to be stable and oscilla-
tions properly damped if the damping ratio is greater than 5%. In the following, modes
with a damping ratio above 10% are not reported, and those below 5% are considered
unstable; furthermore, electromechanical modes are the primary focus.

For our analysis, the oscillation vector, composed of the magnitude of the participation
vector and the angle of the observability [52] can be used to easily identify the electrome-
chanical modes. Indeed, the oscillation vectors allow identifying the state variables mainly
involved in that mode and, by looking at the angle differences, understanding how the
oscillations are manifested in the state variables, e.g., if in phase or counter-phase. In
formulas, the oscillation vector of the state variable xi with respect to mode k is:

ovki = |p fki|∠wk(i) (10)

where p fki is the participation factor of the state variable xi in the kth mode and wk(i) is
the ith element of observability vector k (i.e., the right eigenvector associated with the
mode k). This feature will be used to identify the properties specific to each relevant
electromechanical mode and the behavior of the involved generators. Electromechanical
modes can be generally classified into three categories depending on the location of the
generators involved. In order of increasing frequency, inter-area modes involve generators
belonging to distinctly different areas of the grid (e.g., Sicily and the peninsula), inter-plant
or local modes are modes involving units of the same area, but different plants, intra-plant
modes are modes involving units of the same plant [32].

4.2. Network Configurations

In the following sections, the small signal stability of the network in its base configura-
tion, without any support provided by RES, is evaluated. Then the contribution of the SI
provided by FCWT is considered, and, lastly, the gain of the PSS of the relevant generators
are tuned to increase the overall stability of the grid, in particular, the damping ratio of
inter-area mode called M1. Finally, the effect of the two combined actions is presented. The
frequency support provided by the BESSs and DFIGs has also been investigated. For the
sake of brevity, they are not presented as they provide just a minor contribution.

In Figure 11 the 12 substations’ locations and denomination of the conventional plants
reported in Section 2, Table 5, are shown. Each plant can have one or more units. In the
following discussion, we will be referring to these units with the denomination of the
plant (Identification names in Table 5) followed by a sequential number if needed. Of the
24 synchronous generators in the network, just those with a rated power equal to 70 MVA or
greater, i.e., 15 of them, are equipped with a PSS. The latter provides a further input signal

137



Energies 2022, 15, 3517

to the exciter system to provide additional damping to the electromechanical oscillations of
the power system through exciter control.

Figure 11. Locations and denominations of the traditional power plants in the Sicilian network.

4.2.1. Base Configuration

The High Export, High Load, and Island DPs do not present any mode with a damping
ratio below 10% and are thus considered stable. The following focuses on those DPs that
do present some modes with a damping ratio below 10% that is, the High Import, Low Load,
and Lines out of Service DPs.

In the High Import DP, the modal analysis revealed twenty oscillatory modes with
a damping ratio below 10% and all of them with a damping ratio above 5%, thus stable.
Fifteen of these (modes D1 to D15) concern the DFIG units and are all very similar. For this
reason, just mode D1 is discussed. The results are reported in Table 10.

Table 10. Electromechanical modes below the threshold of 10% for the High Import DP.

Mode Eigenvalues Frequency (Hz) Damping (%) Involved Plants

M1 −0.27 ± 4.81j 0.77 5.66 TIMP, PRGP, SLACK
D1 −0.67 ± 11.29j 1.80 5.90 DFIGs in ANPP
M2 −0.59 ± 8.18j 1.30 7.24 EGSP, PRGP
M3 −0.88 ± 9.98j 1.59 8.83 EGSP
M4 −0.89 ± 9.97j 1.59 8.90 EGSP
M5 −1.04 ± 10.44j 1.66 9.91 DITP, ESSP, PRGP

As anticipated, inspecting the oscillation vectors of the modes allows us to identify
the generators involved and whether the rotors swing in phase or counter-phase.

Mode M1 has a frequency of 0.77 Hz and a damping factor of 5.66%. In Figure 12a,
the oscillation vector is shown. The generators mainly affected by this oscillatory mode
are generators TIMP1 and TIMP2 of the thermoelectric plant in Termini Imerese (TIMP).
The mode is an inter-area mode, as the frequency suggests, in which the slack generator in
Rizziconi oscillates against TIMP1, TIMP2 and generator PRGP1 in Priolo Gargallo (PRGP).
The participation factors of PRGP1 and the slack are significantly lower than those of the
TIMP units.

Mode M2 has a frequency of 1.30 Hz and a damping factor of 7.24%. In Figure 12b,
the oscillation vector is shown. This is a local mode in which the three generators of the
Erg Plant, EGSP1, EGSP2, and EGSP3 oscillate against the units in Priolo Gargallo, PRGP1,
and PRGP2.
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Figure 12. High Import DP: (a) oscillation vector of mode M1; (b) oscillation vector of mode M2.

Modes M3 and M4 are both intra-plant modes concerning the units of EGSP with the
same frequency, 1.59 Hz, and a damping factor of 8.83% and 8.90%, respectively. Their
oscillation vectors are shown in Figure 13a,b, respectively. In mode M3, EGSP3 oscillates
against EGSP1 and EGSP2, while in mode M4, EGSP1 oscillates against EGSP2 and EGSP3.

Figure 13. High Import DP: (a) oscillation vector of mode M3; (b) oscillation vector of mode M4.

Mode M5 has a frequency of 1.66 Hz and a damping factor of 9.91%. The oscillation
vector is shown in Figure 14a. This mode is a local mode in which the 22.8 MVA generator
in Dittaino (DITP) and the 58.1 MVA generator in Augusta (ESSP2), both not equipped
with PSS, oscillate against the larger generator located in Priolo Gargallo, PRGP1, with a
rated power of 370 MVA, a large constant of inertia of 7.5 s and equipped with PSS. For this
reason, the magnitude of the oscillation vector of PRGP1 effectively appears like a dot in
the origin.

Mode D1, with a frequency of 1.80 Hz and a damping factor of 5.90%, involves two
DFIG units located in the substation of Anapo (ANPP). In total, there are 15 modes like
this one, and they involve the 15 DFIGs in the network. Since all these modes behave very
similarly, for the sake of conciseness, just the first one is shown in Figure 14b. This mode is
a local mode in which the rotor speed of the DFIG unit ANPP2 oscillates against the DFIG
unit ANPP3.
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Figure 14. High Import DP: (a) oscillation vector of mode M5; (b) oscillation vector of mode D1.

To analyze the characteristics of these 15 modes, four different wind turbine power
setpoints, i.e., P = [0, 0.1, 0.2, 0.3] MW, are considered. The effects on mode D1 are presented
in Table 11. While the frequency of D1 does not appear to be linked with the active power
setpoint, the damping ratio of D1 is somehow correlated with the power produced. Its
damping is always above the stability threshold of 5% and increases above the conservative
threshold of 10% for an active power set point greater than 0.1 MW, that is, around 7% of
the turbine rated power.

Table 11. Effect of the DFIG active power production on mode D1. Check marks indicate those modes
with a damping factor greater than 10%.

DFIG Active Power Setpoint (MW) Frequency (Hz) Damping (%)

0 1.80 6.1
0.1 1.80 5.9
0.2 � �
0.3 � �

In the Low Load DP, the modal analysis revealed three electromechanical modes with a
damping ratio below 10%, the inter-area mode M1, with a value of 3.88%, thus unstable.
The results are reported in Table 12. As shown, the inter-area mode can be properly damped,
either with the contribution of SI provided by RES (contribution of both FCWTs and BESSs),
by tuning the gain of the relevant PSS or by a combination of both.

Table 12. Electromechanical modes below the threshold of 10% for the Low Load DP.

Mode Eigenvalues Frequency (Hz) Damping (%) Involved Plants

M1 −0.19 ± 4.95j 0.79 3.88 TIMP, PRGP, SLACK
M6 −0.80 ± 10.86j 1.73 7.38 CNTP, PRGP
M7 −0.85 ± 11.09j 1.77 7.67 PATP, CNTP

Mode M6 has a frequency of 1.73 Hz and a damping factor of 7.38%, and in Figure 15a
the oscillation vector is shown. In this mode, the relatively small generator in Contrasto
(CNTP, 24 MVA) oscillates against the larger unit in Priolo Gargallo (PRGP1, 370 MVA),
which, being also equipped with a PSS, is practically unaffected by the oscillations. For this
reason, its oscillation vector in the graph appears like a dot in the origin.

Mode M7 has a frequency of 1.77 Hz and a damping factor of 7.67%, in Figure 15b,
the oscillation vector is shown. This mode involves the 9 MVA unit in Patternò (PATP)
oscillating against the 24 MVA unit in Contrasto (CNTP), both not equipped with PSS.
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Figure 15. Low Load DP: (a) oscillation vector of mode M6; (b) oscillation vector of mode M7.

The Lines out of Service DP being a variation of the Low Load one, in which two important
230 kV lines (lines Favara-Chiaramonte and Caracoli-Sorgente) are out of service, presents
the same three modes. The results are reported in Table 13. Mode M1 is particularly affected
because the line Caracoli-Sorgente effectively connects the plant in Termini Imerese (TIMP)
to the interconnection with continental Italy, right before the substation of Rizziconi.

Table 13. Electromechanical modes below the threshold of 10% for the Lines out of Service DP.

Mode Eigenvalues Frequency (Hz) Damping (%) Involved Plants

M1 −0.05 ± 4.73j 0.75 1.08 TIMP, PRGP,
SLACK

M6 −0.86 ± 10.82j 1.72 7.95 CNTP, PRGP
M7 −0.92 ± 11.05j 1.76 8.26 PATP, CNTP

The damping ratio of mode M1 decreases from 5.66% in the High Import DP, to 3.88%
in the Low Load DP, and finally to a value of 1.08% in the Lines out of Service DP. In the
following, a combination of SI support schemes and PSS tuning are adopted to properly
damp the critical inter-area mode of the network.

4.2.2. Configuration with FCWT SI

In the base configuration analysis, it appears clear that the main issues of the small
perturbation stability are the swings caused by the inter-area mode M1 between the plant
in Termini Imerese and the slack on the Italian peninsula. The damping factor of this mode
is 5.66% in the High Import DP, below 3.88% in the Low Load DP, and 1.08% in the Lines out
of Service DP.

This section aims at determining the contribution of DC-link-based SI provided by
the FCWT units. The initial setting of the SI gain Kin (see Figure 2b) is 0; then, its value
is gradually increased to 50 by steps of 5. The modal analysis is then repeated for each
value of Kin and for each DP; for the sake of conciseness, the results are reported just for a
selected number of values, i.e., Kin = [0, 10, 30, 50].

For the High Import DP, the results are shown in Table 14. Increasing the gain Kin pro-
vides a significant improvement to the damping ratio of mode M1. M2 and M5 experience a
minor decrease in damping with increasing values of Kin. D1, M3, and M4 are not affected
by Kin.
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Table 14. Effect of increasing SI contribution from FCWTs on the modes of the High Import DP.

Kin (p.u.)
M1 D1 M2 M3 M4 M5

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

0 0.77 5.66 1.80 5.9 1.3 7.24 1.59 8.83 1.59 8.90 1.66 9.91
10 0.77 5.67 1.80 5.9 1.3 7.23 1.59 8.83 1.59 8.90 1.66 9.91
30 0.77 7.39 1.80 5.9 1.3 7.07 1.59 8.83 1.59 8.90 1.66 9.69
50 0.78 7.35 1.80 5.9 1.3 7.03 1.59 8.83 1.59 8.90 1.67 9.66

For the Low Load DP, the results are presented in Table 15. Increasing values of Kin
provide a significant improvement to the damping ratio of mode M1, making it properly
damped, a slightly detrimental effect on mode M6 and no effect whatsoever on M7.

Table 15. Effect of increasing SI contribution from FCWTs on the modes in the Low Load DP.

Kin (p.u.)
M1 M6 M7

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

0 0.79 3.88 1.73 7.38 1.77 7.67
10 0.79 4.37 1.73 7.34 1.77 7.67
30 0.79 5.18 1.73 7.30 1.77 7.67
50 0.79 5.37 1.73 7.28 1.77 7.67

For the Lines out of Service DP, the results are reported in Table 16. Increasing values
of Kin provide a significant improvement to the damping ratio of mode M1, making it
properly damped, until the value of Kin reaches 30, then the damping ratio of M1 becomes
worst. The effect on the other two modes is the same as in the Low Load one.

Table 16. Effect of increasing SI contribution from FCWTs on the modes in the Lines out of Service DP.

Kin (p.u.)
M1 M6 M7

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

0 0.75 1.08 1.72 7.95 1.76 8.26
10 0.75 3.00 1.72 7.92 1.76 8.27
30 0.77 5.17 1.73 7.88 1.76 8.27
50 0.78 4.85 1.73 7.87 1.76 8.27

In conclusion, regarding the Low Load and the Lines out of service DPs, the SI provided
by FCWT can increase the damping ratio of inter-area mode M1 to a value above the 5%
threshold. However, it can do so just by a small margin. For a Kin value of 30, in the Low
Load DP the damping ratio increases to a value of 5.18% and to a value of 5.17% in the Lines
out of service DP. For this reason, in order to guarantee a more comfortable margin, other
measures must be implemented. As shown in the following, tuning the PSS of the plants
mainly involved in mode M1 allows to increase this margin to a more comfortable level.

4.2.3. Combined Configuration

A separate analysis has shown how values of the gain of the PSS of the TIMP plant
ranging from 0.5 to 1 p.u. can provide satisfactory damping to inter-area mode M1 without
compromising the stability of the local modes. For the High Import DP, the damping ratio
gets above 10% and between 5 and 10% for the Low Load and Lines out of Service DP.

In this subsection, the combined influence of the FCWT frequency support schemes
and the PSS tuning is investigated. For the FCWT units, the SI gain value of Kin = 30 p.u. is
selected; for the PSS in TIMP, the value of the gain equal to 1 p.u is adopted.

The results reported in the following tables show that a combined effort from RES and
PSS allows very good damping improvement for all the modes, even above the conservative
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threshold of 10%. In particular, this is true for the critical inter-area mode M1. For the High
Import DP, the results are presented in Table 17.

Table 17. Electromechanical comparison between the base case and the combined contribution of
RESs frequency support and PSS tuning to the small signal stability for the High Import DP. Check
marks indicate those modes with a damping factor greater than 10%.

Case
M1 D1 M2 M3 M4 M5

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

Base 0.77 5.66 1.80 5.9 1.3 7.24 1.59 8.83 1.59 8.90 1.66 9.91
Comb. � � 1.80 5.9 � � � � � � � �

For the Low Load DP, the results are presented in Table 18. It can be seen how, with a
combined effort, the critical inter-area mode is properly stabilized and damped above the
10% threshold. On the other hand, modes M6 and M7, due to the size and the location of
the plants involved, are not significantly affected; nonetheless maintain a damping ratio
above 5%.

Table 18. Comparison between the base case and the combined contribution of RESs frequency
support and PSS tuning to the small signal stability for the Low Load DP. Check marks indicate those
modes with a damping factor greater than 10%.

Case
M1 M6 M7

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

Base 0.79 3.88 1.73 7.38 1.77 7.67
Combined � � 1.73 7.30 1.77 7.68

For the Line out of services DP, the results are presented in Table 19. This DP is a
variation of the Low Load one, and the conclusions are very similar.

Table 19. Comparison between the base case and the combined contribution of RESs frequency
support and PSS tuning to the small signal stability for the Lines out of Service DP. Check marks
indicate those modes with a damping factor greater than 10%.

Case
M1 M6 M7

f (Hz) ζ (%) f (Hz) ζ (%) f (Hz) ζ (%)

Base 0.75 1.08 1.72 7.95 1.76 8.26
Combined � � 1.73 7.88 1.76 8.27

The results show how the Sicilian grid forecasted for 2050 presents good damping of
oscillatory modes and displays a variety of tools to tackle frequency instabilities. For every
identified DP a modal analysis was performed. The High Export, High Load, and Island DPs
do not present any electromechanical modes with a damping ratio below 10%. The High
Import, Low Load, and Lines out of Service DP present some local or intra-plant modes that are
stable and one inter-area mode with the peninsula, which is either barely stable or unstable.
This inter-area mode, between Sicily and the Italian peninsula, is the main concern for the
small perturbation stability. It was shown how it can be properly damped thanks to the
contribution of SI provided by FCWT and tuning the PSS of the plant in Termini Imerese.

In conclusion, the amount of RES forecasted for the year 2050 does not compromise
the small signal stability of the Sicilian grid; on the contrary, it provides a variety of tools to
enhance it.
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5. Voltage Stability Analysis

This last section presents the results of the voltage stability analysis. The voltage
stability analysis consists of a steady-state analysis (i.e., slow dynamics) to identify the
maximum loading conditions keeping acceptable voltages at all busses, i.e., between the
0.9 and the 1.1 of the per-unit rated voltage.

First, the voltage stability analysis was carried out considering the reactive support
given only by the synchronous generators in service. Then, the RES power plants were
equipped with the specifications adopted by Terna in the Italian grid code [53–55] for the
reactive provision, and the second set of tests was carried out. Finally, a sensitivity analysis
of the parameters of the RES reactive controllers was performed to improve the voltage
levels in particularly weak grid conditions.

5.1. Procedure

The PV curve calculation tool of DIgSILENT was used and adapted for this task to
carry out the voltage stability analysis. Basically, we found the critical points of voltage
instability by increasing the power demand of loads (zero and negative loads have not
been considered for this evaluation) until the load flow calculation no longer converges. In
particular, the HV voltage magnitudes were monitored to fulfil the 0.9–1.1 p.u. limits.

Reactive support of the RES was also considered and the current capability lim-
its given by Terna in [53,54] were used as reference (Figure 16a, red solid line). The
maximum/minimum reactive support must be equal to ±35% of the currently active
power available. Regarding the controller logic, the injection of reactive power, depend-
ing on the voltage values, was assumed to be in accordance with Figure 16b, where
|ΔVmax| = |ΔVmin| = 0.05 · Vnom:

Figure 16. Capability curve implemented for wind and PV plants (a) [53,54], Q/V curve given by
Terna in [54] (b).

According to the annexes [53] and [54], the reactive droop was set equal to 14%:

droop =
ΔV
ΔQ

=
|0.05|
|0.35| = 14% (11)

In its base case, the Sicilian grid presents a quite high loadability margin, equal to
65%. However, for our studies, a loadability equal to/higher than 40% is also considered
acceptable.

5.2. Results

The base configuration results are first analyzed, where only the synchronous machines
provide reactive support. These preliminary results are not realistic, but they can be used
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as a first insight and benchmark for the subsequent assessments. Then, a second study was
performed considering the reactive contribution given by the RES and BESS [55] as well.
The analysis was stopped as soon as the voltage profile of one single HV busbar goes below
the lower 0.9 limit. The 2050 DPs present a quite low percentage of synchronous machines:
hence, a higher voltage instability is expected.

The results are summarized in Table 20 (the critical DPs are highlighted in bold), along
with the loadability margin in MW and percentage. It can be easily appreciated that the
High Import and Island DPs present the lowest loadability margins, less than 15% and, along
with loadability of the High Load one, they are much lower than the adopted threshold of
40%: additional resources must be here employed to increase voltage stability margins
since the synchronous machines only are not enough to guarantee a satisfactory stability
level. The remaining DPs already present enough loadability.

Table 20. Loadability margins for the selected DPs.

Dispatching Profile
Initial Load

(MW)
Final Load

(MW)
Loadability

(MW)
Loadability (%)

High Export 1835 3717 1882 102.5
High Import 3220 3596 376 11.7
High Load 4088 5498 1410 34.5
Low Load 1510 3346 1836 121.5

Island 4289 4857 568 13.2
Lines out of service 1510 3225 1715 113.5

5.2.1. High Import and Island Dispatching Profiles

The voltage profiles of the 400 kV busbars of the High Import DP are shown in
Figure 17a, starting from the initial demand of 3220 MW; the maximum demand achievable
is equal to 3596 MW. The voltage profiles of the 400 kV busbars of the Island DP are shown in
Figure 17b, starting from the initial demand of 4289 MW; the maximum demand achievable
is equal to 4857 MW.

 
(a) (b) 

Figure 17. HV voltage profile of the High Import DP (a), HV voltage profile of the Island DP (b).

5.2.2. RES Contribution

The reactive contribution of the RES was considered in the voltage stability analysis.
All the HV connected wind plants, the photovoltaic plants connected to the HV and MV
network, representing the MV dispersed generation, and the BESS were modified to provide
reactive power support. All the inverters were set up with the current Italian standards
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as described. Since a low level of loadability was detected, analysis was carried out to
maximize the reactive support with no restrictions for the inverters: they can provide their
full capability and hence overreach the existing limits given by Terna in [53–55].

The results are shown in Table 21. This solution, with “full inverters capability”,
offers quite satisfactory results compared to the base case, as in all the DPs the margin is
increased. Despite this, in the High Import and Island ones, the loadability is still too low
and hence cannot be considered acceptable, even if it is almost doubled compared to the
base configuration. The High load profile reached an acceptable margin instead.

Table 21. Loadability margins for the selected DPs with the full RES reactive contribution.

Dispatching Profile
Initial Load

(MW)
Loadability

(MW)
Loadability (%)

Loadability
Base Case (%)

High Export 4592 2757 150.2 102.5
High Import 3993 773 24.0 11.7
High Load 5702 1614 40.0 34.5
Low Load 4887 3376 223.5 121.5

Island 5791 1502 35.0 13.2
Lines out of service 4615 3105 205.5 113.5

5.2.3. Critical Dispatching Profiles

Analyzing the results, in both the High Import and Island DPs, the “critical busses” are
two HV nodes close to Priolo, where two large thermal plants are nowconnected, but will
be considered decommissioned in 2050: Erg Nuce Nord and Priolo Gargallo. For the High
Import profile, the critical node is the PRGP busbar, and for the Island one, the EGNP busbar,
both connected to the HV 150 kV substation of Melilli, which is the interconnection with
the 230 and 400 kV lines.

According to this analysis, the synchronous machines of the Priolo power plants (four
machines of the Erg Nuce Nord and two for the Priolo Gargallo (PRGP)) were assumed as
still in operation as synchronous condensers only to guarantee suitable reactive support.
This solution is cheap, reasonable, and already acceptable since Terna is managing to install
synchronous condensers in a few old thermal plants in the south of Italy to provide inertia
and voltage control to stabilize the grid.

Assuming the full reactive capability of the RES converters and thanks to the Priolo
compensators, the loadability can be increased for the Island DP up to 40% (Figure 18a),
and for the High Import DP up to 60% (Figure 18b):

Figure 18. HV voltage profile of the Island DP (a), HV voltage profile of the High Import DP (b).
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The results are summarized in the following table (Table 22, where the improvements
are highlighted): for all the other DPs, the Priolo compensators can be kept off, as they
already present reasonable loadability margins.

Table 22. Loadability margins for the selected DPs for 2050 with a full RES reactive contribution at
Priolo as a synchronous compensator.

Dispatching
Profile

Final Load
(MW)

Loadability
(MW)

Loadability
(%)

Loadability
without Priolo (%)

High Import 5144 1924 60.0 24.0
Island 6007 1718 40.0 35.0

A second analysis was carried out to better investigate the problem, where the power
plants in Priolo were completely dismantled and the connection busses employed for the
connection of wind turbine parks, hence taking advantage of the already existing infrastruc-
tures. The new wind turbines were connected to the grid through PWM converters, able to
provide reactive power. The capability has again been extended up to the maximum avail-
able to maximize the reactive support (previously defined as “full inverters capability”).
The loadability margins were recalculated: the results are shown in Table 23.

Table 23. Loadability margins for the selected DPs for 2050 with a full RES reactive contribution of
Priolo as wind park.

Dispatching
Profile

Final Load
(MW)

Loadability
(MW)

Loadability
(%)

Loadability
without Priolo (%)

High Import 5625 2405 74.6 24.0
Island 6036 1747 41.0 35.0

Thanks to the larger reactive capability provided by the converters, the High Import DP
can reach a satisfactory loadability level equal to 75%, while in the Island one is increased
by few MW up to a final 41%. Anyway, this latest value can be considered suitable for grid
stability and the analysis can now be considered settled.

It has been noticed that when Sicily is importing power from continental Italy, it is
facing a high-power demand or it is even not connected, its loadability margin, and hence
its voltage stability is reduced. The capability of the static converters has been extended up
to the maximum available, supporting the voltage stability to a satisfactory level. For the
Island and High Import DPs the local reactive compensation at the Priolo substation allows
increasing the loadability margin. Sicily does not present a good loadability margin in the
base case, with both the combination of synchronous generators and RES plants equipped
with the current reactive settings [53,54]. However, the presence of RES plant with “full
inverters capability”, along with specific compensation in local substations, improves the
voltage stability and guarantees the voltage security of the power system.

6. Conclusions

This paper reports the results of a dynamic analysis carried out by EnSiEL for WP1
of the OSMOSE project (Task 1.4.3) concerning the feasibility of some of the scenarios and
DPs identified for 2050 in Task 1.1 and Task 1.2, in the particular case of the power system
of Sicily, one of the two main islands of Italy.

In particular, EnSiEL has assessed some typical perturbations of power systems,
e.g., loss of a large generator, slow increase in loads, or contingencies of branches. These
simulations were performed on a dedicated large grid model of the electrical network
of Sicily, provided by Terna, the Italian TSO. This grid model was updated according to
both the capacities defined by the scenarios provided by Task 1.1 and the system-wide
balancing of energy supply and demand identified area by area by Task 1.2. Therefore,
Task 1.4.3 has evaluated if the outputs of the above-mentioned Tasks are feasible from a
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dynamic point of view, identified possible lack of stability, and, in such a case, suggested
possible countermeasures, picking up any flexibility resource that can be useful.

The analysis has regarded angle stability under large and small perturbations and
voltage stability. Table 24 reports the conclusions and indications drawn for each DP with
respect to the three types of stability.

Table 24. Conclusions summary.

Type of Stability
Is Stability

Guaranteed?

Does the Operational
Condition Need Specific
Additional Flexibilitiy

Tools?

Solutions Identified/Notes

High Export DP

Large perturbation angle stability YES YES
DSR 1 and BESS FCR 2 are
required to guarantee the normal
operating conditions

Small perturbation angle stability YES NO -

Voltage stability YES YES Extend the reactive capability of
RES units

High Import DP

Large perturbation angle stability NO YES DSR and BESS FCR are required

Small perturbation angle stability YES YES SI 3 by FCWTs 4 and PSS tuning
are required

Voltage stability NO YES
Extend the reactive capability of
RES units + Local compensation
in Priolo substation

High Load DP

Large perturbation angle stability YES NO -

Small perturbation angle stability YES NO -

Voltage stability NO YES Extend the reactive capability of
RES units

Island DP

Large perturbation angle stability NO YES DSR and BESS FCR are required

Small perturbation angle stability YES NO -

Voltage stability NO YES
Extend the reactive capability of
RES units + Local compensation
in Priolo substation

Low Load DP

Large perturbation angle stability NO YES DSR and BESS FCR are required

Small perturbation angle stability NO YES SI by FCWTs and PSS tuning are
required

Voltage stability YES YES Extend the reactive capability of
RES units

Lines out of service DP

Large perturbation angle stability NO YES DSR and BESS FCR are required

Small perturbation angle stability NO YES SI by FCWTs and PSS tuning are
required

Voltage stability YES YES Extend the reactive capability of
RES units

1 Demand-Side Response; 2 Frequency Containment Reserve; 3 Synthetic Inertia; 4 Full-Converter Wind Turbines.
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Results show that large-perturbation angle stability is guaranteed in all the DPs and
for all events, except for a very unlikely operating condition that results in a high import
power loss. However, it is possible to achieve stability in such a critical operating condition,
taking into account the contribution of BESSs and/or DSR, which results to be mandatory.
As for the post fault steady state, the contribution to frequency regulation of BESSs and/or
DSR is generally sufficient to keep frequency in the range 49.9–50.1 Hz. In only two cases,
this has resulted not been possible; however, this constraint can be managed by subsequent
control actions.

Regarding small-perturbation angle stability, for the DPs in which RES support fre-
quency control is not active, in some cases, low damped electromechanical modes are
present. In particular, the interarea mode can be stabilized thanks to the contribution of
SI provided by wind farms and by suitably tuning the PSSs of the relevant generators.
Therefore, thanks to the availability of SI, the Sicilian grid shows strong small perturbation
stability features.

Finally, simulations assessing the voltage stability were first performed considering
only the synchronous generator’s reactive contribution and then the RES support as well.
Because of the high penetration of RESs in 2050, high voltage instability is observed unless
flexibility provided by RES is considered. Indeed, exploiting the reactive contribution of
RESs voltage stability is guaranteed in all the studied operating conditions.

Despite that the analysis provided in this paper covers many stability issues, consid-
ering a complete set of flexibility options with a detailed model of a real power system,
further analyses should be conducted to confirm the conclusions we have obtained. First
of all, grid portions different from the one of Sicily should be considered. Moreover, fur-
ther stability aspects should be analyzed, focusing on time scales lower than the one of
electromechanical phenomena considered in this work. Indeed, the high penetration of
converters may introduce stability issues not taken into account till today by conventional
power system analysis and this will be related to high-frequency dynamics, such as the ones
associated with the switching of converters. Future works will be thus dedicated to extend
our stability analysis by considering power systems different from the one of Sicily and
using models able to capture the dynamics at time scales lower than the electrochemical
phenomena.
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Abstract: Forced oscillation events have become a challenging problem with the increasing penetra-
tion of renewable and other inverter-based resources (IBRs), especially when the forced oscillation
frequency coincides with the dominant natural oscillation frequency. A severe forced oscillation
event can deteriorate power system dynamic stability, damage equipment, and limit power trans-
fer capability. This paper proposes a two-dimension scanning forced oscillation grid vulnerability
analysis method to identify areas/zones in the system that are critical to forced oscillation. These
critical areas/zones can be further considered as effective actuator locations for the deployment of
forced oscillation damping controllers. Additionally, active power modulation control through IBRs
is also proposed to reduce the forced oscillation impact on the entire grid. The proposed methods
are demonstrated through a case study on a synthetic Texas power system model. The simulation
results demonstrate that the critical areas/zones of forced oscillation are related to the areas that
highly participate in the natural oscillations and the proposed oscillation damping controller through
IBRs can effectively reduce the forced oscillation impact in the entire system.

Keywords: forced oscillation; inverter-based resources (IBRs); grid vulnerability analysis; active
power modulation

1. Introduction

A forced oscillation in power systems is usually excited by an external periodic
disturbance from a cyclic load, equipment failure, poor control design, or the mechanical
oscillation of a generator during abnormal operation conditions [1–4]. With the increasing
load variability and high penetration of renewable energy resources with intermittent
nature, such as wind generation [5–7], forced oscillation events are becoming more frequent
and more severe. In addition, in today’s deregulated and competitive market, more buyers
and wind producers are joining the electricity market, and as a result, the strategic behavior
of electricity consumers and renewable power producers might increase forced oscillation
events [8,9]. Multiple forced oscillation events which were sustained for minutes to hours
have been reported in the U.S., China, Canada etc. Forced oscillation can deteriorate power
system stability, damage equipment, limit power transfer capability, and reduce power
quality [10,11]. A recent example of a forced oscillation event occurred on 11 January 2019,
in the U.S. Eastern Interconnection due to a faulty input to the steam turbine controller of
a generator. The forced oscillation frequency was close to the natural oscillation mode of
0.25 Hz, and the forced oscillation lasted for 18 min before the source was removed [12].

Unlike forced oscillation, natural oscillation is the inherent oscillation due to the
physical properties of the power grid. The damping of natural oscillation is becoming lower

Energies 2022, 15, 2819. https://doi.org/10.3390/en15082819 https://www.mdpi.com/journal/energies153



Energies 2022, 15, 2819

because of the high penetration of IBRs and the retirement of conventional synchronous
generators with power system stabilizers (PSSs) [13–15]. Resonance can occur when
the forced oscillation frequency is close to the frequency of a poorly damped natural
oscillation mode. As a result, the oscillation amplitude can be significantly amplified and
can propagate across the entire power system [16].

The most effective strategy to suppress the forced oscillation is to locate and remove
the source from the power system [17,18]. However, accurate source identification may be a
time-consuming process after the event is detected. Power oscillation damping controllers
through IBRs and other devices have been proven to enhance the damping of a natural
oscillation quickly and effectively [19–21]. Meanwhile, it is a feasible measure to suppress
the forced oscillation energy to a safe level using a damping controller before the source
is removed. Few papers have investigated the mitigation of a forced oscillation via a
damping controller. In [22–24], power static synchronous compensator with energy storage
(E-STATCOM), voltage source converter-based high voltage direct current (VSC-HVDC),
and battery energy storage systems were investigated to suppress the forced oscillation by
modulating their active or reactive power. Only [24] reports the testing of a large system
among all the aforementioned strategies to mitigate forced oscillation. In [25], a forced
oscillation damping controller with an event-triggered control strategy was proposed and
tested on the IEEE 14-machine South-East Australian model.

Different from the previous work, this paper proposes a general method for forced
oscillation grid vulnerability analysis and mitigation through IBRs in large-scale power
grids. To reduce the forced oscillation effect in the entire system, a forced oscillation
damping controller at an effective IBR actuator can be activated before the exact forced
source is identified and removed. First, critical areas/zones under different specified forced
oscillation frequencies that can excite the most severe forced oscillation across a large-scale
power system can be identified by using a detailed location and frequency scanning method.
These identified critical areas/zones under the specified forced oscillation frequencies are
also effective locations as the actuators of forced oscillation damping controllers when the
forced oscillation sources are narrowed down inside or close to the critical areas/zones.
Secondly, a forced oscillation damping controller through active power modulation control
via IBRs was designed to reduce the impact of the forced oscillation event before the forced
source is removed. Finally, the 2000-bus synthetic Texas grid model in [26] is used as the
study system to verify the proposed method.

The major contributions of this paper can be summarized as follows: (1) a two-
dimension scanning forced oscillation grid vulnerability analysis method is proposed
to identify the forced oscillation frequency and areas/zones that are critical to forced
oscillation. (2) An effective IBR actuator location to forced oscillation damping controller is
identified. (3) A forced oscillation damping controller is designed to reduce the impact of a
forced oscillation event to a safe level and provide the system operator sufficient time to
locate and remove the forced source.

The rest of this paper is outlined as follows: the forced oscillation grid vulnerability
analysis, actuator selection of the forced oscillation controller, and forced oscillation mitiga-
tion methods are described in Section 2; the simulation results of the Texas grid case study
are discussed in Section 3; and Section 4 gives the conclusion.

2. Forced Oscillation Vulnerability Analysis and Mitigation

2.1. Framework of the Algorithm

Figure 1 shows the framework of the proposed method to identify the critical ar-
eas/zones under different forced oscillation frequency events and the damping control of
the forced oscillation.
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Figure 1. Framework of the forced oscillation identification and mitigation procedure.

To mimic the forced oscillation events in the simulation model, a sinusoidal signal with
a specified frequency was added to the active power set point of the governor model at a
synchronous generator. A two-dimensional (frequency and location) scanning method was
utilized for the forced oscillation vulnerability analysis to identify the critical areas/zones
and the oscillation frequencies that could excite the most severe forced oscillation. The
frequency dimension scanning was performed by changing the forced oscillation frequency
in a specific range (e.g., from 0.1 Hz to 1.5 Hz) at a fixed source location. A high-voltage bus
frequency deviation in each area/zone was used as the indicator of the forced oscillation
energy in each area/zone. The location dimension scanning was performed by changing
the forced oscillation source location across the system under different specified forced
oscillation frequencies. The critical frequency and critical locations that can excite the maxi-
mum bus frequency deviation were determined through frequency dimension scanning
and location dimension scanning.

Once the critical areas/zones under different forced oscillation frequencies were
identified, a local forced oscillation damping controller can be designed and implemented
at IBRs in these areas as candidates to suppress the forced oscillation event. The ideal
location of the damping controller/actuator would be the same as the external source to
reduce the forced oscillation energy. However, when the forced source location can be
quickly narrowed down in the relative area that is inside or close to the critical areas/zones
with the forced damping controller, the damping controller can be activated to reduce the
forced oscillation impact before the accurate forced source is identified and removed. In
other words, the identified critical areas/zones are the effective locations of the actuator
with a forced oscillation damping controller.

2.2. Forced Oscillation Vulnerability Analysis Method

Forced oscillation can be mimicked in simulations by changing the active power set point
of a generator governor model or changing the voltage set point of the exciter model [24]. In
this case study, a sinusoidal signal was added to the governor active power set point, as shown
in Figure 2. The steam turbine-governor TGOV1 is used as an example, and the governor
model parameter is shown in Table 1. The sinusoidal waveform is defined as:

ΔP(t) = A sin(2πft) (1)

where f is the forced oscillation frequency, A is the amplitude of the sinusoidal wave, and
ΔP(t) is the active power that is added to the governor active power set point.
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Figure 2. TGOV1 governor turbine model with an external sinusoidal signal.

Table 1. TGOV1 governor parameter.

R T1 Vmax Vmin T2 T3 Dt

20 0.1 99 −99 0.1 0.1 0

In the frequency dimension and location dimension scanning, the sinusoidal wave
amplitude was adjusted to generate the same peak–peak forced oscillation energy for all
sources. In this way, the bus frequency deviation can be compared fairly under all the
disturbances with the same perturbation energy. The peak–peak forced oscillation energy
was set to be such that it could excite a severe forced oscillation in the system. In this paper,
the maximum frequency deviation over the ±36 mHz governor deadband was considered
a severe forced oscillation. Figure 3 shows an example of the generator’s active power
output when the forced oscillation frequency is 0.4 Hz. The peak–peak forced oscillation
energy here is 100 MW.

Figure 3. Active power output in MW of a generator with a 0.4 Hz sinusoidal wave added to the
governor reference power set point.

The frequency dimension scanning was performed by changing the forced oscillation
frequency with a small, fixed step size in a specified range of frequencies at a fixed source
location. For each specified oscillation frequency, the bus frequency signals at the high
voltage substations in each zone/area were recorded to calculate their peak–peak frequency
deviation. In this paper, the maximum peak–peak bus frequency deviation in each zone
was used as an indicator of the severity of a forced event impact in each zone. By comparing
the peak–peak bus frequency deviation in all these zones/areas, the maximum value will
be chosen to represent the peak–peak frequency deviation under this specified oscillation
frequency. The peak–peak frequency deviations for the different frequencies are sorted in
ascending order, and the frequency with the largest frequency deviation is determined as
the most critical forced oscillation frequency at this fixed source location.
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Location dimension scanning was conducted by changing the source location through
the entire grid with the same forced energy. The peak–peak frequency deviations under
different forced sources were then compared to identify the critical location to the forced
oscillation event. The generator with the largest capacity in each area/zone was selected
to add the sinusoidal signal at its governor active power set point. The above-mentioned
frequency dimension scanning procedure was repeated at each selected generator. For each
selected forced oscillation source, the maximum peak–peak bus frequency deviation under
each specified forced oscillation frequency can be obtained. After the location dimension
scanning, the peak–peak frequency deviations under each specified forced oscillation
frequency at different forced oscillation sources were sorted in ascending order, and the
source location with the largest frequency deviation was identified as the most critical
location for the forced oscillation event with the specified forced oscillation frequency in
the power system.

Based on the above procedure, the identified critical locations under different frequen-
cies are the ones that can excite the largest frequency deviation in the system with the
forced oscillation source.

2.3. Actuator Selection of Forced Oscillation Controller via IBRs

Based on the above two-dimension scanning results, the critical locations to the forced
oscillation event under different specified oscillation frequencies can be further considered
as the candidate effective actuator location of the oscillation damping controller to reduce
the critical forced oscillation impact in the whole system.

Since the oscillation frequency and the relatively large area with the forced source
can be quickly estimated, the effective candidate actuators (IBRs) that are close to or in the
forced source areas can be activated to reduce the forced source impact before any accurate
forced source is located and removed.

2.4. Forced Oscillation Mitigation Method

The proposed forced oscillation controller in [24], is implemented through a utility-
scale wind/solar plant. The IBRs were modeled using the generic models that were
developed by the Western Electricity Coordinating Council (WECC) Renewable Energy
Modeling Task Force [27]. The proposed controller is a droop controller with the frequency
deviation of its local high voltage bus as input. The controller’s output is added at Paux to
modulate the active power output of the IBRs.

3. Texas Power System Case Study

3.1. Synthetic Texas Power System Model Description

The 2000-bus synthetic Texas power grid model that was developed by Texas A&M was
used in this paper for the forced oscillation study [26]. The model consists of
432 in-service machines with a maximum generation capacity of 84,996 MW that par-
tially supply a total load of 67,109 MW. In these 432 machines, there are 81 renewable
resources with a maximum capacity of 11,833 MW and an actual generation of 8875 MW. In
addition, there are 2345 transmission lines and four high voltage levels: 500, 230, 161, and
115 kV. As shown in Figure 4, the synthetic Texas power grid consists of eight areas, and
each area includes one or more zones with a total of 28 zones. Area 5 (North Central) is the
load center which receives large power that is transmitted from Area 7 (Coast) and Area
8 (East). The renewables are located in Areas 1 to 5, with the renewable penetration level
based on the maximum MW capacity of the whole system being 13.92%.
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Figure 4. 2000-bus synthetic Texas power grid diagram [28].

PSSs, governors, and exciters are implemented at each synchronous generator. For the
dynamic models of the renewables, the generic models that were developed by the WECC
were used, and in particular, the generator/converter model (REGCAU2) and the electrical
control model (REECCU1). Small-signal analysis using the DSAtools/SSAT tool, showed
that two natural oscillation modes exist in the system. One is a 0.67 Hz oscillation mode
between Area 4 and Area 7, with a damping ratio of 5.1%. The other is a 0.60 Hz oscillation
mode between Areas 1, 2, 3, 4, 5, and parts of Area 8 and Area 7, with a damping ratio of
6.31%. Table 2 shows the generators with a high participation factor of the two natural
oscillation modes in different zones and it was calculated using the small-signal analysis
tool in the DSAtools. It is noted that Area 4 has the highest participation factor for the
natural oscillation mode of 0.67 Hz.

Table 2. Participation factor for natural 0.67 Hz and 0.60 Hz oscillation.

Generator Location Generator Bus NO.
Participation Factor

(0.67 Hz)
Participation Factor

(0.60 Hz)

Area 4 Zone 19 4192 1.00 0.14
Area 4 Zone 21 4058 0.72 0.01
Area 4 Zone 20 4115 0.40 0.22
Area 8 Zone 8 8080 0.19 0.77
Area 1 Zone 9 1051 0.18 1.00

Area 5 Zone 12 5063 0.18 0.01
Area 2 Zone 11 2023 0.18 0.76
Area 5 Zone 18 5319 0.17 0.73

3.2. Grid Vulnerability Analysis

This section presents the grid vulnerability analysis in the Texas system using the
proposed two-dimensional scanning method. The purpose of the scanning is to compare
the forced oscillation energy at different frequencies and forced source locations in order to
identify the areas that can excite the largest frequency deviation. In this study, the forced
oscillation starts at t = 2 s and is simulated for 20 s. The conventional generator (coal, oil,
nuclear, and hydro) with the maximum capacity at each zone in the Texas system was
selected as the source of the forced oscillation. To excite sufficient frequency deviations in
the system, the oscillation energy at each source location was set to 100 MW peak–peak for
all the events.
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3.2.1. Frequency Dimension Scanning

The frequency dimension scanning procedure involves changing the forced oscillation
frequency at a fixed source location. In this study, the oscillation frequency ranges from
0.1 Hz to 1.5 Hz with a step size of 0.05 Hz. A high voltage bus frequency response at
each zone was selected to calculate its peak–peak bus frequency deviation by using its
last 1.5 oscillation cycles. By comparing the peak–peak bus frequency deviation among
the buses in different zones, the maximum peak–peak bus frequency deviation under each
specified forced oscillation frequency was identified.

Figure 5 shows the maximum peak–peak bus frequency deviation under different
frequencies when the forced oscillation source was located at Area 4 Zone 19. Figure 6
illustrates the frequency response of the selected high voltage buses at each zone in the
Texas system when the 0.67 Hz oscillation source was located at Area 4 Zone 19. As shown
in Figure 5, when the oscillation frequency goes to around 0.67 Hz (the natural oscillation
frequency), the most severe oscillation deviation can be observed in the system than other
forced oscillation frequencies.

Figure 5. Frequency dimension scanning results when the forced source at Area 4 Zone 19.

Figure 6. Frequency response at different zones when the 0.67 Hz forced oscillation source is located
at Area 4 Zone 19.

3.2.2. Location Dimension Scanning

The location dimension scanning is to vary the location of the forced oscillation source
across the system with different forced oscillation frequencies. Figure 7 shows the location
scanning results of the forced oscillation source with the top five frequency deviations.
Regardless of the forced source location, compared to other forced oscillation frequency
ranges, the maximum frequency deviation can always be observed in the Texas synthetic
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system when the forced oscillation frequency is equal or close to the natural oscillation
at 0.67 Hz. This proves that the forced oscillation impact on the power system stability
is magnified when the forced oscillation frequency coincides with the natural oscillation
frequency. What’s more, when the forced oscillation source was located at zones that
have high participation of the natural 0.67 Hz oscillation (see Table 2), a larger frequency
deviation can be observed in the system than other forced oscillation sources.

Figure 7. Location dimension scanning results of the forced oscillation source with the top five
frequency deviations.

Table 3 shows an example of the location dimension scanning results under the critical
0.67 Hz forced oscillation. It can be observed that Area 4 Zone 19 is the critical source location
that can excite the maximum peak–peak bus frequency deviation in the system. This is
consistent with the participation factor sorting of 0.67 Hz natural oscillation in Table 2.

Table 3. Location dimension scanning results when the critical forced oscillation frequency is 0.67 Hz.

Source Location
Area—Zone with

Largest Bus
Frequency Deviation

Peak–Peak Bus
Frequency Deviation (mHz)

Area 4 Zone 19 Area 4 Zone 19 140.090
Area 1 Zone 9 Area 4 Zone 19 43.622

Area 4 Zone 20 Area 4 Zone 19 37.798
Area 4 Zone 21 Area 4 Zone 19 34.996
Area 8 Zone 8 Area 4 Zone 19 30.780

Area 5 Zone 12 Area 4 Zone 19 27.221
Area 7 Zone 4 Area 4 Zone 19 27.125

Area 2 Zone 11 Area 4 Zone 19 26.910
Area 7 Zone 3 Area 4 Zone 19 25.536

Area 5 Zone 18 Area 4 Zone 19 24.451
Area 7 Zone 2 Area 4 Zone 19 23.359

Area 3 Zone 28 Area 3 Zone 28 23.172
Area 8 Zone 7 Area 4 Zone 19 19.345
Area 7 Zone 5 Area 4 Zone 19 18.532

Area 5 Zone 14 Area 4 Zone 19 18.099
Area 5 Zone 16 Area 4 Zone 19 17.938
Area 6 Zone 22 Area 4 Zone 19 17.764
Area 5 Zone 13 Area 4 Zone 19 17.663
Area 5 Zone 17 Area 4 Zone 19 15.185
Area 6 Zone 26 Area 4 Zone 19 13.886
Area 7 Zone 6 Area 4 Zone 19 12.948

Area 6 Zone 25 Area 4 Zone 19 11.598
Area 6 Zone 23 Area 4 Zone 19 9.652
Area 7 Zone 1 Area 7 Zone 4 9.191
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3.3. Actuator Selection of Forced Oscillation Controller via IBRs

Based on the two-dimension scanning, the critical areas/zones under different fre-
quency range are summarized in Table 4. This table is useful for selecting the effective
actuators to install the oscillation damping controller and reduce the forced oscillation in
the power system. Based on Table 4, IBRs in Area 1, Zone 9 were effective in suppressing
oscillations from 0.10 Hz to 0.35 Hz; IBRs in Area 4, Zone 19 were effective in suppressing
oscillations around 0.4 Hz and from 0.5 Hz to 0.85 Hz and 1.10 Hz to 1.3 Hz; and IBRs
in Area 3, Zone 28 were effective in suppressing oscillations around 0.45 Hz and from
0.90 Hz to 1.05 Hz and 1.35 Hz to 1.50 Hz. The IBRs with a large capacity in these areas are
recommended to implement forced oscillation damping controllers.

Table 4. The critical areas/zones under different frequency range based on two-dimensional scanning.

Source Location
Oscillation

Frequency (Hz)
Area—Zone with Largest
Bus Frequency Deviation

Peak–Peak Bus Frequency
Deviation (mHz)

1-4
Area 1 Zone 9 0.1 Area 7 Zone 4 8.00

Area 1 Zone 9 0.15 Area 7 Zone 4 10.53
Area 1 Zone 9 0.2 Area 7 Zone 4 14.67
Area 1 Zone 9 0.25 Area 7 Zone 4 17.33
Area 1 Zone 9 0.3 Area 7 Zone 4 18.35
Area 1 Zone 9 0.35 Area 7 Zone 4 18.00
Area 4 Zone 19 0.4 Area 4 Zone 19 19.19
Area 3 Zone 28 0.45 Area 3 Zone 28 25.22
Area 4 Zone 19 0.5 Area 4 Zone 19 32.63
Area 4 Zone 19 0.55 Area 4 Zone 19 45.95
Area 4 Zone 19 0.6 Area 4 Zone 19 71.88
Area 4 Zone 19 0.65 Area 4 Zone 19 122.30
Area 4 Zone 19 0.67 Area 4 Zone 19 140.09
Area 4 Zone 19 0.7 Area 4 Zone 19 122.58
Area 4 Zone 19 0.75 Area 4 Zone 19 59.45
Area 4 Zone 19 0.8 Area 4 Zone 21 39.37
Area 4 Zone 19 0.85 Area 4 Zone 21 30.16
Area 3 Zone 28 0.9 Area 3 Zone 28 30.35
Area 3 Zone 28 0.95 Area 3 Zone 28 31.79
Area 3 Zone 28 1 Area 3 Zone 28 31.78
Area 3 Zone 28 1.05 Area 3 Zone 28 33.20
Area 4 Zone 19 1.1 Area 4 Zone 19 40.93
Area 4 Zone 19 1.15 Area 4 Zone 19 54.10
Area 4 Zone 19 1.2 Area 4 Zone 19 57.49
Area 4 Zone 19 1.25 Area 4 Zone 19 51.09
Area 4 Zone 19 1.3 Area 4 Zone 19 44.23
Area 3 Zone 28 1.35 Area 3 Zone 28 46.49
Area 3 Zone 28 1.4 Area 3 Zone 28 48.79
Area 3 Zone 28 1.45 Area 3 Zone 28 51.21
Area 3 Zone 28 1.5 Area 3 Zone 28 53.53

When the forced oscillation frequency is monitored, the actuators that are effective to
damp the oscillations can be identified from Table 4. Once the forced source is narrowed
down within a relatively large area, the effective actuators (IBRs) that are close to or in
the forced source areas can be activated to reduce the impact of the forced source energies
before any accurate forced source is located.

3.4. Forced Oscillation Control via IBRs

This section demonstrates the performance of the forced oscillation damping controller.
The aim of the controller is to reduce the impact of the forced oscillation until the forced
oscillation source is located and removed. The controller performance is validated under
the most serious resonance case, i.e., when the forced source is at Area 4 Zone 19 with
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the forced oscillation frequency coinciding with the natural oscillation mode 1 (0.67 Hz).
Based on the results in Tables 3 and 4, the effective location for a forced oscillation damping
controller is at Area 4 Zone 19. The 243.6 MVA IBR at bus 4183 in Area 4 Zone 19 is then
selected as the actuator and the feedback signal is the 230 kV bus 4070 that is connected
with the IBR in Area 4 Zone 19.

In this paper, the droop controller gain was set to be −190. Figure 8 depicts the Area
4 Zone 19 frequency deviation improvement and the active power output of the actuator
when the forced source at Area 4 Zone 19 before and after implementing the control. Table 5
illustrates the peak–peak frequency deviation improvement of the selected high voltage
buses at each zone in the Texas system after implementing the controller. The largest
deviation of the entire system can be reduced to less than ±36 mHz (66.6 mHz) with
−190 control gain and 17% limiter. The peak–peak actuator output is 50.05 MW which is
around ±16.44% of the actual active power of the actuator of 152.25 MW. Table 5 shows
when the actuator is at the same zones of the forced source, the peak –peak bus frequency
deviation is reduced at all the zones in the system.

Figure 8. (a) Area 4 Zone 19 frequency deviation improvement. (b) Active power output of the
actuator at Area 4 Zone 19 when the forced source is at Area 4 Zone 19.

Considering that the governors in the system have a 36 m Hz deadband before being
activated, the forced oscillation damping controller is helpful to ensure the system response
is limited in the deadband of governors, and reduces the forced oscillation impact on the
entire system.

Figure 9 illustrates Area 4 Zone 19 frequency deviation improvement and the active
power output of the actuator when the forced source at Area 4 Zone 20 before and after
implementing the control. In this case, the peak–peak forced oscillation energy is increased
to 160 MW in order for the peak–peak bus frequency deviation to exceed the deadband of
the governor (±36 mHz). Area 4 Zone 19 had the largest peak–peak frequency deviation,
and it can be reduced to 40.51 mHz. The peak–peak actuator output was 30.73 MW which
is around ±10.1% of the actual active power of the actuator of 152.25 MW.
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Table 5. The peak–peak bus frequency deviation improvement before and after implementing the
forced oscillation damping controller.

Area-Zone
Peak–Peak Bus Frequency Deviation (mHz) Bus Frequency

Deviation Reduction
(mHz)No Control With Control

Area 1 Zone 9 13.00 5.99 7.01
Area 2 Zone 11 18.41 8.53 9.88
Area 2 Zone 10 14.74 6.76 7.98
Area 3 Zone 27 13.44 6.19 7.25
Area 3 Zone 28 7.83 3.62 4.21
Area 4 Zone 19 140.09 66.60 73.49
Area 4 Zone 20 51.11 23.64 27.47
Area 4 Zone 21 101.95 47.10 54.85
Area 5 Zone 12 16.07 7.43 8.65
Area 5 Zone 13 12.95 5.99 6.95
Area 5 Zone 14 15.29 7.08 8.21
Area 5 Zone 15 12.01 5.55 6.46
Area 5 Zone 16 18.39 8.52 9.87
Area 5 Zone 17 17.52 8.11 9.41
Area 5 Zone 18 16.24 7.51 8.72
Area 6 Zone 22 13.46 6.24 7.22
Area 6 Zone 23 8.19 3.78 4.40
Area 6 Zone 24 25.01 11.57 13.44
Area 6 Zone 25 7.85 3.63 4.23
Area 6 Zone 26 13.53 6.27 7.26
Area 7 Zone 1 1.27 0.54 0.73
Area 7 Zone 2 14.98 6.94 8.03
Area 7 Zone 3 13.10 6.07 7.03
Area 7 Zone 4 15.47 7.17 8.30
Area 7 Zone 5 13.27 6.15 7.12
Area 7 Zone 6 11.20 5.19 6.01
Area 8 Zone 7 11.97 5.54 6.43
Area 8 Zone 8 19.28 8.93 10.35

Figure 9. (a)Area 4 Zone 19 frequency deviation improvement. (b) Active power output of the
actuator at Area4 Zone 19 when the forced source at Area 4 Zone 20.

4. Conclusions

A two-dimension scanning forced oscillation grid vulnerability analysis method in
large-scale power grids was proposed in this paper. Based on the grid vulnerability
analysis results, the effective location for forced oscillation damping controller can be
selected. Active power modulation control through IBRs at the effective location with
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local measurement was also designed to mitigate forced oscillation under serious forced
oscillation cases.

The key findings of this paper are summarized below:

• Based on frequency dimension scanning, forced oscillation at or close to the natural
oscillation excites the largest peak–peak frequency deviation in the entire system.

• When the forced oscillation source is located at the areas that have high participation
of the natural oscillations, the forced oscillation will be further magnified throughout
the system and significantly impact the system stability.

• Active power modulation control through IBRs with local measurement was effective
in reducing the frequency deviation that was caused by the forced oscillation. This will
allow the operator to have sufficient time to locate and disconnect the forced source.

• The proposed forced oscillation controller can reduce all the zones’ frequency deviation
to a safety level in the synthetic Texas power grid when the actuator is close to the
forced source. The largest peak–peak bus frequency deviation can be reduced by more
than 50%, to 66.6 mHz (in the range of governor deadband ±36 mH) with appropriate
control gain.

Future work may include the investigation of the impact of forced oscillation through
reactive power perturbation using the proposed two-dimension scanning method. The
forced oscillation damping controller through reactive power modulation of IBRs will be
designed to mitigate the forced oscillation.
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Abstract: The operation of a power system with 100% converter-interfaced generation poses several
questions and challenges regarding various aspects of the design and the control of the system.
Existing literature on the integration of renewable energy sources in isolated systems mainly focuses
on energy aspects or steady-state issues, and only a few studies examine the dynamic issues of
autonomous networks operated with fully non-synchronous generation. A lack of research can be
found in particular in the determination of the required amount of grid-forming power, the selection
of the number and rated power of the units which should implement the grid-forming controls,
and the relative locations of the grid-forming converters. The paper aims to address those research
gaps starting from a theoretical point of view and then by examining the actual electrical network
of an existing island as a case study. The results obtained from the investigations indicate specific
observations and design opportunities, which are essential for securing the synchronization and the
stability of the grid. Possible solutions for a fully non-synchronous operation of autonomous systems,
in terms of dynamic characteristics and frequency stability, are presented and discussed.

Keywords: microgrids; frequency control; grid-forming; 100% converter-interfaced generation;
virtual synchronous machine

1. Introduction

The continuous integration of generated energy from renewable energy sources is
significantly changing the operation paradigm of electrical power systems. This transition
process raises questions and challenges regarding the dynamic characteristics of the system
which expand beyond the classical definitions of stability, introducing the perspective
of power systems fully operated by 100% converter-interfaced energy generation [1–8].
In [3], the viability of an all converter-interfaced generation system operating at constant
frequency is investigated. The study considers grid-forming converters to enable the
grid operation at constant frequency, also taking into account power sharing between the
different sources in the system. The work in [4] presents a short-term voltage stability
assessment of the Great Britain synchronous area, demonstrating how the application of
the grid-forming control can improve the voltage stability of the system under 100% power
electronics interfaced generation. The work in [5] investigates the dynamic behavior of
the all-island Irish transmission system in the assumed scenario of 100% non-synchronous
generation. The study considers a virtual synchronous generator control scheme for the
grid-forming converters. The work in [6] formulates a small-signal model of isolated
electrical networks with 100% converter-interfaced generation, identifying the critical
factors for the determination of the converter-interfaced generation sources to be designated
as grid-forming. In [7], the influence of the load dynamics on converter-dominated isolated
power systems is examined, proposing control strategies to achieve operational scenarios
with 100% penetration of converter-based generation. The work in [8] presents a dynamic
analysis of an isolated power system where a single grid-forming unit is sized with a
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minimum required power capacity to ensure the stability of the system. The perspective
of fully non-synchronous generation can be particularly relevant for autonomous power
systems, such as microgrids and electrical networks of geographical islands. In this case, the
availability of renewable energy sources and the integration of energy storage systems can
accelerate the change, moving from a traditional synchronous nature of the system toward a
complete non-synchronous generation scenario [9–16]. The operation of an electrical system
involving exclusively generation sources interfaced through power electronics is expected
to be characterized by specific constraints and requirements, pushing for a re-thinking of
the overall characteristics of the system and new ways of designing them. In this context,
the specific capabilities which can be offered by the power converters are recognized
as key enablers for a successful transition to systems with 100% converter-interfaced
generation. Most of power converters are integrated in the systems with conventional
grid-following controls. In a system with only non-synchronous generation sources, the
converters are requested to provide all those services and supportive actions which have
been traditionally provided by synchronous machines. Grid-following controls can provide
voltage and frequency support to the system, with the implementation of specific additional
controls. However, for a system with 100% interfaced generation, the grid-following control
concept cannot sustain a stable and self-sufficient operation of the system. The power
converters are then required to have the specific capability of determining independently
voltage and frequency, and thus providing an inherent synchronization mechanism to
the system. Power converters with this particular capability belong to the category of
grid-forming: the basic characteristics of these controls is in fact to form the voltage with
controlled magnitude and angle, without the need for an already “formed” grid. Grid-
forming controls offer a wide range of fundamental features and applications, and for that
reason, this emerging control concept has attracted significant attention in recent years in
both academia and industry.

In general, it is possible to notice that there are some works in the literature dealing
with the topic of 100% converter-dominated power systems. These works usually refer to
standard benchmarking systems, and only very few refer to existing electrical networks.
There is therefore a need for more studies and analyses performed on actual power systems.
Another research gap is the dimensioning of the proportion between grid-following and
grid-forming in a fully non-synchronous electrical grid. In some works, only the interactions
between grid-following and grid-forming are studied, but the determination of the required
grid-forming power and the selection of the units which should implement the grid-
forming controls are not addressed. In addition, the location of the grid-forming converters
are typically fixed in the system, and the aspects related to the positions of the units
with grid-forming capabilities are not fully investigated. In this context, the oscillatory
stability and the damping characteristics of autonomous systems operated exclusively
with converter-interfaced generation are also other aspects which require further and more
specific investigations.

This work presents a study of the power–frequency dynamics for autonomous power
systems with 100% interfaced generation. To ensure a stable and reliable operation of
these systems, it is fundamental to assess which generation sources should be designated
to be grid-forming and which specific characteristics must be realized by the converters
controls. The design of a power system completely operated by interfaced generation
has not been yet fully explored. The main contribution of the paper is in proposing and
describing a possible approach for the design of autonomous power networks, with the
definition of a few basic principles specifically related to the power–frequency dynamics.
According to the given design principles, it is possible to determine how much grid-forming
power is required in an autonomous system, and the total amount of inertial effect which
should be synthetically provided by the interfaced generation sources. The next step of the
design would be then to determine how many converters should implement grid-forming
capabilities and where they should be located in the system. A possible approach to address
these points is presented in the paper, and it is based on the identification of the most
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relevant factors which can have a critical impact on the power–frequency dynamics of
the system. These aspects are identified by the formulation of the small-signal model
of an autonomous system, including multiple grid-forming units interconnected with
each other. The main aspects identified in the analysis are number and rated powers of
the grid-forming converters, location and mutual electrical distances between them, and
certainly relevant control parameters, such as the inertia time constant and the virtual
impedance. The assessment of the additional design requirements is realized through
the examination of the identified critical aspects for a specific case study: concepts and
investigation factors derived in the preliminary analysis are applied to the existing power
network of a Mediterranean island. The system of the island is considered in different
configurations, assuming a future scenario where the load demand is completely supplied
by converter-interfaced generation. The system is analyzed with a positive sequence RMS
simulation model, focusing on the interactions between the power–frequency controls of the
grid-forming converters. The capability of realizing a quick and successful synchronization
between the oscillating grid-forming converters is recognized in the analysis as the essential
aspect for the power–frequency dynamics of the system, suggesting the potential risk of
instability and indicating at the same time the opportunity for specific system design
and configurations.

2. Grid-Forming Models for Phasor RMS Simulations

The control schemes which belong to the category of grid-forming are various. Dif-
ferent control schemes and variations have been in fact studied and proposed in the
literature [17–24]. Two of the most common grid-forming controls are the virtual syn-
chronous machine (VSM) and the droop-based control. The VSM can be found in a variety
of control schemes and variations [25–29], and it is based on the emulation of the swing
dynamics of the synchronous machines. The droop-based control was originally designed
for converter-dominated microgrids and it provides grid-forming functionalities through
droop regulators for voltage and frequency [30–32]. The grid-forming control considered
in this work is represented in Figure 1. The angle control can implement either a virtual
synchronous machine scheme (Figure 2a) or a power-synchronization control (Figure 2b).
In the diagram, uc and δc are, respectively, magnitude and angle of the converter voltage;
uref and pref are the references for terminal voltage and active power; u and p are the
voltage and the power measured at the converter output; ωn is the rated angular frequency;
H is the time constant of the integral action responsible for the realization of the inertial
effect, while R is the gain applied on the frequency deviation realizing the droop control
for primary frequency reserve; Ku and Tu are, respectively, gain and time constant of the
given voltage control; Tpf and Tuf are the time constants of the low-pass filters applied on
the measurements.

The considered grid-forming control consists of two main parts, the angle control
loop and the AC voltage controller. The angle control provides the reference angle δc
for the internal frame transformations of the converter, and it realizes the fundamental
capabilities of the grid-forming control. For the VSM, the power-angle control implements
the emulation of the swing dynamics of synchronous machines, and it includes a droop
control on the frequency error. The integrator time constant realizes synthetically the
inertial effect physically provided by synchronous machines. The coefficient of the droop
control is instead equivalent to the frequency droop R of the turbine/governor connected
to synchronous machines. In the droop-based control, the power-angle control implements
a simple droop control on the deviation of the measured active power from the reference
value, realizing the intrinsic synchronization mechanism without the provision of any
inertial effect. It can be then easily demonstrated that the two considered formulations
of virtual synchronous machine and power-synchronization control become equivalent
when considering H = 0 and Ki = ωnR. The AC voltage controller provides the reference
magnitude uc of the voltage at the converter output for the internal generation of the
modulation index, and it implements a simple droop control on the deviation of the voltage
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measured at the converter terminal from the reference value. Since the simulation model
considered in this work is a dynamic model formulated in the phasor RMS domain, the
output variables uc and δc respectively determined by the two main control loops directly
provide the real and imaginary parts of the controlled voltage expressed in the common dq0
rotating frame of the system. The converter control also contains an intrinsic dependence on
the local measurement of electrical quantities such as voltage, current, and power. For that,
low-pass filters (LPF) are often added to filter out the noise, to avoid attaching to harmonics,
and to limit signal jumps. The measurements of voltage and active power are included
in the mathematical model passing the measured electrical quantity through a first-order
LPF with a given cut-off frequency. From the point of view of model implementation, the
equations describing the mathematical model of the overall power system are typically
referred to as a common per unit system with base power Sb = 100 MVA. The equations
describing the model of the interfaced generation source are instead usually expressed per
unit of the rated power Sr of the converter. It is, therefore, necessary to have a base change
as conversion between the two per unit systems.

Figure 1. Block diagram of the grid-forming control.

(a) (b)

Figure 2. Detail of the angle control block: (a) Virtual synchronous machine; (b) Power-synchronization
control.

The considered grid-forming model does not represent the DC side of the converter
and it does not include fast inner control loops for current and voltage regulation. These
assumptions were considered in the work since they are not expected to have a significant
impact on the frequency dynamics and generally on the slow transients of the system,
which are the main focus of the presented investigations.

The phasor RMS model used in this work is developed in the power systems analysis
tool NEPLAN [33]. The validation of the model to the specific purposes of the study is
made comparing the phasor RMS implementation with a detailed EMT dynamic model
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developed in the specialized toolbox Simscape of MATLAB/Simulink [34]. The results
are reported for comparison in Figure 3. It can be seen that a difference exists between
the RMS and the EMT implementations. However, the results of the simulation in the
two time domains indicate a substantial match for the considered events and time scales.
For investigations of frequency dynamics and slow transients, the phasor RMS models of
grid-forming converters appear therefore to be appropriate.
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(d) Power-synchronization control

Figure 3. Comparison and validation of grid-forming simulation models: (a,b) frequency transients
caused by the application of a power imbalance; (c,d) step in the active power reference of the
grid-forming controls.

3. Frequency Dynamics of a Fully Non-Synchronous Autonomous System

The main purpose of this section is the identification of the factors which can have
a critical impact on the frequency dynamics of an autonomous power system with 100%
converter-interfaced generation. These factors can be identified referring to a small-signal
model of the system and considering the representative case of coupled oscillators. The gen-
eral case of multiple grid-forming converters interconnected between each other is reduced
to a simple equivalent representation, focusing the analytical approach for the deriva-
tion of specific considerations about the frequency dynamics of a fully non-synchronous
autonomous system operated with grid-forming technologies.

3.1. Identification and Study of Critical Factors

The general case of an autonomous system with multiple oscillating grid-forming
units can be studied as a system composed by pairs of coupled oscillators (Figure 4a), and
then focusing the attention on a generic pair i-j of oscillating sources (Figure 4b).
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(a) (b)

Figure 4. Autonomous systems with multiple grid-forming units: (a) Outline of a generic multiple
oscillators electric system; (b) Pair of coupled oscillators belonging to the multiple oscillators system.

The active power exchanged between i and j can be expressed as:

pij = UiUjYij cos
(
δ − θij

)
(1)

where the difference between the two phase angles δi and δj is indicated as δ for compact
notation. In (1), θij is the angle of the complex impedance Żij representing the network
interconnection between the two oscillators:

Żij = Rij + jXij = Zije
θij (2)

This representation is general and it takes into account the resistive-inductive nature of
the grid interconnections which typically characterize small autonomous electric systems. It
is also important to note that the total impedance Żij between the coupled oscillators i and
j can include the impedances of the physical components interconnecting the two elements
and the impedances which can be virtually realized by the corresponding control systems.
For the study of small-signal deviations, the expression of the active power in (1) can be
linearized around an initial steady-state operating point characterized by δ0 as follows:

Δpij =
∂pij

∂δ

∣∣∣∣
δ0

Δδ = UiUjYij
(− sin δ0 cos θij + cos δ0 sin θij

)
Δδ (3)

and then:
Δpij = UiUjYij sin(θij − δ0)Δδ = KsΔδ (4)

The factor Ks can be referred to as the synchronizing coefficient between the oscillators
i and j, and it can be regarded as the expression of the elastic restoring torques between
pairs of coupled oscillating elements which enforce the synchronization [35].

The mathematical representation of the two oscillators in Figure 4b can be formulated
with different degrees of complexity and detail. Since the purpose of the work is the inves-
tigation of the frequency dynamics of the system, an analytical approach can be focused on
the equations governing the power-angle control of the considered sources. Proceeding in
this way, the system in Figure 4b can be described by the following mathematical system of
differential-algebraic equations:
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dΔωj

dt
=

1
2Hj

(
Δprefj − Δpji

Sb
Srj

− 1
Rj

Δωj

)
(5)

dΔδj

dt
= ωnΔωj (6)

dΔωi
dt

=
1

2Hi

(
Δprefi − Δpm

ij
Sb
Sri

− 1
Ri

Δωi

)
(7)

dΔδi
dt

= ωnΔωi (8)

Δpm
ij

dt
=

1
Tpf

(
Δpij − Δpm

ij

)
(9)

Δpij = Ks
(
Δδi − Δδj

)
(10)

Δpji = Ks
(
Δδj − Δδi

)
(11)

where the active power exchanges Δpij and the factor Ks are given by (4). In the mathemat-
ical representation of the oscillator i, Equation (9) has been additionally considered. This
equation represents the low-pass filter of the active power measurement included in the
grid-forming control (Figure 1). The mathematical model also considers the required con-
version between the common per unit system with base power Sb = 100 MVA and the local
per unit system of the element model with rated power Sr as base power. For the study of
the system given in Figure 4b, it is possible in fact to note that the oscillator i represents the
specific grid-forming converter, while the oscillator j describes a generic swinging element
characterized by a first-order dynamic. For the sake of a more straightforward notation,
the quantities related to the generic swinging element will be denoted with the subscript
g, while for the grid-forming converter the subscript c will be used. It is then possible to
express the small-signal model of the system (5)–(11) in a state-space formulation where
the matrix A and the state vector Δx are given by:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1
2HgRg

− Ks
2Hg

Sb
Sg

0 Ks
2Hg

Sb
Sg

0

ωn 0 0 0 0

0 0 − 1
2HcRc

0 − 1
2Hc

0 0 ωn 0 0

0 − Ks
Tpf

Sb
Sc

0 Ks
Tpf

Sb
Sc

− 1
Tpf

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Δx =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δωg

Δδg

Δωc

Δδc

Δpm

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(12)

The first two rows of the matrix A correspond to the dynamic representation of the
generic swinging element, while the remaining rows correspond to the small-signal model
of the angle control of the grid-forming element (Figure 4b). From the coefficients of the
matrix, it can be immediately observed that they depend on:

• rated power of the grid-forming converter (Sc);
• inertial effect of the grid-forming angle control (Hc);
• frequency droop of the grid-forming angle control (Rc);
• time constant of the low-pass filter on the active power measurement (Tpf);
• the characteristics of the interconnections (Ks);
• strength of the network (Sg).

The computation of the eigenvalues of the matrix A can be performed to provide a
deeper insight on the possible impact of the factors listed before. In particular, the calcula-
tion of the eigenvalues can be iteratively repeated for a parametric analysis with a sweep
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of the identified relevant parameters. For the analysis, the parameter Sg characterizing
the strength of the network is fixed to three values: infinite bus, 1000 MVA, and 10 MVA.
The last two values can cover two possible conditions of autonomous electrical systems,
high strength (relatively large network, several oscillating sources) and low strength (small
network, limited number of oscillating sources). The infinite bus case is considered only for
the sake of comparison. All the other parameters are related to the grid-forming converter:
for them, a sweep in a typical range of values is considered. The results of the computations
are summarized in Figure 5.

(a) (b)

(c) (d)

(e) (f)

Figure 5. Plot of system eigenvalues for different parametric sweeps: starting from stars, ending
to squares. (a) Inertia Hc (0.01–10 s); (b) Droop Rc (0.01–0.1 pu); (c) Converter rated power Sc

(0.1–10 MVA); (d) Measurement time constant Tpf (0–0.05 s); (e) Impedance magnitude (0.1–10 pu);
(f) Impedance angle (0–90 degrees).

From the results, a first general observation is that the strength of the grid Sg has the
expected impact on the impedance magnitude and angle, and also on the sensitivities of
the grid-forming droop and of the measurement LPF time constant. The sensitivities of
inertial effect and converter rated power are instead marginally affected by the value of Sg.
From the plot of Figure 5a, it is possible to notice that an increase of the inertial effect has a
negative impact on the stability of the system. It can be however observed that a further
increase of the inertia Hc of the grid-forming eliminates the instability phenomenon, as is
indicated by the eigenvalues of the system coming back in the left-hand side of the plane.
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From the plots of Figure 5b,d, it can be seen that increasing the grid-forming droop Rc
and the time constant of the active power measurement filter Tpf can definitely determine
the instability of the system. From the plot of Figure 5c, it can be immediately observed
that small grid-forming converters can make the system unstable: since the grid-forming
must act as a reference for the system, a converter with a small rated power might not
be strong enough to contribute positively to the frequency dynamics. From the plot of
Figure 5e, it is possible to notice that an increase of the impedance modulus has a positive
impact on the stability of the considered oscillators system. This result suggests that a
grid-forming converter close to another oscillating source might experience difficulties for
successfully operating in stable conditions. The plot of Figure 5f examines the sensitivity
of the resistive-inductive nature of the network interconnections, sweeping from a purely
resistive grid (impedance angle 0◦) to a purely inductive grid (impedance angle 90◦). It
can be observed that the presence of a resistive component has a positive impact on the
stability of the system, contributing to a relevant increase of the damping.

In summary, the small-signal model of the controls governing the frequency dynamics
of a multiple oscillators system and the parametric analysis of the selected parameters
indicate a specific impact on the dynamics of fully non-synchronous autonomous networks,
suggesting a potential instability of the system under particular conditions. Certainly,
combinations and variations of the identified critical factors can determine specific results
and further considerations. This aspect will be addressed in the analysis of the case study
discussed in Section 5.

The root cause of the observed instability can be ultimately identified in the time
constant Tpf of the LPF applied on the active power measurement of the converter. This is
a known issue with LPF and active power control in grid-forming converters [36–39]. For a
better illustration of this issue, the simple case of a single oscillator connected to an infinite
bus can be used as illustrative example (Figure 6).

Figure 6. Small-signal block diagram for the study of a single oscillator dynamics.

In the diagram, the feedback pathway includes the representation of the network
interconnection with the coefficient Ks and the effects of the LPF on the active power
measurement. The components of synchronizing and damping coefficients due to network
interconnection and low-pass filter can be isolated employing a similar approach to the one
followed in the case of synchronous machines for the change in the electrical torque due to
field flux variations caused by angle changes [40]. The open-loop transfer function between
Δpm and Δδ in the feedback pathway of the model can be expressed by:

Δpm

Δδ
= Ks GLPF = Ks

ωf
ωf + s

(13)

where ωf = 1/Tpf.
The transfer function in (13) can be regarded as the variation of Δpm caused by a

change in the angle Δδ. The expression in (13) can be rearranged multiplying numerator
and denominator by ωf − s, resulting in:

Δpm = Ks
ω2

f
ω2

f − s2
Δδ − Ks

ωf

ω2
f − s2

sΔδ (14)
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Recalling that the derivative of the angle is the frequency through sΔδ = ωnΔω and
substituting s = jω in (14), the variation of Δpm caused by a change in the frequency Δω
can be expressed by:

Δpm

Δω
= −ωnKs

ωf

ω2
f + ω2

(15)

which represents the component of the damping coefficient due to network interconnection
and low-pass filter. The term given in (15) immediately indicates that the contribution
provided by the feedback component is negative, causing therefore a reduction of the
damping provided by the whole control. The reduction is clearly due to the presence of
the LPF on the feedback pathway of the system, and it is affected by the cut-off frequency
ωf of the filter. The magnitude of the reduction is also determined by the given oscillation
frequency ω and by the coefficient Ks. Recalling the dependence of the synchronizing
coefficients, it can be observed that small rated powers and close electrical distances would
result in severe damping reduction, possibly threatening the stability of the system. These
two factors have, therefore, an additional specific impact on the power–frequency dynamics,
referring in particular to the damping characteristics of the system.

3.2. Discussion about Stability and Damping

The factors identified in the previous sections are summarized in Table 1. The number
of oscillating grid-forming units connected to the system, their mutual distances and their
rated powers are main aspects which can affect the dynamic interactions during a frequency
transient. The characteristics of the grid-forming controls governed by specific parameters
such as the inertia time constant and the virtual impedances are also factors to consider,
since they certainly affect the power–frequency dynamics of the system. As observed in
the previous analysis, all these factors can have a critical impact on the system stability.
The aspects related to damping and oscillatory stability of power systems dominated by
power converters are addressed in several works [36–39,41,42]. In [41], it is remarked that
grid-forming controls should be properly implemented, as they could result in a poorly
damped closed-loop system. In [36], the effects related to LPF within the active power
loop of the converter control are analytically investigated and recognized as a potential
source of a critical lack of damping, leading to instability and loss of synchronization. Other
works and research propose specific solutions to this problem [37–39]. More generally, the
issue of damping provision by power converters is widely discussed in several papers
and technical reports [42–51]. While this article focuses on the frequency stability of an
autonomous system operated with multiple grid-forming converters, other various aspects
related to the dynamic interactions between grid-forming converters are addressed from
different points of view and hierarchical control levels [52–62].

Table 1. Investigation factors with critical impact.

Key Factor Description

Number and size Share of grid-forming converters and rated powers
Location Electrical distances and impedances
Control parameters Inertial effect and virtual impedance

4. Design Principles for Fully Non-Synchronous Autonomous Systems

4.1. Reference Hypothesis

The design of an autonomous system completely operated with interfaced generation
is an aspect which has been explored only in very few cases, often in the context of pilot
projects and experimental test cases. In general, the design objectives for an autonomous
system with 100% converter-interfaced generation can be various and are dependent on
the given characteristics of the system. In this work, a general design approach is proposed.
The method is a three-step procedure and it is focused on fundamental aspects of the
frequency dynamics, targeting both steady-state and transient frequency performance as
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design principles. As an initial step, it is fundamental to define a specific design hypothesis
for the system under planning. The purpose of this design objective is the determination
of a reference power imbalance Δp∗, which will be used in the next steps of the design
process. The definition of a reference incident might be made according to several methods
and criteria. For instance, a possible design hypothesis for Δp∗ could be the loss of the
biggest generation unit in the system, adopting an N-1 criterion. Another possibility could
be to assign Δp∗ in the range of 3–5% of the maximum system load: a power imbalance
in that range is in fact already considered as a large disturbance for the system [63]. More
advanced techniques might be based on probabilistic methods, including considerations
about the availability of the generation sources interfaced by the converters. In this work,
the approach based on the designation of the reference power imbalance as percentage of
the maximum load of the system will be considered, fixing Δp∗ to 5% of the maximum load.

4.2. Total Required Grid-Forming

One first point which should be surely addressed is how much grid-forming power
is required in an autonomous system. This point can be subjected to several different
constraints and addressed from several points of view. For instance, some works indicate
that there is a minimum amount of non-synchronous generation sources with grid-forming
capabilities required to guarantee the stability of the system [5,8,64]. To keep the design
process simple, the determination of the total required grid-forming is exclusively derived
for the realization of the given steady-state conditions on frequency dynamics, leaving
the consideration related to transient performance to the other design step. The design
principle will be then focused, in this case, on the realization of proper active power sharing
between the generation sources. This will also give an idea of the possible proportion
between grid-forming and grid-following units in the system. For the determination of
the total rated power, which must summed up by all the converters with grid-forming
capabilities, it is necessary to fix two design targets: the frequency deviation at steady-state
Δ f ∗s which should correspond to the reference power imbalance Δp∗, and the frequency
droop gain R which will govern the power sharing of the grid-forming sources. The target
value of the frequency deviation at steady-state Δ f ∗s can be fixed according to the grid code
specifications existing for the autonomous system under design. The value of the frequency
droop R is instead typically assigned in the range from 1 to 10% of the rated power of
the element: if the per unit frequency droop will be assumed equal for all the generation
sources participating in the primary reserve with the grid-forming control, a given power
imbalance in the system will be thus shared between them proportionally. For the design,
it is assumed that the other interfaced generation sources are operated as grid-following
without implementing any frequency droop control. This is a conservative assumption,
since in many cases grid-following units can participate in the primary reserve while
operating in frequency sensitive mode. For an autonomous system where the generation
sources are limited, it is, however, reasonable to think that some units will not be always
available for participation in the primary frequency control. For fixed values of the reference
power imbalance Δp∗ and of the target frequency deviation at steady-state Δ f ∗s , the total
required power S∗

tot can be expressed as:

S∗
tot =

fnRΔp∗

Δ f ∗s
(16)

Using (16), it is possible to determine the minimum total required amount of grid-
forming converters to match the steady-state performance design. The number of grid-
forming converters and the subdivision of the total required power between them are
aspects which can be determined according to additional constraints and further considera-
tions. For that, some insights will be provided by the investigations of the critical factors
for frequency dynamics described in Section 5.
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4.3. Total Required Inertia

Another point which should also be considered in the design concerns the transient
performance of the power–frequency dynamics of the system. The main aspects are the
total required amount of inertial effect, the maximum/minimum allowed instantaneous
frequency deviation and the maximum allowed absolute frequency rate. These aspects are
interrelated, since the inertial effect taking place in the very first instants of the transient
affect both the frequency rate and the instantaneous deviation of the frequency. The
design principle can be then focused on the realization of a predefined inertial effect,
synthetically provided by the interfaced generation sources which will be operated as
grid-forming. For the design, it is assumed that the other interfaced generation sources
operated as grid-following will not implement any synthetic inertia control. Like the case of
primary reserve, this assumption is conservative because grid-following units can generally
provide synthetic inertia through specific additional controls. For the determination of
the total amount of inertial effect which must be provided by the converters with grid-
forming capabilities, the approach can be based on the concepts of the center of inertia and
aggregated swing dynamics. Contrarily to large interconnected power systems, in the case
of autonomous networks, it is reasonable to assume that the dynamics of all the oscillating
elements can be concentrated at the center of inertia, with a unique coherent frequency
for the whole system. Two alternative design targets can be then fixed: the total required
inertia can be in fact determined either considering the maximum allowed frequency rate
or the maximum/minimum allowed instantaneous frequency deviation. While for large
interconnected systems both targets would likely require a complex and elaborated design
procedure, for small autonomous power systems the design can be easily kept simple in
both cases: if the target is either the limitation of the frequency rate or the containment of the
instantaneous frequency deviation, the possibility of assuming the dynamics of the system
concentrated at the center of inertia makes both design targets viable. In this work, the total
required amount of inertial effect will be determined assuming the maximum frequency
rate as design target. The alternative of considering the instantaneous frequency deviation
is discarded: since the frequency dynamics of a multiple grid-forming autonomous system
can be essentially characterized by a first-order dynamics, no significant differences between
instantaneous and steady-state frequency deviations are expected, and therefore the inertia
would only have a limited effect on this design target. For fixed values of the reference
power imbalance Δp∗ and of the target frequency rate ρ∗max, the total required inertial effect
can be expressed in terms of total inertia constant H∗

tot as:

H∗
tot =

fnΔp∗

2ρ∗maxS∗
tot

(17)

Using (17), it is possible to determine the minimum required amount of inertial ef-
fect which should be provided by grid-forming converters to meet the specific transient
performance design. It is worth noting that the inertial effect synthetically provided by
grid-forming converters has also a particular impact on the synchronization mechanism
between the oscillating grid-forming generation sources, and consequently on the oscilla-
tory characteristics of the system. For that, some additional insights will be provided by
the investigations of the critical factors for frequency dynamics described in Section 5.

5. Case Study: Application to the Existing Power System of a Mediterranean Island

The system considered as case study is the medium voltage network of Pantelleria,
an island in the Mediterranean sea. The total demand of the island strongly depends on
the period of the year, and it varies from a minimum of around 4 MW to a maximum of
around 8 MW. The load demand is currently supplied by a thermal generation power plant,
composed by diesel generators and located close to the urban center. The island is therefore
dependent on external sources of energy. The power is delivered to the loads through four
main feeders, all departing from the thermal power plant. The total lengths of the medium
voltage feeders span from 14 km for the longest lines to 4 km for the shortest. The lines
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are mainly cables, with resistance in the range 0.33–0.47 Ω/km, reactance 0.23–0.31 Ω/km
and capacitance 0.1–0.24 μF/km. There are only a few photovoltaic plants installed in
the system, mainly in the urban center: the total active power is around 300 kW, so the
photovoltaic plants represent just a minor generation share over the total load of the island.
A schematic outline of the system is shown in Figure 7.

Figure 7. Current network scheme of Pantelleria island, with selected nodes in the 4 feeders.

The autonomous system of the island is then imagined in future operating conditions,
characterized by the complete phase out of all synchronous machines of the diesel power
plant and the corresponding integration of the necessary amount of renewable power
generation to guarantee the load supply. In the considered scenario, the electric system
of the island would be therefore powered by 100% converter-interfaced generation. This
scenario is then formulated in several different potential combinations and configurations.
The interfaced generation sources integrated in the system of the island will vary in
number and rated power, they will be assumed to be installed at different locations across
the system, and they will either implement a grid-following or a grid-forming control,
considering also different tuning of the control parameters. All the particular combinations
and configurations will be adapted depending on the aspects to be investigated. For an
efficient management of all the various system configurations and simulation cases, the
handling of the calculations is automated with a stand-alone application written in C#.
The utility accesses externally the functionalities of the powers systems analysis software
NEPLAN [33] by calling the available APIs of the software. The application makes then
possible to manage all the elements and the models of the system in a custom-defined and
automatic way, run consecutive simulations programmatically and post-process the results
for statistics. For the simulations, the power system of the island is represented with a
positive sequence RMS dynamic model. The models of the converter-interfaced generation
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sources are implemented according to the control structure presented in Section 2, and
they are developed as user-written dynamic models with SYMDEF (SYMbolic DEFinition),
proprietary modeling language of NEPLAN. In all the considered configurations, the power
system is simulated in perturbed conditions, characterized by an uniform disturbance
identically applied to all the loads of the network. For that, a step change of Δpd = 1% in the
initial active power of all the loads is applied in the time-domain simulations. The value of
the load step is selected as a relatively small perturbation for the system, considering that a
load change in the range 3–5% is already regarded as a large disturbance [63]. Moreover,
the approach of considering a uniform distributed disturbance for all the loads allows to
investigate the effects of different percentages and locations of non-synchronous generation
sources with inertial and damping capabilities on the system dynamics [65]. For the
simulation model, the parameters have the following default values: H = 2 s, R = 0.05 pu,
Ku = 1 pu, Tu = 0.001 s, Xv = 0.1 pu, ωf = 100 rad/s.

5.1. System Design for Frequency Dynamics

The design of the power system of Pantelleria island for a future scenario with 100%
converter-interfaced generation can be made according to the methods introduced in
Section 4. The maximum load of the system is Pmax = 8.1 MW, observed in the summer
season due to the influx of tourists. The reference power imbalance Δp∗ can be then
calculated as 5% of the maximum load, resulting in Δp∗ = 0.05·Pmax = 400 kW. For the
frequency control, it is decided to fix the frequency droop to 5% for all the generation sources
participating in the primary reserve. The aggregated frequency droop R is thus equal to
R = 5/100 = 0.05 pu, in per unit of the given grid-forming converter rated power. The
design targets are the steady-state frequency deviation, fixed to Δ f ∗s = 50 − 49 = 1 Hz, and
the maximum absolute value of the frequency rate, fixed to ρmax = 5 Hz/s. Applying (16)
with all the previous values for the design targets, it is possible to calculate the total amount
of rated power S∗

tot which should implement grid-forming capabilities as:

S∗
tot =

fnRΔp∗

Δ f ∗s
=

50 × 0.05 × 0.4
1

= 1 MVA (18)

Applying (17), it is possible to calculate the total amount of inertial effects in terms of
inertia constant H∗

tot which should be guaranteed in the system approximately as:

H∗
tot =

fnΔp∗

2ρ∗maxS∗
tot

=
50 × 0.4
2 × 5 × 1

= 2 s (19)

The calculated value of S∗
tot represents the minimum total amount of grid-forming con-

verters required to guarantee the steady-state frequency performance, while the calculated
value represents the total inertial effect which should be provided by the grid-forming
converters to meet the specific transient performance assumed as design target.

5.2. Impact of Size

The impact of the size of grid-forming converters is investigated with the following
system configuration: only two interfaced generation sources are operated as grid-forming
units, while all the remaining interfaced generation sources are controlled as grid-following.
The two grid-forming units are connected at the nodes A-01 and A-05, at locations close
to the same feeder (Figure 7). Different combinations of the rated powers of the two grid-
forming converters are examined. The first combination considers two big grid-forming
units, both with rated power Sr = 4 MVA. The second combination considers instead
two relatively small grid-forming units, with rated power Sr = 1 MVA each. Finally, the
third combination considers a big and a small grid-forming units, with Sr = 4 MVA and
Sr = 1 MVA, respectively. In this analysis case, the size of Sr = 4 MVA is considered to be a
big generation unit in comparison with the total load of the system (Pmax = 8.1 MW), while
the size of Sr = 1 MVA is assumed to be instead a small generation unit as conventionally
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equal to or smaller than about 10% of the total load. The simulation of the described system
configurations give the results shown in Figure 8. The results indicate that small grid-
forming units in an autonomous system might lead to a detrimental oscillatory instability.
In fact, it can be noticed that two small units are not capable of realizing a successful
synchronization in the system. In other words, the small sized grid-forming units are
not strong enough to impose the frequency of the voltage at their terminals, and having
comparable sizes, they will “compete” with each other for synchronism without success.
It can also be observed that it is not only the rated power of the single oscillating grid-
forming converter which matters, but it is rather the ratio between the rated powers of
the grid-forming units involved in the oscillations which can have a significant impact. In
the case of one big unit and one small unit, the system response is in fact unstable. The
phenomenon of the oscillatory instability is mitigated and eventually compensated for by
bigger sizes of the grid-forming converters: for the given system configurations with two
big sized grid-forming units, the system response is stable. In that case, the oscillating
units are strong enough to sustain a reference frequency for the terminal voltage, thus
contributing to a successful synchronization process.

0 2 4 6 8 10
t (s)

49.92

49.94

49.96

49.98

50

50.02

f 
(H

z)
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Figure 8. Impact of size of grid-forming units.

5.3. Impact of Number

The impact of the number of grid-forming converters is investigated with the following
two configurations. In the first configuration, only four relatively big converter-interfaced
generation sources are connected to the network, representing the whole generation of
the system. All four converter-interfaced generation sources implement grid-forming
capabilities, and they have a rated power of Sr = 2 MVA each. The four grid-forming units
are assumed to be connected in the middle of the four feeders of the network, located
not too close to each other. In the second configuration, 80 small converter-interfaced
generation units are distributed all across the autonomous system, with a rated power of
Sr = 100 kVA each. All the generation units are controlled with the grid-forming scheme:
almost every medium voltage substation of the network has, therefore, a generation source
with grid-forming control. In both configurations, the grid-forming units cover the total
load demand of the island, providing also the same amount of inertial effect. The two
configurations are then equivalent from the point of view of generated power, total rated
power and total inertial effect. The results of the time-domain simulations are shown
in Figure 9. It can be immediately observed that an high number of small grid-forming
converters puts the system at the edge of the stability, generating sustained oscillations in
the transient response after a perturbation. The system does not experience the oscillatory
instability in this case because the distribution of oscillating grid-forming units across
the grid is so dense that they are very close with each other, and therefore able to reach
the synchronism. If instead the grid-forming capabilities are provided by a few units
concentrated in the network, the dynamic behavior of the system is stable and exhibits
better transient performance. The results confirm then the observations made about the
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impact of the rated power of grid-forming units, indicating the opportunity of having only
a few big generation units operated as grid-forming, instead of many small oscillating
grid-forming distributed in the system.
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Figure 9. Impact of number of grid-forming units.

5.4. Impact of Location

The impact of electrical distances and mutual locations between grid-forming con-
verters is investigated with the following system configurations. The first configuration
considers three grid-forming units installed at the most close locations in the grid: the
selected nodes with the grid-forming controls are then A-01, B-01 and C-01 (Figure 7). The
second configuration considers the same three grid-forming units installed at the most dis-
tant locations between each other: the selected nodes are in this case A-30, B-3-20 and C-10.
The third configuration considers two of the three grid-forming units installed close to each
other, while the third grid-forming unit is connected far from the other two. The selected
nodes are in this case A-01, B-01 and C-10. The fourth and last configuration considers two
of the three grid-forming units installed at very distant locations from each other, while
the third grid-forming unit is connected in an intermediate position between the other two.
The selected nodes are in this case A-30, B-01 and C-10. In all the configurations, the grid-
forming units have a rated power of Sr = 2 MVA each. The simulation of the four system
configurations give the results shown in Figure 10. The results indicate that the location of
the grid-forming units can have a critical impact on the oscillatory stability of the system.
It can be in fact observed that when two or more oscillating grid-forming converters are
electrically close in the network, they might not be capable to realize the synchronization,
“competing” with each other through sustained oscillations and eventually leading to the
instability of the system. In the case of grid-forming units electrically far from each other,
they can successfully reach the synchronism and the response of the system is stable. It
can be additionally observed that the case of a grid-forming converter in an intermediate
position between the other two grid-forming distant from each other shows some initial
oscillations at the beginning of the frequency transient (yellow line in Figure 10), indicating
already an alteration of the power–frequency dynamics of the system. It is clear that the
location of generation sources is subject to several constraints, and it is not a factor of free
decision in the system operation. However, the understanding and the considerations
about the impact of electrical distances between grid-forming converters might be use-
ful in supporting a more careful selection and design of the converters implementing a
grid-forming control in autonomous power systems.

182



Energies 2022, 15, 2220

0 5 10 15 20
t (s)

49.97

49.98

49.99

50

50.01

f 
(H

z)

all close
all distant
two close
two distant

Figure 10. Impact of location of grid-forming units.

5.5. Impact of Inertial Effect

The most relevant parameter of the considered grid-forming control is the time con-
stant of the first integrator. This parameter is in fact responsible for the realization of
the inertial effect provided by the control, and it also significantly affects the inherent
synchronization mechanism between grid-forming units. The impact of the inertial effect
provided by the control is investigated considering again the case of three grid-forming
units connected at the most close locations in the system, and performing a parametric
analysis by simulating the system with different values of the inertia time constant H. The
considered values are the inertia constant of the base case (H = 2 s), and then four times
smaller (H = 0.5 s) and four times bigger (H = 8 s) inertia constants. The simulation results
are shown in Figure 11. The base case with H = 2 s corresponds to the instability observed
in the previous section, when the grid-forming units are electrically near and they swing
against each other without reaching a successful synchronization. For the same system
configuration, if the inertia time constant of all the grid-forming converters is reduced by
reducing the constant H, the control actions become faster and more damped, realizing
a swift synchronization between the oscillating units. With the reduction of the inertial
effect, the implemented control approaches the zero-inertia grid-forming model proposed
in [20,28], and it would also correspond to other inertia-less grid-forming schemes, such as
the power-synchronization control or droop-based controls without low-pass filters [21,66].
In the simulated case, a reduced inertia time constant of H = 0.5 s can already ensure a stable
transient operation of the autonomous system. If instead the inertial effect is increased
by increasing the time constant H of the integrator, the phenomenon of the oscillatory
instability becomes mitigated for as well. For the simulations, a value of H = 8 s has been
considered. In this case, the increased inertial effect makes the control actions slower,
introducing a sort of temporal margin which gives flexibility in the synchronization process
between the grid-forming units. The response of the system in this case would be still
oscillatory, with the tendency to stabilize. From the results, it appears the possible existence
of a range of inertia time constant, where the oscillating grid-forming units with given rated
powers engage themselves increasing oscillations, eventually leading to the instability of
the system.

Given the recognized relevance of the inertial effect on the frequency dynamics of
the system, a more detailed analysis is dedicated to the impact of this factor, considering
four additional simulation cases. The configuration used to investigate the impact of
different rated powers of the grid-forming units is here analyzed again, assuming different
values of the inertia time constant. Two grid-forming units are then connected at relatively
close locations in the grid (nodes A-01 and A-05 in Figure 7), considering different values
and combinations of the rated powers. The results of the time-domain simulations are
summarized in Table 2. To complete the previous considerations, it can be further observed
that the reduction of the inertial effect is more effective when applied to grid-forming unit
with relatively big rated power, or, in a specular way, that the increase of the inertial effect
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producing a temporal lag as margin for synchronization is more effective when applied to
grid-forming units with relatively small rated power.
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Figure 11. Impact of inertial effect in grid-forming converters.

Table 2. Impact of rated powers and inertial effect.

Sr (MVA) System Response

GFM1 GFM2 H1 = H2 H1 � H2 H1 � H2

1 1 unstable marginally stable marginally stable
4 4 stable stable stable
1 4 unstable marginally stable stable
4 1 unstable stable marginally stable

It is worth observing that the proposed methodology for the determination of the total
amount of inertial effect can be effectively used for the realization of the desired design
target, with the containment of the frequency rate within a given maximum value, but
the oscillatory characteristics and the power–frequency control of the system can be also
significantly affected. For that, more elaborated design techniques of the inertial effect
could be applied.

5.6. Impact of Virtual Impedance

The virtual impedance of a grid-forming scheme is another control parameter such as
the inertia time constant which can have a significant impact on the dynamic response of
the system [67–69]. As with what was achieved for the inertia time constant, the impact
of the virtual impedance is investigated considering the case of three grid-forming units
connected at the most close locations in the system, performing a parametric analysis with
different values of the virtual impedance Xv implemented in the control. The simulation
results are reported in Figure 12. The base case with Xv = 0.1 pu corresponds to the
phenomenon observed studying the impact of location, when the grid-forming units are
electrically near and they swing against each other eventually leading to the instability of
the system. If the virtual impedance Xv is increased, the grid-forming converters become
virtually more distant, the positive effect of long electrical distances is emulated, and the
power–frequency dynamics of the system becomes stable. In this case, the increased virtual
impedance makes the couplings between the oscillating grid-forming units looser, enabling
a more flexible synchronization process. According to the previous considerations, the
increase of Xv determines in fact a reduction of the synchronizing coefficients Ks. This
reduction however is not critical for the frequency dynamics of the system, but it rather
introduces a sort of elasticity which allows the grid-forming units to successfully reach the
synchronism after a perturbation. The difference observed in the steady-state frequency
between the two cases with different virtual impedances is related to the self-regulating
effect of the loads: the implementation of a virtual impedance modifies in fact the voltage
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control realized at the terminal of the converters, and consequently the loads produce
different changes in the power according to the different values of the voltage.
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Figure 12. Impact of virtual impedance in grid-forming converters.

5.7. Impact of Control Strategy

The possible contribution of converter-interfaced generation sources implementing grid-
supporting controls is investigated considering two critical cases identified in the previous
analyses. As observed, the realization of the inertial effect in grid-forming controls through
an internal synthetic oscillator can significantly affect the power–frequency dynamics
of an autonomous system. If the inertial effect is reduced, the control action of the grid-
forming converters becomes faster and all the oscillating units can rapidly reach a successful
synchronization between each other. Implementing inertia-less grid-forming schemes such
as droop-based controls, the frequency dynamics of the system would be clearly stabilized.
However, a given amount of inertia might still be required. A possible alternative for the
realization of the inertial effect would be to call the other grid-following units to participate
in the power–frequency dynamics of the system. This category of converters control
can in fact realize the synthetic inertia in different ways, i.e., emulating the principle of
synchronous machines through derivative-based methods on the frequency acquired by
the phase-locked loop, but in any case without the need for including a grid-independent
internal oscillator in the control. This possibility is here investigated for two different
system configurations.

In the first configuration, the system includes only two grid-forming units, with
relatively small rated powers and connected at close locations in the network. The two
units have a rated power of Sr = 2 MVA each, and they are connected at close locations
to the same feeder (A-01 and A-05 in Figure 7). As seen, small rated powers and short
electrical distances can have a critical impact on the frequency dynamics of the system. In
contrast to the previous simulation cases, the grid-following units are assumed this time to
be capable of supporting the grid with specific frequency services. For that, they implement
a derivative-based control to synthetically provide an inertial effect in the dynamic response.
The analysis is performed for different values of the inertia provided by the grid-supporting
units. The simulation results are shown in Figure 13. It can be immediately observed that
the exclusion of the inertial action from the grid-forming controls has a positive effect on the
power–frequency dynamics of the system, allowing a successful synchronization between
the oscillating grid-forming units. The provision of inertial effect by the grid-supporting
units does not undermine the oscillatory stability of the system, but it rather contributes
positively to obtain the required performance in the frequency dynamics.
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Figure 13. Contribution of grid-supporting controls with two grid-forming converters.

In the second configuration, many small grid-forming units are distributed across the
system, amounting to the 30% of the total required generation. As seen, a high number of
grid-forming with small rated powers is a critical condition for the frequency dynamics
of the system. The system includes only one grid-forming unit relatively bigger than the
other, connected to guarantee an appropriate primary reserve. The small units have a
rated power of Sr = 100 kVA each. Similarly to the previous case, the interfaced generation
sources implement a grid-supporting control scheme, with the capability of providing
synthetic inertia to the system. The analysis is performed for different values of the inertia
provided by the grid-supporting units. Even if this configuration is less likely than the first
one, it is reported in the analysis for the sake of completeness. The simulation results are
shown in Figure 14. The results basically confirm the opportunity of including inertia-less
grid-forming units in the system. In this case, the grid-forming units are assigned the task
of realizing an effective synchronization process through fast control actions. The task of
providing the required inertial effect is left instead to the grid-supporting units, ensuring a
stable frequency dynamics of the system.
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Figure 14. Contribution of grid-supporting controls with many grid-forming converters.

6. Conclusions

The power–frequency dynamics of autonomous systems with 100% converter-interfaced
generation has been analyzed, starting from a theoretical point of view and then exam-
ining the existing electrical network of Pantelleria island as a case study. For a fully
non-synchronous operation of the system, basic design principles for the determination of
the required amount of grid-forming power are proposed and applied to the case study.
The considerations obtained from the investigations and the possible solutions for a fully
non-synchronous operation of autonomous systems can be summarized as follows. The
selection of a few big units with grid-forming capabilities appears to be generally prefer-
able. The few selected grid-forming must be ideally reliable sources with relatively high
rated powers, such as storage systems or large wind power plants. Small grid-forming
converters might not be able to effectively synchronize with each other, since they would
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not be strong enough to impose the frequency at their terminals. Many small grid-forming
units distributed across the system might introduce sustained oscillations and experience
critical issues in the synchronization process, competing for synchronism with each other
and in the worst cases leading to the instability of the system. For the units implementing
the grid-forming control, electrical distances and relative locations in the grid, fast control
actions and the reduction of the inertial effect are all recognized as essential aspects for
securing the synchronization and the stability of the system. For a good system design,
grid-forming units should implement fast control actions with small inertial time constants,
while the required inertial effect could be provided by grid-following units participating in
the frequency control.

It is finally worth underlying the importance of this kind of study from the perspective
of a full and effective integration of renewable energy sources on small islands. Indeed,
studies in the literature are mainly focused on energy aspects or steady-state issues (power
losses, voltage regulation, etc.) related to the integration of renewable energy sources
in isolated systems, and only a few authors discuss the dynamic issues of fully non-
synchronous autonomous networks. The proposed study aims to address some of the
research gaps discussed in the introduction, and it demonstrates that much effort must
still be made in the definition of an effective way to size and design autonomous systems
dominated by converter-interfaced generation, while preserving their stability and security
of supply.
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Abstract: This paper proposes a novel methodology to estimate equivalent inertia of an area, observed
from its boundary buses where Phasor Measurement Units (PMUs) are assumed to be installed.
The areas are divided according to the measurement points, and the methodology proposed can
obtain the equivalent dynamic response of the area dependent of or independent of coherency of the
generators inside, which is the first contribution of this paper. The methodology is divided in three
parts: estimating the frequency response, estimating the power imbalance and estimating inertia
through the solution of the swing equation by Least-Squares Method (LSM). The estimation of the
power imbalance is the second contribution of this paper, enabling the study of areas that contain
perturbations and attending the limitation of methods of the literature that rely on assumptions of
slow mechanical power. It can be further divided in three steps: accounting the total power injected,
estimating an equivalent load behavior and estimating an equivalent mechanical power. The quality
of results is proved with test systems of different sizes, simulating different types of perturbations.

Keywords: power system stability; inertia estimation; PMU

1. Introduction

The increasing penetration of Renewable Energy Sources (RES) in power systems is
bringing new challenges to Transmission System Operators (TSOs) worldwide. RES-based
generators are connected to the grid by means of converters that electrically decouple their
inertial response, if any, from the system. Hence, equivalent inertia is decreasing, causing
higher and faster frequency excursions following power imbalances, which may result in
frequency instability. To mitigate this impact, a requirement of synthetic compensation
of inertia is being adopted by many TSOs [1,2]. However, RES are intermittent, such that
assessing equivalent inertia is a rising need [3,4].

A possibility to estimate equivalent inertia is provided by the recently deployed and
disseminated PMUs, devices capable of providing measurements of frequency, current and
voltage (magnitude and phase angles) in real time in a precise and synchronized way, with
a resolution of 10–60 samples per second [5]. Due to the easiness of working with phasors,
PMUs have been used in many different applications, such as analysis of perturbations and
oscillations [6–8], topology monitoring and parameter estimation [9]. Regarding inertia
estimation, literature normally divides the topic in small perturbation studies [8,10,11],
large perturbation studies [12–14] and studies under ambient conditions [15,16].

In the field of large perturbation studies, a particular effort has been devoted in recent
years to characterize areas including multiple loads and generators. However, most papers
assume either monitoring generating units individually or monitoring coherent groups of
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generators. In [17], a robust Kalman Filter is proposed to estimate the mean frequency, but
full dynamical observability is required. In [18], an approach that accommodates frequency
and voltage variations through curve-fitting is proposed, but accuracy highly depend on
the percentage of generating units monitored. In [19], the inertia of an area as perceived
by a particular bus of the system is evaluated through an autoregressive moving average
exogenous input model, but in all testes, generators are assumed as monitored.

However, monitoring generating units individually may be hard to ensure in real
systems. Despite recent efforts on developing low-cost solutions [20–22], most commercial
PMUs are still expensive [23,24], such that most countries still count with a limited number
of PMUs installed. Hence, difficulties for TSOs are many: not all generators individually
monitored, coherent groups always changing due to the impact of intermittent RES-based
generation, lack of observability of medium-voltage and low-voltage grids, and limited or
slow communication.

Taking these practical aspects into consideration, this paper proposes a novel way
of looking at the problem: instead of defining an area through the traditional criteria of
coherency adopted in the literature, an area may be defined according to the location of
available PMUs in the network. Whether considering units already installed or planning
the placement of new PMUs, the proposed requirements to define an area based on phasor
measurements are just two: to monitor the total power injected by the area in the system,
and to monitor the dynamics of the Center of Inertia (COI) of the area. Whenever these
requirements are met, an area can be defined, and a dynamic equivalent can be obtained.

The methodology proposed can build a dynamic equivalent of an area in three major
steps: estimating the frequency response, estimating the power imbalance and estimating
inertia. To estimate the frequency response, the methodology reduces the system around
the measurement points available and adapts part of the method proposed in [25] to obtain
equivalents at the retained points. The many equivalents are then combined in one, which
represents the dynamics of the COI of the area. To estimate power imbalance of the area,
the methodology proposes estimating the behavior of the total load, total losses and total
mechanical power of the area, seen from its boundary buses. Finally, inertia is estimated
solving the swing equation related to the dynamic equivalent of the area through LSM.

Results are obtained with data provided by simulations with the well-known 11-bus
Kundur’s test system [26] and with the benchmark test system proposed in [27]. The
first part of the results section presents a study validating the methodology, with details
about its steps and insights on the behavior of the dynamic equivalents. A switch of a
synchronous generator by a Wind Power (WP) generator is simulated, and the reduction of
inertia following the event is estimated with the methodology proposed. The second part
of the results section presents different study cases evaluating the performance of each step
and its impact on the final inertia estimated.

Thus, the main contribution of this paper is the innovative manner of defining areas
based on practical assumptions. Second, the methodology derived is capable of estimat-
ing inertia regardless the coherency of generators inside the area of study. Finally, the
methodology can deal with perturbations inside or outside the area considered.

The remaining of this paper is organized as follows: Section 2 presents a brief intro-
duction on the dynamic behavior of an area, Section 3 presents the methodology, Section 4
presents the results and Section 5 presents the conclusions.

2. The Dynamic Behavior of an Area

The dynamics of a synchronous machine i following a perturbation is ruled by the
Swing Equation,

2Hi
2π f0

d2δi(t)
dt2 = ΔPi(t) = Pmi (t)− Pgi (t), [pu] (1)
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where Hi is the constant of inertia, δi is the rotor angle, ΔPi(t) is the total power imbal-
ance, Pmi is the mechanical power and Pgi is the electrical power produced by machine i.

Additionally, the term d2δi(t)
dt2 may be changed to d fi(t)

dt since

fi =
1

2π

dδi(t)
dt

+ f0, [Hz] (2)

where f0 is the nominal frequency of the system.
To evaluate the dynamic behavior of a multi-machine system, it is possible to write

Equation (1) for every machine that is connected to the grid. Alternatively, it is also possible
to study the behavior of the system with an equivalent, based on the concept of the COI,
a rotational analogy of the center of mass of an object. The dynamic behavior of every
synchronous generator tends to follow the behavior of the COI of the system [26]. This
concept may be particularized to any group of generators, restricted to a regional area
of interest, for example. The restriction of the area of study is a matter of deciding the
extension of the data set [10].

The frequency associated with the COI (also called mean frequency), is a weighted
average of the frequencies of every machine of the area, determined by

fCOIa(t) =
∑n

i=1 HiSbGi
fGi (t)

∑n
i=1 HiSbGi

(3)

where Hi is the inertia, SbGi
is the nominal power and fGi is the electrical frequency of each

generator Gi in Area a.
The constant of inertia at the COI of Area a is

HCOIa =
n

∑
i=1

HiSbGi
(4)

Furthermore, the dynamic behavior of an area may be studied from the point of
view of its boundary bus (or boundary buses). Consider the left part of Figure 1 as a
generic representation of an area of a power system. An equivalent of Area a seen from its
boundary bus (BB) is represented in the right part of the figure, where Ma represents the
moving masses of the area, Pmova is the moving power, Geqa is an equivalent generator and
Pea is the power exiting the area. To represent Geqa , the second-order model is assumed in
Figure 1, where x′a is the transient reactance and Ea is the internal voltage of the machine.

Figure 1. Equivalent system of an area seen from its boundary bus.

The moving power of Area a is defined here as:

Pmova(t) � Pma(t)− Pla(t)− Plossesa(t) �
n

∑
i=1

Pmi (t)−
nl

∑
l=1

Pll −
nb

∑
m=1

Plossesm (5)

where Pma denotes the total mechanical power, Pla denotes the total load power and
Plossesa denotes the total losses of area a; Pmi denotes the mechanical power of each of the
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i = 1, . . . , n generators, Pll denotes the active power consumed at each of the l = 1, . . . , nl
load buses and Plossesm are the losses in each of the m = 1, . . . , nb branches inside the area a.

The Swing Equation that rules the dynamics of the equivalent system can be written as

HCOIa

π f 0
d2δa(t)

dt2 = ΔPa(t) = Pmova(t)− Pea(t), p.u. (6)

where Ha is the overall inertia of the dynamic equivalent, δa is the phase angle of the
internal voltage Ea, ΔPa(t) is the total power imbalance of Area a and Pea(t) is the total
power injection at BB. The phase angle δa may be considered to be an approximation of the
mean rotor angle φa according to

φa(t) =
∑n

i=1 HiSbGi
φGi (t)

∑n
i=1 HiSbGi

(7)

where φGk (t) is the rotor angle of each generator i = 1 . . . n of area a, and the other variables
have been previously defined following Equation (3).

3. Methodology

In the technical literature, the definition of equivalent circuit of areas takes place
according to coherency criteria, such that generators behaving similarly may be easily
grouped together. This proposition has been widely adopted because it facilitates system
reduction, diminishing computational effort in dynamic simulations. Here, instead, the
aim is not system reduction for simulations, but system reduction for parameter estimation
and system dynamic assessment. Therefore, a new way of defining an area is here adopted,
based on the location of PMUs in the grid.

To define an area for the study, two requirements need to be fulfilled: the total power
injected by the area and the dynamics of its COI must be monitored/estimated. If this
is true, it is possible study the dynamics of the area with an equivalent, following the
theory in Section 2. Therefore, a methodology is derived in this paper with the aim of
modelling the dynamic behavior of an area through the equivalent Equation (6). To do so,
δa(t), Pmova(t) and Pea(t) have to be monitored or estimated, and HCOIa is obtained as an
outcome of the procedure.

Consider an Area a monitored by PMUs installed at its BBs (PMU-1 and PMU-2) and
at possible buses inside (PMU-N), as represented in Stage 1 of Figure 2, where dotted lines
represent the many connections inside the area. The first step of the methodology consists
of reducing the system around the n measurement points, as shown in Stage 2 of Figure 2.
Assuming that the interconnections of the system do not change during the period of study,
the power exported by Area a through its boundary buses (measured) may be assumed as
Pea(t) in Equation (6).

The dynamics of the hidden machines inside the reduced area are approximated
through the estimation of equivalent generators at the points retained (Stage 3 of Figure 2).
After the equivalent generators are obtained, it is possible to calculate their mean dy-
namic behavior (i.e., δa(t)) to feed Equation (6). This procedure is described in detail in
Section 3.1.

The dynamic behavior of the n equivalent generators above mentioned may be repre-
sented together by the COI of the area, as represented in Stage 4. Most methods available
in the literature for inertia estimation following perturbations require monitoring the
terminal buses where generators are connected, and rely on the assumption that the me-
chanical power changes slowly in comparison to the electrical power generated by the
machine [25,28,29]. However, when monitoring an area through its boundaries, this as-
sumption becomes too strict: due to load behavior and possible perturbations inside the
area, the moving power may not behave slow in comparison to the electrical power injected.
In this condition, the equivalent moving power of Area a must also be estimated to estimate
HCOIa accurately. This procedure is described in Section 3.2.
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After δa(t), Pmova(t) and Pea(t) are obtained, Equation (6) can be used to estimate
HCOIa . This is approached in Section 3.3.

At the end of the section, Section 3.4 presents a flowchart summarizing the
full methodology.

Figure 2. PMU-based system reduction.

3.1. Determination of the COI Dynamics

Starting from Stage 1 of Figure 2, the first step is to reduce the system around the
measurement points available. System reduction methods were first developed in the
literature for speeding up calculations and simulators [30]. Consequently, some of the
criteria to reduce the system may not be reasonable for the goal of this paper, as they
were tailored for model simulation, but some techniques may be adopted. The Ward
Equivalent method is a generalization of the Thévenin equivalent, widely used with
phasorial representation in steady-state studies, that can be extended to represent part of
grid in quasi-static conditions.

Assuming the loads modelled as constant impedance, the steady-state operation point
and the network topology in this context as known, it is possible to retain the buses where
PMUs are available, eliminating the others, as in Stage 2 of Figure 2. At this point, the
dynamic of the hidden generators is not yet represented (they will be represented together
in the equivalents obtained in Stage 3).

The system reduction starts from the full algebraic equations, which are valid for
each time step t = 1, . . . , M when considering the transient evolving under quasi-static
conditions and small frequency variations. By Ohm’s law,

YBUSVBt = IBt (8)

where YBUS is the admittance matrix of the system (built not including generator and load
admittances), with dimensions NT × NT , where NT is the total number of buses in the
system. The vectors VBt and IBt are respectively the bus voltages and current injections
vectors at time step t, with dimensions NT × 1.

The current injection at a generic bus b I
(b)
Bt

can be written as:

I
(b)
Bt

= I
(b)
Gt

− I
(b)
Lt

(9)

where I
(b)
Gt

is the generator current of bus b, I
(b)
Lt

is the load current and I
(b)
Bt

is the injected
current in the grid and the superscript denote bus b.

195



Energies 2021, 14, 8477

Defining the buses where PMUs are installed as the set of buses to be retained
(R = {1, 2, . . . , N}), then (NT − N) buses must be eliminated (E = b 
∈ R).

Equation (8) can be reorganized as:[
YRR YRE
YER YEE

][
VR
VE

]
=

[
IR
IE

]
(10)

where the subscripts R and E are related to the retained and eliminated buses, respectively.
For the sake of simplicity, the subscript t is neglected here.

Equation (10) may be manipulated to obtain

(YRR − YREY−1
EEYER)VR = IR − YREY−1

EEIE (11)

Making
YEQ = YRR − YREY−1

EEYER (12)

and
IW = −YREY−1

EEIE (13)

it is possible to rewrite Equation (11) as

YEQVR = IREQ (14)

It is important to observe that IREQ in Equation (14) can be obtained with the volt-
age phasors at the retained buses VR and the reduced admittance matrix YEQ, therefore
practical conditions.

With IEQ and VR, it is possible to apply a model estimation method at each retained
bus to obtain the equivalent generators represented in Stage 3 of Figure 2. The method
proposed in [25] requires current and voltage measurements at the terminals of a generator
to estimate its second-order model. Here, the method is applied in another context: building
dynamic equivalents from the voltages and currents obtained at the retained buses (IEQ
and VR), which may be generation buses (originally) or not.

At each retained bus, one equivalent generator will be obtained. In general terms, this
is done relating the assumptions of a second-order model and the power injected in the
grid at the connection point, as shown in Figure 3. In the figure, Bus k is a retained bus, Pek
is the power injected and Geqk is the equivalent generator, whose parameters are estimated
from Vk(t) and Ik(t), the terms of the matrices VR and IEQ related to Bus k, respectively. As
fast as Geqk concerned, it is needed to estimate the transient reactance x′k and the internal
voltage Ek; Mk is the moving mass and Pmovk (t) is the moving power.

Figure 3. Equivalent generator estimated from the retained bus k.

Assuming that the magnitude of Ek is constant (which is an intrinsic assumption of the
second-order model), the method fits Kirchhoff’s equations with input signals to estimate
first an equivalent transient reactance x′k; in fact, the following equation holds,

Ek(t)∠δk(t) = (jx′k)Ik(t)∠αk(t) + Vk(t)∠θk(t) (15)
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Since Ek is constant, it is possible to assume the variance Var equal to zero

Var(Ek) ≈ 0 (16)

From Equation (15),

|Ek(t)| =
√

x′k
2|Ik(t)|2 + |Vk(t)|2 + 2x′kQk(t) (17)

and
Ek(t)2 = x′k

2 Ik(t)2 + Vk(t)2 + 2x′kQk(t) (18)

where Qk(t) is the reactive power injection at Bus k that can be calculated from Vk(t) and
Ik(t).

Based on Equation (16), it is possible to write

Var(E2
k) ≈ 0 → (E2

k − E2
k)

2 ≈ 0 (19)

where Ē = mean(E).
Fitting (18) into (19) results in

(x′k
2 I2

k + V2
k + 2x′kQk)− (x′k

2 I2
k + V2

k + 2x′kQk) ≈ 0 (20)

Rearranging Equation (20) and assuming measurements at every time step t, holds:

x′k
2
(I2

kt
− I2

kt
) + x′k(2(Qkt − Qkt)) ≈ (V2

kt
− V2

kt
) (21)

Expression (21) can be solved for x′k using a nonlinear LSM. In the present work, the
trust-region-reflective method is chosen [31].

After x′k is calculated, it is possible to come back to Equation (15) and calculate
Ek∠δk(t).

At this point, it is possible to obtain an estimation of φa(t) based on δk(t), adapting
Equation (7). As SbGi and Hi are unknown, it is possible to assume weights for the
equivalent generators obtained in the previous passages of the methodology. These weights
may be adjusted to privilege the equivalents obtained from data collected close to big
generation centers or close to the possible physical location of the COI, for example.
Therefore, in this context,

δest
a (t) =

∑n
k=1 WkδGk

∑n
k=1 Wk

(22)

where the superscript est denotes estimation and Wk is the weight adopted to each equiva-
lent k = 1 . . . n. Please note that Equation (22) provides an approximation of the mean rotor
angle of Area a based on the rotor angles of the N equivalent generators obtained at the
buses where PMUs are installed (which might be generation buses or not). Equation (22),
instead, is based on the n generators inside Area a.

3.2. Determination of the Equivalent Moving Power

As defined in Equation (5), Pmovi (t) is composed by the contributions of the mechan-
ical power (Pm) of the machines inside the area, the contributions of loads (Pl) and the
contributions of losses (Plosses). The methodology approaches Pl first, assuming a model
for the loads and estimating the total contribution according to measurements available.
This step is described in Section 3.2.1. With Pl and the power injected into the area (Pe), it is
possible to estimate the total power generated Pg, assuming a typical rate for Plosses during
the procedure. This step is described in Section 3.2.2. Finally, Pm is estimated through
model identification, in the procedure described in Section 3.2.3.
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3.2.1. Estimation of the Dynamic Behavior of the Loads

Many different papers discuss the use of PMUs for monitoring, studying or estimating
load behavior. In [32] the use of a PMU to monitor and estimate the behavior of induction
motors is addressed, detailing practical limitations. Papers [33,34] propose different ap-
proaches for dynamic load modelling in distribution grids. In [35], a practical approach
based on modelling the load as constant current is presented. The methodology assumes
the total load pre-disturbance as known, and by weighting voltage measurements at differ-
ent buses it can estimate the equivalent load behavior of an area. Papers [36,37], instead, are
model-identification-based. They make use of optimization for estimating the parameters
of the ZIP model [37] or exponential voltage/frequency dependence model [36].

The fields of load estimation and load characterization is wide and have their own
challenges. According to the model chosen to characterize the load, different methods
are available. A complex method is both requiring in terms of observability and time
consuming. In this work, load estimation is only an auxiliary method necessary for a
further goal that is inertia estimation: hence, a simple approach that keeps practical
conditions is used. According to [38], the voltage dependence of the loads has a more
significant impact on the power imbalance and on inertia estimation studies than frequency
dependence. Therefore, a static load model was chosen in this work.

In the constant impedance model, the total power consumed by all loads of an area
can be expressed by

Pl(t) = Pre f

nl

∑
i=1

V2
li
(t)

V2
li0

(23)

where Pre f is a reference value of the total load of the area; Vli0 is the initial voltage
magnitude at bus i; Vli(t) is the magnitude of voltage at bus i at time t and nl is the number
of load buses.

When applying Equation (23), Pl(t) varies according to the variations in V2
li
(t) if the

perturbation is not directly on the loads of the system. If the perturbation is a load step or
disconnection, Pre f should change to reflect that, but the problem is that in general, that
perturbation is neither known nor measured directly. Here, such change in Pre f is estimated
as follows

Pre f (t) = Pst1
Ltotal

, f or t < te

Pre f (t) = Pst2
Ltotal

, f or t ≥ te
(24)

where PLtotal is the average value of the total load of the area at the steady-state before (st1)
and after the perturbation (st2), and te is the time of occurrence of the event. In this paper,
PLtotal is assumed as known and te is determined looking at power and voltage measure-
ments. Alternatively, techniques based on the Normalized Wavelet Energy (NWE) [6,39]
or score functions [40] may be applied to determine the exact time of occurrence and the
duration of the event.

However, it is not practical to monitor all load buses on a system, as in general, Vli(t)
for i = 1 . . . nl is unknown. Therefore, an approximation of the equivalent behavior of the
voltage at the load buses is proposed in terms of the measurements available

Pla(t) ≈ Pre f (t)λ(t) (25)

where λ(t) is a weighted sum of the voltage measurements at a selected group of buses
monitored by PMUs:

λ(t) =
1
ns

ns

∑
j=1

WjV2
j (t)

WjV2
j0

(26)

where Vj denotes the magnitude of voltage and Wj denotes the weight related to the
measurement at the j = 1 . . . ns buses selected. As the accuracy of the approximation
depends on which buses are considered in the set, assigning higher weights for load buses
and transition buses instead of generation buses enables a better approximation of the
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equivalent behavior at the area. The impacts of this approximations are discussed in the
sections of results. Although in this paper the constant impedance model is described, the
same principles can be used for any dependence on the voltage.

3.2.2. Estimation of the Equivalent Power Generated

Considering the power injected at the boundaries (Pea(t)) it is possible to write

Pea(t) = Pga(t)− Pla(t)− Plossesa(t) =
n

∑
i=1

Pgi (t)−
nl

∑
l=1

Pll (t)−
nb

∑
m=1

Plossesm(t) (27)

where Pga is the total power generated in the area a and Pgi is the power generated by
generator i.

As presented in Section 3.2.1, the total load behavior Pla can be estimated with
Equation (25), and Pea(t) can be measured, from the PMUs installed at the boundary
buses. Therefore, Plossesa(t) and Pga(t), are missing in Equation (27).

Assuming that Plossesa(t) may be approximated by a share of Pga(t):

Pest
lossesa

(t) = αPga(t) (28)

where α is a typical rate adopted, and rewriting Equation (27), it is possible to estimate
Pga(t) according to

Pga(t) =
Pea(t) + Pla(t)

1 − α
(29)

The estimated Pga(t) is used in the further estimation of Pma(t) in the next subsection.

3.2.3. Estimation of the Equivalent Mechanical Power

Substituting Equations (5) and (27) in Equation (6), and assuming quasi-steady-state
conditions, it is possible to write

Pst
ma = Pst

ga (30)

where the superscript st denotes the steady-state.
Following a perturbation, Pga(t) changes, and Pma(t) is adjusted by speed governors,

through primary frequency control. The response of the speed governors can typically be
modelled by a first order transfer function, such that Pma(t) follows Pga(t) slowly according
to a time constant.

The block diagram that models a generic primary frequency control scheme of an
Area a is represented in Figure 4, where Δ fCOIa is the change in the mean frequency of the
area, K is the gain, H(s) = 1

s is the delay function, R is the frequency regulation of the area
and ΔPma is the change in the mechanical power.

Figure 4. Block diagram of the primary frequency control of Area a.

Alternatively, the equivalent transfer function can be written as

G(s) =
Δ fCOIa

ΔPma

=
Tr

1 + sTk
(31)

where Tr =
−1
R and Tk =

−Tr
K .

199



Energies 2021, 14, 8477

From Figure 4, the main interest is on ΔPma , but it is neither possible to measure it
directly nor estimate all the parameters in the diagram.

To solve this problem, a three-step strategy is adopted: first, a rough estimation of Pma

(denoted by Pr
ma(t)) is obtained through data-fitting, second Tr =

−1
R and Tk are obtained

through model identification (based on Pr
ma(t)), and third the estimation of Pma is updated

through the integration of Equation (31) in the time domain.
In the first step, the data-fitting procedure is applied on Pga(t), in an attempt to

approximate typical mechanical power responses (obtaining Pr
ma(t)). However, before

applying the data-fitting, there are two typical patterns of Pma(t) (from the point of view of
this methodology) that must be treated differently to determine the procedure to be used.
The first pattern is a step change, caused by connection/disconnection of generation. The
second pattern includes all the other types of perturbations that do not see a fast change
on Pma(t). These patterns interfere in the number of reference points needed to apply
the data-fitting.

In the case of the first pattern, three reference points are needed to guarantee that the
data-fitting is applied only after the step, without smoothing it. The reference points are
the last point of Pma(t) in steady-state before the perturbation (Point I), the first point of
Pma(t) in steady-state after the perturbation (Point II) and the first point after the generation
step (Point III). The data-fitting is applied between Point III and Point II, in the procedure
denominated Strategy 1. In the case of the second pattern, only Point I and Point II are
needed, and the data-fitting is applied between them (Strategy 2).

In details, consider the cases simulated with a generic test system and presented in
Figure 5. The behavior of the actual Pga and the actual Pma of an area that experienced a
loss of generation is presented in Figure 5a, while the behavior of an area that suffered a
load loss is presented in Figure 5b; both responses are obtained considering the response of
a first order generic governor. Please note that the reference points can be fixed also in the
Pga curve.

In this paper, the proposed methodology is tested using computer generated dynamic
simulations and, thus, the nature of perturbation and the instant of occurrence of the event
are known; such information is used in the selection of the strategy and in the determination
of the reference points, according to the procedure previously described. For an automatic
real-time procedure, one may make use of event identification methods [6,39,40]. First,
a detection of an event triggers the full inertia estimation methodology. Second, the
identification of the event as a connection/disconnection of generation triggers the use
of Strategy 1, whether the identification of any other event triggers the use of Strategy 2.
The automatic determination of the reference points can be done analyzing the second
derivative of Pga (estimated) and adopting a threshold to identify when the signal is in
steady state and when it is in transient period. The last sample of the steady-state before
and after the perturbation are taken as points I and II, and the first sample of the transient
period is taken as Point III (in the case of Strategy 1). Alternatively, one may obtain Point
III making use of a technique to estimate the size of a generation loss [41].

After the reference points are selected, the fast frequency transients may be smoothed
to allow the electromechanical response to be dominant. To do so, these transients are
detected by evaluating the sign of the second derivative of the signal, obtained applying the
finite difference method. Then, the fast transients are smoothed with the use of a moving
average filter. After a smoother signal is obtained, the responses between points III and
II in Strategy 1 and between points I and II in Strategy 2 are approximated with a fifth
order polynom

Pr
ma(t) = p1P5

ga(t) + p2P4
ga(t) + p3P3

ga(t) + p4P2
ga(t) + p5Pga(t) + p6; (32)

where pi, i = 1, . . . , 6 are the coefficients of the polynomial, obtainable using the LSM. In
this paper, this procedure is performed with the function fittype in MATLAB.
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Figure 5. Strategies for the polynomial fitting step.

With the obtained Pr
ma(t), it is possible to calculate ΔPma(t) = Pr

ma − Pr−st
ma , where the

subscript st denotes the steady-state before the perturbation. After that, Equation (31) is
used to obtain the parameters of G(s), Tr and Tk, through a transfer function identification
method. In this paper, this is done through the function tfest in MATLAB, which applies a
nonlinear LSM.

After Tr and Tk are obtained, the system of differential equations that describes the
primary frequency control in time domain can be integrated to obtain the refined estimation
of Pma , denoted here as Pest

ma . The system can be written as follows:

dPest
ma (t)
dt

=
1
Tk

(Pre f
ma +

1
Tr

Δ fCOIa − Pest
ma (t)) (33)

Summarizing, at this point the estimations of the total load power, losses and mechan-
ical power were already obtained. Therefore, it is possible to obtain the equivalent moving
power of the Area a:

Pest
mova(t) = Pest

ma (t)− Pest
la (t)− Pest

lossesa
(t) (34)

3.3. Estimation of Inertia

With Pea(t) measured, δest
a (t) and Pest

mova(t) estimated, Equation (6) can be solved for
HCOIa through LSM,

HCOIa = (ATA)−1ATB (35)

where A is the vector composed by each sample of d2δest
a (t)

dt2 and B is the vector composed
by each sample of ΔPa(t) = Pest

mova(t)− Pea(t).

3.4. Summary of the Methodology

A flowchart summarizing the methodology is presented in Figure 6.
The steps of the procedure are described below:

I –Ward Equivalent method to reduce the system around the n buses where PMUs
are installed (described in Section 3.1).
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II –Estimation of the n equivalent generators using the “Variance method” (described
in Section 3.1).

III –Calculation of δest
a through Equation (22).

IV –Obtainment of the power injected Pea(t) from the PMUs at the boundaries.
V –Estimation of the equivalent load Pest

la (t) through Equation (25).
VI –Estimation of Pga(t) through Equation (29).
VII –Estimation of the equivalent moving power

(a) –Estimation of Pr
ma(t) through data-fitting (described in Section 3.2.3).

(b) –Estimation of Tr and Tk through model identification (Section 3.2.3).
(c) –Estimation of Pest

ma (t) through Equation (33).

VIII –Estimation of Pest
mova(t) through Equation (34).

IX –Estimation of HCOIa through Equation (35).

Figure 6. Summary of the methodology.

4. Results

This section is divided in two main subsections. First, tests have been performed to
validate the methodology and present details of the procedure; results are presented in
Section 4.1. At second, new tests were performed to evaluate the impact of the main steps
of the methodology summarized in Figure 6 in the inertia estimation; results are shown in
Section 4.2.

4.1. Validation Study
4.1.1. Test System

To validate the methodology, the test system from [26] represented in Figure 7 was
simulated in PowerFactory2018, with the two-axis 5th-order IEEE standard detailed
Model 2.2 [42] for synchronous machines. Loads were simulated using the constant
impedance model, and governors, PSS and AVRs were implemented with generic first
order models.

In the simulations, G1 and G2 oscillate against G3 and G4. However, as it can be seen
in Figure 7, the areas will be defined around bus 5 (Area 1) and around bus 6 (Area 2),
such that Area 2 is composed by three non-coherent generating units (G2, G3, G4). Ac-
cordingly, PMUs are assumed as installed at buses 5 and 6, therefore monitoring these
two areas. This division aims at testing the methodology proposed with areas containing
non-coherent generators. The constants of the primary frequency control simulated are
TkA1

= 0.0324, TkA2
= 0.0108 and TrA1 = TrA2 = 4, where A1 and A2 denote Area 1 and

Area 2, respectively.
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Figure 7. 11-bus test system [26] with areas defined by the proposed methodology.

4.1.2. Estimation of the Mean Frequency

A step increase of 10% in the load of bus 9 (see Figure 7) was simulated at t = 5 s, and
two tests were performed. In Test 1, PMUs were considered at the boundary buses 5 and 6,
measuring voltages and the injected current at the transmission line 5–6, from both ends.
In Test 2, a third PMU was considered installed at bus 9.

In Test 1, the “Variance method” was applied with a selected time window of 2 s
around the time the perturbation occurred, considering 0.5 s before and 1.5 s after. The
initial guesses for the internal reactances were xi = 0.1 p.u. for both areas, and the
estimations obtained were xA1 = 0.0312 p.u. and xA2 = 0.0644 p.u, for Area 1 and Area 2,
respectively. With the equivalent reactances estimated, the internal voltages EA1(t)∠δA1(t)
and EA2(t)∠δA2(t) are calculated. The electrical frequencies related to each equivalent
generator are determined according to Equation (2), making use of the obtained δi(t) and
applying a median filter. In Test 2, Equation (22) is applied to obtain an equivalent behavior
for Area 2, taking into account the data acquired at both buses 6 and 9. The weights Wk
are assumed equal to one. In other words, the difference between tests 1 and 2 is the
consideration in Test 2 of the measurements acquired at bus 9.

To evaluate the dynamic equivalents obtained in both tests, the estimated electrical
frequencies of each equivalent machine (denoted by fest) are compared with the true mean
frequency of each area ( fCOI), computed on the simulation results. Both fest and fCOI can
be seen in Figure 8 for Area 1 and Figure 9 for Area 2, respectively. In Figure 9, fG2, fG3
and fG4 denote the frequencies simulated of each of the generators of Area 2, festt1 denotes
the mean frequency of Area 2 estimated in Test 1 and festt2 denotes the mean frequency of
Area 2 estimated in Test 2.

It can be observed in Figure 8 that the estimated frequency of Area 1 is very close to
the mean frequency of that area; this is expected, since this area has only one generator.
Regarding the simulation, the frequency does not come back to nominal values because
secondary frequency control is not implemented.

Regarding the estimations of Area 2 in Figure 9, instead, the behavior of festt1 is sig-
nificantly different from fCOI . This happens because the measurement point is electrically
closer to G2 in relation to the geographical COI of the system, such that the influence of the
frequency of G2 ( fG2) brings the estimated fest closer to its own behavior and far from the
COI. Considering a second measurement point (at bus 9) improves the estimation of the
mean frequency, as it can be seen with festt2 , which is very close to the COI behavior.

This last result show that one may take advantage of PMUs installed inside the area
of study. In this case, bus 9 is located closer to the theoretical COI of Area 2; this can
be inferred from Figure 7, taking into consideration the radiality of the system and the
size of the generators. Therefore, the frequency at bus 9 is a good approximation of the
mean frequency of that area, showing that coherent groups does not necessarily have to be
individually monitored to provide accurate approximations to the dynamics of the COI.
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Figure 8. Validation studies—Frequency of Area 1.

Figure 9. Validation studies—Frequency of Area 2.

4.1.3. Estimation of the Moving Power

According to the procedure proposed and summarized in Figure 6, steps IV to VIII are
needed to estimate the moving power of each area. In Step IV, the measured voltages and
currents at boundary buses 5 and 6 are used to determine PeA1(t) and PeA2(t), respectively.
In Step V, the voltage behavior of Area 2 is approximated by the voltage behavior of bus 9,
where a PMU was already assumed to be installed. In this case, bus 9 is a natural choice
not because it is located closer to the COI of the area, but because it is a load bus. How
available PMUs might provide measurements that are good approximations to the voltage
profile of load buses of the area is system-dependent. The interested reader may refer
to [32,43,44].

After the load behavior is estimated, Pga(t) is estimated considering α as 5% in
Equation (29) (Step VI). Then, Pr

ma is obtained according to Step VII described in Figure 6.
During step VIIa, Pr

ma(t) was obtained with p1 = −8.25 × 10−7, p2 = 3.62 × 10−5,
p3 = −5.80 × 10−4, p4 = 4.03 × 10−3, p5 = −9.89 × 10−3 and p6 = 3.17 × 10−2. These
parameters provided an index of 0.84 in the R2 test and 2.9× 10−3 in the RMSE test. During
step VIIb, Tk and Tr were obtained with an error smaller than 5% in comparison to the
values simulated.
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Results are presented in Figure 10, where Pmsim stands for the mechanical power
coming from the dynamic simulation, Pr

m stands for the estimated mechanical power
after the data-fitting step and Pest

m stands for the definitive estimation of the mechanical
power after the system identification and the integration processes. As it can be seen, the
methodology was able to obtain an accurate approximation of Pm for both areas, with a
significant improvement moving from Pr

m to Pest
m .
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Figure 10. Mechanical Power.

Additionally, results of the estimated Pl and Pmov of Area 2 can be seen in Figure 11.

Figure 11. Load power and moving power of Area 2.

4.1.4. Inertia Estimation

A sliding window of 200 samples, with displacement of 20 ms (1 sample per slide) is
used to estimate inertia continuously over time. The methodology proposed in this paper is
compared with the method proposed in [25] applied at the boundaries of both areas. Results
are shown in Figure 12, where ‘A1 expected’ and ‘A2 expected’ denote the input inertia of
Area 1 and Area 2 in the simulations, ‘A1 Prop. Method’ and ‘A2 Prop. Method’ denote the
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estimations obtained with the proposed method and ‘A1 Comp. Method’ and ‘A2 Comp.
Method’ denote the results obtained applying the method proposed in [25] directly.

Figure 12. Inertia estimated.

Regarding Area 1, it can be seen that both methods obtain accurate estimations in
the first seconds following the perturbation, not surprisingly, as the area is made of a
single generator. Regarding Area 2, instead, the proposed method performs well, while the
method chosen for comparison obtain wrong results. These results happen because the
method proposed in [25] is tailored for estimating machine parameters from measurements
obtained at its terminal buses, and it relies on the assumption that the mechanical power
has slower behavior in comparison to the electromagnetic power. To apply [25] directly
with measurements at boundary buses, it was necessary to assume that the moving power
of the area is constant, what does not stand for areas with voltage-dependent loads or
perturbations inside, such as Area 2.

Looking at Figure 12, it can also be seen that the estimations obtained with the
proposed method lose some accuracy after 5 s. This happens because of two main reasons.
First, the moving power estimated also degrades due to the transition of the inertial
response to the frequency control (see Figure 10 for Area 2). Moreover, the substantial
variations of power and frequency have already faded, and remaining variations are small,
impacting on the numerical sensitivity of the method.

4.1.5. Inertia Variation

In this subsection, the simulation has been extended to investigate the behavior of the
proposed methodology with the inclusion of RES. At t = 20 s, a WP generator is connected
to bus 10 (Figure 7) injecting the same amount of power of Generator 4 (approximately
720 MW), that is simultaneously disconnected. The WP generator is not contributing to
the inertia of the system, such that a decrease on the equivalent inertia of Area 2 happens.
Although the events simulated do not generate a power imbalance at the boundaries of the
monitored areas, the reactive power imbalance that follows the substitution of G4 by G5
impacts the voltages at the buses of the system and alters the internal flows in Area 2.

The proposed methodology is applied considering PMUs at bus 5, 6 and 9 (as in the
previous subsections). In Step VII of Figure 7, the data-fitting method has been applied
using the strategy for generation disconnection presented in Section 3.2.3.

206



Energies 2021, 14, 8477

The moving power of Area 2 is shown in Figure 13, where Pmovsim is the simulated
moving power and Pmovest is the estimated moving power. As it can be seen, the moving
power suffers a perturbation at t = 20 s, but of a much smaller magnitude in comparison to
the perturbation at t = 5 s.

Figure 13. Moving powerestimated (Area 2).

The estimations of inertia can be seen in Figure 14. Please note that the expected value
of inertia for Area 2 changes when G4 is disconnected. After the simultaneous events
at t = 20 s, the estimations obtained with the proposed method for both areas present a
higher standard deviation in comparison to the results obtained following the perturbation
at t = 5 s. Less accurate results (following t = 20 s) are natural, since the simultaneous
perturbations simulated impose much smaller power imbalance and Rate of Change of
Frequency (RoCoF).

At t = 20 s, it can be seen that notwithstanding the fact that the measured Pe is slightly
affected by the switching of generators, the proposed method was able to react to the
event and to identify the change of inertia in Area 2. After 25 s the estimation degrades
in consequence of the frequency control, as explained. Please note that the comparison
method, assuming slow moving power variation, failed to estimate the inertia of Area 2
through the whole study.

Figure 14. Inertia estimated (inertia variation case).
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4.2. Performance Evaluation Studies
4.2.1. Test System and Study Cases

To evaluate the performance of the methodology and its critical aspects, new simula-
tions were performed in PowerFactory2018 with the PST 16 Benchmark Test System [27].
The system is composed of 66-bus, 16-synchronous-generator, with total generation in-
stalled of 17.9 GW, and total load demand of 15.6 GW. The two-axis 5th-order model for
generators (Model 2.2 [42]) was used in the simulations, loads were modelled as constant
impedance and the models for controllers can be found in [27].

The test system is represented in a synthetic way in Figure 15, emphasizing the
interconnections between the three Areas (A, B, C) and their boundary buses: A1, A2, B1,
B2, C1 and C2, where PMUs are assumed to be installed. Main loads are concentrated in
area C and power flows from area A and B through the tie-lines. Regarding coherency, the
areas divided are large enough to have internal dynamics, depending on the perturbation.
Primary frequency control was implemented considering an equivalent Tk = 8 s and
Tr = 0.02 p.u. for each area.

Figure 15. PST 16 Benchmark test system.

Two perturbations have been simulated separately. First, a loss of a generator produc-
ing 240 MW and 56Mvar inside Area B (represents about 3% of the demand of this area
and around 1.3% of the total demand). At second, a load shedding of 400 MW and 50 Mvar
inside Area B. Random noise signals with normal distribution have been added to the sim-
ulated data at the terminals were PMUs were assumed to be installed. The papers [12,45]
were taken as reference, and the standard deviations adopted were σM = 10−4 for voltage
and current magnitudes and σA = 10−6 for phase angles. A median filter is applied
considering 5 points for phase angles and 10 points for voltage magnitudes.

Each study has been divided in six different cases to assess the sensitivity of the
estimation of inertia in relation to the estimations of mean frequency ( fCOI), load behavior
(Pl) and mechanical power behavior (Pm), according to Table 1.
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Table 1. Description of the study cases.

fCOI Pl Pm

Case 1 Estimated Simulated Simulated
Case 2 Simulated Estimated Simulated
Case 3 Simulated Simulated Estimated
Case 4 Simulated Estimated Estimated
Case 5 Estimated Estimated Estimated
Case 6 Estimated Estimated Estimated

In Case 1, the mean frequency is estimated while loads and mechanical power behav-
iors are assumed as monitored. In Case 2, the load behavior is estimated while others are
assumed as monitored, and so on in other cases. In Case 5 practical conditions are consid-
ered, performing the full methodology with measured data from PMUs at the boundaries
and at two internal PMUs in each area (buses A6a, A3a, B3a, B8a, C10a and C2a, referring
to [27]). Case 6 assumes full observability.

The selection of the internal buses in Case 5 has been done empirically, aiming at
achieving an accurate estimation of the mean frequency with the minimum number of
PMUs possible. As one may suppose, the more PMUs the better (Case 6), but the harder to
have in practice.

4.2.2. Results

A sliding window of 200 samples (with displacement of 1 sample per slide) is used
to estimate inertia continuously over time. To illustrate, the results of Area B in Study 1
are presented in Figure 16. In the legend, HB−C1 to HB−C6 denote the equivalent inertias
of Area B in each of the 6 cases simulated and HB−Expected denote the expected inertia
value. As it can be seen, naturally the most practical case (HB−C5) deviated most from the
expected value. Still, the absolute error was smaller than 10% during most of the time
window.

To evaluate the results and discard deviations, a practical criterion is defined: when-
ever the inertia estimated does not vary more than 1% for 50 consecutive samples (sampling
time of 20 ms), a mean average of the estimations is calculated, and the result is considered
to be a representative estimation of the constant of inertia of the area. Results can be seen
in Table 2, where e(Hi)[%] denotes the error on the representative inertia estimated of area
i = A, B, C in %, with respect to the constant of inertia at the COI of each area.

Figure 16. Inertia estimated–Study 1–Area B.
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Table 2. Representative inertia estimation results.

Study 1: Loss of Generation Study 2: Load Shedding
e(HA)[%] e(HB)[%] e(HC)[%] e(HA)[%] e(HB)[%] e(HC)[%]

Case 1 −0.54 −1.07 −3.38 −4.81 −3.20 −8.11
Case 2 4.86 2.05 10.79 2.54 4.88 −8.29
Case 3 4.59 4.64 8.51 7.31 4.16 −2.15
Case 4 9.41 1.85 11.14 8.79 4.86 −7.07
Case 5 12.44 −4.47 9.35 6.06 −1.97 −2.90
Case 6 6.87 1.59 0.95 3.71 −3.30 −1.22

Regarding Case 1, it can be seen that it is possible to achieve accurate estimations of
the mean frequency with few PMUs, such that the representative inertia obtained presents
errors smaller than 10%.

The investigation of the results of Case 2 shows that Area C presented the highest
errors. This happens because Area C is the largest area, with larger loads in comparison
to the other areas, and therefore estimating the total load behavior based on only 4 PMUs
(2 at the boundaries and 2 internal) implies larger approximations. It is worth observing,
however, the compensation of this error during the estimation of the moving power in
Study 2–Case 4. The same does not happen in Study 1–Case 4.

The results of Case 5 show that the methodology can estimate inertia in practical
conditions depending on few PMUs (4 for each area of the test system [27]). The same PMUs
have been used to provide data for the mean frequency estimation and to provide data for
an approximation of the voltage profile of the area (in the step of load behavior estimation).

The minimum number of PMUs necessary to achieve accurate results depend mainly
on the system, the degree of accuracy pretended, and the location where the PMUs will be
installed, therefore constituting an optimization problem that may be faced as a topic for
future studies. The results of Case 6 show the maximum improvement that can be achieved
for this system increasing the number of PMUs.

5. Conclusions

This paper presents a new way of defining areas for dynamic studies, based on
synchrophasor measurements. A multi-step methodology is proposed to estimate inertia
following perturbations by monitoring an area through its boundaries and possibly a few
internal PMUs. First, a measurement-based dynamic equivalent is obtained. At second,
an equivalent moving power is estimated, making it possible to study areas that contain
perturbations and voltage-dependent loads. At third, equivalent inertia is estimated by the
solution of the Swing Equation through LSM.

The determination of the dynamic equivalent brings the first main advantage of the
methodology proposed: machines inside the monitored area do not need to be coherent,
and in this case the behavior of the COI is estimated. This enables the possibility of
delimiting any area by PMUs available on the grid. The methodology also counts with a
system-reducing strategy to take into consideration multiple-measurement points. Results
show that having spread measurements inside the area provides a better picture of the COI.

Another contribution of the methodology proposed is the estimation of the equivalent
moving power of an area. This proposition attends the limitation of methods on the
literature that rely on measurements at the terminal of generator groups and on the
assumption of slow mechanical power. In the methodology proposed, the estimation of the
moving power is done through the estimation of the total load behavior and the estimation
of the equivalent mechanical power, which in turn is done through a rough estimation step
and an improvement step.

The results obtained with the presented methodology show that accurate estimations
of inertia could be obtained considering different types of perturbations with the use of
a limited number of PMUs. Future studies include tests with real data, with possible
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adaptations on Step V of the methodology to estimate the load behavior according to
the system.
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