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Preface to ”CFD Modelling and Simulation of Water

Turbines”

Numerical simulations for the performance prediction of water turbines are becoming a standard

tool in the engineering practice. This book is focused on the modelling and simulation of water

turbines for both conventional and unconventional hydropower energy. The scope of this book

includes state-of-the-art Topics in the field of hydropower energy production, such as: modelling of

pump-turbines, simulation of horizontal and vertical axis turbines for hydrokinetic applications and

modelling of hydropower plants. Finally, this book promises to be a good reference for researchers

and graduate students alike who share an interest in reliably predicting the performance of water

turbines based on numerical simulations.

Santiago Lain and Omar Dario Lopez Mejia
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Climate change and the energy crisis are two main problems that humanity is currently
facing and that require immediate action. The global average surface temperature has been
increasing over the last few decades, and this does not seem to be changing in the coming
years [1]. In addition, the increase in CO2 emissions will be more than 1 billion tons in
2022 despite the incremental increase in the use of renewable energy technologies around
the world, including electric vehicles [2]. One of the solutions that has been proposed
to mitigate these problems is related to the energy transition from conventional (nonre-
newable) to renewable energy sources and the intense use of highly efficient technologies
for this purpose. It is known that the most common sources for renewable energy are:
solar energy, wind energy, geothermal energy, bioenergy, water (hydropower and hydroki-
netics) and ocean energy. Hydropower (including hydrokinetics) and ocean energy are
of interest in this Special Issue due to their high percentage of contribution to the total
amount of energy generation in the world and higher growth in comparison with other
renewable energy sources. Furthermore, hydropower energy generates low emissions
(between solar photovoltaic and wind energies) and low costs in comparison to wind and
solar energies. Some important facts that corroborate these statements include: In 2010,
Tomabechi reported that out of the maximum usable hydropower energy (0.059 ZJ/year),
only 0.001 ZJ/year was generated, which is in comparison to wind energy with a potential
estimated to be 0.7 ZJ/year, but only 0.00038 ZJ/year was actually generated [3]. In 2019,
3.6% out of the 11.2% of renewable energy that was consumed in the world was generated
with hydropower [2]. In 2020, 29% of the energy that was generated globally was from
renewable sources, and out of this, 16.8% was generated from hydropower [4]; in addition,
the global installed capacity of hydropower grew 1.6%, reaching 1330 GW [5].

Large, conventional hydropower generation plants (greater than 10 MW) majorly
contribute to the total installed capacity. These plants require a large dam that typically
impacts the physical characteristics of a river and has important biological (ecosystems
and river habitat) and social (communities that live on the river shores) impacts. Small
hydropower plants or SHPs (less than 10 MW) have fewer environmental impacts than
large hydropower plants and are less expensive despite still requiring a dam. The installed
capacity of SHPs in the world grew from 71 GW to 78 GW from 2013 to 2019 [6]. On the
other hand, unconventional hydropower generation does not require a dam construction
and could use the kinetic energy available in water currents such as rivers, waves and tides.
Examples of these kinds of hydropower generation are based on hydrokinetic and ocean
energy, which are in different stages of development but both have had very interesting
growth in recent years. Independent of the type of hydropower generation, the main,
common device that transforms the kinetic energy available in the water to mechanical
energy is the turbine, which is the focus of this Special Issue.

The design and performance analysis of a water turbine have been historically carried
out with low-order models and physical modelling. In recent decades, the use of simulation
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tools such as computational fluid dynamics (CFD) have significantly increased up to the
point that, in recent years, physical modelling is no longer used. All the contributions to
the present Special Issue are related to the use of different kinds of models and simulation
tools applied to water turbines in different contexts. The contributions to this Special Issue
can be organized into three main topics:

1. Pump-turbine modelling and simulation [7–9].
2. Modelling and simulation of horizontal- and vertical-axis turbines for hydrokinetic

applications [10–14].
3. Modelling of hydropower plants [15,16].

For the first topic, three contributions are related to the use of CFD in the simulation
of turbines working as pumps. One of the new trends in hydropower is energy storage
(pumped-storage hydropower or PSH); for this purpose, the turbine must work as a
pump (typically overnight or in low-energy-demanding time-frames). For this strategy
to be considered renewable, extensive research and development must be conducted to
understand the performance analysis of the turbine working as a pump. For example,
Deng et al. performed a CFD simulation of a model turbine as a pump in order to quantify
the energy losses and the entropy generation [7]. Despite CFD simulations assuming that
the problem is isothermal, entropy generation can be computed for the viscous dissipation
as a postprocess. The proposed analysis is important in order to improve the new designs
of pump-turbines with the objective of minimizing the entropy generation and the energy
losses for PSH to be feasible. On the other hand, Li et al. [8] investigated the effects of the
change in the guide vane airfoil on the flow characteristics in the draft tube of a water pump-
turbine. The CFD numerical simulations show that the proposed movable guide vane is
able to improve the energy recovery of the draft tube, reducing the vibrations’ intensity and
enhancing the turbine’s stable operation. Moreover, Peng et al. [9] developed an integrated
optimization design method of multiphase pumps from both hydrodynamic and structural
points of view. Their method was applied to increase the efficiency of a pump, obtaining
an enhancement of around 1% with regard to the original model; this numerical conclusion
was validated against the experimental tests, allowing them to conclude that the proposed
integrated design–meshing–numerical methodology is effective.

A great number of contributions cover the second topic, which is highly related to the
development of unconventional hydropower energy. All of these contributions use CFD
in different problems, ranging from vertical-axis turbines to horizontal-axis turbines, but
all have the common characteristic of the inclusion of more details (either geometrical or
physical) in the simulation. For example, Niebuhr et al. proposed a simplified model for
the calculation of a small horizontal-axis turbine that includes backwater effects [10]. The
model uses the data generated from CFD simulations that include not only the presence of
the walls (channel flow), but also the free surface using a multiphase model. The result is a
simple model that can be used for the engineering prediction of backwater effects without
the need for complex simulations.

The effects of considering the free surface and support structure on the performance
of a horizontal-axis water turbine were considered in [11]. The CFD computations clearly
show that for shallow immersion, the presence of the free surface induces a reduction
in the power coefficient, as well as it being a constraint for the wake developing, which
consequently, recovers at a slower rate than in free-flow conditions, a fact that must be
taken into account in the design stage of farms based on hydrokinetic turbines. On the
other hand, in order to make progress in the optimization of hydraulic, marine, tidal and
hydrokinetic turbines, dynamic mesh models have to be used in CFD computations to
deal with the complex turbulent flow developing around such turbines. Therefore, the
study performed in [12] compares the performance of the standard sliding mesh and the
newer overset (chimera) mesh techniques in a vertical-axis water turbine. Advantages
and disadvantages of both methodologies are clearly illustrated and thoroughly discussed.
Such results are useful to establish best practice guidelines for CFD simulations of this kind
of system.
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Xiong et al. [13] investigated the hydrodynamic performance enhancement of a hydro-
foil when a flapping motion is added to its trailing edge. Such an idea was bio-inspired by
examining the flapping movement of a whale tail fin. The authors made CFD simulations as
well as particle image velocimetry (PIV) experiments, obtaining a good agreement between
them. As a result, the hydrofoil with a clockwise flap presents a better hydrodynamic
performance than the basic hydrofoil for small angles of attack, and the counter-clockwise
flap increases the critical stall angle, improving the hydrofoil’s navigation stability. Finally,
it was concluded that adding a short flap to the original hydrofoil improves its perfor-
mance; moreover, it can be applied to various operating conditions by adjusting the angle
of the flap.

Li et al. performed CFD simulations of a tubular turbine (axial-flow) prototype using
different clearances or gaps between the blade tip and the shroud [14]. It is important
to mention that these gaps are in the order of 5 mm to 20 mm, which is very small in
comparison to the runner diameter, which is 7.5 m. This is a very challenging aspect of the
CFD simulations since the mesh should be fine enough to correctly capture the details of
the flow in the gap. Numerical results show that the size of the gap has an important impact
on the axial momentum and the leakage flow, which, in the end, have a great influence on
the performance and efficiency of the turbine.

Finally, two contributions are related to the modelling of hydropower plants. At this
level, high-order models such as CFD are not practical due to the high computational cost.
Saeed et al. proposed a low-order model to identify the fault occurrence in a hydropower
plant, which consists of three ponds, a surge tank and the turbine [15]. The dynamic
model has the capability to predict the water level in the ponds and the surge tank, as
well as the total output power of the turbine. The dynamic model is then coupled with
a controller and a fault diagnosis model. Low-order models such as the one proposed
in this contribution are useful for the next generation of smart grids based on different
types of renewable energy, including conventional and unconventional hydropower. The
contribution of Yoosefdoost and Lubitz [16] deals with nonstandard hydropower plants
based on Archimedean screw generators. These machines possess several advantages, such
as being fish friendly, operating under a wide range of flow heads and generating power
from any flow, even wastewater. These authors propose a simple method for estimating
the number and geometry of such devices considering installation site properties, river
flow characteristics and technical issues. The introduced methodology can be applied
to easily evaluate the potential of green and renewable energy generation based on the
Archimedes screw.

In general, all the contributions of this Special Issue demonstrate the importance of
modelling and simulation in hydropower generation. This new generation of models and
simulations will play a major role in the global energy transition and energy crisis, and,
of course, in the mitigation of climate change. As the design of turbines relies more on
modelling and simulation, researchers and engineers must provide reliable simulation
methods and tools. It is important to mention the role that CFD currently plays in the
design of water turbines, as its use and implementation is very common in the hydropower
industry. Despite this, CFD still has a long way to go in simulating specific details of
water turbines such as, for instance, in the simulation of turbines used for unconventional
hydropower generation, in the inclusion of geometrical and physical details, and in the
correct computation of performance and energy losses.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: To study the effect of tip clearance on unsteady flow in a tubular turbine, a full-channel
numerical calculation was carried out based on the SST k–ω turbulence model using a power-plant
prototype as the research object. Tip leakage flow characteristics of three clearance δ schemes were
compared. The results show that the clearance value is directly proportional to the axial velocity,
momentum, and flow sum of the leakage flow but inversely proportional to turbulent kinetic energy.
At approximately 35–50% of the flow direction, velocity and turbulent kinetic energy of the leakage
flow show the trough and peak variation law, respectively. The leakage vortex includes a primary tip
leakage vortex (PTLV) and a secondary tip leakage vortex (STLV). Increasing clearance increases the
vortex strength of both parts, as the STLV vortex core overlaps Core A of PTLV, and Core B of PTLV
becomes the main part of the tip leakage vortex. A “right angle effect” causes flow separation on the
pressure side of the tip, and a local low-pressure area subsequently generates a separation vortex.
Increasing the gap strengthens the separation vortex, intensifying the flow instability. Tip clearance
should therefore be maximally reduced in tubular turbines, barring other considerations.

Keywords: tip leakage flow; tubular turbine; clearance discipline; numerical calculation

1. Introduction

As energy consumption increases, pollution and its reduction are urgent challenges
faced by human society. As a resource for sustainable development, green energy has
attracted increasing attention from researchers and industries [1–3]. Therefore, in recent
years, the trend of developing renewable and clean energy has been increasing, with
hydropower playing an important role and developing at an unprecedented rate [4–6].
Among them, the tubular turbine has the advantages of a short construction period, small
investment, large excess flow, high efficiency, good cavitation performance, and fewer
blades. Thus, it is widely used in the development of low-head water resources [7–9].

In the turbine design process, a small clearance, as shown in Figure 1, is needed
between the blade tip and the shroud to avoid interference between them. The fluid in
the clearance forms a leakage flow because of the pressure difference between the blade
pressure side and suction side, accompanied by the generation of vortices. Leakage flow is
an irregular fluid movement with complex boundary conditions and high turbulence inten-
sity, and seriously affects the stable operation of the turbine and reduces the effective head
and efficiency [10–12]. Therefore, it is necessary to study and understand the tip leakage
characteristics to predict the power generation and structural load to assess the applica-
bility and economy of a power station before deployment. Presently, many scholars have
studied the formation mechanism and geometric influence of the tip leakage vortex (TLV)
through numerical calculations and experimental methods [13–16]. Taha et al. [17] studied
the performance of a Wells turbine under different tip clearances using the computational

Processes 2021, 9, 1481. https://doi.org/10.3390/pr9091481 https://www.mdpi.com/journal/processes5
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fluid dynamics method. The results showed that although the performance of a turbine
with non-uniform tip clearance was similar to that of a turbine with uniform tip clearance
in terms of torque coefficient, input power coefficient, and efficiency, a turbine with uneven
tip clearance seemed to provide better overall performance. Guenette et al. [18] analyzed
and studied tubular turbines with tip, hub, and no clearance and found that the influence
of hub clearance on runner performance was much smaller than that of tip clearance at the
outer edge of the blade. Zhang et al. [19] used a combination of numerical simulation and
high-speed photography to study the TLV structure of axial flow pumps based on different
tip clearances. The results show that the starting point of the TLV appears near the leading
edge under low-flow conditions. Under high flow conditions, the starting point of the TLV
shifts to the middle of the blade chord, and the direction is parallel to the blade wing. As
the blade tip size was increased, the starting point of the TLV trajectory moved towards
the center of the blade chord, and the minimum pressure in the vortex core gradually
decreased. Xiao et al. [20] measured the distribution of pressure, velocity, and runner loss
in an experimental study of an axial runner. Studies have found that the action of suction
on the vortex increases the load near the blade tip. Total pressure loss, as well as reduction
of total pressure, occurred in the clearance leakage vortex region. Lemay et al. [21] used
laser Doppler velocimetry (LDV) technology to find two vortices with opposite rotation
directions in the area near the blade tip of the suction surface.

The above studies are focused on a fixed gap or small gap size, and there are few
studies on the tip leakage flow characteristics in large gap size. In this study, based
on the SST k–ω turbulence model, the full-channel unsteady numerical calculation of a
tubular turbine with one normal and two large clearances is carried out under the rated
flow condition. The leakage flow characteristics in the clearance were analyzed, and the
distribution and intensity of the leakage vortex were analyzed using the Q criterion vortex-
dynamics method. The influence of the TLV on the energy conversion characteristics of
the tubular turbine under a large clearance structure is revealed, providing a basis for the
design optimization of tubular turbines.

 
Figure 1. Clearance between blade tip and shroud.

2. Numerical Model

2.1. Computational Method

In this study, the governing equations include the continuity equation of an incom-
pressible fluid and the Reynolds-averaged Navier-Stokes (RANS) equation.

∂ρ

∂t
+

∂(ρui)

∂xi
= 0 (1)
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∂(ρui)

∂t
+

∂
(
ρuiuj

)
∂xi

= −∂p′

∂xi
+

∂

∂xj

[
μe f f

(
∂ui
∂xj

+
∂uj

∂xi

)]
(2)

The ANSYS CFX 17.0 commercial computational fluid dynamics software was used to
solve the three-dimensional unsteady flow in a hydraulic turbine. The discretization of the
control equation is based on the finite volume method, and a control volume composed
of internal unit nodes was considered. The SST k–ω model was chosen as the turbulence
model to capture the separated flow near the tip clearance more accurately [22]. Compared
with the standard k–ε and RNG k–ε models, this model considers the viscosity of the inner
wall of the model and has better turbulent shear stress transmission. The algorithm is
more stable and has a better simulation performance for flow in a narrow space [23]. The
corresponding turbulent kinetic energy and frequency equations are as follows [24]:

∂(ρk)
∂t

+
∂(ρuik)

∂xi
=

∂

∂xi

[
(μ + σkμk)

∂k
∂xi

]
+ P̃k − 0.09ρkω (3)

∂(ρω)
∂t + ∂(ρuiω)

∂xi
= ∂

∂xi

[
(μ + σωμt)

∂ω
∂xi

]
+ (1 − F1)ρσω2

1
ω

∂k
∂xi

∂ω
∂xi

+
[ 5

9 F1 + 0.44(1 − F1)
] 1

ν P̃kt − βρω2
(4)

2.2. Computational Model

To improve the reliability of the numerical results, this study considers the tubular
turbine of a power station as the research object and uses UG NX 12.0 commercial software
to complete the model design. The main design parameters are listed in Table 1. The
calculation domain mainly includes four components, namely, the water inlet section,
water guide mechanism, impeller, and draft tube, as shown in Figure 2.

Table 1. Main design parameters of research objects.

Parameter Unit Value

Rated speed (Nr) r/min 68.18
Rated flow (Qr) m3/s 375.2

Maximum head (Hmax) m 11
Minimum head (Hmin) m 2.6

Rated head (Hr) m 7.8
Runner diameter (D1) m 7.25

Blade (Z) — 4
Guide vane (Z0) — 16

Figure 2. Schematic of full channel of tubular turbine.

Considering the platform configuration (Intel Xeon E5-2650 @ 2.3 processor with 64 GB
of RAM) and the entire channel structure, this study used the commercial software, ICEM
CFD 17.0, to mesh the computational domain. Parts with narrow geometric structure, such
as the guide vane, impeller, and tip clearance, were locally encrypted with an “O-shaped”
grid to ensure the uniform transition between the tip clearance and the grids of other

7



Processes 2021, 9, 1481

parts, and to accurately capture the complex flow details around the tip clearance. The
entire flow passage and local grid are shown in Figure 3. To ensure grid quality, grid
independence verification analysis was carried out, and five schemes with different grid
numbers were verified and analyzed with turbine efficiency as the judgment standard. The
results are presented in Figure 4. It can be seen from Figure 4 that when the number of
grids increases from 9.3 to 11.73 million, the efficiency increment of the hydraulic turbine is
less than 0.01%, which fulfills the requirement of grid independence. Finally, the scheme
with 9,379,600 grids was selected for the numerical calculation. The number of grids for
the inlet section, the movable guide vane, the runner and the draft tube were 1,760,634;
3,762,800; 2,849,380 and 1,006,787, respectively. The y+ distribution near the blade and
guide vane is shown in Figure 5, which meets the requirements of the SST k–ω near-wall
turbulence model [25].

Figure 3. Computational domain grid.

 
Figure 4. Grid independence verification.

8
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Figure 5. y+ distribution on blade and guide vane surface.

The corresponding boundary conditions were set according to operating conditions.
In this study, the inlet was set as the mass flow, the outlet as the static pressure, and
the wall as a non-slip wall. The turbulent flow on the wall of each flow component was
determined using the standard wall function. The static reference coordinate was selected
as the internal flow coordinate of the fixed part, and the rotating reference coordinate as
the internal flow coordinate of the rotating part. Because the SST k–ω turbulence model
was used to solve the flow state at the gap, a high-resolution mode was selected. The
time step of the steady numerical calculation was set to 1/ω, that is, the reciprocal of the
rotational angular velocity and the dynamic and static interface was set to the frozen rotor
interface. For unsteady numerical calculation, to further improve the solution accuracy,
high resolution and second-order backward Euler were selected. The measurement of the
time step was set as each rotation by the runner by 2◦ (0.004889 s), and the total calculated
time was 15.84 s, which accounted for 18 rotation cycles. The static-dynamic interface
was set as the transient rotor/stator interface. The interfaces between the various flow
components are shown in Figure 6, where 1 is the interface between the water inlet section
and movable guide vane, 2 is the interface between the movable guide vane and runner,
3 is the interface between the runner and draft tube, and 2 and 3 are rotary interfaces.

Figure 6. Interface between overcurrent components.

3. Numerical Results and Discussion

To study the leakage flow and leakage vortex characteristics of the hydraulic turbine
under different tip clearances, the unsteady numerical calculation results of three structures
with tip clearance δ1 = 5 mm, δ2 = 10 mm, and δ3 = 20 mm were analyzed under the rated
flow condition Qr (guide vane opening 55.6◦ and slurry vane opening 20◦).

9
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3.1. Tip Leakage Flow Characteristics
3.1.1. Axial Momentum and Flow

The tip leakage flow was formed under the pressure difference between the blade
pressure side and suction side, as shown in Figure 1, and the axial momentum of the leakage
flow can be used to describe the intensity of the tip leakage flow. An axial momentum
balance existed between the main flow and tip leakage flow [26]. Under a certain clearance,
the cumulative axial momentum of the tip leakage flow is defined as follows [27]:

Maxial =

z∫
0

δ∫
0

ρ(v · n)wdrdz, (5)

where z is the axial distance along the blade chord, δ is the tip clearance height, v is the
velocity vector, n is the unit vector normal to the blade, and w is the axial velocity.

To study the axial momentum and flow rate of the leakage flow under different tip
clearances, a section from the leading edge to the trailing edge of the blade was set in the
clearance channel between the tip and the runner chamber, which was divided into 19
parts along the flow direction. The axial momentum and leakage flow were calculated for
the 19 small sections, and the results are shown in Figures 7 and 8. It can be observed from
Figure 7 that the axial momentum is maximum at the leading edge of the blade, decreases
gradually along the flow direction, and reaches a minimum at the trailing edge; this is due
to the maximum pressure difference between the pressure side and the suction side near
the leading edge of the blade, which results in the maximum leakage flow velocity. With
an increase in clearance, the axial momentum increases as a whole. The axial momentum
difference at the leading-edge position of the blade was the largest, and that at the trailing
edge position was the smallest under different clearances. It can be predicted that the
influence of the tip clearance on the leakage flow is the strongest near the leading edge
and weakest near the trailing edge of the blade. The axial momentum suddenly drops by
approximately 60% in the flow direction when the tip clearance is δ3 = 20 mm, and drops by
approximately 65% and 70% when the clearance is δ2 = 10 mm and δ1 = 5 mm, respectively.
Especially in a small gap (δ1 = 5 mm), the axial momentum is almost linearly changing.
It can be seen that the axial momentum of the tip leakage flow decreases significantly
at a certain point along the flow direction, and the turning point will be closer to the
middle position of the tip when the gap is larger. Figure 8 shows the leakage flow across
the gap surface under different gaps, and the change rule is almost the same as the axial
momentum. The leakage vortex is formed by the interaction between the leakage flow and
the main flow. It is inferred from the above analysis that the TLV is mainly formed from the
leading edge to the middle of the blade, and the leakage vortex generated near the trailing
edge is weak.

Figure 7. Axial momentum of leakage flow.

10



Processes 2021, 9, 1481

Figure 8. Leakage flow.

3.1.2. Leakage Velocity and Turbulent Kinetic Energy

The tip leakage flowed out from the suction side of the blade and then met with
the main flow in the flow channel, interacting with each other to form a leakage vortex.
The velocity of the leakage flow differs from that of the leakage vortex produced by the
mainstream impact; therefore, the velocity of the leakage flow is also a vital index for
measuring the TLV intensity. Figure 9 shows the velocity distribution of the leakage
flow for different gaps. It can be seen that the leakage velocity decreases along the flow
direction and increases with the increase in the gap, but there are differences in the velocity
distribution at the leading edge, trailing edge, and middle position. Specifically, the
maximum leakage velocity near the leading edge of the blade (the reason mentioned in
Section 3.1.1) is due to the maximum pressure difference between the pressure side and
suction side of the blade at the inlet position. Moreover, near the leading edge, the leakage
flow velocity of small gap size (δ1 = 5 mm) is the largest, while that of large gap size
(δ3 = 20 mm) is the smallest because, under certain pressure, the “jet” velocity increases
with the gap size. The leakage velocity near the trailing edge of the blade is the smallest,
and the gap size has little effect on the leakage velocity. This is because the flow in the flow
channel tends to be stable along the flow direction, and the pressure difference between
the two sides of the blade reaches the minimum, that is, the power source that produces
the tip leakage flow is the weakest. Within the range 35–50% along the flow direction
(within the green dotted line box in Figure 9), it can be clearly seen that the change in
leakage velocity presents a trough shape and reaches a minimum value, which is inversely
proportional to the gap size; that is, the larger the gap size, the smaller the leakage velocity.
This phenomenon may be caused by the twisted blade structure. The curvature of the blade
changes significantly near the range 35–50% along the flow direction, whereas the flow
always follows the tangential direction of the blade. This leads to a greater tendency for
the main flow to break away from the blade on the pressure side, thus reducing the leakage
velocity accordingly. Overall, the distribution law of leakage velocity and the variation
law of leakage volume are similar in that they always decrease along the flow direction.
Figure 10 depicts the variation law of the turbulent kinetic energy of the leakage flow in
the gap. Compared with the leakage velocity curve, it can be seen that the turbulent kinetic
energy of the leakage flow is inversely proportional to the gap size, which is contrary to the
change law of leakage velocity that the larger the gap size, the weaker the turbulent kinetic
energy. Similarly, in the range 35–50% along the flow direction (within the green dotted
line in Figure 10), the turbulent kinetic energy changes locally, and the maximum turbulent
kinetic energy occurs in the 10 mm gap size. In addition, in the 20 mm gap size, the
turbulent kinetic energy of the gap-flow changes almost linearly along the flow direction.
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Figure 9. Leakage speed.

Figure 10. Turbulent kinetic energy of leakage flow.

3.2. Tip Leakage Vortex Characteristics

The leakage flow in the tip clearance enters the impeller passage, interacts with the
main flow, and finally evolves into a TLV, which complicates the flow pattern near the
tip clearance. The Q criterion, proposed by Hunt et al. [28], defines a vortex as the region
where the magnitude of the vortex is greater than the shear strain rate, which is also called
the region where the second invariant of the velocity gradient tensor is positive. Compared
with the vorticity criterion, it can identify the local low-pressure region more effectively. To
show the vortex at the gap more accurately, this study uses the Q criterion to analyze the
LTV structure and evolution law, and its expression is as follows:

Q = ‖Ω‖2 − ‖S‖2, (6)

where Ω is vorticity and S is the deformation rate tensor.

3.2.1. TLV Structure

Figure 11 shows a schematic of the TLV structure generated at the blade tip. It can
be seen that TLV is generated at the leading edge (LE) of the blade tip, extends to the
trailing edge (TE), and is mainly distributed on the suction side. The vortex on the suction
side is divided into two parts, which are called the primary tip leakage vortex (PTLV) and
secondary tip leakage vortex (STLV) by Tan et al. [5], corresponding to the green and blue
parts in Figure 10. A continuous sheet STLV was attached to the suction side of the tip
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and extended from the leading edge to the trailing edge, while a columnar PTLV extended
along the flow direction in the flow channel. In Figure 11, x represents the distance from
the separation point of the PTLV on the suction side to the leading edge of the blade, and
α represents the separation angle. Figure 12 shows the TLV distribution under the three
tip clearances. It can be seen that when the clearance is δ1 = 5 mm, TLV is generated on
both the pressure side) and the suction side and separated at the leading edge, and the
distribution is consistent with that described in Figure 11. When the clearance increased to
δ2 = 10 mm, the cylindrical vortex band on the suction side grew, and the separation point
was still at the leading-edge position, but the separation angle α decreased. In addition,
the STLV separates from the blade surface along the blade tip from the leading edge to
the trailing edge under the clearance. When the gap was further increased to δ3 = 20 mm,
the vortex band on the pressure side disappeared, while the columnar vortex band on the
suction side continued to grow. The separation point shifts to x away from the leading
edge of the blade, and the separation angle α further decreases. Under this gap, the STLV
separates from the blade surface and exits in the flow passage. With an increase in the gap
size, the leakage vortex intensity increases, and the vortex intensity decreases along the
flow direction in a specific gap size. This can be explained by the axial momentum and
leakage velocity mentioned earlier, that is, the axial momentum and velocity of the leakage
flow decreases continuously along the flow direction, and the disturbance effect caused by
the action of the main stream gradually weakens; thus, the strength of the leakage vortex
decreases continuously.

Figure 11. TLV structure diagram.

 
Figure 12. Cont.
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Figure 12. TLV structure under different gaps.

3.2.2. TLV Strength under Different Gaps

It can be inferred from the above results that the tip clearance has a significant influence
on the TLV under the rated flow conditions. To further study the evolution law of the TLV
under different gap sizes, five sections perpendicular to the streamline were uniformly set
along the flow direction from the leading to the trailing edge of the blade, as shown in
Figure 13.

Figure 14 shows the distribution law of vortex intensity on five characteristic sections
under three blade tip clearances. When the tip leakage flow enters the impeller runner,
the flow velocity slows down and interacts with the main flow in the runner to form a
TLV. The TLV was mainly distributed near the tip of the suction side and inside the runner,
as shown by the dashed box in Figure 14, which corresponds to STLV and PTLV, shown
in Figure 11. Furthermore, PTLV has two core areas in the flow channel, corresponding
to the areas indicated by the two black dots, A and B in Figure 14. Overall, the leakage
vortex intensity decreases along the flow direction, and the gap size is proportional to the
leakage vortex intensity in the same section; that is, the leakage intensity is significant in
the impeller structure with a large gap. From Section 1 to Section 5, the core area of the
PTLV vortex decreases continuously, and the distance between Cores A and B and the blade
tip increases, which evolves into the flow channel. The STLV extends along the inner wall
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of the runner chamber to the inside of the runner. The vortex core reaches its maximum in
Section 3, decreases in Section 4, and effectively disappears in Section 5. In addition, it can
be clearly seen that with the increase in the gap, Core A of PTLV gradually approaches the
STLV and almost overlaps along the flow direction. In Section 1, that is, the inlet position,
with the increase in clearance, PTLV approaches the suction side of the tip, while STLV
gradually disappears. The reason for this phenomenon may be that at the inlet end, part of
the high-pressure fluid directly enters the tip clearance without passing through the runner,
and the local high-pressure zone formed by the high-pressure fluid flows with the pressure
and suction side, respectively, which hinders the leakage flow from the pressure side to
the suction side. Overall, with the increase in clearance, more leakage flows pass through
the tip clearance, the leakage vortex becomes stronger, and the leakage vortex disturbs the
inner flow of the runner more strongly, which makes the inner streamline of the runner
chaotic, thereby increasing the pressure fluctuation in the runner.

  
Figure 13. Schematic cross-sectional view along the flow direction.

 
Figure 14. Vortex intensity distribution at each section under different gaps.
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3.2.3. Flow Characteristics in Gaps

Figure 15 shows the pressure and velocity vector distribution nephograms of the flow
field at different tip gaps under rated-flow conditions. Because there is a pressure difference
between the pressure and suction side of the blade, the flow on the pressure side of the
blade is pulled into the narrow channel and leaked. When the leakage flow enters the tip
clearance, owing to the right-angle tip geometry, the flow separates at a right angle near
the pressure side of the blade, resulting in a local low-pressure area near the pressure side
in the clearance. In this area, the reverse pressure gradient reduces the velocity of the fluid
particles near the separation point, and finally, the reverse flow of the fluid particles forms
the tip separation vortex, which increases the possibility of cavitation in the clearance. To
eliminate the corner separation vortex generated there, the tip of the pressure side can
be rounded [29]. The leakage flow flows out of the gap channel on the suction side and
interacts with the main flow to generate a leakage vortex. The influence of the gap on
the TLV intensity has been analyzed in Section 3.2.2, so it is not repeated here. Along the
flow direction, from Section 1 to Section 5, the proportion of the low-pressure area in the
tip clearance near the blade pressure side gradually expands, and the separation vortex
moves toward the blade suction side in the clearance. This expansion further enlarges the
disturbance range to the surrounding basin, which explains the flow disorder in the tip
clearance near the blade working face. In particular, the low-pressure zone in the gap in
Section 5 fills half of the gap flow channel, and a large-scale flow separation occurs. With
an increase in the tip clearance, the range of the low-pressure area near the pressure side
in the same cross-section clearance increases, therefore, the large clearance structure is
more likely to promote the generation of a separation vortex and complicate the flow in
the flow and leakage channel. Considering the previous analysis of the TLV, the separation
vortex in the gap and the leakage vortex in the flow passage can be effectively reduced by
minimizing the tip clearance when the design conditions permit.

 

Figure 15. Vector distribution of pressure and velocity in gap.

4. Conclusions

In this study, the SST k–ω turbulence model was used to study the leakage flow and
leakage vortex characteristics of a low-head tubular turbine under the blade tip clearance.
Based on the numerical results, the main conclusions are as follows:

(1) The gap size is proportional to the axial momentum and flow rate of the leakage
flow. With an increase in the gap size, both the axial momentum and leakage amount
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increase. The gap size is proportional to the leakage flow velocity and inversely
proportional to the turbulent kinetic energy. The variation of velocity and turbu-
lent kinetic energy at 35–50% of the flow direction shows the law of trough and
peak, respectively.

(2) The leakage vortex is divided into two parts: the PTLV and STLV. The vortex intensi-
ties of these two parts increase with an increase in clearance. However, for a large
clearance structure (δ3 = 20 mm), the vortex core of the STLV overlaps with Core A of
the PTLV, and Core B of the PTLV becomes the main part of the TLV.

(3) The existence of the “right angle effect” of the blade tip causes the flow separation
phenomenon near the pressure side of the blade tip, resulting in a local low-pressure
zone, thus generating a local separation vortex at this position. With an increase in
the clearance, the strength of the separation vortex also increased, which aggravated
the flow instability.
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Abstract: In order to improve the hydrodynamic performance of hydrofoils, this paper shows
excellent hydrodynamic performance according to the flapping motion of fish through the tail fin.
The Naca66 hydrofoil is used as the original hydrofoil and the trailing edge flap configuration is
added. Ansys-fluent is used to analyze the relationship between the structural parameters (length
and angle) of the flap and the hydrodynamic performance of the hydrofoil, the reliability of CFD
numerical simulation is verified by PIV experiment. It is found that the hydrofoil, with clockwise
rotating short flap, can significantly improve the hydrodynamic performance of a hydrofoil at a
small angle of attack; at a high angle of attack, the hydrofoil with counterclockwise flap can increase
the critical stall angle and slightly improve the hydrodynamic performance of the hydrofoil. The
hydrodynamic performance of hydrofoil with rotatable short flaps reported in this paper can provide
valuable information for the design and optimization of this kind of hydrofoil.

Keywords: biological; flap; hydrodynamic performance; stall; CFD

1. Introduction

Hydrofoil, as an auxiliary component of high-speed ships, is widely used in hydrofoil
ships and planing boats. By installing a hydrofoil on the bottom of hydrofoil ships, it can
generate huge lifting force to lift the ship off the water at high speed, thus greatly reducing
the drag of water to the ship and wave-making drag, and also reducing the interference
of waves to the stability of the ship [1,2]. Therefore, in order to improve the performance
of hydrofoil ships, many scholars have carried out research on hydrofoil lift and drag
reduction.

Compared with airfoils, the flow medium of a hydrofoil is water, and the density
and viscosity of water are much greater than that of air. Therefore, the lift generated by
a hydrofoil with the same shape and moving state is much greater than that generated
by a wing. At the same time, the friction resistance and differential pressure resistance of
hydrofoils are also increased accordingly. However, scholars’ research on hydrofoils and
airfoils has the same goal of improving performance (increasing lift and reducing drag).
Scholars have undertaken much research on increasing lift and reducing drag of airfoils,
mainly including bionics [3,4], vortex generators [5,6], synthetic jet [7,8], and multi-element
airfoil [9,10]. However, the working environment of the hydrofoil is quite different from
that of the wing, and not necessarily applicable. In the research of hydrofoils, inspired
by bird and fishes, the applications of flapping foils as energy harvesting devices have
gradually attracted attention in recent decades [11,12]. For example, dolphins and sharks
exhibit excellent hydrodynamic performance, including high cruising speed, high efficiency,
and low noise through the flapping motion of their caudal fins [13]. Johari [14] found that a
full-span wing with leading-edge tubercles increases the lift coefficient by as much as 50%
in the post-stall regime at a Reynolds number of Re = 1.83 × 105; the idea was originally
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motivated by the physiological structures of humpback whales. But Rostamzadeh [15]
and Skillen [16] also shed light on the implementation of leading-edge tubercles when
they were used on aerofoils and wings immersed in free-streams. Both studies found
that the tubercles led to the formation of secondary flows due to the presence of strong
spanwise pressure gradients, and Chang Cai [17] also found that modified foils performed
worse than the baseline foil at pre-stall angles, while the lift coefficients at high angles of
attack of the modified foils were increased. In addition to applying bionics to the design
of hydrofoil structure to improve hydrodynamic performance, there are also methods to
optimize the structure according to the flow field. Eun Jung Chae [18] conducted numerical
simulation analysis on the flexible hydrofoil and found that the compliant hydrofoil can
well adapt to the fluid flow conditions, but many hydrofoils in the hydrofoil boat are rigid,
so they can not meet the design requirements of the hydrofoil boat. Manhar Dhanak [19]
analyzed the performance characteristics of a shallowly submerged hydrofoil with an
internal slot that allowed flow ventilation from the pressure side of the hydrofoil to the
suction side and found that significant improvements in hydrofoil performance in terms
of lift, drag, and lift-to-drag ratio at high angles of attack. Belamadi [20] studied the
effect of a straight internal slot on an S809 airfoil using numerical simulations. CFD
analysis was performed for different configurations by varying slot location, width, and
slope at Reynolds number of 106. Results showed that aerodynamic improvement was
found only in the specific range of 10–20◦. Although these studies have improved the
hydrodynamic performance of hydrofoils to some extent, many are only applicable to fixed
working conditions or high angle of attack. In a small angle of attack, the hydrodynamic
performance of some hydrofoils will even decrease. To solve this problem, researchers have
proposed biomimetic methodologies by observing the motion of fish in the sea. During the
long periods of evolution, fish have developed mature flow control mechanisms that can be
applied to a wide variety of engineering designs. CD Wilga [21] found that sharks change
the direction of vortex shedding by swinging their fins, which may increase the shark’s
vertical maneuverability; George V. Lauder [22] found that the median fins of fishes consist
of the dorsal, anal, and caudal fins and have long been thought to play an important role
in generating locomotor force during both steady swimming and maneuvering; Michael
Sfakiotakis [23] found that fish swim either by the body and/or caudal fin movements or
using median and/or paired fin propulsion. Some fish swim upward or downward in
the sea by swinging their tail fins. For example, when the whale swims upward, the tail
fin is downward. When the whale swims downward, the tail fin is upward, as shown in
Figure 1.

 
Figure 1. Whale swimming and tail fin flapping.

In this paper, the excellent hydrodynamic performance is reflected by learning from
the flapping movement of the whale through the tail fin. Taking the naca66 hydrofoil as
the original model, the tail edge flap is added to improve the hydrodynamic performance
of the hydrofoil. Ansys-fluent is used to analyze the influence of the angle and length of
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trailing edge flap and different Reynolds numbers on the hydrodynamic performance of
hydrofoil, and PIV experiment is used to verify the reliability of CFD numerical simulation.

2. Model

2.1. Calculation Model

A NACA66 hydrofoil was used in the present research. The hydrofoil has a relative
maximum thickness of 12% at 45% chord length from the leading edge and a relative
maximum camber of 2% at 50% from the leading edge. Flap modification of naca66
hydrofoil trailing edge. The effects of flap length (FL) and flap angle (FA) on hydrofoil
performance under different Reynolds numbers are analyzed by CFD. Whenever the flap
angle or flap length is changed, it needs to be re-modeled and meshed. The total chord
length of the hydrofoil is C = 75 mm. Select flaps with different lengths to rotate (clockwise
rotation: FA > 0, counterclockwise rotation: FA < 0) to obtain hydrofoils with different
angle flaps. The reliability of CFD simulation is verified by PIV experiment and ICEM-CFD
is used to mesh the structure of the hydrofoil, regardless of the flap shape, the number of
grid nodes per unit length remains almost unchanged, so the total number of grids will not
change greatly, in order to ensure the calculation accuracy, y + of the hydrofoil is less than
1, the fluid domain and fluid mesh are shown in Figure 2.

 
Figure 2. Fluid domain and fluid mesh.

Using ANSYS-Fluent as the numerical simulation tool, k-ω SST Turbulence model
can capture the flow field around the dynamic hydrofoil for various ranges of Reynolds
numbers [24–26]. Pressure and velocity coupling algorithms adopt SIMPLEC; spatial
discretization scheme is QUICK; the convergence accuracy is less than 10−4; time step is
10−4; specific CFD setting conditions are shown in Table 1. The lift coefficient Cl and drag
coefficient Cd are monitored to compare the effects of flap on hydrofoil hydrodynamic
performance.

Cl =
l

0.5ρV2
∞C

Cd =
d

0.5ρV2
∞C

(1)

where l is lift force; d is drag force; pinlet is Inlet static pressure; 0.5ρV∞
2 is dynamic pressure.
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Table 1. CFD model.

Type State Type State

Fluid density 1000 kg·m−3 1st layer thickness
(mm) 0.01

Turbulence model SST k-ω Growth ratio 1.1

Turbulence intensity 2% Chord (C/mm) 75

Inlet Velocity inlet Flap Length
(FL: ×C) 0, 0.1, 0.15, 0.2, 0.25, 0.3

Outlet Pressure outlet Angle of attack
(AOA) 0, 3, 6, 9, 12, 15, 18, 21

Reynolds number
(×105) 0.7, 2.1, 3.5, 7, 15 Flap Angle (FA) −10, −5, 0, 5, 10

Number of grids
(million) 0.9 y+ ≤1

2.2. Independence of the Number of Grids and Reliability Verification

As shown in Figure 3, when the number of meshes reached a certain value, further
increases in the number of meshes had no significant effect on the calculation results but
increased the calculation time. Considering the balance between solution accuracy and
calculation time, the number of grids selected for this study was approximately 0.9 million.
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Figure 3. Independence of the number of grids.

This paper uses the PIV experiment to verify the stator blade shape to ensure the
accuracy of CFD simulation. The experimental equipment is shown in Figure 4. In the
PIV experiment, in order to reduce the error caused by the double refraction caused by the
laser, the entire cascade runner is made of plexiglass. Its refractive index is close to water,
The interface between the flow channel and the pipe is made by 3D printing. In order to
avoid the reflection of the laser on the surface of the non-flow channel and affect the image
capture, black processing is performed around the shooting area. The main equipment
used for PIV measurement experiment includes: Dual cavity UV laser; PIV Camera; Timing
circuit; DynamicStudio.

In order to verify the accuracy of the CFD simulation flow state, the vector diagram
measured by PIV is shown in Figure 5a, which is a CFD simulation trace diagram with the
same boundary conditions. It can be seen from the figure that the vortex position simulated
by CFD is very close to the vortex position measured by PIV. Then extract the velocity
distribution data at the trailing edge of the hydrofoil (FL = 0.30 C; FA = 10◦; AOA = 6◦); as
shown in Figure 5b, the velocity distribution is also close. This shows that the simulation
has high reliability.
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Figure 4. PIV experimental equipment.

 
(a) 

(b) 

Figure 5. Reliability verification (AOA = 6; Re = 3.75 × 105): (a) velocity vector diagram; (b) relative velocity.
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3. Results and Analysis

3.1. Influence of Flap Angle (FA) on Hydrodynamic Performance of Hydrofoil

Figure 6 shows the hydrodynamic performance and streamline of hydrofoils with dif-
ferent flap angles. This paper mainly analyzes the influence of flap on hydrofoil according
to hydrodynamic performance, so the flow field is not analyzed in detail, However, as can
be seen in Figure 6a, the lift coefficient of the hydrofoil increases with the increase of the
angle of attack, then decreases and then increases again, this shows that stall and deep stall
effects appear in this range of attack angle. In order to explain this phenomenon, the flow
field is analyzed for AOA = 9◦, AOA = 12◦, AOA = 15◦, as shown in Figure 6d. and there
will be no more analysis later.

 
(a) lift coefficient (b) drag coefficient 

 
(c) Lift drag ratio (d) Streamline diagram 

Angle of attack(AoA)

C l

Angle of attack(AOA)

C
d

Angle of attack(AoA)

C
l /

C
d

Figure 6. Influence of FA on hydrodynamic performance of hydrofoil (Re = 3.5 × 105; FL = 0.1C).

Combined with Figure 6a,d, it can be found that when the angle of attack is small,
Due to the Coanda effect, the flow of the hydrofoil is an attached flow. With the increase
of the angle of attack, the suction surface of the hydrofoil produces a pressure gradient,
resulting in flow separation at the trailing edge of the hydrofoil and small-scale trailing
edge vortex (AOA = 9◦); when the angle of attack increases, the pressure gradient increases,
the hydrofoil has complete flow separation, resulting in large-scale trailing edge vortex
(AOA = 12◦) and the hydrofoil stalls; With the increase of the angle of attack again, the
leading edge vortex and double separation vortex appear in the hydrofoil (AOA = 15◦), the
hydrofoil has a deep stall and the lift coefficient rises again. It can be seen that the size of
vortex affects the hydrodynamic performance of the hydrofoil. The larger the vortex, the
worse the hydrodynamic performance.
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It can be seen from Figure 6a–c that the hydrodynamic performance of the hydrofoil
with clockwise flap rotation(FA = 5◦, FA = 10◦) is obviously better than that of the hydrofoil
with counterclockwise flap rotation(FA = 0◦, FA = −5◦, FA = −10◦) at a small angle of attack
(AOA ≤ 6◦), this is because when the flap rotates clockwise, it increases the differential
pressure up and down the trailing edge and increases the lift coefficient, but it also increases
the differential pressure resistance at the leading edge and trailing edge, so the resistance
coefficient will also increase. Because the angle of attack is small (AOA ≤ 6◦), the influence
of the flap on lift coefficient is greater than that on the drag coefficient, so the hydrodynamic
performance of hydrofoil with a clockwise flap is better. With the increase of the angle of
attack, the influence of the flap on the lift coefficient and the drag coefficient is almost the
same, so the lift drag ratio of the hydrofoil is very close with or without flap. When the
flap rotates counterclockwise, part of the water flow at the trailing edge of the hydrofoil
will change the direction and change the pressure distribution due to the Coanda effect,
the existence of flap not only reduces the pressure difference between the upper and lower
trailing edges, resulting in the decrease of lift coefficient, but also reduces the pressure
difference between the leading and trailing edges of hydrofoil, resulting in the decrease of
the drag coefficient. Although the counterclockwise flap will reduce the hydrodynamic
performance of hydrofoil, the lift decreases little under the condition of critical stall angle,
indicating that we can try to change the flap angle to increase the critical stall angle.

3.2. Influence of Flap Length (FL) on Hydrodynamic Performance of Hydrofoil

It is concluded in the previous section that the clockwise rotation of the flap can
improve the hydrodynamic performance of the hydrofoil. In this section, two models
(FA = 5◦, FA = 10◦) with clockwise flap rotation are used to analyze the influence of flap
length (FL) on the hydrofoil’s hydrodynamic performance, as shown in Figure 7. It can
be seen from the figure that changing the flap length has little effect on the critical stall
angle (the slope is almost constant). Under the same angle of attack, the drag coefficient
increases with the increase of flap length, and the lift coefficient increases with the increase
of flap length before stall; When AOA ≥ 12◦, the lift coefficient decreases with the increase
of flap length, but it is always greater than the original hydrofoil. The influence of flap
length on the hydrofoil with a larger flap angle is more obvious. This is because the larger
the flap angle is, the increase of flap length will increase the pressure difference between
the upper and lower ends of the hydrofoil trailing edge (lift coefficient increases), and also
increase the pressure difference resistance at both ends of the hydrofoil’s leading edge
and trailing edge (drag coefficient increases). However, with the change of angle of attack,
the influence of flap length on lift coefficient and the drag coefficient is different (slope is
different). As can be seen from Figure 7e,f, compared with the original hydrofoil, when
AOA = 0◦ and AOA = 3◦, the influence of flap on lift coefficient is greater than that on drag
coefficient, and the hydrodynamic performance with flap is always better than that of the
original hydrofoil; With the increase of angle of attack (AOA = 6◦), the influence of long
flap (FL = 0.25C, FL = 0.3C) on drag coefficient is greater than that on lift coefficient. The
hydrodynamic performance of a hydrofoil with a long flap is worse than that of the original
hydrofoil; Until AOA = 9◦, the hydrodynamic performance of the original hydrofoil is the
best, and the flap will reduce the hydrodynamic performance of the hydrofoil. It shows that
the flap can improve the hydrodynamic performance of the hydrofoil in the small angle of
attack range, a hydrofoil with a short flap has a better angle of attack characteristics and
can maintain a higher hydrodynamic performance in a wider angle of attack range.
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(a) lift coefficient(FA = 5°) (b) lift coefficient(FA = 10°)  

 
(c) drag coefficient(FA = 5°) (d) drag coefficient(FA = 10°) 

 
(e) Lift drag ratio(FA = 5°) (f) Lift drag ratio(FA = 5°)  
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Figure 7. Influence of FL on hydrodynamic performance of hydrofoil (Re = 3.5 × 105).

3.3. Influence of Flap on Hydrodynamic Performance of Hydrofoil at Different REYNOLDS
Numbers

Through the analysis of two sections, it was found that when AOA = 6◦, the lift-drag
ratio of the hydrofoil reached the maximum and the hydrodynamic performance of the
hydrofoil was the best. Therefore, in this section, we took the angle of attack as quantitative
(AOA = 6◦) and Reynolds number and flap length (FL) as variables to analyze the influence
of different Reynolds numbers on the hydrodynamic performance of hydrofoils with flaps
of different lengths, as shown in Figure 8. It can be seen from the figure that the lift
coefficient increases with the increase of the Reynolds number and the drag coefficient
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decreases with the increase of Reynolds number, but the slopes of both decrease with the
increase of the Reynolds number, which causes the slope of the lift–drag ratio to decrease
with the increase of Reynolds number. By analyzing the lift-drag ratio diagram (Figure 6e,f),
it can be found that when the Reynolds number is small (Re ≤ 2.1 × 105), the hydrodynamic
performance of the hydrofoil with a flap was better than that of the original hydrofoil. With
the increase of Reynolds number, the hydrodynamic performance of the hydrofoil with
a long flap (FL = 0.2C; FL = 0.25C; FL = 0.3C) is worse than that of the original hydrofoil.
It shows that the hydrofoil with a short flap has a better Reynolds number characteristics
and can maintain a higher hydrodynamic performance in a wider Reynolds number range.

 
(a) lift coefficient (FA = 5°) (b) lift coefficient (FA = 10°)  

 
(c) drag coefficient (FA = 5°) (d) drag coefficient (FA = 10°) 
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Figure 8. Influence of Re on hydrodynamic performance of hydrofoil (AOA = 6◦).
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4. Conclusions

In this paper, ansys-fluent numerical calculation software is used to analyze the
influence of flap on the hydrodynamic performance of naca66 hydrofoil. The accuracy
of CFD simulation was verified by the PIV experiment, and the influence of flap length
(FL) and flap angle (FA) on the hydrodynamic performance of the hydrofoil was studied
through the lift coefficient and drag coefficient of the hydrofoil. The main conclusions
include:

1. By comparing the vector diagram of the PIV experiment with the trace diagram of
CFD, it is found that the size and position of the vortex measured in the experiment
are close to that obtained by CFD, which shows that the simulation has high reliability.

2. By comparing the streamline diagrams of AOA = 9◦, AOA = 12◦, and AOA = 15◦, it is
found that when AOA = 9◦, partial flow separation occurs at the tail of the hydrofoil;
With the increase of the angle of attack (AOA = 12◦), the hydrofoil appears complete
flow separation, the hydrofoil stalls and the lift coefficient decreases; As the angle of
attack continues to increase (AOA = 15◦), the hydrofoil appears double separation
vortex. At this time, the hydrofoil has a deep stall effect and the lift increases again.

3. By analyzing the influence of flap angle (FA) on the hydrodynamic performance of
hydrofoil, it is found that the hydrofoil with clockwise flap can have better hydrody-
namic characteristics at a small angle of attack (AOA ≤ 6◦) under the same Reynolds
number and flap length (FL). Although the counterclockwise flap will reduce the
hydrodynamic characteristics of the hydrofoil, it will increase the critical stall angle to
improve the navigation stability of the hydrofoil.

4. By analyzing the influence of flap length (FL) on the hydrofoil hydrodynamics, it
is found that hydrofoil with flap has better hydrodynamic characteristics at a small
angle of attack(AOA ≤ 6◦), and hydrofoil with a short flap has a better angle of attack
characteristics, which can maintain a higher hydrodynamic performance in a wider
range of angle of attack.

5. By analyzing the influence of different Reynolds numbers on the hydrodynamic
performance of hydrofoil, it is found that under the same small angle of attack,
the hydrofoil with a short flap has better Reynolds number characteristics and can
maintain a higher hydrodynamic performance in a wider range of Reynolds numbers.

6. Compared with the original hydrofoil, the short flap improves the hydrodynamic
performance of the hydrofoil at a small angle of attack. The hydrofoil can also be
applied to various working conditions by adjusting the angle of the flap. Therefore,
when designing the hydrofoil, a rotatable short flap can be added at the tail of the
hydrofoil to enable the hydrofoil to navigate in a more complex flow environment.
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Abstract: The application of Computational Fluid Dynamics (CFD) to energy-related problems
has increased in the last decades in both renewable and conventional energy conversion processes.
In recent years, the application of CFD in the study of hydraulic, marine, tidal, and hydrokinetic
turbines has focused on the understanding of the details of the complex turbulent flow and also
in improving the prediction of the performance of these devices. There are several complexities
involved in the simulation of Vertical Axis Turbine (VAT) for hydrokinetic applications. One of them
is the necessity of a dynamic mesh model. Typically, the model used in the simulation of these devices
is the sliding mesh technique, but in recent years the fast development of the overset (also known
as chimera) mesh technique has caught the attention of the academic community. In the present
paper, a comparison between these two techniques is done in order to establish their advantages and
disadvantages in the two-dimensional simulation of vertical axis turbines. The comparison was done
not only for the prediction of performance parameters of the turbine but also for the capabilities of
the models to capture complex flow phenomena in these devices and computational costs.

Keywords: Computational Fluid Dynamics; vertical axis water turbine; overset mesh; sliding mesh

1. Introduction

Due to the global concern related to climate change, some worldwide challenges
and international warnings revolve around the usage of fossil fuels. The reduction in
the consumption of fossil fuels and the increment in the use of renewable energies is
a primary objective to mitigate this global concern. The present work focused on the
use of small-scale Vertical Axis Turbine (VAT) to convert the kinetic energy available
in river streams (hydrokinetic energy) into mechanical work. In recent years, extensive
research work has been done to understand the dynamics of the flow around VATs and
also in the improvement of the efficiency of these devices [1–4]. Typically, the study
of these devices can be done with three different techniques: experimental, analytical,
and computational. Regarding experimental techniques, the most common are performed
in scale prototypes either in water tunnels/channels [5–7] or towing tanks [8–10]. These
experimental techniques require large-scale facilities and precise measurement systems,
which, in general, are expensive. Analytic and semi-empirical techniques such as the
Streamtube model [11,12], free wake vortex models [13–15], and cylinder and line actuator
models [16–18], among others, are considered simple to implement but highly dependent
on experimental data. The most common computational technique used in the simulation
of Vertical Axis Turbines (VAT) is Computational Fluid Dynamics (CFD) in which the
governing equations of the dynamics of flow are solved in a computational domain that
needs to be discretized in elements (Control volumes).
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In the literature, a great deal of work can be found related to the simulation of vertical
axis turbines for wind, marine, and hydrokinetic applications; but, in few of them the details
of the correct configuration of the numerical methods and models that are typically used in
this kind of simulations are addressed. Some of the details and parameters that influence the
numerical results and that are typically studied are related to the correct use of two- or three-
dimensional models, the space and time discretization, and turbulence modelling. Balduzzi
et al. studied the influence of several different parameters in two-dimensional models of
VAT such as the Turbulence model, computational domain dimensions, and number of
revolutions required for convergence of the torque coefficient. It was found that the most
suitable Unsteady Reynolds Navier–Stokes (URANS) turbulence model for this application
is the k-ω SST. For the computational domain size, it is recommended that it should be
significantly extended in order to reduce the influence of the boundary conditions, and
for the rotating domain (when using sliding mesh technique) it is always less than twice
the turbine diameter in order to reduce computational costs [19]. Rezaiha et al. found that
the size of the rotating domain is negligible and a difference of less than 1% was observed
for 2D simulations of Vertical Axis Wind Turbines (VAWT) using diameter of the rotating
domain between 1.25D and 2D where D is the diameter of the turbine [20]. A convergence
criterion for the torque coefficient was proposed so that in two consecutive revolutions
the difference in this parameter should be lower than 0.1%, which is typically achieved
after eight revolutions when using the sliding mesh techniques [19]. Maitre et al. studied
the influence of the near wall refinement as the precision of the prediction of the global
performance of the turbine. It was found that too-coarse grids tend to overestimate the
stall condition of the blades and, in general, to underestimate the power coefficient. Maitre
et al. also studied the accuracy of two-dimensional CFD simulations in the prediction
of the power coefficient of VAT and it was observed that the computational results were
always higher than the experimental measurements except for small tip speed ratios (λ).
This overprediction of two-dimensional models is important for small-scale VAT in which
the losses due to the blade tips and arm-blade junctions are not included [21].

One of the most challenging aspects of using CFD in the simulation of a vertical axis
turbine is related with the dynamic mesh required due to the motion of the blades of the
turbine. Remeshing methods are practically prohibited for this application due to the
large motion of the blades, which represents a very high computational cost. Dynamic
mesh techniques that do not involve remeshing, such as sliding and overset (also known
as chimera) mesh, are suitable for this application. In both techniques, two or more
computational domains that are meshed independently can be merged in order to generate
the relative motion between them. In the sliding mesh technique, the meshes do not
overlap but they are connected through a boundary that is called interface. At every time
step, the meshes slide relative to each other along the interface, typically with a prescribed
motion (for VATs rotation is involved). The governing equations are solved at every time
step in both domains but information between meshes must be interchanged along the
interface, which requires the estimation of the fluxes across interfaces, which, in general,
are non-conformal [22]. The overset mesh technique consists of creating independent
meshes and allows overlapping between them. Typically, one or more near body meshes
and at least one background mesh are required to apply this technique. The governing
equations are solved on both meshes and on the overlapping region (also known as overset
boundary). The solution is interpolated and shared between the meshes in order to impose
the correct boundary conditions [23]. The main advantages of this method are that the
meshes can be generated independently, reducing the complexity of mesh generation
and the total number of elements. One restriction is that the size of the elements of each
mesh on the overlapping boundaries must be similar. To summarize, even though in both
techniques the meshes are generated independently, they must be merged before running
the simulation. The main differences between OM and SM are: (1) The meshes overlap
in OM but do not overlap in SM; (2) a clear and fixed interface is generated between the
two meshes in SM and interchange of information is performed every time step; and (3) in
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OM, an overlapping region is generated every time step and the solution of both meshes is
interpolated in this region.

Most of the CFD studies of VAT (both for wind and hydrokinetic applications) reported
in the literature were performed using sliding mesh (e.g., [24,25]) and in recent years the
application of the overset method for VAT has increased. Kozak studied the unsteady effects
of vertical axis wind turbines with overset meshes, proposing some recommendations
to correctly configure the overset overlapping [26]. Mclean studied the performance
improvement of vertical axis wind turbine with active blade pitch control using CFD
and polygonal overset meshes. It was concluded that a fully coupled solver has a better
performance when using the overset mesh technique [27]. Lei et al. used the overset mesh
method to study an offshore vertical axis wind turbine in pitch and surge motion. Only one
rotating overset domain and one background mesh were used. A convergence analysis was
done, in which six different meshes were generated and the number of elements in both
domains were changed simultaneously. The overset mesh method showed a good ability to
capture the complex flow dynamic when both pitch and surge motions were included [28].
Regarding the simulation of VAT for hydrokinetic applications, Kinsey and Dumas studied
the effect of the wake blockage in the performance of crossflow turbines (three blades
with high solidity). Three meshes were used for each blade and one mesh was used as
background; all the meshes used were generated with polyhedral elements. A convergence
study using three different numbers of total elements was performed, but no detail of the
number of elements in each mesh was given. Numerical results show very good agreement
with experimental data and the application of overset mesh was significant since only the
background mesh was changed in order to study different blockage ratios [29]. Gorle et al.
studied flow control based in circulation control of a vertical axis hydrokinetic turbine in
order to improve its performance. A two-dimensional CFD simulation was performed,
in which the overset technique was used in order to model not only the rotation of the
blades but also the pitching motion. Numerical results showed very interesting findings
about the controlled flow and the versatility of overset mesh in the study of flow control
for VAT based on circulation control; nevertheless, no details of a convergence analysis and
the number of meshes were provided [30].

In the present paper, a detailed comparison between the sliding mesh (SM) technique
and overset mesh (OM) technique is shown and discussed. It is important to clarify that
the objective of the present work was not focused on finding which is the best strategy,
SM or OM, to reproduce a particular set of experimental data, but better to point out the
differences, advantages, and disadvantages of each of them in the simulation of VATs.
To achieve this objective, a vertical axis turbine design was simulated with both techniques
and the results of the performance parameters were compared between them. Moreover,
a comparison of pressure, velocity, and vorticity fields obtained by both techniques was
performed; this allowed obtaining a better idea of the capabilities of the models to cap-
ture complex flow phenomena. Finally, a mesh convergence analysis was done for both
techniques so that the number of elements was similar when using either technique.

2. Configuration of Study

The study case was based on a vertical axis hydrokinetic turbine that was designed
by e.Ray Europa Gmbh [31]. This turbine was designed with the purpose of being used
in rivers of low to medium stream current velocities. The objective was that the turbine
generates electricity (approximately 1 kW at 2.2 m/s) for a floating station that measures
several river parameters (level, velocity, temperature, etc.) for management and monitoring.
The turbine design expects a peak performance at a Tip Speed Ratio (TSR) of 2. Figure 1
shows the floating station and Table 1 lists the geometric characteristics of the turbine.
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Table 1. Aerodynamic profile and turbine’s dimensions.

Description Dimension

Span 750 mm
Diameter (D) 650 mm

Chord 150 mm
Number of blades 3

Blade profile GOE222

 
Figure 1. Floating station.

The performance of a vertical axis turbine is characterized by three nondimensional
parameters: Tip Speed Ratio (TSR), moment coefficient (CM), and power coefficient (CP).
TSR is the ratio between the tangential velocity of the turbine to the free stream velocity of
the flow, and it is given by Equation (1), where ω is the angular speed of the turbine, R is
the radius of the turbine, and U∞ is the velocity of the free stream.

TSR =
ωR
U∞

(1)

The moment coefficient is the nondimensional form of the torque generated by the
turbine when it operates at a given TSR. The torque is nondimensionalized with respect to
the maximum torque that the turbine could generate with the available kinetic energy (see
Equation (2)),

CM =
T

1
2 ρU∞2 AR

(2)

where T is the torque generated by the turbine, ρ is the density of the fluid, and A is the
frontal area of the turbine (i.e., Span × diameter). Finally, the power coefficient is the
nondimensional form of the mechanical power generated by the turbine at a given TSR
(see Equation (3)).

CP =
Tω

1
2 ρU∞3 A

(3)

For Vertical Axis Wind Turbines, CM and CP are only function of TSR since the
Reynolds number (based on the free stream velocity) of this application is high (O(106) or
more); but for hydrokinetic applications, the Reynolds number is not higher than O(105),
so that an effect of this parameter is observed on the performance curves [8,32].

3. Computational Setup

3.1. Computational Domain Size

Figure 2 shows a schematic of the two-dimensional computational domain used in the
present study. The height (H) is 15 times the diameter of the turbine (D), while the length
of the computational domain (L) is 20D. These dimensions satisfy the criteria mentioned in
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the literature. The letter C indicates the position of the axis of the turbine, which is located
closer to the left boundary of the computational domain, so that the distance l is 5D. while
h is 7.5D. The size of the computational domain was the same for both meshing techniques,
for comparison purposes.

Figure 2. Computational domain.

3.2. Mesh Generation

In order to correctly resolve the turbulent boundary layer over the surface of the
blades, the size of the first element of the mesh in the normal direction of the blades surface
should satisfy the restriction of y+ < 1 [19,21]. In the context of VAWT simulations, this
criterion needs to be satisfied independently of the meshing technique that is used. The y+

is a dimensionless parameter for the distance to the wall, which is the characteristic length
scale of turbulent wall-bounded flows (see Equation (4)).

y+ =
uτy

ν
(4)

Here ν is the kinematic viscosity, y is the distance to the wall, and uτ is the friction
velocity that is defined as:

uτ =

√
τw

ρ
(5)

where τw is the shear stress at the wall and ρ is the density of the fluid. A priori, the shear
stress is unknown so the process to determine the correct size of the first element close to
the blade surface is by trial and error. As a first approximation, typically a flat plate model
of the blade can be used to generate the coarser grid used in the convergence analysis
process. Once the meshes are generated and the simulations are run, then the averaged
and distribution of y+ values for the blade in one revolution should be checked.

Other parameters that are important in the generation of the mesh close to the surface
of the blades (Boundary layer mesh) are the total height, the growth rate, and the total
number of layers used. The total height should be enough in order to include the developed
boundary layer at every time step; of course, at high angles of attack this is difficult to
achieve. The growth rate follows the rules typically used in every Reynolds Averaged
Navier–Stokes (RANS) simulation, in which values between 1.1 and 1.2 are acceptable.
Based on the size of the first element, the growth rate, the total height, and the method (lin-
ear, geometric, exponential, hyperbolic, etc.) used in the boundary layer mesh generation,
then the total number of layers can be specified. The first step to generate the boundary
layer mesh is to create a database with the XY points that define the blade profile. Using
these points, the upper and lower surfaces of the profile are generated and discretized
using at least 200 segments for each surface. Finally, the structured mesh is generated by
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extrusion. For both techniques (SM and OM), the commercial software Pointwise V18 was
used in the present study.

3.2.1. Sliding Mesh (SM)

When using the SM technique in VAT simulations, the computational domain must be
divided in two: a stationary and a rotational domain. These two domains are connected
through a numerical interface. The rotational domain is represented by a cylinder that
includes a structured mesh close to the surface of the blade and an unstructured one in the
rest of the domain. The diameter of the rotating domain is 1.5D. In the present study, for the
structured mesh (boundary layer) a growth rate of 1.2 was used, with a total height of
14.2 mm and 22 layers. A hyperbolic extrusion algorithm with a Kinsey–Barth smoothing
parameter of 1.6 was used in the generation of the structured mesh. Figure 3a shows the
details of the rotating mesh in which the details of the structured mesh close to the blades
of the turbine can be observed. Figure 3b shows the detail of the mesh close to the blade
surface. It is clear that the resolution close to the blade was very high in order to achieve
the target value of y+ < 1.

  
(a) (b) 

 
(c) 

Figure 3. Dimensions and border conditions. (a) Rotational domain, (b) detail of the mesh close to
the blade, (c) stationary domain.

Figure 3c shows the mesh used for the stationary domain; in this case the complete
domain was discretized with triangles with refinements in the region close to the rota-
tional domain.

For the convergence analysis, it was necessary to have the generation of meshes that
have the number of elements between 73,125 and 256,899, as shown in Table 2. The size
and estimated y+ for the first element of the boundary layer mesh is presented in Table 3.
As the size of the first element decreased, the total number of elements increased in order
to keep an acceptable ratio of increment in the size of the elements between all the regions
of the mesh.
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Table 2. Meshes used in the convergence analysis (SM).

Mesh 1 Mesh 2 Mesh 3 Mesh 4 Mesh 5

Blade (rotating) 15,609 20,691 30,889 37,043 55,737
Cylinder (rotating) 17,757 25,337 61,067 75,429 59,783
Farfield (stationary) 8541 19,319 9897 15,623 29,905

Total 73,125 106,729 163,631 202,181 256,899

Table 3. Parameterization of the mesh of the blades (SM).

Mesh Y+ Size of First Element [m]

Mesh 1 10 0.00014094

Mesh 2 5 0.00005705

Mesh 3 1 0.00001580

Mesh 4 0.75 0.00001057

Mesh 5 0.5 0.00000352

3.2.2. Overset Mesh (OM)

For the OM technique, it was necessary to generate the meshes (background and
near body mesh) independently. Figure 4a shows the near body mesh, which was fully
structured, and it was obtained from extrusion of the discretized blade surface. In this
case, a growth rate of 1.2 and a total of 46 layers were used. These parameters allowed
having a total height for the boundary layer mesh of 240.7 mm. This total height was higher
than the value used in the SM technique, which is a requirement in the OM technique in
order to avoid that the receptor cells of the background mesh are too close to the blade
surface. Another aspect that is important when generating the near body mesh is that the
size of the elements (approx. 3 mm) close to the overset boundary should be of the same
size as those in the background mesh. Figure 4b shows the background mesh, which was
also structured. A refinement zone was clearly observed in the region where the turbine
was located. Since the mesh was structured, the refinement propagated to the boundaries,
which had some advantages such as the improvement in the resolution in the region where
the wake was expected. However, at the same time, it increased the number of elements
in regions such as upstream where such a high resolution was not needed. In general,
the OM technique allows using structured meshes in both near body and background,
which brings important benefits such as the reduction of the total number of elements and
the computational cost.

In this case, the convergence analysis consisted of the variation of the number of
elements in the near body mesh based on the expected y+ while adjusting the background
mesh number of elements and size in order to avoid donor cells close to the blade surface.
Based on the convergence study performed for the SM method, the total number of meshes
used in the OM method was reduced to three. Table 4 shows the parameters used to
generate the meshes and the total number of elements. It was clear that the total number of
elements of the three meshes was close to the total number of elements of the meshes 4 and
5 used in the convergence study with SM technique.

37



Processes 2021, 9, 1933

 

  
(a) (b) 

Figure 4. Meshes used in OM (a) Near body, (b) Background mesh.

Table 4. Meshes used in the convergence analysis (OM).

Y+
Size of

First Element [m]
N◦ of Elements

Near Body
N◦ of Elements

Background
Total

Mesh 1 20 0.000254 16,560 174,283 190,843
Mesh 2 10 0.000152 31,680 174,283 205,963
Mesh 3 1 0.000015 59,740 193,159 252,899

3.3. Boundary Conditions and Solver Configuration

The simulations were performed with the commercial software Ansys Fluent V 19.
In both cases (SM and OM), the flow was considered transient, incompressible, turbulent,
and Newtonian. The fluid used in the simulation was liquid water at 20 ◦C. The Reynolds
number based on the chord length ranged between 1 × 105 to 3 × 105 and the inlet velocity
was fixed to 1.5 m/s. Table 5 shows the boundary conditions used in the simulations.
The boundaries named inlet, outlet, top, and bottom correspond to the left, right, upper,
and lower surfaces of the computational domain, as shown in Figure 2. The inlet boundary
had a uniform velocity, which was applied in the normal direction. The inflow turbulence
was estimated using a turbulence intensity of 5% and a length scale of one-tenth of the
chord length (15 mm). Moving wall boundary conditions were used in the upper and lower
surfaces of the computational domain, while, at the outlet, a fixed gauge pressure of 0 Pa
was used. Besides these boundary conditions, both dynamic mesh techniques required a
definition of an interface between the stationary and rotational domains, in the case of the
SM method and between the near-body and background meshes in the OM method.

Table 5. Parameters of the boundary conditions.

Boundary Condition Value

Inlet Velocity Inlet
V = 1.5 m/s

k = 0.0084 m2/s2

ω = 6.11 m/s
Outlet Pressure outlet P = 0 Pa

Top Moving wall V = 1.5 m/s
Bottom Moving wall V = 1.5 m/s
Blades Wall No slip

Table 6 shows the different cases that were simulated for different Tip Speed Ratios
(TSR). The TSR of the turbine was changed by increasing the angular speed of the turbine
from 3.46 to 11.54 rad/s while keeping the inflow velocity fixed at 1.5 m/s. To obtain
stable results, each simulation needed 10 revolutions of the turbine with a time step of
0.001 s, and 30 iterations were performed per time step. According to Rezaiha, a maximum
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azimuthal increment (Δθ) of 0.5◦ was required in the simulation of VAWT in order achieve
a correct time discretization that did not impact the prediction in Cp. In the present study,
a maximum Δθ of 0.66◦ was used and the average value of Δθ used in all the simulations
was 0.43◦

Table 6. TSR and time step used in the simulations.

TSR
Angular Speed

[rad/s]
Time Steps

per Revolution
Time Step

[s]
Δθ (◦)

0.75 3.46 1816 0.001 0.198
1 4.62 1361 0.001 0.264

1.25 5.77 1089 0.001 0.330
1.5 6.92 908 0.001 0.396

1.75 8.08 778 0.001 0.462
2 9.23 681 0.001 0.529

2.25 10.38 605 0.001 0.594
2.5 11.54 545 0.001 0.660

For every time step, the convergence criteria were set to 1 × 10−6 for all the residuals.
The pressure-velocity coupling used in the simulation was fully COUPLED.

For comparison purposes, in both techniques (SM and OM) the turbulence model that
was used was the k − ω SST because of its excellent prediction of the flow for this specific
application, already reported in the literature. Regarding spatial and time discretization,
second order schemes were used for all the equations.

4. Numerical Results

The variable used for the convergence analysis was the total torque generated by the
turbine, which was computed as an average in the last (10th) rotation of the turbine. As it
is shown in Figure 5, the total torque (at a TSR = 2) had a periodic evolution in time with
three peaks per revolution. The same behavior in time was observed for the OM technique
(not shown) but with a lower average value.

Figure 5. Evolution of the torque in time for the different meshes (SM, TSR = 2).
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Figure 6 shows the results of the convergence analysis for both (SM and OM) tech-
niques, which were performed for a TSR of 2. It was clear that both techniques showed an
asymptotic tendency in their results with meshes higher that 200 k elements, but with a
difference of approximately 15% in the predicted torque between the two techniques. It was
also observed that the OM method had a faster convergence than SM. It was clear that
both techniques arrived at the asymptotic region in the last two meshes, so that this faster
convergence was not related to the number of meshes used in the convergence analysis,
but in the capability of reaching the asymptotic region with few changes in the total number
of elements. The influence of the refinement of the background mesh was also studied (not
shown), but it was found that increasing the number of elements of the background mesh
did not have a great impact on the predicted torque.

Figure 6. Convergence results for both techniques at TSR = 2.

Table 7 shows the difference in the predicted torque between consecutive meshes used
in the convergence analysis in both techniques. The criterion for selecting the appropriated
mesh was based on a difference between consecutive meshes of less than 2%. Based on this
criterion, Meshes M4 and M2 were selected to perform the rest of the simulations using SM
and OM techniques, respectively.

Mesh 5 (SM) and Mesh 3 (OM) were run using the same computational resource in
order to establish an approximate relative computational cost. It was found that for a
TSR = 2, using the same numerical setup, the CPU time of OM was approximately 10%
higher than SM. No comparison was done with respect to computational resources used
such as RAM and processor performance during the simulation.

Table 7. Differences in the average torque between the meshes.

SM Diff OM Diff

M1–M2 7.8% M1–M2 17.2%
M2–M3 9.8% M2–M3 1.6%
M3–M4 3.5%
M4–M5 0.5%

Regarding the prediction of the performance of the turbine at different TSRs, both
techniques predicted comparable results, as shown in Figures 7 and 8. However, the SM
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technique always predicted higher values of the torque and the power coefficient in
comparison to OM in the range of TSR between 0.75 and 2. For TSRs higher than 2, the OM
method predicted higher values for both torque and power coefficient (CP) in comparison
to SM. It was also clear that the SM technique predicted a peak in the torque at a TSR
of 1.5, while for the OM method the peak occurred at a higher TSR (1.75). The highest
torque predicted by SM was 39 Nm, while for OM it was approximately 32 Nm. For TSRs
lower than 0.75, both methods predicted that the turbine did not generate a torque so that
a starting mechanism was required.

 
(a) 

 
(b) 

Figure 7. Turbine performance based on the generated torque (a) Nm, (b) CM.
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A very interesting result was that both methods (SM and OM) agreed in the prediction
of the peak performance of the turbine in which the peak CP was achieved close to a
TSR = 2 (see Figure 8). It was also observed that the curves predicted by both methods
had very similar tendencies and shape. The maximum power coefficient predicted by
both methods was close to 0.35, which is a value typically expected for small-size VATs.
By performing a simple calculation, it was possible to estimate the highest power that the
design turbine could provide if it was operated at a free stream velocity of 2.2 m/s (max
speed according to the design calculations). The maximum power that this turbine could
generate in such condition is 1040 W according to the SM method and 910 W according
to the OM method; both predictions were very close to the maximum power used in the
design calculations.

Figure 8. Power coefficient as a function of TSR.

Unfortunately, for the present case, there were not available experimental results for
the single rotor, as the turbine was installed on site with the diffuser without being tested
first in an equipped laboratory. Nevertheless, the complete floating station was tested in a
small dam as it was towed by a boat. It is well known that the experimental data in these
kinds of on-site tests have large uncertainties, but the maximum power measured at a boat
speed of 1.05 m/s was approximately 99 Watts, which corresponded to a Cp value of 0.35.
This value agreed very well with the peak performance predicted by the OM technique.

On the other hand, a qualitative comparison of the fluid flow visualization between
both methods will be shown using the vorticity, velocity, and pressure fields near the
turbine. Figures 9 and 10 show the instantaneous vorticity field close to the turbine in the
last revolution for several azimuthal angles (based on the blade marked as A) for both
OM and SM techniques. At a first glance, the figures marked as (a), (c), and (e) look alike
in the region close to the turbine but some differences were observed in the far wake
as it was convected downstream. It is clearly shown that the resolution of the vortical
structures that were generated due to the rotation of the turbine was higher in the OM
method than in the SM method, even though both methods used the same number of
elements. This observation is related to the advantage that the OM technique has due to
the structured meshes used in the background and near-body. Both methods predicted
the vortex shedding at the same azimuthal angle (between 135◦ and 195◦) with a vortex
with a very similar intensity when it separates from the blade. This shed vortex was
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convected downstream as it diffused to form the wake; in the SM technique, the vortex
diffusion happens more rapidly than in the OM technique due to the resolution of the
mesh (may be also the interface connection). A very interesting observation is that both
methods predicted that the shed vortex would not strongly interact with the other blades.
This phenomenon is connected to the geometry of the airfoil used in the blade. In other
studies in which NACA profiles were used (see references [5,21,33,34]), this interaction
was very strong, which directly affected the generated power of the turbine. Although
both techniques predicted the same behavior of the vorticity, the overset mesh presented
a higher resolution, details of the vortices, and unsteadiness of the flow in the near and
far wake.

 

Figure 9. Instantaneous vorticity field for OM at TSR = 2 and different azimuthal angles: (a) 15◦,
(b) 75◦, (c) 135◦, (d) 195◦, (e) 255◦, (f) 315◦.
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Figure 10. Instantaneous vorticity field for SM at TSR = 2 and different azimuthal angles: (a) 15◦,
(b) 75◦, (c) 135◦, (d) 195◦, (e) 255◦, (f) 315◦.

Figure 11 shows a comparison of the instantaneous velocity magnitude contour of
the flow near to the turbine at an azimuthal angle of 15◦ for both SM and OM at TSR = 2.
It was observed that close to the surface of the blades the gradients of the velocities were
correctly predicted by both methods. The main differences were related to the resolution
of the wake of the blades and the wake of the turbine. OM showed a better resolution
of the wake of the turbine including the unsteadiness of the shear layers in the edge of
the wake. This observation was completely smeared out in the case of SM. In general,
the width of the wake is always larger in SM than OM; this is in agreement to the higher
CM results in the SM technique. Similar observations can be done for the instantaneous
pressure fields, which are shown in Figure 12. The distribution of pressure along the blades
surface looked very similar between both models. For SM, the position of the interface
between the stationary and rotating mesh seemed to have an impact on the definition of
the pressure gradients. It was very clear that the definition of the low-pressure regions
related to the shed vortices was better captured by the OM technique.
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(a) (b) 

Figure 11. Instantaneous velocity magnitude field at TSR = 2 and azimuthal angle of 15◦for (a) OM
and (b) SM.

  
(a) (b) 

Figure 12. Instantaneous pressure field at TSR = 2 and azimuthal angle of 15◦for (a) OM and (b) SM.

5. Conclusions

A comparison of two of the most common dynamic mesh techniques used in CFD
applied to the modelling of hydrokinetic turbines was presented and discussed. For this
comparison, two CFD models were implemented, one using the sliding mesh technique
and the other one using the overset mesh technique. For a fair comparison, both models
were two-dimensional and several parameters were kept similar in both models such as
computational domain size, boundary conditions, turbulence model, turbine size, blade
geometries, total number of elements, and grid resolution (y+) close to the blades’ surface.
The implemented model was based on a 1-kW hydrokinetic turbine design by e.Ray
Europa GmBh with the purpose to be used in rivers of low to medium stream current
velocities. Since little information was found in the literature regarding best practices for
mesh generation and convergence analysis when using dynamic meshes, the present paper
proposed a first approximation in this direction for both SM and OM techniques.

Numerical results of the convergence analysis for both (SM and OM) techniques
showed an asymptotic tendency in their results with meshes higher that 200 k elements,
but with a difference of approximately 15% in the predicted torque. An interesting observa-
tion was that the OM method had a faster convergence than SM. Regarding the prediction
of the performance of the turbine at different TSRs, both techniques predicted comparable
results. It was observed that the SM technique tended to predict higher values of the torque
and the power coefficient in comparison to OM. It was also clear that the SM technique
predicted a peak in the torque at a TSR of 1.5, while, for the OM method, the peak occurred
at a higher TSR (1.75). Both methods also agreed in the tendency and shape of the CP curve,
and the prediction of the peak performance of the turbine was very similar and close to
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a TSR = 2. The maximum power coefficient predicted by both methods was close to 0.35,
which is a value typically expected for small-size VATs.

Regarding the resolution of flow dynamics’ properties such as vorticity, velocity,
and pressure fields, the OM technique showed better performance than SM. The dynamics
of the wake including the width of the wake and the unsteadiness were better captured
with the OM technique using the same number of elements. Regarding the computational
cost, it was found that, for a TSR = 2, using the same numerical setup and approximately
the same number of elements, the CPU time of OM was approximately 10% higher than
that of SM.
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Abstract: The Archimedes/Archimedean screw generator (ASG) is a fish-friendly hydropower
technology that could operate under a wide range of flow heads and flow rates and generate power
from almost any flow, even wastewater. The simplicity and low maintenance requirements and
costs make ASGs suitable even for remote or developing areas. However, there are no general
and easy-to-use guidelines for designing Archimedes screw power plants. Therefore, this study
addresses this important concern by offering a simple method for quick rough estimations of the
number and geometry of Archimedes screws in considering the installation site properties, river flow
characteristics, and technical considerations. Moreover, it updates the newest analytical method of
designing ASGs by introducing an easier graphical approach that not only covers standard designs
but also simplifies custom designs. Besides, a list of currently installed and operating industrial
multi-Archimedes screw hydropower plants are provided to review and explore the common design
properties between different manufacturers. On top of that, this study helps to improve one of the
biggest burdens of small projects, the unscalable initial investigation costs, by enabling everyone to
evaluate the possibilities of a green and renewable Archimedes screw hydropower generation where
a flow is available.

Keywords: design Archimedes screw hydropower plant; quick estimation method; Archimedean
screw; fish safe/friendly; multi-ASG; hydropower plant; hydro power plant; small/micro/pico/low
head hydro power plant

1. Introduction

Hydropower is among the most efficient and reliable renewable energy resources [1]
and offers significant value for a sustainable future [2]. Hydropower plants can be classified
as in Figure 1 [3] based on the electrical generating capacity. It is estimated that small
hydropower plants generate about 10% of global hydropower [3]. Hydropower plants
that utilize the natural flow of water in a run-of-river (ROR) configuration [4] usually have
small or no reservoirs. The lack of a large, actively-controlled reservoir minimizes flooding
land and soil destruction, greenhouse gas emissions, as well as environmental [5] and
social impacts [6]. However, the resulting reduction in control of river flow can result in
more variable or poorly timed power generation [6].

The Archimedes/Archimedean screw was one of the earliest hydraulic machines [7].
It is made of one or more helical arrays of blades wrapped around a central cylinder [8] and
supported within a fixed trough with a small gap that allows the screw to rotate freely [6].
Using Archimedes screws as water pumps dates back many centuries. As a modern
application, Archimedes screw pumps (ASP) have been regularly used in wastewater
treatment plants. The earliest patent involving using a screw in hydro power plants
dates back to 1922 [9], but examples of application of Archimedes screw generator (ASG)
technology date back only to the 1990s [10]. The Archimedes screw is theoretically a
reversible hydraulic, and there are examples of single installations where screws can be
used alternately as pumps and generators [11]. The flexibility, mechanical simplicity,
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ease of use, low operation demands, and maintenance costs make Archimedes screws a
practical choice for sites where other types of turbines may not be feasible [6]. Some of
these conditions are discussed below.

Figure 1. Classification of hydropower plants based on the installation capacity.

ASGs are safer for aquatic life (especially fish) than other hydropower turbines [12–19].
Since large living organisms such as fish can pass through ASGs, there is no surprise
that sediment and small debris can pass through ASGs as well. This advantage enables
ASGs to generate power from almost any flow, even unconventional sources such as
wastewater that are often not appropriate for conventional hydro turbines [6,20–22]. Since
Archimedes screw turbines run in open channel flow, theoretically, small hydropower
could be considered as an alternative to the energy dissipator hydraulic structures [23] to
make use of the flow energy and offer the added value of power generation.

The Archimedes screw properties can be scaled considering the available volumetric
flow rate and installation site specifications. ASGs can be designed to operate in a wide
range of flow rates (currently from 0.01–10 m3/s) and flow heads (currently from 0.1–10 m).
Currently, PicoPica-10 is the smallest known commercial ASG [6,24]. PicoPica also is
claimed as the world’s first easily portable ASG due to its small dimensions and 17.5 kg
weight [24–26]. The largest screw diameter known to the author at the time of publication
is 5 m, as in the “Widdington Plant” [6]. In terms of length, the Hasselt hybrid (pump and
turbine) screws are claimed as the largest hybrid Archimedean screws in the world [27]. In
terms of power, manufacturers have announced single screws that can pass flow rates as
high as 15 m3/s and generate up to 800 kW of power [28]. In terms of the largest number
of installed parallel screw generators, currently, the largest known number is six parallel
Archimedes screws in hydropower plants such as Marengo (in Goito, Italy) [6], Rosko (in
Rosko, Poland) and Steinsau (in Alsace, France) which are all listed in Table 2.

In addition, it is possible to run an ASG with flow rates less or more than the optimal
design volume flow rate. Studies show that ASGs can handle flow rates even of up to
20% more than optimal filling without a significant loss in efficiency [29]. When there are
large fluctuations in flow rate, or when the conditions are not perfect for a single fixed
speed screw, using variable-speed ASGs or installing more than one screw are ways to
potentially better utilize available flow at a wider range of sites.

The simplicity of this technology and low maintenance requirements and costs makes
ASGs suitable even for remote or developing areas with no, expensive or limited access
to the electricity grid [6]. Such remarkable flexibilities make ASGs good candidates to up-
grade or retrofit existing developments to make current developments sustainable or more
sustainable by offering added values such as power generation [6]. Therefore, it dramati-
cally increases the number of sites suitable for green and renewable hydroelectric power
generation and makes ASGs among practical options in sustainable developments [6,22].
For example, there are about 280 sites with a head less than 5 m and less than 200 kW
power generating capacity within Ontario [30] and using ASGs to utilize this potential
could result in about 16 MW of additional total power generating capacity of [22].

Operating ASGs at their most mechanically efficient operating condition is not nec-
essarily the most financially efficient since it may not essentially lead to generating the
highest amount of overall energy [31]. Using more than one ASG may lead to easier
maintenance, more flexible operation plans and utilize the available volume of flow more
efficiently. However, there are still no general and easy-to-use guidelines for designing
Archimedes screw power plants using more than one ASG. In fact, still there are no general
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and easy-to-use guidelines for designing Archimedes screw power plants and most studies
focused on designing the Archimedes screws.

In terms of the design of screws, some analytical methods have been developed
for Archimedes screw pumps (ASP) [32]. However, several design aspects of ASPs re-
main on experience [33]. In designing Archimedes screw generators (ASG), the lack of
analytical guidelines was so serious that usually listed among the important ASGs dis-
advantage [6,33]. Currently, the designs are highly dependent on the experience of the
designer [34]. In non-English design literature of ASGs, the well-known studies are Brada
(1996) [29], Aigner (2008) [35], Schmalz (2010) [36], Lashofer et al. (2011) [37], and Nuern-
bergk’s (2020) book [38]. The well-known English studies are made by Rorres [39] and
Nuernbergk and Rorres [34]. However, none of these methods is easy to understand and
implement [6], particularly for the initial estimations and the early stages of designing the
ASG hydropower plants.

Dragomirescu (2021) proposed a method to design ASGs using a regression method [32].
This method is easier to understand and implement, but the empirical nature of the used
regression method, especially for such limited case studies, may affect the generality of
the model. YoosefDoost and Lubitz (2021) proposed an easy-to-understand and imple-
ment analytical model for designing Archimedes screw generators [33]. The comparison
of this method with Dragomirescu (2021) for the same cases indicates a slightly better
performance. Moreover, comparisons indicate a reasonable agreement of YoosefDoost and
Lubitz (2021) method results with a wider range of industrial ASGs designed by different
manufactures [33].

Therefore, this study focuses on addressing this important concern by offering a simple
method for quick, rough estimations of the number and geometry of Archimedes screws
in considering the installation site properties, river flow characteristics, and technical
considerations. It provides an update to the YoosefDoost and Lubitz (2021) analytical
method for designing ASGs by introducing slightly different equations based on the same
concept to offer a simpler graphical approach that accelerates and eases the design of
single and multi-ASG hydropower plants’ initial design estimations. The new graph offers
three times more ASG design combinations that not only cover standard designs but also
simplifies custom designs. Then a simple method for quick rough estimations of the
number and geometry of Archimedes screws is proposed considering the installation site
properties, river flow characteristics, and technical considerations. This study also provides
an update to the new ASG records to provide a better understanding of the advancements
and the current possibilities in this technology. A list of currently operating industrial
multi-Archimedes screw hydropower plants is compiled to support the exploration of the
common design properties that are used by different manufacturers. This study helps us to
improve one of the biggest burdens of small projects, the unscalable initial investigation
costs, by enabling everyone to evaluate the possibilities of green and renewable Archimedes
screw hydropower generation where a flow is available.

2. Methods and Materials

2.1. Design Parameters of Archimedes Screws

The most important dimensions and parameters required to define the Archimedes
screws are represented in Figure 2 and described in Table 1. Archimedes screw design
parameters can be categorized as external (DO, L, and β) and internal (Di, N, and S)
parameters. Generally, the screw installation site location properties and the passing
volumetric flow rate determine the external parameters and the screw performance can
then be optimized by adjusting the internal parameters [39].

51



Processes 2021, 9, 2128

Figure 2. Required parameters to define Archimedes screw geometry [6,40].

Table 1. Archimedes screws’ geometry and operating variables.

Parameter Description Unit Variable Description Unit

L Length of the screw (m) ω Rotation speed of screw * (rad/s)

DO Outer diameter of the screw (m) hu Upper (inlet) water level (m)

Di Inner diameter of the screw (m) hL Lower (outlet) water level (m)

S
Screw’s pitch or period [39] (The distance
along the screw axis for one complete
helical plane turn)

(m) Q
Volumetric flow rate passing through the
screw (m3/s)

Number of helical planed surfaces (also
called blades, flights or starts [39]) (1)

Ratio Description Unit

N
δ

Inner to outer diameter ratio
δ = Di/DO

(1)

β Inclination Angle of the Screw (rad) σ
Pitch to outer diameter ratio
σ = S/DO

(1)

Gw The gap between the trough and screw. (m) Ξ
Dimensionless inlet depth
Ξ = hu/DO cos β (1)

* Note: In the fixed speed Archimedes screws rotation speed is a constant.

The installation level (position) of the screw(s) relative to the dam crest or expected
level of poundage (reservoir) should be defined considering the determined geometry and
optimum inlet level of the Archimedes screw(s). For Archimedes screw generators, it can
be shown that the head (H) is the difference of free surface elevations upstream (ZU) and
downstream (ZL) of the screw relative to the same datum (H = ZU − ZL) [33]. Therefore,
the screw length (L) will be:

L = H/ sinβ (1)

The inclination angle of the Archimedes screw (β) may be limited by the geometry or
slope of the installation site. However, Lashofer et al. [10] confirmed that many current
industrial ASGs are installed at β = 22◦ [10]. Inclination angles less than about 20◦ increase
the length of screw and more than 30◦ lead to or considerably decrease the capacity of the
screw [6].
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Increasing the inclination angle also leads to a faster occurrence of the overflow leakage
and increasing gap leakage. These issues could be managed by increasing the number of
blades [41]. Based on CFD simulations in conjunction with laboratory-scale experiments,
Dellinger et al. proposed that for their particular setup, the optimal inclination angle for
N = 3 is about 15.5◦. The maximum efficiency of the four- and five-bladed screws occur in
inclination angles between 20◦ and 24.5◦, and the highest power was achieved for N = 5,
although it was only marginally higher than N = 4 [41]. However, due to the thickness of
the blades, more blades come at the cost of reducing the bucket sizes as well as increasing
manufacturing costs and challenges. Modern ASGs usually utilize three or four helical
blades (N = 3 or 4). A survey of operating ASG power plants in the UK found that N = 4
was the most common configuration [42]. Lashofer (2012) observations indicate that for
most of Archimedes screw installations N = 3 [10]. Based on Lyons (2014) experimental
observations, there is a considerable reduction in ASGs’ performance for N = 2 [43].
Rosly et al. (2016) based on CFD simulations of non-rotating screws reported that the
number of helix turns (lower is better) are more important than the number of blades so
that, the screws with three helix-turns and N = 3 showed the highest efficiency [44]. Lyons
(2014) and Songin (2017) reported that experimental observations showed no significant
increase in the Archimedes screw generators’ efficiency for N > 3 [43,45]. Based on these
observations, Dragomirescu (2021) concluded N = 3 as the optimal number of blades [32].

2.2. Archimedes Screws Configurations in Hydropower Plants

It is most common to have only one Archemidian screw installed in a power plant.
However, two or more Archimedes screws can be installed in series or parallel to deal with
technical limitations, increase the overall energy generation, easier maintenance, or more
flexible operation plans. Multiple screws can be configured in series or parallel.

2.2.1. Archimedes Screws in Series Configuration

The idea of installing Archimedes screw pumps (ASPs) in series to pump the fluids
into higher levels has been used in practice for a long time (e.g., [46] p. 18). However,
installing ASGs in series to take advantage of low flow rate but high heads is not very
usual. For higher heads, it is most common to utilize other hydropower technologies,
often in combination with a long penstock. However, most hydropower turbines cannot
safely pass sediment or larger objects such as living organisms, especially fish. Therefore,
one can see Archimedes screws as long as 30 m [27] that are currently installed and in
operation (Table 2). However, technical limitations such as bending of long shafts, weight
limits of bearings, etc., can limit the maximum length of Archimedes screws. For example,
for the two 19 m-long Archimedes screws in the Low Wood project, there is a significant
engineering challenge supporting the considerable length and weight of the screw (40 tons)
just with bearings at two contact points, one at the top and one at the bottom of the
screw [47]. To deal with such limitations, theoretically, several ASGs could be installed in
series instead of a very long screw, potentially as a chain of hydropower plants alongside
a river or channel [6]. Such a configuration allows utilization of Archimedes screws at
locations with an available high head when the available volume of flow rate is low.

2.2.2. Archimedes Screws in Parallel Configuration

The parallel installation of ASGs is the most common configuration in multi-ASG
hydropower plants, especially where the volume of flow in a river is so high that a large
ASG is required to make use of that amount of water or when the fluctuations in river
volumetric of flow rate are considerable. Using several screws in parallel could lead to
preventing the technical limitations of a large screw and offers easier maintenance, as well
as more flexible operation plans besides taking advantage of a wider range of flow rates
that could lead to an increase in the overall energy generation.
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Table 2. Hydropower plants using several parallel Archimedes screw turbines. All screws at a plant are identical unless
otherwise noted. Power and flow values are for a single screw at the plant: multiply by the number of screws for total plant
flow and power.

Name No. of ASGs DO (m) H (m) Q (m3/s) P (kW) Location (River) Refs.

Totnes 2 3.7 3.45 6.5 160 Dart, UK [48]

Hannoversch-Münden 2 2.8 2.6 2 35.455 Werra, DE [49]

Low Wood 2 3 7.2 4 200 Leven, UK [47]

Radyr 2 3.5 3.5 11 200 Taff, UK [50]

Künzelsau 2 4.1 1.72 8.95 132 Kocher, DE [51]

Ahornweg 2 2.3 1.45 2 21 Mühlbach, DE [51]

Linton Falls 2 2.4 2.7 2.6 50 Trent, UK [47]

Niklasdorf/Birgl and Bergmeister 2 3.9 3.6 106 Mur, AT [51]

Hausen III Neumatt 2 3.4 5.8 5.5 235 Wiese, DE [51]

Höllthal 2 4.3 2.22 10.5 220 Alz, DE [52]

Gunthorpe Weir 2 4.3 2.03 14.15 165 Trent, UK [53]

Solvay 2 2.3 2 2.5 35 Saja, ES [54]

Linton Plant
2

3 3.2 4.5 110
Ouse, UK [6,55]Linton Lock

Widdington Plant 5 3 14.5 335

Plana 3 4.1 3.5 8.73 220 Vltava, CZ [51]

Crescenzago 3 3.2 2.1 5 75 Lambro, IT [51]

Olen 3 4.3 10 5 360 Albert Canal, BE [51,56]

Ham 3 4.3 10 5 360 Albert Canal, BE [51,56]

Hasselt 3 5 10 5 400 Albert Canal, BE [11,27]

Rosko 6 1.7 4.5 60 Noteć, PL [51,57]

Steinsau 6 1.4 3 30 Ill, FR [51]

Marengo 6 3 1.6 3.7 51 Goito, IT [58,59]

2.3. Case Studies

Analysis of current ASG power plants could help in finding common patterns, gov-
erning rules and important design points to make guidelines. Table 2 details current hydro
power plants using more than one Archimedes screw installed in parallel.

2.4. Evaluation Criteria

In this study, to compare and evaluate the developed equations’ results (i.e., estima-
tions) with the case studies represented in Table 2 (i.e., observations), a combination of
visualizations and statistical tests were conducted. Correlations were evaluated by Pearson
correlation (R), and the relative differences were calculated by the percentage error (PE)
and mean absolute percentage error (MAPE). In the following equations, Oi is the observed
value, Ei is the estimated value, O is the average of the observed data, E is the average
of the estimations, and n is the number of data points in the dataset [40].

In statistics, correlation refers to any statistically significant relationship between two
variables. The Pearson correlation coefficient measures the linear relationship between two
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random variables [60] and describes it in a range between −1 to +1. Values close to +1
indicate a good and direct correlation, while values closer to −1 refer to a good but inverse
relation between datasets. Values near zero indicate a lack of correlation [61]. These ranges
could be represented in percent by multiplying the Pearson correlation to 100. The Pearson
correlation is defined as [62].

R =
∑n

i=1
(
Ei − E

)(
Oi − O

)√
∑n

i=1
(
Ei − E

)2
√

∑n
i=1(Oi − O)2

(2)

The percentage (percent) error (PE) is a dimensionless error measure defined as the
difference between the model estimations and the experimentally measured value:

PE =
Ei − Oi

Oi
× 100 (3)

The mean absolute percentage error (MAPE) is the average of absolute percentage
errors and one of the most common accuracy measures [63] that is recommended in many
textbooks (e.g., [64,65]). MAPE considers errors regardless of their sign, so positive and
negative errors cannot cancel each other. MAPE is calculated as:

MAPE =
100
n

n

∑
i =1

∣∣∣∣Ei − Oi

Oi

∣∣∣∣ (4)

3. Results and Discussion

3.1. Volumetric Flow Rate and Diameter of Archimedes Screws

According to Table 2, current multi-ASG hydropower plants were identified that
are designed for the minimum, maximum, and average total flow rates of 4, 28.3 and
14.5 (m3/s), respectively, for a wide range of hydraulic heads between 1.4 m to 10 m.
Also, the minimum, maximum and average diameter of installed Archimedes screws in
these plants ranges from 2.3 m to 5 m, with an average of about 3.58 m. This is a wide
range of diameters per cubic meter of flow rate (between 0.3 m/m3/s to 1.4 m/m3/s and
0.71 m/m3/s on average). Studies showed that in addition to the screw diameter, the
inlet depth and rotation speed are also important factors in the volumetric flow rate of
ASGs [40].

Figure 3 compares the volumetric flow rate and diameter of installed screws in hy-
dropower plants listed in Table 2. The same size screws are installed in all these hydropower
plants except at Linton Lock, where the two screws are different sizes. It is worth mention-
ing that, as discussed, ASGs could be used to upgrade or retrofit the current developments.
The Linton Lock power plant is an example of a second ASG installed later as an upgrade.

According to Figure 3, many multi-ASG designs follow a relatively similar trend. For
the current multi-ASG hydropower designs, the relationship between the flow rate (Q) and
diameter of the screw (DO) can be described linearly as follows. In this relationship, the
coefficients are optimized using genetic algorithm optimization:

DO = 0.2 Q + 2.2 (5)

where DO must be in meters, and Q must be in m3/s. This equation relates the Archimedes
screw outer diameter (DO) and passing volumetric flow rate (Q) with reasonable accuracy
(R = 69.81%, MAPE = 10.59%).
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Figure 3. Comparison of the volumetric flow rate and diameter of installed screws in hydropower plants listed in Table 2.
All values above are for a single screw.

3.2. Power and Diameter of Archimedes Screws

The available hydraulic power could be calculated by the following equation:

PH = γHQ (6)

Figure 4 compares the potential available hydraulic power that is calculated using
equations with the power that manufacturers estimated that their Archimedes screw
designs could generate (Table 2). In this figure, all values are for a single screw, which
are determined by dividing plant power by the number of screws, except at Linton Lock,
where the two screws are different sizes.

Figure 4. The theoretical available power vs. the power of installed screws published by manufacturers in current
Archimedes screws hydropower plants represented in Table 2.

The efficiency of ASGs depends on many variables, including but not limited to
the screw’s design, installation, operation condition, fill height, rotation speed, etc. [6].
Typically, ASG water-to-wire efficiency is reported between 60% to 80% [66]. However,
some studies reported hydraulic efficiencies of more than 80% in full-load and as high as
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94% in partial-load situations [28]. Nonetheless, with reference to Figure 4, many of the
studied designs follow a relatively similar trend that could be described as:

P = ηγHQ (7)

where γ is the specific weight of water and H is the available hydraulic head. Using the
generalized reduced gradient (GRG) algorithm [67,68] and the represented case studies
in Table 2 to optimize the η as a coefficient indicates that for η = 0.736 the Equation (7)
results are in good agreement with the case studies (R = 97.78%, MAPE = 7.90%). Since
the available hydraulic power at a site is the product of head and flow (Equation), the
coefficient η = 0.736 in Equation (7) suggests that the average efficiency of the plants
based on the manufacturer’s specifications in Table 2 is 73.6%, which is consistent with
expectations from the literature. These results of estimated power by Equation (7) in
comparison with the reported power by the manufacture that also visualized in Figure 5.
In this figure, all estimated values are computed for a single screw, and the actual power
is determined by dividing plant power by the number of screws except at Linton Lock,
where the two screws are in different sizes.

Figure 5. Comparison of the estimated power of each screw vs. the power of each installed screws in ASG hy-
dropower plants.

Figure 6 compares the theoretical available hydraulic power (PH) and the diameter
of the Archimedes screw designs represented in Table 2. Since the size of screws is the
same in almost all power plants, each point represents an ASG hydropower plant, and the
number of installed screws is represented in the parentheses in front of each power plant.
The only exception is for Linton Lock, where the size of two installed screws is different.
Therefore, these screws are distinguished by marking them as (1 of 2).

According to Figure 6, the relationship between the available power and diameter of
these Archimedes screws could be defined in the form:

DO = λ(γHQ)ψ (8)

By using the genetic algorithm (GA) and Table 2 to optimize the constants λ and ψ

results in values of λ = 0.213 and ψ = 0.232 providing reasonable accuracy for these cases
(R = 83.28%, MAPE = 10.64% and MPE = 1.52%).
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Figure 6. The theoretical available power vs. the diameter and number of installed screws in current hydropower plants
represented in Table 2.

3.3. Analytical Equation

YoosefDoost and Lubitz (2021) developed a concept to define the maximum available
area of the screw entrance for any inlet water level, which was called the effective area
(AE) [40]. The required parameters to define AE are represented in Figure 7. Using the
concept of effective inlet cross-section area [40], YoosefDoost and Lubitz (2021) offered an
analytical equation to estimate the overall (outer) diameter of the screw (DO) based on the
volumetric flow rate (Q) for the desired rotation speed (ω) [33]:

DO = 3

√√√√ 16π

σω
(

2θO − sin 2θO − δ2(2θi − sin 2θi)
)Q (9)

θO = π− arccos
(

yO
rO

− 1
)

(10)

θi = π− arccos
(

yi
ri

− 1
)

(11)

Figure 7. Parameters to define AE.
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The simplicity, efficiency and lower cost per watt of single-speed screws make them
advantageous in a steady flow [6]. Single-speed Archimedes screws can operate in a
partially full condition even if the flow rate is not sufficient to fill the screw at its operation
speed [31]. The variable-speed screws are recommended to increase the power generation
when the flow varies, as well as if hydropower is the sole source of electricity or for off-grid
power plants [6]. Lashofer et al. studies [10] showed that many current industrial ASGs
are designed with a rotation speed close to the maximum rotation speed recommended by
Muysken (ωM) [69]:

ωM =
5π

3D2/3
o

(12)

Therefore, for full-scale Archimedes screws running at a fixed rotation speed near ωM,
Equation (9) could be simplified as:

DO =

⎛⎝ 48

5σ
(

2θO − sin 2θO − δ2(2θi − sin 2θi)
)Q

⎞⎠3/7

(13)

Equation (13) could be represented in the form of a power function such as DO = λ Qψ.
Studies showed that for most ASG power plants δ = 0.5 and σ = 1 [10,33,46]. By defining
Θ = 5σ

(
2θO − sin 2θO − δ2(2θi − sin 2θi)

)
/48 the values of λ and ψ will be equal to Θ−3/7

and 3/7 respectively and Equation (13) could be represented in a much simpler form:

DO = Θ−3/7Q3/7 (14)

Q = ΘD7/3
O (15)

The Θ values for different δ and σ for a full range of dimensionless inlet depths
(Ξ) could be determined by using Figure 8. Studies indicates that Equation (14) has
the minimum relative difference with the current operating industrial ASG installations
(δ = 0.5 and σ = 1 [10,33,46]) for Ξ = 69% [33] where Θ = 0.32918.

Figure 8. The corresponding Θ of different δ and σ for a full range of Ξ.

3.4. Evaluation of the Developed Equations

Equations (8) and (14) could be represented in a simplified form by applying the
represented values of λ and ψ constants in Equation (8) and Θ in the analytical Equation (14).
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The simplified version of the developed empirical Equations (5) and (8), as well as the
analytical Equation (14), besides the evaluation results for Archimedes screws based on the
evaluation criteria, are summarized in Table 3. Results of each equation for these cases are
also visualized in Figure 9.

Table 3. Evaluation of equations based on the evaluation criteria.

Equation No. Equation R (%) MAPE (%)

(5) DO = 0.2 Q + 2.2 69.81 10.59

(8) DO ≈ 1.796(HQ)0.232 83.28 10.64

(14) DO ≈ 1.61 Q3/7 74.38 9.69

Figure 9. Graphical comparison of Equations (5), (8) and (14) estimations vs. actual overall diameter of ASG installations.

According to Table 3, Considering the small number of variables required for these
equations, all of them indicate arguably reasonable results. The empirical Equation (8)
shows the highest correlation with the case studies. Although both empirical Equa-
tions (5) and (8) are optimized for the case studies, analytical Equation (14) shows the
highest agreement with the current ASG installations in terms of the relative difference.
Moreover, the analytical Equation (14)’s strong theoretical basis makes it presumably more
reliable and also general.

According to Table 3, Equation (14) estimations have the lowest relative difference
with the case studies represented in Table 2. In addition, Figure 9 indicates many of these
estimations are in the range of ±5% of the relative difference. However, in several cases,
the estimations fall beyond ±10% of the relative difference: according to this figure, the
relative difference of Equation (14)’s estimation for Hannoversch Münden multi-ASG
hydropower plant seems considerable. More investigations indicate that this ASG has a
unique flood protection design that enables it to have a 0◦ to 28◦ adjustable inclination
angle to operate under variable tailwater levels. Therefore, it is probable that the published
data for this ASG is not under a conventional operation condition [33,49]. For the Radyr,
the manufacturer published details are roughly [50]. For Gunthorpe Weir Hydro Scheme,
Q95 is reported as 28.33, which is according to the published data used in Table 2. However,
reviewing the Fisheries and Geomorphology Assessment documents indicates that each
screw is designed for 10 m3/s [53]. Using this flow rate and Equation (7) results in much
less relative difference for this power plant (PE = 0.44%).
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The unique design could be considered as one of the important reasons for the high
relative differences between Equation (14) estimations for the Ham and Olen hydropower
plants. These screws are installed on the Albert Channel in Ham and Olen in Belgium.
These screw designs are unique not only because of their length (21.6 m) but also because
they are compact, switchable Archimedes screws. These screws have a unique design
to operate as ASPs (780 kW pumping operation) and ASGs (360 kW power generating
operation) [56].

The highest relative difference of Equation (14) estimations is for the longest hybrid
Archimedean screws in the world, installed on the Albert Canal in the Hasselt hydropower
plant. With the remarkable length of 30 m, these ASGs have the most unique designs in
the case studies. A hydraulically operated jacket valve is used to switch from pump and
turbine mode. In ASP mode, each of these hybrid Archimedes screws can pump 5 m3/s
over a head of more than 11 m (installed power 800 MW) during dry seasons and drain
5 m3/s over a head of 10 m to generate 400 MW of energy in wet seasons [27].

4. A Quick Design Guideline for Archimedes Screw Power Plants

In developing hydropower plants, the site and connection assessment expenses,
geotechnical, electrical, and civil engineering costs, as well as licensing or approval fees,
are among the fixed or semi-fixed soft costs. Many of these activities are carried out just
as larger projects. Therefore, regardless of the amount of power that could be generated,
these costs are almost the same and so become disproportionate for small projects. For
example, these costs are almost the same for 7.2 kW and 150 kW ASG hydropower power
plants [70]. However, there are situations that some or several costs could be reduced, at
least for initial investigations. For example, when a small dam or weir exists (i.e., upgrade
retrofit). Moreover, the results of the analysis of the current multi-ASG hydropower plants
help to make some rough estimations. Here are some guidelines for rough estimations of
Archimedes screw hydropower plants:

4.1. Determination of the ASG Configuration

- For the known available average flow rate and head, Equation (7) could be used for
rough estimations about the possible amount of power that could be generated.

- If the estimated power is less than the requirements, site properties could be checked
to evaluate the possibilities of the series configuration of ASGs. e.g., to take advantage
of low flow rates but reasonable available heads, ASGs could be installed in series to
deal with technical considerations of a very long ASG.

- To take advantage of high flow rates, instead of a very large (in diameter) and heavy
ASG, it is possible to install ASGs in parallel. This approach could help to reduce the
challenges of technical limitations and offers several advantages.

- For very low flow rates and heads, using industrial pico-ASGs available in the market
may facilitate the process or even save some costs. For example, currently, pico-ASGs
can generate up to 500 W with a flow rate as low as 0.1 m3/s and 0.7 m of the head
(more information is available in [6]). Obviously, several units of such screws could be
used in parallel or in series to take advantage of higher flow rates or available heads.
For higher flow rates and heads, custom ASGs designs could be more efficient options.
For example, Fletcher’s Horse World Archimedes Screw can generate up to 7.2 kW
using a design flow rate, head and outer diameter of 0.536 m3/s, 1.7 m [71,72] and
1.39 m [73], respectively.

4.2. Estimation of Archimedes Screws Design Properties

1. Determine the site properties: the river’s historical data or hydrograph for the volu-
metric flow rate (Q) and the site geometry to find the appropriate head (H) and the
Archimedes screw inclination angle (β). Studies show that many ASGs are installed
at β = 22◦ [10].
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2. Determine the maximum and minimum overall diameter of the screw (Dmax, Dmin)
based on the site properties and the Archimedes screw hydro power plants design
assessments proposed in Section 5-1 of [6].

3. Use Equation (1) to determine the screw(s) length.
4. Use the historical dataset of the river’s flow rate to determine the flow duration curve

(FDC). The probability that a system will take on a particular value or collection
of values could be described by a mathematical expression which is known as a
distribution function. The cumulative distribution function (CDF) of a variable for
a value is the probability that this variable will take values less than or equal to this
value [74]. Therefore, for a time series with n items, for item i with m items equal or
bigger than it:

pi =
m
n

× 100 (16)

In an FDC, the horizontal axis pi represents the percentage of the period that the flow
rate is more than or equal to its corresponding flow rate represented in the vertical axis.
Usually, the flow exceeding for 95% of the period (Q95) is considered as minimum river
flow rate. It is important to note that considering the regulations, hydropower plants may
need to bypass a portion of flow for aesthetic, ecological, environmental, or other purposes.
This flow is called reserved, residual, compensation, prescribed or hands-off flow and
should be deducted from the available flow rates.

5. Use the volume of flow rate that is provided on the flow duration curve (e.g., Q95)
and use Equation (14) to estimate the corresponding diameter of the screw for this
flow rate (DO).

6. Check the estimated diameter:

- If Dmin ≤ DO ≤ DMAX, go to step 7.
- If DO < Dmin use a higher volume of flow rate (e.g., Q90) and repeat step 6.
- If DO > Dmax, several approaches could be considered:

� Identical screws: divide the volume of flow rate by i = 2 and follow
the process from step 6. If it ends to DO > DMAX again, repeat it for
i = i + 1 until the condition passes. Then use the analytical Archimedes
screw design method that is offered in [33] to design the screw. In this
approach, “i” Archimedes screw generators with the same geometry will
be designed to handle this flow rate. The advantage of this approach is
that similar screws are easier to build, operate and maintain.

� Design based on the maximum diameter: design the screw for DO = Dmax
and use the analytical Archimedes screw design method that is offered
in [33] to design the Archimedes screw generator. Then use Equation (15)
to estimate the volumetric flow that passes through this screw and design
the next Archimedes screw by following the process from step 6 for the
remaining volume of flow rate. This approach could lead to reducing the
number of Archimedes screws.

� Trial and error: consider a higher probability that means a lower flow
rate (e.g., Q97.5 instead of Q95) and do and follow the process from step 6
and perform a trial and error. This approach could lead to an increase
in the design of Archimedes screw turbines with higher reliability in
generating power.

7. To utilize the remaining available volumetric flow rate, more Archimedes screws
could be designed (parallel ASG power plants). The next flow rate to design the screw
could be selected from the FDC based on the desired step size (Δ). For example, for
the previous design flow rate of Qn choose the next flow rate Qn−Δ which is the flow
exceeding for n − Δ % of the period and continue the design starting from step 5.
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8. The design process should be halted based on logical constraints. For example, for
economic reasons designing screws for volumetric flow rates less than the certain
probability (e.g., Qlimit) is not reasonable. Or, due to site limitations, there may be
some restrictions such as the total area of the power plant (the minimum required area
to install the Archimedes screw generators is equal to the sum of the diameter times to
the length of each screw. If it goes beyond the installation site limitations, some of the
screws designed for flow rates with lower probabilities could be cancelled. In such
conditions, an optimized larger screw for the flow rates with the highest probabilities
or using variable speed screws could be considered as alternative solutions to utilize
more flow rate).

9. Use Equation (7) to estimate the possible amount of power that each ASG can generate.
Then, estimate the ideal overall power that the Archimedes screw hydropower plant
could generate.

POverall = ∑ piPi (17)

Figure 10 summarizes this guideline as a flow chart.

Figure 10. The guideline for quick estimations of Archimedes screw power plants design.
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5. Conclusions

This study focuses on offering a simple method to address the important lack of a
general and easy-to-use guideline for designing Archimedes screw power plants using
more than one ASG. Then, a detailed design study should be undertaken on the ASGs
suggested by this process’s estimations. In addition, this study helps to address one of the
significant burdens of small projects, the unscalable initial investigation costs.

Moreover, this study updates the records of the currently installed Archimedes screw
generators and provides a better understanding of the advancements and the current
possibilities in this technology. It also provides a list of currently installed and operating
industrial multi-Archimedes screw hydropower plants in order to review and explore the
common design properties between different manufacturers. Therefore, several empiri-
cal equations are proposed and optimized using the genetic algorithm and generalized
reduced gradient. Moreover, this study provides an updated version of a new analytical
method for designing Archimedes screws and offers a new graph that not only supports
standard designs but also accelerates and simplifies custom designs. The evaluation of
these equations with the list of industrial ASG installations provided indicates they have
reasonable accuracy.

The proposed method enables everyone to evaluate the possibilities of green and
renewable Archimedes screw hydropower generation where a flow is available and helps
to make many potential sites feasible to study for this.
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Abbreviations

The following symbols are used in this paper:
Notation

AE Effective cross-sectional area at the screw’s inlet (m2)
Di The inner diameter of the Archimedes screw (m)
DO The outer diameter of the Archimedes screw (m)
Ei The estimated value
¯
E The average of the estimations
hu Upper (inlet) water level of the screw (m)
hL Lower (outlet) water level of the screw (m)
H The available head (m)
Gw Gap width (The gap between the trough and screw) (m)
L The total length of the screw (m)
MAPE The mean absolute percentage error (%)
n The number of data points in the dataset
N Number of helical planed surfaces (-)
Oi The observed value
O The average of the observed data
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PE The percentage (percent) error (%)
Q Total flow rate passing through the screw (m3/s)
r Radius (m)
R Pearson correlation (%)
S Pitch of the screw (Distance along the screw axis for (m)

one complete helical plane turn)
yi The fill height of the inner diameter of the screw at the inlet (m)
yO The fill height of the screw at the inlet (m)
ZU The free surface elevations at the upstream (m)
ZL The free surface elevations at the downstream (m)
β The inclination angle of the screw (rad)
γ The specific weight of water (N/m3)
δ The screw’s pitch to outer diameter ratio (S/DO) (-)
η The average efficiency of the ASGs based on manufacturer’s

specifications in Table 2 (η = 73.6%)
Δ Step size (%)
Θ A constant accounting for screw geometry and fill level (m2/3s−1)
θ Angle of sector (rad)
λ The constant value in the power function form
σ The screw’s inner to outer diameter ratio (Di/DO) (-)
Ξ The dimensionless inlet depth of the screw (-)
ψ The value of power in the power function form (-)

of diameter equation
ω The rotation speed of the screw (rad/s)
ωM The maximum rotation speed of the screw (Muysken limit) (rad/s)
Subscripts

i inner
min minimum
Max Maximum
O Outer
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Abstract: This paper presents computational fluid dynamics (CFD) simulations of the flow around
a horizontal axis hydrokinetic turbine (HAHT) found in the literature. The volume of fluid (VOF)
model implemented in a commercial CFD package (ANSYS-Fluent) is used to track the air-water
interface. The URANS SST k-ω and the four-equation Transition SST turbulence models are employed
to compute the unsteady three-dimensional flow field. The sliding mesh technique is used to rotate
the subdomain that includes the turbine rotor. The effect of grid resolution, time-step size, and
turbulence model on the computed performance coefficients is analyzed in detail, and the results
are compared against experimental data at various tip speed ratios (TSRs). Simulation results at the
analyzed rotor immersions confirm that the power and thrust coefficients decrease when the rotor
is closer to the free surface. The combined effect of rotor and support structure on the free surface
evolution and downstream velocities is also studied. The results show that a maximum velocity
deficit is found in the near wake region above the rotor centerline. A slow wake recovery is also
observed at the shallow rotor immersion due to the free-surface proximity, which in turn reduces the
power extraction.

Keywords: computational fluid dynamics; volume of fluid; transition SST k-ω turbulence model;
sliding mesh; wake

1. Introduction

Hydraulic energy sources around the world are primarily used on large hydroelectric
plants which provide electricity to densely populated areas. Colombia is rich in water
resources with large hydropower schemes covering roughly 79% of the energy generation
(54,532 GWh, data of 2019), while the remaining 21% mainly comes from coal and gas
sources which both come at a high environmental cost [1]. The hydropower schemes are
generally conventional hydroelectric dams which use a reservoir and dam set-up, and also
run-of-the-river hydroelectricity which have no reservoir, similar to the world-renowned
Hoover dam on the border between the states of Nevada and Arizona, USA [2]. The
construction of conventional hydropower schemes poses a risk to the environment and
nearby communities. The under-construction 2.4 GW Ituango hydroelectric project will be
the largest hydropower plant in Colombia. One of Ituango’s auxiliary diversion tunnels
collapsed in 2018; the water had to be diverted to prevent the overflow of the dam and
spillway. The resulting high-speed flow in the adduction tunnels produced rock instabilities
that compromised the integrity of the whole structure [3]. The population of Colombia
is expected to grow by 12% in 2050 [4], which will further increase the challenges in
supplying sustainable renewable energy to the entire country and in reducing greenhouse
gas emissions.
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In Colombia, energy supply issues predominately affect isolated regions located away
from the main electricity supply network. Alternative methods of energy generation
from renewable resources offer a promising solution to tackle social inequality as well as
reducing environmental impacts, such as air and water pollution and climate change due to
the carbon emissions, and they would also reduce the local dependency on fossil fuels. The
full potential of all types of renewable resources needs to be fully explored and integrated
with novel solutions, such as hydrokinetic turbines. This technology does not require
the use of large areas of land, contrary to conventional hydropower, while also being a
significantly cheaper alternative due to the portability of hydrokinetic turbines as single
assembled units, which facilitates deployment and maintenance [5]. To date, horizontal
axis turbines have been preferred for large rivers due to their mature development owing to
the wind industry. However, these devices are restricted to high-velocity regions and deep
waters which are not always available in a riverine environment. It is therefore necessary to
study the effect of rotor depth on the overall performance of horizontal-axis hydrokinetic
turbines (HAHT), both experimentally and computationally. The work presented in this
paper investigates the free-surface-turbine-wake interaction using computational fluid
dynamics (CFD).

The most common numerical approaches to predict the rotor performance of HAHTs
are borrowed from wind energy engineering. The BEM (blade-element momentum) theory,
also referred to as strip theory, combines the balance of linear and angular momentum with
the aerodynamic forces exerted on a blade section. BEM theory requires the knowledge of
aerodynamic coefficients and the calculations of the axial and angular induction factors
at the blade section. This information is used to integrate the balance equations along the
blade length to estimate the total power from the rotor at the specified angular and flow
velocities [6,7]. BEM theory can be used to estimate the performance of a HAHT when
the rotor is well submerged into the water, so the rotor and free surface interaction can be
neglected. Batten et al. [8] compared BEM results of thrust and power coefficients at various
tip-speed ratios (TSR) with the experimental data of a laboratory-scale horizontal axis tidal
turbine tested in a cavitation tunnel. Simulation results showed good agreement for power
coefficient in the TSR range from 3 to 7; BEM underpredicted the thrust coefficient for
the analyzed pitch angles. Similarly, Danao et al. [9] performed calculations with the
open-source blade element momentum solver Qblade; and a good agreement was found
for the power coefficient.

The actuator disk method (ADM) and the actuator line method (ALM) are two novel
simulation techniques commonly used to simulate horizontal axis wind turbine rotors.
In the ADM, the rotor is substituted by a non-rotating disk with the same area swept by
the blades. A body-force term in the disk region is defined to account for the extraction
of fluid momentum by the rotor [10]. Contrary to ALM, ADM is not able to reproduce
root and tip vortices. i.e. the actuator disk just accounts for large-scale effects on the flow.
Silva dos Santos et al. [11] used the ADM implemented in the commercial CFD software
ANSYS-Fluent to simulate the wake characteristics of a hydrokinetic farm on a portion of
the Brazilian Amazon river. In ALM, the complex geometry of rotor blades is simplified to
a set of rotating lines. Distributed point forces are defined along those lines (actuator lines)
to iteratively compute the loadings using BEM and available airfoil data with submodels
for dynamic stall situations [12,13]. Next, the forces are projected onto the computational
domain to account for the effect of rotating blades on the flow field. ALM avoids the
computation of the blade boundary layer and the implementation of rotating meshes. The
ALM technique has been successfully used to estimate the rotor performance and the wake
behind wind turbines [14]. ALM combined with LES (large-eddy simulation) was used by
Baba-Ahmadi and Dong [15] to simulate the flow through a horizontal axis tidal stream
turbine. Axial velocity and turbulence intensity profiles behind the turbine at the rotor axis
height showed good agreement with experimental results, although the velocity deficit
was slightly overpredicted in the far wake. This study did not consider free-surface effects,
i.e., it was a single-phase flow computation.
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The number of investigations seeking to clarify the effects of the free surface on
HAHT performance and wake dynamics is still limited. A complete CFD model of HAHT
must include a fully resolved blade geometry and the definition of a rotating region that
encloses the rotor in the computational domain. Tracking the interface requires the use of a
multiphase framework, which further increases the computational cost. Disregarding the
free surface in a computational approach can lead to significant differences in the predicted
turbine performance. For a Darrieus turbine, Hocine et al. [16] reported an increment of
42.4% in power output and a 26.6% higher thrust when the free surface was neglected.

Previous computational and experimental studies have shown a decrease in thrust
and power output by bringing the turbine closer to the free surface. Bahaj et al. [17]
experimentally reported a reduction in power and thrust of approximately 8.8% and 4.5%,
respectively, by taking the rotor to a blade tip immersion from 0.55D to 0.19D (D is the
rotor diameter). Yan et al. [18] implemented a computational free-surface flow framework,
with a novel level-set re-distancing technique and sliding interface, to perform three-
dimensional, time-dependent simulations of a horizontal-axis tidal turbine. A turbulence
model was not incorporated in their numerical approach. Results of power of thrust
coefficients suggested the existence of a minimum immersion depth for optimal turbine
operation. Conversely, Kolekar et al. [19] reported an increase in the power coefficient by
reducing the rotor immersion, indicating a favorable depth region for the performance
near a 0.27D immersion of the blade tip; they also observed significant changes in the
wake dynamics, especially at shallow immersions in which the wake becomes asymmetric.
Nishi et al. [20] showed an unusual increase in performance of up to 2.8 times when
implementing a multiphase approach (water-air), compared to single-phase flow results
(water only); the turbine output from the multiphase flow simulation is approximately 5%
higher than the experimental data. Bai et al. [21] used the immersed boundary method
and free surface method implemented in an in-house CFD code to simulate the turbine
rotor of Bahaj et al. [17]. The computed power coefficient lay below the experimental data;
a finer grid was shown to reduce the discrepancy at the TSR for maximum power output.
Adamski [22] reported the appearance of large ripples (deformations) on the free surface
when the distance to the rotor is decreased; the vertical deformation is approximately twice
as much when the blade tip immersion is reduced from 1D to 0.75D.

Rodriguez et al. [23] performed two-phase flow simulations of the HAHT rotor de-
scribed in Bahaj et al. [17], for two blade tip immersions and three TSRs. The computational
approach incorporated a transition four-equation turbulence model, the Volume of Fluid
(VOF) method for interface tracking, and the sliding-mesh technique to account for blade
rotation. There was a good qualitative agreement between the simulation results of torque
and thrust coefficients and the experimental data taken from Bahaj et al., at the analyzed
TSRs. Their conclusions highlighted, however, the need to further assess the impact of
model parameters such as mesh resolution and domain size, and the incorporation of the
turbine’s support structure.

The present study aims to extend the current understanding of the interaction between
the free surface and a HAHT, including the rotor and support structure. The numerical
approach adopts the four equation Transition SST turbulence model and the Volume of
Fluid (VOF) method to compute the unsteady three-dimensional flow field. This paper
analyzes the combined effect of rotor and support structure on the performance, the free
surface evolution, and wake dynamics for deep and shallow rotor immersions.

The rest of the paper is organized as follows. Section 2 provides details about the
HAHT computational model and its implementation, a description of the numerical ap-
proach, and the simulations performed. The simulation results are presented in Section 3
along with an analysis on their agreement with performance coefficients reported in the
literature; the combined effects of the rotor and support structure on the performance and
flow field are thoroughly discussed. Finally, Section 4 concludes the paper.
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2. Methods

2.1. Governing Equations

The water flow around a HAHT is modeled using RANS (Reynolds-Averaged Navier-
Stokes) equations for viscous, isothermal, unsteady, turbulent, three-dimensional, and
incompressible fluid flow in rectangular coordinates. In addition, the well-established
multiphase flow model known as VOF is used to track the air-water interface. VOF
introduces an additional conservation property in the RANS equations, known as volume
fraction, α. This conservation property represents how much of a computational cell is
occupied by each phase [24]. In the case of a two-phase flow,

αw + αa = 1 (1)

where the subscript w and a stand for water and air, respectively. In this work, water is
arbitrarily chosen as the primary phase.

ANSYS-Fluent 19.0 uses the finite volume method to solve the fluid flow equation set.
The continuity and momentum equations written in tensor notation are, respectively

∂
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∂

∂xj

(
αwvj

)
= 0, (2)
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− ρv′iv

′
j

]
+ ρgi, (3)

where v denotes the mean velocity shared by both phases, P is the mean pressure, and g is
the gravitational acceleration. The Reynolds stresses ρv′iv

′
j are computed by means of the

Boussinesq assumption for isotropic turbulence. More details on the turbulence model are
given below. The viscosity μ and density ρ in Equation (3) are given by,

μ = αwμw + αaμa, (4)

ρ = αwρw + αaρa. (5)

The well-established shear stress transport k-ω (SST) turbulence model [25] was
initially adopted to approximate the turbulent flow. This two-equation eddy viscosity
model combines the accuracy and robustness of the k-ω model in the near-wall region and
the free-stream insensitivity of the k-ε model. The switch between turbulence models is
accomplished by a blending function. The k-ω SST model is appropriate to compute flows
with adverse pressure gradients and boundary layer separation which are flow phenomena
commonly found in turbomachinery applications. Contreras et al. [26] showed that the k-ω
SST turbulence model performs better than the k-ε model to predict the power coefficient of
hydrokinetic turbines. Hocine et al. [16] used the k-ω SST and VOF approach to estimate the
performance of a Darrieus hydrokinetic turbine; the computed power coefficient showed
the highest discrepancy with experimental data (13%) near its maximum value. In the
present work, the k-ω SST turbulence model is used to (i) compute the flow field in the
absence of a free surface; (ii) initialize the flow field for the rotor and full turbine (with the
support structure) simulation cases.

Laminar separation, transition to turbulence, flow reattachment, and turbulent separa-
tion are likely to occur along a hydrokinetic turbine blade. Such unsteady flow phenomena
strongly depend on the local Reynolds number so they are not properly accounted for by
the standard k-ω SST model. The four equation Transition SST (TSST) turbulence model
couples two additional transport equations with the k-ω SST model to predict the laminar-
turbulent boundary layer transition [27]; the first equation computes the intermittency
(it triggers transition locally) and the second one makes use of the momentum thickness
Reynolds number to determine the onset of transition (non-local effects).

The TSST turbulence model has shown its capability to predict the natural, separation-
induced, and bypass transitions in wall-bounded flows [28]. Rezaeiha et al. [29] performed
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detailed CFD simulations of vertical axis wind turbines with seven different RANS turbu-
lence models. They found that the TSST led to the lowest deviation of the computed power
coefficient (18.6%) from the experimental data. Simulations of a Darrieus type vertical
axis wind turbine showed that the calculated torque coefficient using the TSST turbulence
model was in better agreement with experimental data [30]. The dynamic stall on vertical
axis wind turbine blades was also investigated with the standard and transition k-ω SST
models [31]. The drag coefficient computed with the standard k-ω SST and four-equation
TSST turbulence models were significantly different; laminar separation bubbles were only
observed when the TSST was used, and the TSST predicted the dynamic stall earlier than
the k-ω SST. Contreras et al. [26] highlighted the transitional behavior of the boundary
layer over a blade section resolved by the TSST turbulence model; a laminar flow envelope
around the profile was also observed. Regarding vertical axis water turbines, the standard
and transition versions of the k-ω SST model have been applied, among others by [32,33].
In order to properly capture the laminar-turbulent transition in the boundary layer of the
hydrokinetic turbine blades, the four-equation TSST turbulence model is employed in the
present investigation.

The performance of a HAHT is governed by a set of non-dimensional parameters.
The tip-speed-ratio (λ) relates the rotor angular velocity (Ω) with the incoming flow
velocity (Vin),

λ =
ΩD
2Vin

, (6)

where D is the rotor diameter. Three TSR values are analyzed in this work, namely λ = 4,
6 and 8.

The power coefficient (CP) is the ratio between the power produced by the rotor (W)
and the power from the fluid flow,

CP =
W

1
2 ρw AV3

in
, (7)

where A is the area swept by the rotor. The normal component (Fn) of the hydrodynamic
force acting on the turbine (rotor and support structure) is used to compute the thrust
coefficient (CT) defined as,

CT =
Fn

1
2 ρw AV2

in
. (8)

Previous investigations highlight the effect of the turbine’s support structure on
the near wake flow field [34]. The HAHT wake recovery can be defined in terms of
velocity deficit,

Vd = 1 − Vx

Vin
, (9)

where Vx stands for the streamwise velocity component in the wake.

2.2. Geometry and Computational Domain

The HAHT geometry is taken from Bahaj et al. [17]. The turbine consists of a three-
blade rotor with a diameter of 0.8 m. The blade geometry is based on the airfoil series
NACA 63-8XX; the software DesignFOIL R6.46 is used to generate the profiles along the
blade span. Chord and twist distributions are taken from [17]. The reconstructed turbine
geometry is shown in Figure 1. The blades are split into three sub-surfaces to ease the mesh
generation, and the tower (vertical part of the structure) is divided into various surfaces
to adjust the turbine immersion in the computational domain. The simulated scenarios
reported in this work are summarized in Table 1.
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(a) (b)

Figure 1. HAHT geometry (a) rotor (blades and hub) and (b) support structure.

Table 1. Summary of HAHT simulations.

Case Modeling Approach Geometry Blade-Tip Immersion

1 Single-phase flow Rotor only -
2 Two-phase flow Rotor only 0.19D and 0.55D
3 Two-phase flow Rotor and support structure 0.19D and 0.55D

The dimensions of the computational domain are given in terms of the rotor diameter
(box of 3.5D × 3.5D × 10D) as is shown in Figure 2. The rotor is located at a distance
of 3D relative to the inlet boundary. The computational domain is divided into two
subdomains, namely, an inner rotating subdomain, which encloses the rotor, and an outer
stationary subdomain available to the fluid flow. The rotating and stationary subdomains
share cylindrical sliding non-conformal interfaces which account for flux continuity and
transient interaction effects between the two subdomains.The sliding-mesh technique
implemented in the commercial CFD software ANSYS-Fluent 19.0 is used to account for the
relative motion between subdomains. As a result, all cells and boundaries in the rotating
subdomain revolve at the prescribed angular velocity, Ω.

Boundary conditions for the second and third simulated cases are shown in Figure 2a,b,
respectively. At the boundary named velocity inlet, a constant velocity (Vin = 1.5 m/s) is
specified on the water portion of the inlet while zero velocity is applied elsewhere. Zero
gauge pressure is set at the pressure-outlet boundary; the bottom boundary is set as a
stationary non-slip wall. Surfaces of the support structure are also specified as non-slip
walls when the full turbine is simulated. The top and side borders are defined as zero
shear slip-walls which is accomplished by a symmetry type boundary condition. Because
the turbulence quantities at the inlet boundary are not known, it was decided to prescribe
a moderate turbulence intensity equal to 5%. When the free surface was not considered
(the first simulated case) the top, bottom, and side boundaries of the domain were set as
zero shear walls moving with the same velocity as that prescribed at the inlet boundary.
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The rotating subdomain is a cylinder of diameter 1.15D; as it can be seen in Figure 2, the
cylinder’s length is slightly increased from 0.3D to 0.4D when the support is included. The
shaded areas in Figure 2 indicate mesh refinement regions. In particular, a thin region of
width 0.25D is refined to better capture the free surface evolution.

Figure 2. Computational domain and boundary conditions considering (a) the rotor only and (b) the
full turbine. Shaded areas represent mesh refinement regions.

2.3. Spatial and Temporal Discretization

The SIMPLE segregated solver is used together with second-order discretization
schemes. The least-squares cell-based method is employed for spatial discretization of
gradients. The transient formulation is set to second-order implicit. The HRIC scheme is
used to discretize the convective term in Equation (2). The HRIC formulation works with
an explicit upwind difference scheme to satisfy the convective boundedness criterion, so
the scheme introduces some numerical diffusion due to its first-order accuracy [35].

The computational domain meshed in ANSYS-Meshing 19.0 consists primarily of
tetrahedral cells. A planar cut of the three-dimensional mesh is shown in Figure 3a, it
corresponds to the mesh used for the second case (see Table 1). Details of the mesh around
the blade are shown in Figure 3b; twenty prismatic layers are set around each blade to
guarantee that the non-dimensional wall-normal coordinate lies in the viscous sublayer
(y+ < 1) and the boundary layer development is properly determined. A tetrahedral grid of
a similar aspect ratio grows just outside the prismatic layer; about 85% of the computational
cells are found in the rotating subdomain. A finer grid resolution is used downstream of the
rotor to better capture the wake evolution. Figure 3c shows a close-up of the computational
mesh around the rotor hub and support structure (case 3, Table 1). Prismatic layers are also
used to capture the boundary layer effects on all structural components of the turbine.

A second-order implicit scheme is used for temporal discretization. The time step
is chosen so that it corresponds to a blade rotation of approximately 1°; this choice is a
compromise between computational cost and accuracy. The choice of time-step size is
based on a sensitivity analysis performed for case one (single-phase flow). In all cases, the
calculations start with the steady MRF model to obtain a preliminary flow field, which
is used as an initial condition. When the transient computation is started, first-order
schemes are employed during a few time-steps before switching to second-order schemes.
A maximum of 50 iterations per time step is necessary to lower the residuals below 10−6.
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(a)

(b)

(c)

Figure 3. Two-dimensional cut of the mesh used in (a) case 2; (b) mesh distribution around the
blades; (c) details of the mesh around the support structure (case 3).

3. Results and Discussion

3.1. Single-Phase Flow Simulations

Single-phase flow simulations were performed to assess the sensitivity to grid resolu-
tion, time-step size, and turbulence models. Simulation results presented in this section
correspond to case 1 in Table 1.

The average power coefficient obtained with the standard SST k-ω and the four-
equation TSST models at λ = 6 is presented in Figure 4a. The SST k-ω turbulence model
predicts a lower CP than the four-equation TSST model even when the grid is refined.
When the domain is discretized with 8.5 million cells or more, the CP calculated with the
TSST turbulence model remains approximately 5% higher than the result obtained with
the SST k-ω model. The difference can be attributed to the ability of the TSST model to
capture boundary layer transition effects which are directly related to the hydrodynamic
forces acting on the rotor blades [32]. Predictions of CP obtained with the four-equation
TSST turbulence model are compared with experimental data at various TSRs in Figure 4b.
Simulation results are based on a grid resolution of 8.8 million cells and a time step
of 5 × 10−4 s. As it can be noticed, the numerical results slightly underestimate the
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experimental points and also, the simulated CP curve shows a small displacement toward
the right regarding the measurements. However, in the range of tip speed ratios between 5
and 8, the maximum difference between the numerical and experimental points is about
6%, which at this moment constitutes a good enough agreement.

(a) (b)

Figure 4. Average power coefficient obtained from single-phase flow simulations. (a) Sensitivity to
turbulence model at λ = 6; (b) CP calculated with the TSST model for various TSRs.

Table 2. Effect of time-step size on CP at λ = 8.

Time Step (s) Blade Rotation (°) CP

1 × 10−3 1.72 0.3982
5 × 10−4 0.83 0.4015

2.5 × 10−4 0.34 0.4034

The effect of time-step size on the predicted power coefficient is investigated at λ = 8.
The instantaneous values of CP in time can be seen in Figure 5 whereas Table 2 shows
the relationship between time-step, blade rotation, and the average CP. It is found that
reducing the time-step size in half results in a CP increment of just 0.5%. Therefore, a
time step of 5 × 10−4 s has been chosen as a compromise between accuracy of results and
simulation time; this time step corresponds to a rotation angle of 0.83° which is below the
value of 1° recommended previously as a rule of thumb [26,36].

3.2. Effect of Free Surface and Support Structure on Performance

This section describes the results obtained when free surface effects and the support
structure are included in the computational model. Although the support consists of a
simple geometry, it increases the number of cells in the stationary subdomain by 11%.
Simulation results presented in this section were computed with the four-equation TSST
turbulence model.
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Figure 5. Effect of time-step size on the computed CP at λ = 8.

It is a fact that the presence of the free surface and its dynamics affects the perfor-
mance of the turbine as well as wake development and its recovery [36]. For instance,
in Kolekar et al. [19] it is concluded that the free surface compresses the wake and that it
produces a blocking effect which increases for larger rotational velocities and lower tip
immersions. Figures 6 and 7 show the time histories of CP and CT , respectively, experi-
enced by the blades for both, shallow and deep tip immersion cases at a TSR of 6. They
are compared with the results without a support structure. In first place, it is seen that
power and thrust coefficients are smaller in the shallow immersion than in the deeper
configuration, a result that agrees with the observations of [18,37]. Such reduction of the
coefficients is related with a stronger deformation of the free surface in the case of shallow
immersion as it can be seen in Figures 8 and 9 below. The interaction between this deforma-
tion and the flow behind the HAHT causes a slower wake recovery than in the case of deep
immersion, which is responsible for the reduction of the turbine performance. Additionally,
the presence of the support decreases further both coefficients in a similar percentage for
both turbine immersions (around 3% for CP and 1.6% for CT). Such decrease is attributed
to a small flow velocity reduction caused by the presence of the supporting rod; this effect
is similar to the effect of the tower on CP in case of horizontal wind turbines [38]. In the
configuration of shallow tip immersion, the time evolution of the two coefficients display
clear ripples, either considering or not the supporting structure; such ripples are due to the
periodic blades passage close to the free surface and their frequency equals to that of the
blades rotational frequency. On the other hand, for the deeper immersion conditions the
ripples are still present but with very much attenuated amplitude, reflecting that the turbine
in such configuration is close to free stream conditions. Moreover, a long period undulation
in the values of the CP and CT coefficients can be appreciated in Figures 6 and 7, which
is present for both immersion conditions. This behavior was not seen in Yan et al. [18],
where the coefficients monotonically reached a statistically steady state. The reason behind
this long period coefficient undulation is at the moment not clear and deserves future
investigation.
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Figure 6. Time history of power coefficient for deep and shallow tip immersions, with and without
support structure. Results are for λ = 6.

Figure 7. Time history of thrust coefficient for deep and shallow tip immersions, with and without
support structure. Results are for λ = 6.

(a) (b)

Figure 8. Snapshots of air-water interface and vorticity isosurface of 20 Hz at (a) 0.19D and (b) 0.55D
tip immersions.
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Figure 9. Vertical displacement of the free surface at the channel mid plane. Results for λ = 6 and
two immersions.

The individual contribution of each blade to the power coefficient over one revolution
taking into account the effect of the support structure is shown in Figure 10. In that figure,
the azimuthal angle θ is set at 0° when blade 1 (identified by red color) is located upwards
directly pointing towards the free surface. Results correspond to a TSR of 6. The reduction
in the value of CP for the full assembly is noted in comparison to the results when the
support structure is not included in the computational model. Each blade provides the
lowest CP when it is placed vertically upwards, aligned with the vertical bar of the support
structure, and the highest CP when it is located vertically downwards. The difference
between these two extreme values is very much reduced for the deep immersion case,
regarding the shallow configuration, although it is noticeable even when the support
structure is not included in the computation. Moreover, it can be observed for the case of
0.19D immersion without support that the minimum value of CP attained is at the position
where the blade tip is closest to the free surface, a fact that illustrates that the proximity of
the blades to the air-water interface greatly decrease the turbine performance, which in this
case is of the same order than the presence of the supporting structure. Interestingly, the
maximum value of the instantaneous power coefficient, reached when the azimuthal angle
is 180°, happens for the shallow immersion configuration, regardless of the supporting
rod presence.

The fact that the variation of CP along one revolution increases as the blade tip is closer
to the free surface can be understood as follows. In the absence of a support structure, the
flow accelerates by surrounding the blades more or less symmetrically; on the other hand,
the flow through the rotor moves more slowly towards the free surface when the structure
is included. This behavior is more pronounced at the shallow tip immersion. As can be
seen in Figure 10, CP reaches its maximum when blade 1 sweeps the high flow velocity
region at 180°, i.e. the blade tip is farthest from the free surface. Peak values of CP for
blades 2 and 3 are shifted 120° and 240°, respectively. The support structure lowers the
contribution of blade 1 to CP when the blade is pointing upwards (at 0°) and the difference
between the CP curves with and without support structure is the highest. It resembles the
tower shadow effect experienced by horizontal axis wind turbine blades, which is known
to be the main cause of power fluctuation [38].
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3.3. Wake and Free Surface Interactions

Figure 8 shows the vorticity isosurface (20 Hz) and free surface for both deep and
shallow tip immersion simulations in the case which includes the supporting structure.
Significant deformation of the air-water interface can be observed at both tip immersions,
especially in the vicinity of the support rod. Figure 8 shows the wake past the support
structure, revealed by the vorticity isosurface, which could not be detected in the previous
study of Yan et al. [18] but is present in the recent work of [37]. As a comment, blade root
vortices are observed in the results of [18], which can be attributed to the presence of a gap
between the rotor and the support in the employed computational model. That space is
not considered in this work, so the horizontal part of the support hinders the development
of root vortices in the present case.

Figure 10. Blade contribution to the power coefficient along one revolution with and without the
support structure. Results are for λ = 6.

The vertical displacement of the free surface at the domain mid-plane is presented in
Figure 9. The displacement is normalized by the rotor diameter for both the shallow and
deep tip immersions. Time-averaged results were obtained in the last three revolutions
for λ = 6. The configuration without support, solid lines in Figure 9, induces an elevation
of the water level just upstream the rotor and a gentle drop of it downstream. This
effect is of course due to the obstruction generated by the turbine in the flow and it is
more pronounced in the shallow immersion. On the other hand, the inclusion of the
support structure causes a discontinuity immediately downstream of the rotor position; the
surface rapidly elevates in front of the pole (vertical rod) while a sort of dimple forms just
downstream. Two peaks are observed upstream regardless of the presence of the structure.
Moreover, the free surface deformation upstream is increased for both immersions when
the structure is included in the model. For the deep tip immersion, the free surface exhibits
little disturbance downstream from the rotor in the absence of the structure which suggests
that the free surface effect on the rotor performance is marginal when the rotor is well
below it, in agreement with the conclusions of [18,37]. The highest depression downstream
on the free surface occurs for the 0.19D immersion when the structure is present, followed
by a peak that is approximately equal for both deep and shallow immersions with the
support structure. In order to provide a quantitative estimation, the normalized maximum
free-surface displacement (Ym/D) and its location downstream relative to the rotor position
(Xm/D) are summarized in Table 3. The results are compared with interpolated data taken
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from the study of Adamski [22]. Froude number (Fr) is based on the rotor diameter
and dr represents the rotor depth-to-diameter ratio. As it can be seen, the computed
maximum displacement agrees reasonably well with the results reported by [22] for both
tip immersions.

Table 3. Normalized maximum displacement of the free surface (Ym/D) and its location downstream
the rotor (Xm/D).

Tip Fr dr Xm/D Ym/D Xm/D Ym/D
Immersion Interp. from [22] Interp. from [22]

0.55D 0.536 1.05 0.8745 0.02954 0.8843 0.02265
0.19D 0.536 0.69 0.5901 0.05764 0.7874 0.05126

On the other hand, the study of wake development is of importance to determine
the optimal spacing between HAHTs in a hydrokinetic farm [11,39–41]. Time-averaged
velocity deficit profiles downstream of the simulated HAHT are shown in Figure 11a and
Figure 11b for the deep tip and shallow tip immersions, respectively. The profiles are
taken from the vertical center plane so y/D = 0 corresponds to the rotor centerline. The
dot-dashed horizontal line represents the level of the undisturbed free surface. Profiles
are shown at four positions downstream of the HAHT; a comparison is drawn between
the combined effect of the rotor and support structure on the wake and in the absence of a
support structure (case 2 in Table 1). Significant differences between the profiles can be
appreciated, especially in the near wake region (at a distance less than 4D from the rotor).
At x = 1D, the maximum velocity deficit is found off the centerline both for the deep-tip
and shallow tip immersions when the support structure is included. The corresponding
curves in this case show two unequal peaks instead of the two symmetric maximums
in the case without supporting structure. Simulation results suggest that the support
shifts the maximum velocity deficit towards the free surface line, a fact clearly observed in
Figure 11b for the shallow immersion configuration. It can be also noticed that the combined
effect of rotor and support structure reduces the velocity in the wake above the rotor
centerline for the analyzed positions and tip immersions. Due to the free surface proximity,
the wake recovers somewhat slower when the tip immersion is 0.19D. In this case, the
wake expansion is quickly constrained by the free surface, which in turn reduces the power
and thrust coefficients at shallow tip immersions.

(a) (b)

Figure 11. Comparison of time-averaged velocity deficit profiles at four downstream positions of the
HAHT at λ = 6. (a) Deep tip immersion (0.55D); (b) Shallow tip immersion (0.19D).
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4. Conclusions

A computational study of the influence of the free surface and supporting structure
on the flow around a HAHT was conducted using the VOF method combined with the
sliding mesh technique and RANS turbulence models. The commercial CFD software
ANSYS-Fluent 19.0 was used to implement the computational model. First, the HAHT per-
formance was analyzed in the absence of the free surface and without the support structure.
Computations showed that the four-equation TSST turbulence model led to predictions
of CP which are in better agreement with the experimental results of Bahaj et al. [17] for
TSRs between 4 and 8 than those obtained with the standard SST model. A thorough
sensitivity analysis showed that a mesh with about eight million cells and a time-step
of about 5 × 10−4 s are required to estimate the power and thrust coefficients within a
reasonable computing time. Then, the performance was analyzed by taking into account
the free surface in the computational domain. The rotor was placed at two tip immersions
showing that a shallow immersion results in lower power extraction in agreement with
experimental results. In addition, predictions of power and thrust coefficients were found
to be affected by the support structure. Also, the dynamics of the wake behind the turbine
was shown to be affected by both the free surface and the presence of the support structure.
In the shallow immersion case, the development of the wake is constrained by the free
surface and supporting structure leading to a slower wake recovering and to a decrease of
the turbine power coefficient.

Future work will explore the overset mesh technique to replace the sliding non-
conformal interface currently used for the interpolation between stationary and rotating
subdomains. The simulation of very shallow turbine immersions is also planned, where
the blades emerge above the free surface, inclusive of fluid-structure interaction and the
possible appearance of cavitation effects.
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Abstract: Hydropower generation is one of the most prominent renewable sources of power. Run-
of-river hydropower is like traditional hydropower but has significantly less environmental impact.
Faults in industrial processes are a cause for large amounts of losses in monetary value and off times in
industrial processes and consumer utilities. It is more efficient for the system to identify the occurring
faults and, if possible, to have the processes running without interruption with the occurrence of a
fault. This work uses a model previously proposed—the three-pond hydraulic run-of-river system
and integrates it with a turbine and regulated power generation. After integration of the hydraulic
system with the turbine and power generation, we then design a diagnostic system for commonly
occurring faults within the system. Mathematical models of the faults are formulated and residues
are calculated. Fault detection and identification is achieved by analyzing the residues and then a
fault-tolerant control is proposed. The Fault Diagnostic Module can correctly detect the faults present
and offers sufficient fault compensation to make the system run nearly normally in the event of fault
occurrence. With the emergence of distributed power generation smart grids and renewable energy,
this fault diagnostic is able to reliably offer uninterrupted power to the grid and thus to consumers.

Keywords: fault diagnostics; model-based fault detection; fault tolerance; fuzzy control

1. Introduction

Hydropower plants are one of the most common and widely used renewable energy
sources. These plants provide up to 80% of the total renewable energy. Traditional hy-
dropower plants consist of a rather large water reservoir filled by constructing a dam
in front of a river or a water way and flooding it to make the aforementioned reservoir.
Hydropower is generated by allowing the water from the pond to flow through the turbine.
The turbine and the generator are located in the power house. One of the main disad-
vantages of a traditional run-of-river hydropower plant is the substantial environmental
impact and sometimes socio-economic impact on the population due to the need to flood
the reservoir and displace the existing population. Due to these reasons, run-of-river hydro
plants are an alternative to traditional hydropower plants. A wall is built on the river bed
in the absence of a reservoir. This wall is known as a weir, to gain some degree of level
regulation. Another essential part of the industrial process and power generation is fault
diagnostics. During industrial processes, many known and unknown faults or errors can
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occur, resulting in undesirable outputs or off times, which can result in monetary loss and
service on the consumer side. Many times, it is not desired to shut down the system for
maintenance at the occurrence of every fault, as an unexpected system shutdown may
cause monetary loss and inconvenience. The types of faults that require active maintenance
are more severe, like loss of power or severe physical damage to the system due to any
natural or manmade disaster. Otherwise, the maintenance is scheduled. Therefore, it is
required for the control system to identify the occurring faults and make the system operate
in such a way that minimizes the loss and inconvenience. A fault diagnostic system has
two main factions: firstly, to identify and isolate any fault that has occurred, and secondly,
to compensate the system in such a way that the effects of the fault are minimized.

In this work, the authors consider the three-pond hydraulic system from [1] and add
a Francis turbine to it from [2]. Next, the authors propose a three-level control system
to integrate the two parts and regulate the power at the desired level. After achieving
power regulation, fault models are introduced, and their mathematical model is developed.
These faults are introduced into the system. The introduced faults are mathematically
modeled, and a fault model is discussed in detail as an example. After achieving power
regulation and fault modeling, fault diagnostics and fault-tolerant control are targeted
using model-based fault-tolerant control. Model-based fault-tolerant control is achieved by
first obtaining the residue as the difference in the output of the system and system model.
Next, the residue is analyzed to identify any fault; after fault identification, proper fault
compensation is fed to the system if required. The fault diagnostic process operates in three
modes for fault identification and tolerance. These three fault diagnostic modes are residue
generation, fault identification, and fault compensation.

Both fault diagnostics and run-of-river hydropower plants have been topics of interest
for research. Especially fault tolerance and diagnostics is the new hot field, especially in
the application of remote power plants such as wind turbines and off shore wave power
plants, which are harder to access for service and maintenance personnel. Directly relevant
to this work, [2] proposed a fault-tolerant control of a simulated hydropower plant. The
faults of a hydropower plant discussed in [2] are the actuator fault, i.e., the response time
of the actuator increases, the turbine flow fault, and the turbine speed sensor fault. The
authors in [3] discuss different faults that occur in Modular Multilevel Converters (MMCs)
and present various fault diagnostics and fault-tolerant schemes. The faults of a 132 kV
power distribution system are detected using stationary wavelet transform to extract the
features. Then these features were used with artificial neural networks to detect and classify
faults [4,5]. Another researcher [6] presents fault diagnostics using a Markov model and
regression vectors for the faults. Another interesting study of fault diagnostics is by [7],
regarding fault detection and diagnostics of ventilation units in a building and using
multiple readings from adjacent sensors and detecting the deviation in sensor readings.
The sensors considered are temperature, air, and fan-speed sensors. The authors in [8]
proposed a contrastive learning algorithm for software and data-based fault diagnostics
and a fault-detection system. In [9], fault detection and diagnostics of a vehicle’s internal
combustion engine and mechanical parts was achieved using chaos analysis and signal
processing on the sound of the running vehicle. Similar to [9,10], they used spectrum
analysis for fault diagnostics in rotating machines. In [11], for the fault diagnostics of a
hydroelectric generator, they used two sensors: a vibration sensor with both horizontal and
vertical movement and a pendulum and bond phase sensor. These sensors are attached to
the generating unit. The faults of the generating unit are diagnosed by analyzing the sensor
data over the data communication line. The authors of [12] discuss the fault diagnostics of
the hydro turbine governing system. First, a simplified non-linear model of a hydro turbine
non-linear system is taken and analyzed using Volterra models in the frequency domain.
In addition to these, many theses, such as [13–15], have been done on fault detection and
diagnostics using observers and residues.
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2. System Model

The system considered here is a redirected run-of-river hydropower plant, which is
discussed in [1]. The hydraulic part of the plant consists of three head ponds, pond 1 (T1),
2 (T2), and 0 (T0). Water from the river enters ponds 1 and 2. Ponds 1 and 2 are connected
at the bottom to the head pond 0 through tunnels. Both tunnels from pond 1 to pond 0
and pond 2 to pond 0 have a controllable valve, s1 and s2, respectively. The head pond 0 is
connected from the bottom to the surge tank Ts through the long headrace tunnel. The level
of water of the ith pond is denoted by xi. Figure 1 shows the construction of the system.

Figure 1. Three-pond hydraulic system.

The equations describing the hydraulic part will be discussed according to [1]. A
modification in the model will be proposed, and its interaction with a Francis turbine will
be discussed. The head ponds are described by the rate of change of their water levels.
The rate of change of the water level is a function of its area and the net difference of the
outflows and inflows. For pond 1 the equation is given by [1].

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

U1

A
(1)

where x1 is the water level in pond 1, and A is the cross-sectional area of the pond. The
duct connecting ponds 1 and 0 have a cross-sectional area, a. The controllable valve s1 is
between ponds 1 and 0. The constants are n, the dimensionless water flow constant of
value 0.98 [16], and g, the gravitational constant of 9.8 m/s2.

In Equation (1), sgn(z) is defined as

sgn(z) =

⎧⎪⎨⎪⎩
1 z > 0
0 z = 0
−1 z < 0

(2)

and |z| is

|z| =
{

z z ≥ 0
−z z < 0

(3)

Furthermore, note that the flow between two tanks or ponds depends on the difference
in the levels between them and the cross-sectional area of the duct connecting them.

Similarly, the equation describing the rate of change in the water level in pond 2 is

d
dt

x2 = −
ȵ a
A

s2

√
2g|x2 − x0|sgn(x2 − x0) +

U2

A
(4)
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In ponds 1 and 2, the river’s inflow is assumed controllable, whereas the outflow is to
pond 0. The dynamics of pond 0 are described by the following equation.

d
dt

x0 =
ȵ a
A

⌈
s1

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(5)

The equation describing the dynamics of the headrace is the same as the rate of flow in
a tube, which depends on the difference in the water levels at both ends, its cross-sectional
area, and the tube’s length. The flow frictional losses are also accounted for by subtracting
them from the expression. Therefore, the rate of flow of water in the headrace is given by

d
dt

Qt =
gAt

Lt
(x0 − xs)− CtQt|Qt| (6)

where Qt is the flow of water through the headrace, At is the headrace’s cross-sectional
area, and Lt is the length of the headrace.

For the surge tank, the rate of change in its level xs is given by

d
dt

xs =
Qt

As
−
ȵ a
As

√
2gxs (7)

where As is the cross-sectional area of the surge tank. The above Equations (1) and (4)–(7)
describe the system from [1]. Note also that the control variables are Ui, where i = 1, 2. Ui
is the controllable flow of river into the pond i and is varied between a maximum value and
zero. The other control variables are sj, where j = 1, 2. sj is the controllable valve between
ponds. s1 is the valve between pond 1 and 0 while s2 is the valve between pond 2 and 0.
The valve sj can be varied between zero and unity.

We have proposed two modifications to the above mentioned system. The first one is
a modification to the flow of water entering ponds 1 and 2 and the second is to couple it
with a turbine.

In [1], it is assumed that the inflow of river in ponds 1 and 2 are completely controllable;
however, this is not practically achievable. The flow of the river can be controlled by adding
a gate in its path. The river flow can have some short and long-term variations and some
base flow rates. For simplicity, the river’s flow is taken as a combination of the constant
base flow rate and short-term variable flow rate and is modeled by a sinusoidal function.
In contrast, the long-term variation is considered constant and is included in the base flow
rate. Therefore, the flow rate in cubic meter per second of the river is given by

l = m + p sin ωt (8)

where l is the total flow rate, m is the baseline constant flow rate, and p sin ωt is the short-
term variation in the flow rate. It is assumed that a controllable sluice gate w is present at
the mouth of the pond from the river. Now, U is the controllable flow rate from [1], and is
given by

U = wl (9)

where w ranges from 0 to 1. Now, as a turbine with penstock is added to the hydraulic
system, Equation (7) of the surge tank is modified. The out flow from the surge tank is
changed to be a single variable instead of the expression. The outflow from the surge tank
and inflow to the penstock and turbine is denoted by Q as

na
√

2gxs = Q (10)
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Now one substitutes the river and turbine flow values in the model and rewrite the
equations. After substituting Equation (9) in Equations (1) and (4), the equations for pond
1 and 2 become

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

w1l1
A

(11)

d
dt

x2 = −
ȵ a
A

s2

√
2g|x2 − x0|sgn(x2 − x0) +

w2l2
A

(12)

Note that U1 and U2 are replaced by w1l1 and w2l2, which is the product of the river
flow and the sluice gate opening into ponds 1 and 2. The equations for pond 0 and the
headrace are unchanged.

d
dt

x0 =
ȵ a
A

⌈
s1

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(13)

d
dt

Qt =
gAt

Lt
(x0 − xs)− CtQt|Qt| (14)

Finally, the equation of the surge tank is modified by plugging in Equation (10) in
Equation (7) as

d
dt

xs =
Qt

As
− Q

As
(15)

Therefore, the system equations from the [1] are modified for the current system. The
inputs of the system are

→
v =

[
U1 U2 s1 s2 Q

]T (16)

where Q is the flow through the turbine and is dictated by the equations of the turbine,
while the rest of the inputs of the system are the control variables which are given as

→
u =

[
U1 U2 s1 s2

]T (17)

Note also that U1, U2 are given by the level controller, which is discussed in the next
section and is equated using Equation (9).

Comparing the above Equations (16) and (17), the input of the system is

→
v =

[ →
u

T
Q
]T

(18)

The states vector
→
x consisting of the state variables is

→
x =

[
x1 x2 x0 Qt xs

]T (19)

The output of the hydraulic system is

→
y = C

→
x (20)

where the matrix C is given by

C =

⎡⎢⎢⎣
0 0 1
1 0 0

0 0
0 0

0 1 0
0 0 0

0 0
0 1

⎤⎥⎥⎦ (21)

Resultantly
→
y becomes:

→
y =

[
x0 x1 x2 xs

]T (22)
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After the formulation of the hydraulic system model, the model of the turbine and
penstock is needed to complete the hydropower system. In this work, the three-pond
hydraulic system has a Francis turbine and penstock taken from [2]. The Francis turbine is
described as a function of its rotational speed n and gate opening G to achieve a flow rate
Q. The equation for the flow of water from the turbine is given as

Q = h(G, n) (23)

The characteristics of a Francis turbine are described by a set of points described by
hill graphs [15]. For Hill graphs, a predetermined operating point of the turbine is set, and
then the static values of G and n are used in the calculations. However, [2] describes the
characteristics of the turbine in the form of a quadratic equation that is non dimensional. In
addition to providing a dynamic model of the Francis turbine, this model is also completely
scalable over different operating conditions and rated values. The equation for the Francis
turbine from [2] is described as

Q
Qr

= G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
(24)

where nr and Qr are the rated speed and the rated flow rate of the turbine, and the constants
a1, b1, c1 are the constants within the above quadratic equation, as stated by [2]. The torque
generated by the turbine is given by the following equation [2].

M
Mr

=

Q
Qr

H
Hr

n
nr

(25)

where M and Mr are the torque and rated torque. H and Hr are the height or level of water
and the rated height, respectively. In the case of our system, the level or height (H) of
concern is x0 and the rated height (Hr) is the height of the pond 0 so the rated height is H0.

Now, rewriting Equation (25)for the generated torque of the turbine in our system,
we get

M
Mr

=
Q
Qr

x0

H0

nr

n
(26)

The power generated at the turbine is given by the product of rotational speed and
torque of the turbine as in [2]:

P = nM (27)

The total output of the system is the output of the hydraulic system and power.

→
Y =

[
x0 x1 x2 xs P

]T (28)

We shall be requiring the explicit values of
→
Y in order to conveniently find the effects

of the faults on the output. As the faults occur, we diagnose them by computing the values
of the states by integrating the state equations rather than just taking the output value. The
value of x0 is computed by integrating Equation (13).

x0 =
ȵ a
A

∫ t

0

⌈
s1

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
dt −

∫ t

0

Qt
A

dt (29)

Similarly, for x1, x2, and xs, Equations (11), (12), and (15) are integrated.

x1 = −
ȵ a
A

∫ t

0
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ t

0

w1l1
A

dt (30)

x2 = −
ȵ a
A

∫ t

0
s2

√
2g|x2 − x0|sgn(x2 − x0)dt +

∫ t

0

w2l2
A

dt (31)
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xs =
∫ t

0

Qt

As
dt −

∫ t

0

Q
As

dt (32)

Furthermore, power is calculated by Equation (27), and we plug the value of the torque
from Equation (26) into Equation (27) after simplifying.

P =
QMrx0nr

Qr H0
(33)

Now, plugging in the value of Q from Equation (24) to Equation (33) and simplifying.

P =
Mrx0nr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
(34)

Although this step appears to be an unnecessary complication, it will help us find the
residues easily in case of faults.

3. Control Design

The control system for the system is done in a pseudo hierarchal and nested style.
There are three levels of control dealing with level control, level reference, and gate (power)
control. Now, these three controls will be discussed separately. The simplified form of the
control system with the three levels of control is given in Figure 2.

3.1. Level Controller

The primary level control governs the hydraulic part of the system. The primary level
control is discussed in [1]. Level control has the controllable variables s1,s2, and U1, U2. s1 is
the valve between pond 1 and 0 while s2 is the valve between pond 2 and 0. While U1 and
U2 are the flow of river in the ponds 1 and 2 through the sluice gates. In this work’s current
scheme, the level control is essentially the same as in [1], with two differences. The first
difference is discussed in the previous section regarding the controllable flow of river in the
ponds 1 and 2. While the next change is just that the reference levels of the three ponds are
set at the same level by the reference control, as opposed to [1], in which all the reference
levels could be set at different levels. Combining Equations (1) and (4)–(7) of the hydraulic
system gives us the nonlinear system of equations as

d
dt

→
x =

→
f
(→

x ,
→
u
)

(35)

where the state variables are

→
x =

[
x1 x2 x0 Qt xs

]T (36)

and the control variables are

→
u =

[
U1 U2 s1 s2

]T (37)

Here, U1, U2 range from 0 to UMax and s1, s2 range from 0 to 1. However, in the
current system the flow U is equal to the product of the flow-rate of the river l and the
opening of the sluice gate w, as shown in Equation (9). The controller gives U1, U2, the
required flow-rate output to maintain the ponds’ water levels at the desired reference level.
According to Equation (9):

Ui = liwi (38)

where i = 1, 2 for ponds 1 and 2. We have control input Ui and river flow rate li from the
river. We control the sluice gate by the expression

wi =

{Ui
li

Ui
li
≤ 1

1 Ui
li
> 1

(39)
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This ensures that Ui cannot exceed li, the actual flow-rate in the river; the actual
controlled system is slightly slower to reach its steady state as compared to [1], as it makes
a more realistic approach towards the problem.

Figure 2. Control scheme for the system showing three different controllers (in color).

A fuzzy controller is used for level control due to its flexibility and ease of controlling
different nonlinear and complex applications. Another advantage is its speed and higher
accuracy compared to traditional PID controllers. A fuzzy controller is a linguistic and
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intuitive controller as it takes the input in the form of linguistic variables and gives output
in the same way. A fuzzy system consists of a set of IF-THEN rules. In the first part, the
input variable is a crisp value that is fuzzified to convert it into a linguistic variable. The
system takes input in the form of linguistic variables. It then gives output in the form of
a linguistic variable for the Mamdani type system or a linear combination of inputs for
a Takagi Sugeno type system. Similarly, the output linguistic variable is defuzzified to
convert it into the crisp output. For example, a two-input fuzzy system will have a rule of
this form:

Rule1 : IF x1 is A1
1 and x2 is A1

2 THEN y is B1 (40)

As shown in Figure 2, level control is driven by the state errors and the states of the
hydraulic system. The actual level control is the same as [1] and is done using Mamdani
fuzzy control. The level reference is given by the level reference control, which is discussed
next. The levels x1 x2 x0 of the ponds 1, 2, and 0 are given the membership functions Low,
Medium, and High. Similarly, the membership functions of the errors E1 E2 E0 are given as
Negative, Near Zero, and Positive. The outputs have five membership functions each, from
L0 to L4, with L0 indicating the complete closure of the valve or river water input, while
L4 means full throttle. The number of rules for the system depends on the number of inputs
and the total number of membership functions. So, there are six membership functions
for each of the three ponds. The total possible rules are 729, the same as the total possible
combinations, which is rather computationally intensive. Therefore, the level control is
divided into two parts. One control is for pond 1 and 0, while the second control is for
ponds 2 and 0. Dividing the control in two parts reduces the number of rules to 81 for
each controller. It may appear that a clash may theoretically exist between level control
1 and 2, but as the level reference of pond 0 is the same for both controls, no such clash
exists. Although this level control can maintain the ponds at different levels, as discussed
in [1], all the three references are set at the same level by the level reference controller. The
controllable variables are the valve position s and the inflow U, which are nonzero numbers
ranging from 0 (close) to full throttle. Therefore, the levels are adjusted by balancing the
inflows and the outflows to increase, decrease, and maintain the ponds’ levels. Depending
on the required levels of the three ponds, the controller can achieve and maintain the water
levels in the ponds. In the current case, the reference controller sets the reference levels of
all three ponds at the same level. The controller currently does not use the level controller’s
ability to achieve and maintain the water levels at different levels.

We shall consider one of the two controllers for discussion as the second controller
mirrors the first. The Mamdani controller works in three main modes, each for when the
current levels are below, on, or higher than the required levels. When the actual level is
lower than the required level in the ponds, the sluice gate (inflow) is set to maximum or
high so that pond 1 reaches the required level. The valve s1 is kept at full throttle, so that
pond 0 also reaches the required level. When errors are near zero, both the inflow and the
valve s1 are kept at level 1 where inflows and outflows are balanced and the water level
is retained in the ponds. Finally, if the actual water level exceeds the required level, the
inflow is stopped, and valve s1 is kept at full throttle so that the levels reduce and reach the
required level. Another small addition to this is that the controller prioritizes the level of
pond 0. That means if somehow the level of pond 1 is increased due to some disturbance or
unknown noise, the disturbance will not appear in pond 0 as the controller prioritizes the
level of pond 0. The controller does not allow pond 1 to decrease to the required level if it
means to increase the level of pond 0 above its required level. An example of the rule when
the system is in an equilibrium state is given below:

IF E1 is ZERO and E0 is ZERO and X1 is HIGH and X0 is HIGH
THEN U1 is L1 and S1 is V1

(41)
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All of the 81 rules for each level controller 1 and 2 have a generalized form:

u(t) =
∑81

j=1 uj

(
∏4

i μ
Aj

i
(ki)

)
∑81

j=1

(
∏4

i μ
Aj

i
(ki)

) (42)

where u(t) is the controller’s output for U1 or s1, ki is the input value of x0, x1, E0, and E2.
The linguistic variable for input, which can be NEG, ZERO, POS or LOW, MED, HI, is A;
uA is the membership function of A; and uj is the firing strength of the jth fuzzy rule.

3.2. Level Reference Controller

The second controller that controls both the hydraulic system and turbine is also a
fuzzy controller. The reference controller takes the input in the form of required power
and the level of the pond 0. This controller requires the exact value of the required power
or at least a scaled version of it. Therefore, the hydraulic system parameters are taken
from [1], and the parameters of the hydraulic turbine are taken arbitrarily to match with the
hydraulic system. After that, the total theoretical power is calculated, which comes around
2 Mega Watts of power. Next, the minimum level of the pond is also decided arbitrarily as
it is very rare for the head pond of a power plant to be empty. That minimum level and
minimum power are arbitrarily decided as 20 m and 800 kilo watts.

The reference controller does not run the errors as opposed to the level controller
but with the reference power and the feedback from the pond 0 (level). The head ponds’
operating levels range from 20 m to a maximum of 35 m [1], and the operating power is
between 800 kW and 2 MW.

The reference controller is in the form of the Takagi Sugeno Fuzzy Inference Engine
instead of Mamdani Fuzzy Inference Engine for the previously discussed level controller.
The Takagi Sugeno controller is different from the Mamdani controller in the form as its
output is a constant or a linear combination of its inputs for each rule.

The function of the reference controller is to set a level reference for the ponds and give
the initial base position to the gate of the turbine. As the power plant operates between
800 kW and 2 MW and from the 20 to 35 m pond level, the available power for the turbine
is given by the following equation:

P = ηρgHQ (43)

where η is the turbine efficiency, ρ is the density of water, g is the gravitational constant, and
H and Q are the level of water in pond and the flow rate through the turbine, respectively.
As the efficiency of the turbine is not in our control, as the model taken from [2] assumes
constant efficiency for the turbine, and the density of water and gravitational constants
are fixed, the level of the water in head pond and the flow rate through the turbine can
be adjusted. According to Equation (34), the turbine’s rotational speed can also be used
as a control parameter, but we kept it constant and is left for future work. The flow rate
through the turbine is adjusted by adjusting the opening of the turbine wicket gate. The
pond level is divided from 20 m to 35 m in increments of 1 m, and the operating power is
adjusted from 800 kW to 2 MW in increments of 25 kW. The position of the turbine gate is
estimated against the required power and water level while fixing the other parameters.
This estimation is the basis for the rules of level reference and initial gate position of
the turbine.

The inputs of the level reference control are the required power and the level of pond 0.
These inputs are assigned membership functions as follows: The pond level can be varied
from 20 to 35 m, so the level is assigned four membership functions. The first membership
function deals with levels less than 20 m, while the rest three deal with from 20 to 35 m in
increments of 5 m. The level membership functions are named as m20, m25, m30, and m35,
respectively. All four level membership functions are trapezoidal, with the first membership
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function being non symmetric to describe all the levels less than 20 m. The required power
level (REQP) is divided into increments of 25 kW between 800 kW and 1.95 MW. That
means that 45+2 membership functions describe the required power. The 45 membership
functions are between 800 kW and 1.95 MW, while the other two represent power levels less
than 800 kW and greater than 1.95 MW. The inner 45 membership functions are triangular,
while the boundary membership functions are trapezoidal. Therefore, the total number of
rules for the level reference controller is 4 × 47 or 188. The controller requires the current
level of the head pond to give the level reference; for when the required power level is
reduced, and the current level of the pond is higher than the theoretical level, to stop the
controller from quickly reducing the level of the pond. The other aspect to know about the
current level is to set the initial position of the turbine gate according to the current level
rather than the desired level. An example of a rule is given below.

IF REQP is 165P and LEVEL is m25 THEN LEVREF is 30 and GFuzzy is 0.92 (44)

All of the 188 rules for the level reference controller have a generalized form:

u(t) =
∑188

j=1 uj

(
∏2

i μ
Aj

i
(ki)

)
∑188

j=1

(
∏2

i μ
Aj

i
(ki)

) (45)

where u(t) is the output of the controller for LEVREF or GFuzzy, ki is the input value of
REQP and LEVE. The linguistic variable for the input, which has been described above is,
A; uA is the membership function of A; and uj is the firing strength of the jth fuzzy rule.

3.3. Turbine Gate Correction Control

The turbine gate correction control is the final fine adjustment control for the turbine
gate. The level reference control discussed earlier gives the required level to the level control
and gives the turbine gate’s initial gate position. The final adjustment to the turbine gate is
made using a traditional PID controller. The output of the PID controller is added to the
previously assigned initial position of the gate by the level reference controller. Therefore,
the final value of the turbine gate becomes

GFINAL = GFuzzy + GPID (46)

The PID control is a traditional control scheme that is driven by the error between the
required power and generated power, and the output of controller is given by

GPID = KPe(t) + KI

∫ t

0
e(t)dt + KD

d
dt

e(t) (47)

where e(t) is the power error, and KP, KI , and KD are the proportional, integral, and
derivative constants of the PID controller.

By the interaction of these three controllers, the required levels of the ponds are
maintained, and the generated power comes within a hundred watts of the required power.

4. Fault Model

A few commonly occurring faults were modeled and added to the system to make
fault diagnostics and a fault-tolerant control. These faults were added to the system
model, detected, and identified by the fault diagnostic module, and then suggested fault-
tolerant control action is taken. In this work, currently, only saturation and leakage faults
are considered.

The saturation and leakage faults most commonly occur within the valves and gates
due to age, obstruction, or a weakened or faulty actuator. Saturation fault occurs when
the actuator cannot fully open the valve or gate; this reduces flow which is amplified by
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propagating through the system and affects the output by making it sluggish or having
lower than the desired value. Similarly, a leakage fault is the same as but opposite to a
saturation fault. During a leakage fault, the gate or valve cannot close or shut completely,
resulting in a constant leakage, having the output creeping higher than the desired value,
or having a sluggish response when braking or lowering the desired states of the system.
During the normal mode of operation (i.e., from zero or lower initial conditions to higher
desired states), the effects of saturation fault appear during the transient state but are
not present during the steady state. In comparison, the case is vice-versa for leakage
faults where their effects appear in the steady state but are invisible in the transient state.
Although this rule is not strictly followed, and it will be seen later when these faults are
added to the system. As a general rule of thumb, the faults whose effects appear in the
steady state are more severe than those whose effects only appear during the transient state.

From a purely fault-tolerant point of view, the faults whose effects are only present
during the transient state may not strictly require corrective action. As in this case, the
system is merely somewhat slower than a normal system unless it is so slow that it becomes
undesirable. In comparison, a fault whose effect is evident in the steady state has to be
dealt with using corrective action to keep the undesirable effects of the faults to a minimum.
However, detecting, identifying, and isolating both kinds of faults are very important for
early warning and avoiding the system from failing.

If we consider a single equation for a generalized linear system, then

.
x = Ax + Bu (48)

where A is the state gain matrix and B is the input gain matrix. In case of the occurrence of
a fault, the equation is modified as follows:

.
x = Ax + Bu + E f (49)

where E is the fault gain and f is the fault. In case of a nonlinear system with a nonlinear
fault, the system becomes

.
x = g(x, u, f ) (50)

Now let us consider our system equations and see how they are affected by the faults.
The types of faults being considered are saturation, leakage, and a combination of the two.
The components affected by these faults are the sluice gates w1 and w2, which allow the
river’s flow in ponds 1 and 2, the controllable valves s1 and s2 between the ponds T1, T0
and T1, T0, and finally, the wicket gate G of the Francis turbine. Sometimes the nonlinear
fault can be separated as an additive or a multiplicative function, which is sometimes not
easily possible. First, let us describe the faults mathematically before finding their effect on
the components. The saturation fault, nonlinear in nature, is described as

f 1(z) =

{
z z < Sat
Sat z ≥ Sat

(51)

where z is an arbitrary faulty component, and Sat is the constant saturation limit of the
effect of the fault. However, plugging this value of fault into the system is not feasible.
Therefore, we transform this nonlinear fault as an additive fault to the system. The additive
effect may be time varying or nonlinear, as is needed by the system. The fault f 1 is described
in its additive form as

f 1(z) =

{
z z < Sat
z + f 1

z z ≥ Sat
(52)

In the term f 1
z , z is the faulty component and f 1

z is the time varying term that satisfies
the equation below.

z + f 1
z = Sat (53)
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Similarly, the leakage fault is defined as

f 2(z) =

{
Leak z < Leak
z z ≥ Leak

(54)

Here, Leak is the constant leakage effect of the fault. Now, one can describe the leakage
fault in additive form as

f 2(z) =

{
z + f 2

z z < Leak
z z ≥ Leak

(55)

The time-varying term f 2
z satisfies the following equation:

z + f 2
z = Leak (56)

Similarly, when these two types of faults occur at the same time, it is defined as f 3,
which is defined as

f 3(z) =

⎧⎪⎨⎪⎩
Sat z > Sat
z Leak ≤ z ≤ Sat
Leak z < Leak

(57)

To describe the f 3 type of fault, f 3
z is not needed, as shown in the additive form of the

fault below.

f 3(z) =

⎧⎪⎨⎪⎩
z + f 1

z z > Sat
z Leak ≤ z ≤ Sat
z + f 2

z z < Leak

(58)

The above equations from Equation (51) to Equation (58) shall be referred to multiple
times to define f i

z, where the faulty component is z and i = 1, 2, depending on whether the
component is in saturation or leakage fault. This will be used extensively to convert the
fault equations into additive forms.

Now let us look at how these faults affect the components of the system. We shall
examine the sluice gate, pond valve, and turbine wicket gate fault one by one. There are
two sluice gates and pond valves; only one of each will be examined to avoid redundancy.

4.1. Sluice Gate Faults

The sluice gates are on the opening of the river to the ponds T1 and T2. Although, the
level controller assumes that the flow of the river into the ponds is controllable explicitly, the
sluice gates w1 and w2 control the inflow by monitoring the river flow using Equation (38).
The equation for pond 1 T1, Equation (11), is rewritten adding the effect of fault f 1 below.

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

f 1(w1)l1
A

(59)

According to Equation (52), the effect of the sluice gate fault in the saturation region
can be written as a sum with the f 1

w1
term. When the effect of the f 1 fault appears for the

sluice gate, Equation (57) is written as

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

w1l1
A

+
f 1
w1

l1
A

(60)

Note that the value of f 1
w1

is negative in the above case. To find the fault’s total effect,
we integrate the above Equation (60).

x1 = −
ȵ a
A

∫ t

0
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ t

0

w1l1
A

dt +
∫ t

0

f 1
w1

l1
A

dt (61)
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Similarly, for the case of a leakage fault, the equation becomes

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

f 2(w1)l1
A

(62)

Going through similar steps and defining f 2
w1

the fault f 2 is converted to an additive
form and the effect of the fault in leakage mode is written as

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

w1l1
A

+
f 2
w1

l1
A

(63)

The total effect of the fault is given by integrating the above Equation (63) as before:

x1 = −
ȵ a
A

∫ t

0
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ t

0

w1l1
A

dt +
∫ t

0

f 2
w1

l1
A

dt (64)

Using the similar reasoning the effect of third type of fault appears in the equation as

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0) +

f 3(w1)l1
A

(65)

Since the f 3 fault is a combination of the saturation and leakage faults, the additive
form of the fault f 3 on the sluice gate w1 is described by Equations (61) and (64), depending
on whether the fault is in the saturation or leakage region. The fault model for w2 is the
same as above and discussing it will be redundant.

4.2. Pond Valve Fault

In the case of a fault in the valve s1, its effect appears in two equations. The equations
are of pond 1 and pond 0. The equation for pond 1, Equation (11), with the occurrence of
fault f 1, is modified as follows:

d
dt

x1 = −
ȵ a
A

f 1(s1)
√

2g|x1 − x0|sgn(x1 − x0) +
w1l1

A
(66)

Similarly, the equation for the head pond 0 (13) is modified as follows

d
dt

x0 =
ȵ a
A

⌈
f 1 (s1)

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(67)

Rewriting the faults in additive form according to Equation (50) and defining f 1
s1

, the
equation for pond 1 in the saturation fault region is

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0)−

ȵ a
A

f 1
s1

√
2g|x1 − x0|sgn(x1 − x0) +

w1l1
A

(68)

Likewise, the equation for pond 0 during the saturation region of the fault is

d
dt

x0 =
ȵ a
A

⌈
s1

√
2g|x1 − x0|sgn(x1 − x0) + f 1

s1

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(69)

The total effect of the fault on pond 1 is given by integrating Equation (68).

x1 = −
ȵ a
A

∫ t

0
s1

√
2g|x1 − x0|sgn(x1 − x0)dt −

ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ t

0

w1l1
A

dt (70)

Similarly, the total effect of fault on pond 0 is given by integrating Equation (69).

x0 =
ȵ a
A

∫ t

0

⌈
s1

√
2g|x1 − x0 |sgn(x1 − x0) + f 1

s1

√
2g|x1 − x0 |sgn(x1 − x0) + s2

√
2g|x2 − x0 |sgn(x2 − x0)dt

⌉
−
∫ t

0

Qt

A
dt (71)
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We shall be delving more deeply into the effects of the saturation fault of the pond
valve in the Appendix A. Using similar reasoning as above, the occurrence of fault f 2 on
the valve s1 modifies the equation of the pond 1 Equation (11) as follows:

d
dt

x1 = −
ȵ a
A

f 2(s1)
√

2g|x1 − x0|sgn(x1 − x0) +
w1l1

A
(72)

Similarly, the equation of the pond 0 (13) with the occurrence of fault is:

d
dt

x0 =
ȵ a
A

⌈
f 2 (s1)

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(73)

Now, defining f 2
s1

and rewriting the fault equations for pond 1 and pond 0, the equation
for pond 1 during the effects of leakage fault is given as

d
dt

x1 = −
ȵ a
A

s1

√
2g|x1 − x0|sgn(x1 − x0)−

ȵ a
A

f 2
s1

√
2g|x1 − x0|sgn(x1 − x0) +

w1l1
A

(74)

Similarly, the equation for pond 0 during the effects of leakage fault is

d
dt

x0 =
ȵ a
A

⌈
s1

√
2g|x1 − x0|sgn(x1 − x0) + f 2

s1

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(75)

The total effect of the fault on pond 1 is given by integrating Equation (74).

x1 = −
ȵ a
A

∫ t

0
s1

√
2g|x1 − x0|sgn(x1 − x0)dt −

ȵ a
A

∫ t

0
f 2
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ t

0

w1l1
A

dt (76)

Similarly, the total effect of fault on pond 0 is given by integrating Equation (75).

x0 =
ȵ a
A

∫ t

0

⌈
s1

√
2g|x1 − x0 |sgn(x1 − x0) + f 2

s1

√
2g|x1 − x0 |sgn(x1 − x0) + s2

√
2g|x2 − x0 |sgn(x2 − x0)

⌉
dt −

∫ t

0

Qt

A
dt (77)

Now when describing the fault combination f 3, which is actually a combination of the
first two faults, the equation for pond 1 is

d
dt

x1 = −
ȵ a
A

f 3(s1)
√

2g|x1 − x0|sgn(x1 − x0) +
w1l1

A
(78)

and the fault equation for pond 0 is

d
dt

x0 =
ȵ a
A

⌈
f 3 (s1)

√
2g|x1 − x0|sgn(x1 − x0) + s2

√
2g|x2 − x0|sgn(x2 − x0)

⌉
− Qt

A
(79)

As the fault f 3 of the valve s1 behaves like f 1 or f 2 depending on whether the fault is
in the saturation or leakage region, the effects of f 3 are described by Equations (69,70,76,77),
respectively.

4.3. Turbine Wicket Gate Fault

Now let, us look at the fault model for the turbine wicket gate. In the case of the occur-
rence of fault f 1 in the turbine wicket gate, the effect appears in the turbine Equation (24) as

Q
Qr

= f 1(G)

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(80)
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Now, if we convert the fault to the additive form using Equation (52) and define f 1
G,

the effect of the saturation fault for the turbine in the saturation region is given by the
following equation:

Q
Qr

= G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
+ f 1

G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(81)

We find the effect of turbine wicket gate fault on power by plugging in Equation (81)
to Equation (34), so the faulty power becomes

P =
Mrx0nr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
+

Mrx0nr

H0
f 1
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(82)

In the case of leakage fault f 2 of the turbine gate, the equation of the turbine is

Q
Qr

= f 2(G)

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(83)

The effect of the leakage fault is written by converting the above Equation (83) to the
additive form by defining f 2

G using Equation (55). The additive form of the turbine wicket
gate leakage fault in the faulty region is given by

Q
Qr

= G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
+ f 2

G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(84)

Similarly, the effect of the fault on power is given by

P =
Mrx0nr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
+

Mrx0nr

H0
f 2
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(85)

Similarly, the case of the f 3 fault of the turbine wicket gate is given by

Q
Qr

= f 3(G)

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(86)

As it was done in earlier cases, the additive form of the turbine gate fault f 3 is given as
Equation (81) or (84) for flow through the turbine. Similarly, Equation (80) or (83) gives the
effect of the fault f 3 on power. These all depend on whether the turbine gate is in saturation
or leakage fault mode. With the effects of the faults modeled, we shall find the effects of the
faults on the residue in the next section.

5. Fault Diagnostics and Tolerance

The faults considered in this work are modeled in the previous section. Now there is
the case of detection, identifying, and finally proposing a control action to mitigate the effect
of the faults. In this work, fault diagnostics are done in three modes: residue generation,
fault identification, and fault tolerance. The first step is residue generation and saving the
said residue in a memory unit. In the second diagnostic and identification step, the fault
type is identified, and a relevant fault code is generated for the fault-tolerant control. In
the last step, the fault tolerant control reads the fault code and gives the corresponding
corrective action to make the system fault tolerant.

A model-based fault diagnostic approach is used to detect and identify the faults and
then suitable corrective action is taken to make the system fault tolerant. The first step in
this direction is to generate residue for the faults.
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5.1. Residue Generation

In the model-based fault-tolerant control, the residue is generated by the difference
between the system’s actual output and the output of the system model. As the system and
its model are theoretically the same, the residues should be zero or near to it. However,
there is almost always some disturbance or model uncertainties present in the residue. This
makes the residue nonzero, but it is near to zero if there is minimum model mismatch and
disturbance. Equations (87) and (88) give the generalized system with faults:

.
x = Ax + Bu + Ed + F f (87)

y = Cx + Du + Hd + J f (88)

where E and F are the disturbance and fault distribution matrices for the state of the system,
H and J are the output disturbance and fault distribution matrices, while d and f are the
disturbance and fault, respectively. The system model is described by the equations

.
x = Amx + Bmu (89)

y = Cmx + Dmu (90)

The residue of the system is given as the difference between Equations (88) and (90).

r = Cx + Du + Hd + J f − Cmx − Dmu (91)

In the absence of the model mismatch or uncertainty, the residue will only contain
faults and disturbances; therefore,

r = Hd + J f (92)

This residue is processed to identify and isolate the faults for fault diagnostics and
tolerance. In our system, which consists of the hydraulic system and the turbine, the
outputs are Equation (22) and Power. The combined output of the system is given by

→
Y = [x0 x1 x2 xs P]T (93)

In the current case the residue is given by

→
r =

→
Y −

→
Y Faulty (94)

Now the residue in the case of the occurrence of the faults will be examined for
each fault. The explicit effects of the faults on the states are given in the previous section.
Although the effects of the faults tend to propagate through the system, due to the layered
structure of the control, the effects of the faults are compensated for at the next level. Even
with that, the faults can affect the system, thus requiring some kind of fault identification
and tolerance. The implicit effects of the faults on the system are not mathematically
discussed, but they are graphically shown in the residue graphs in the results section.

5.1.1. Residue Generation of Sluice Gate Faults

In the case of the saturation fault f 1 at the sluice gate w1, directly affected is pond 1 T1.
The residue for this fault is given as the difference between Equations (30) and (61).

r f 1(w1)
1 =

∫ t

0

f 1
w1

l1
A

dt (95)

Here, r f 1(w1)
1 is the residue of pond 1 with the occurrence of fault f 1 at sluice gate w1.

Although the rest of the residues may or may not be non zero due to the implicit effects of
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the saturation fault, these effects are shown graphically rather than mathematically. The
total residue is given as

←−−→
r f 1(w1)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

r f 1(w1)
0∫ t

0
f 1
w1

l1
A dt

r f 1(w1)
2

r f 1(w1)
s

r f 1(w1)
P

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(96)

As this residue is due to the saturation fault of w1, this residue will only be nonzero
when the sluice gate w1 is in the saturation region; this happens when the current levels of
the ponds are less than the required level, and the sluice gate needs to open fully to allow
the levels of the ponds to rise to the required level quickly. However, in the presence of the
saturation fault in the sluice gate, the gate is not opened fully, thus restricting the water
flow to the pond (pond 1 in this case). Due to this, the pond’s level is less than the faultless
state. Due to this pond level difference, the effect of the fault appears in the headpond 0 and
is thus transmitted to power because at this level the turbine gate is also at its maximum
opening, such as during normal operation, but the head pond level is lower; thus, there
exists a power residue. However, once the required level is achieved, the sluice gate is no
longer in saturation; thus, all residues drop to zero in steady-state mode.

In the case of the leakage fault f 2 at the sluice gate w1, directly affected is pond 1. The
residue for this fault is given as the difference between Equations (30) and (64).

r f 2(w1)
1 =

∫ t

0

f 2
w1

l1
A

dt (97)

Here, r f 2(w1)
1 is the residue of pond 1 with the occurrence of fault f 2 at the sluice gate

w1. The rest of the residues will also be non zero due to the implicit effects of the saturation
fault; these effects are shown graphically rather than mathematically. The total residue is
given as

←−−→
r f 2(w1)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

r f 2(w1)
0∫ t

0
f 2
w1

l1
A dt

r f 2(w1)
2

r f 2(w1)
s

r f 2(w1)
P

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(98)

Unlike the saturation fault, the effects of the leakage fault are not present when the
current levels of the ponds are below the required level as the sluice gate is in normal
operating mode. However, once the system is in steady-state mode, the sluice gate enters
the leakage mode, and the effects of the fault appear in the residue. The effects of this fault
are constrained in pond 1 for a while until it propagates to head pond 0 and then later
appears as an increase in power.

In the case of fault f 3 at the sluice gate w1, this is a combination of the above two faults
and the residue is given by either Equation (96) or Equation (98), depending on whether it
is in transition or steady state.

5.1.2. Residue Generation of Pond Valve Faults

In the case of the saturation fault f 1 at the valve s1, the primary affected are pond 1
and pond 0. The residue for pond 1 is the difference between Equations (30) and (70).

r f 1(s1)
1 = −

ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt (99)
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The residue for pond 0 is given by the difference between Equations (29) and (71).

r f 1(s1)
0 =

ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt (100)

The rest of the residues may or may not be nonzero (its mathematics is shown in the
Appendix A) due to the implicit effects of the faults, and the total residue is given as

←−−→
r f 1(s1)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

− ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

r f 1(s1)
2

r f 1(s1)
s

r f 1(s1)
P

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(101)

This is the residue due to the saturation fault of the valve s1. The effects of this fault
occur as Equation (71), when the valve s1 goes to the saturation region. The valve s1 only
goes in the saturation region when the current levels of the ponds are fairly below the
required level and the valve s1 has to be fully open to make the water levels quickly rise to
the required level. Thus, the effects of this fault appear only in the transition state and show
their effect by slightly increasing the level of pond 1 and decreasing the level of pond 0.
The fault effects are transmitted to the other parts of the system, but they disappear as soon
as the system reaches steady state.

In the case of leakage fault f 2 at the valve, s1, the primary affected are pond 1 and
pond 0. The residue for pond 1 is the difference between Equations (30) and (76).

r f 2(s1)
1 = −

ȵ a
A

∫ t

0
f 2
s1

√
2g|x1 − x0|sgn(x1 − x0)dt (102)

The residue for the pond 0 is given by the difference between Equations (29) and (77).

r f 2(s1)
0 =

ȵ a
A

∫ t

0
f 2
s1

√
2g|x1 − x0|sgn(x1 − x0)dt (103)

The rest of the residues may be nonzero due to the implicit effects of the faults, and
the total residue is given as

←−−→
r f 2(s1)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ȵ a
A
∫ t

0 f 2
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

− ȵ a
A
∫ t

0 f 2
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

r f 1(s1)
2

r f 1(s1)
s

r f 1(s1)
P

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(104)

Unlike the above discussed leakage fault f 2 at the sluice gate w1, the valve’s fault only
affects the system when the current levels of the system are higher than the required level,
and the water level in the ponds need to be reduced to the lower level. Unless the leakage
fault is of very high magnitude, the effects of the fault disappear when the system reaches
steady state. This is because the valve s1 is open significantly during the steady state to
equalize the inflows and the outflows.

In the case of fault f 3 to the valve s1, the above two faults are combined. The residue
is given by either Equation (101) or Equation (104) whether the current pond level of the
system is lower or higher than the required level.
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5.1.3. Residue Generation of Turbine Wicket Gate Faults

In the case of the saturation fault f 1 at the turbine wicket gate G, the effected part of
the system is the turbine power output. Although due to some back propagation, the other
parts of the residue may or may not be zero. The residue of the turbine is given by the
difference between Equations (34) and (82).

r f 1(G)
P =

Mrx0nr

H0
f 1
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(105)

The rest of the residues, which may or may not be zero, are given by

←−−→
r f 1(G)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

r f 1(G)
0

r f 1(G)
1

r f 1(G)
2

r f 1(G)
s

Mr x0nr
H0

f 1
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(106)

The saturation fault f 1 of the turbine wicket gate is fairly critical as it directly affects
the output power of the turbine. The effects of this fault occur whenever the turbine gate
needs to be operated in a higher flow region, which is nearly all of the time other than when
the system’s power level needs to be reduced from a higher level. In the case of this fault,
it is imperative to have some kind of fault-tolerant scheme for the system to run within
acceptable levels of performance.

In the case of the leakage fault f 2 at the turbine wicket gate G, the primary affected
part is the power output. The residue for the power output is given by the difference
between Equations (34) and (85).

r f 2(G)
P =

Mrx0nr

H0
f 2
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
(107)

The rest of the residue, which may or may not be zero, are given by

←−−→
r f 2(G)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

r f 2(G)
0

r f 2(G)
1

r f 2(G)
2

r f 2(G)
s

Mr x0nr
H0

f 2
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(108)

Unlike the above saturation fault, the residue for this fault only appears if the turbine
needs to be shutdown or the required power is suddenly reduced to a very low level when
the system is under operation.

In the case of fault f 3 at the turbine wicket gate G, the residue is given by Equation (106)
or Equation (108), whether the system is in normal operation mode or needs to be shutdown.

Although there is some disturbance present in the system’s output or the residue, it is
assumed that the disturbances present in the power output, head pond, and surge tank are
negligible. In the current case, some white noise is added to ponds 1 and 2 of the system
approximating the sensor noise due to the water’s bubbling or turbulent effect as it falls
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from the river into ponds 1 and 2. Therefore, the disturbance vector that will appear in the
residue is given as

→
d =

⎡⎢⎢⎢⎢⎣
0
d1
d2
0
0

⎤⎥⎥⎥⎥⎦ (109)

So, the total residue in case of the occurrence of fault is given as

←−→
r f I (z)

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

r f i(z)
0

r f i(z)
1

r f i(z)
2

r f i(z)
s

r f i(z)
P

⎤⎥⎥⎥⎥⎥⎥⎥⎦
+

⎡⎢⎢⎢⎢⎣
0
d1
d2
0
0

⎤⎥⎥⎥⎥⎦ (110)

where z is the faulty component and i is the type of fault, both of which have been discussed
above. As seen from Equation (110), the sensor noise is clearly not needed as it will tend to
give a nonzero residue even if the system is running in its normal state and no faults or
unexpected disturbances have occurred. As the disturbances usually have relatively high
frequency components, while the system’s hydraulic and power dynamics are in a lower
frequency region, it makes sense to filter or average the residue to attenuate the effects of
disturbance. In this case, a moving average is used to reduce the effects of disturbance.
After the averaging, the residue is multiplied by a high gain to make it more sensitive to
the effects of the faults. This makes the residue sensitive and makes the effects of the fault
more apparent when the effects of the faults appear in the system output. The residue
given to the fault identification module is given as

←−−−→
r f i(z)

Final

= gr
1
T

∫ t+T

t
←−→
r f i(z)

dt (111)

Here,
→

r f i(z)
Final is the residue vector for fault identification, T is the averaging time

window, and gr is the constant gain of the residue. In this way, all the faults’ residues
→

r f i(z)
Final are found and saved in the database for further usage. The simplified form of the

residue generation and the preprocessing scheme is given in Figure 3. Note also that the
‘Total System’ in Figure 3 represents the whole Figure 2 as the total system, which is the
hydraulic system, turbine, and its control system.

Figure 3. Residue generation and pre-processing.
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5.2. Fault Identification

After the residue is generated, the next task is to identify and isolate the fault. As the
residue is generated by the system and passed to the diagnostic module, it is processed to
determine the system integrity and to identify any fault. The system residue is compared to
all fault residues saved in the database beforehand to determine the presence or absence of
a fault. The effects of the faults are more deterministic rather than probabilistic. According
to assumptions, only one component can be faulty at a given time. It is more efficient to
compare the generated residue with the known fault residues from the database than any
other method to identify the fault. A simplified form of the fault identification process is
shown in Figure 4.

Figure 4. Fault identification module.

The residue comparison is given by taking the difference of the given residue with
all the identified residues present in the database. The difference for a particular fault is
given as

←−−−→
ddi f f

f i(z)
=←−−−−−−−→

rUnidenti f ied
Final

− ←−−−→
r f i(z)

Final

(112)

Here, ←−−−−−−−→
rUnidenti f ied

Final

is the unidentified residue given by the system and ←−−−→
r f i(z)

Final

is one

of the known residues of the system present in the database. Similarly, the given residue is
compared with all of the residues present in the database and is prepared for the next step.

As we know that the residue is a set of five time series and so is the difference of the
residues, we need to make the difference vector independent from time while retaining
all the information present in the difference vector. We square all of the five parts of the
difference vector first. Writing the difference vector in its expanded form:

←−−−→
ddi f f

f i(z)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

d f i(z)
0

d f i(z)
1

d f i(z)
2

d f i(z)
s

d f i(z)
P

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(113)
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The vector containing all the squared time series of the difference vector is donated by
←−−−→
ddi f f

f i(z)
. We individually square all the elements of the difference vector as

←−−−−→
Ddi f f

f i(z)
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(
d f i(z)

0

)2

(
d f i(z)

1

)2

(
d f i(z)

s

)2

(
d f i(z)

s

)2

(
d f i(z)

P

)2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(114)

This makes ←−−−→
ddi f f

f i(z)
to retain the information in the difference vector by squaring the

time series. Now, to turn the squared difference vector consisting of five time series, we
integrate the squared difference vector over time to make it a time-independent vector
consisting of five scalar values. The elimination of the time dependency is given as

←−→
I f i(z)

=
∫ t

0
←−−−−→
Ddi f f

f i(z)
dt (115)

Here, ←−→
I f i(z)

is the difference vector, consisting of five positive scalar elements each.

Finally, the square of the magnitude of ←−→
I f i(z)

is found by having a dot product with itself.

K f i(z) = ‖←−→
I f i(z)

‖2 =←−→
I f i(z)

· ←−→
I f i(z)

(116)

The steps of Equation (112) to Equation (116) are repeated for each known fault residue
in the database. This procedure generates a scalar for each known fault. After the scalar
values are generated, the minimum of that is taken and compared to a predetermined
threshold value. If the minimum value is lower than the threshold, that fault is determined
to have occurred and is identified. Each fault is given a unique code that describes the fault,
and then this code is passed onto the fault tolerant control.

5.3. FaultTolerance

In the event of fault occurrence, it corrects or modifies the system output parameters
for the system to behave more desirably. Fault-tolerant action may not be necessary in the
case of the occurrence of every fault. In the case of the faults discussed above, there are two
possible cases for the effects of faults. If the effects of the fault are only apparent during
the transient state and disappear when the system enters steady state, there is no need to
have dedicated fault tolerance in this case. The second case is when the faults affect the
outputs when the system is in steady state, fault-tolerant action is required. However, if
the faults do not affect the output critical to the system, dedicated fault tolerant action may
not be required. If the fault affects the critical outputs in the steady state, fault tolerance is
required to correct the critical output. In the case of this system, the critical output which
needs to have fault tolerance is the output power, while the actual levels of the ponds are
not important.

In this case, the faults discussed are all the actuator faults, and it is rather hard to give
corrective action to an already malfunctioning actuator. For this reason, fault tolerance
is achieved by giving corrective action to the reference controller. The level reference
controller gives the required level to the hydraulic system. By adjusting the required
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level to a corrected level, the effects of the fault are minimized and suppressed, thus
achieving fault tolerance. By adjusting the reference, the rest of the system will behave
more desirably while still being faulty. The fault-tolerant or fault-compensation process is
shown in Figure 5.

Figure 5. Fault tolerance and fault compensation process.

For each type of identified fault from the fault code given by the fault identification
module, the actual name of the fault is given as output and whether it requires fault
corrective action or not. In the case where fault corrective action is required, the fault
corrective reference is added to the level reference as

LevelRe f Adj = LevelRe f + LevelRe f Corr (117)

So, this LevelRe f Adj is given as the required level to the level controller. When the fault
tolerance action is not needed, LevelRe f Corr is given as zero to the level reference. Therefore,
by combining the three steps of fault diagnostics, the fault diagnostic process is of the type
shown in Figure 6.
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Figure 6. Fault diagnostic scheme.

6. Results and Discussion

The system was simulated in MATLAB and Simulink to analyze its validity. The
basic three-pond hydraulic model is presented in [1] and was modified according to
the requirements of this work. The Francis turbine model is taken from [2] and was
implemented using MATLAB. First, the total system was simulated with the three-level
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control. After implementing faults and residue generation, the residue is saved in a
memory unit. The saved unidentified residue is read by the fault identification module
and identified. After identifying the fault or lack of it, a suitable error code is passed to the
fault tolerant module. The system is simulated in fault-tolerant mode in case of a fault. The
model parameters were taken arbitrarily but taken to be in line with the parameters of the
hydraulic system [1], which was also taken arbitrarily. So, the parameters of the hydraulic
system for simulation are as follows:

H0 = H1 = H2 = Height o f pond 0, 1, 2 = 35 m;

Hs = Height o f Surge Tank = 20 m;

Ct = Friction constant o f headrace. = 0.98; a = Cross sectional area o f the ducts between T1&T1, T2&T0 = 6.25 m2;

A = Area o f the Ponds T0, T1, T2 = 50 m × 50 m = 2500 m2;

As = Area o f Surge Tank. = 10 m × 10 m = 100 m2;

Lt = Length o f headrace. = 200 m; At = Cross − sectional area o f headrace = 6.25 m2;

Umax = Maximum controllable in f low o f water in ponds T1 and T2 = 100 m3/sec;

m = Base in f low o f water in ponds T1 and T2 = 75 m3/sec;

p = The maximum transient in f low o f water in ponds T1 and T2 = 25 m3/sec.

According to Equation (8) both the base and the transient flow rate will become equal
at 50 m3/sec

The parameters of the turbine penstock were arbitrarily set as

Qr = Rated flow-rate through the turbine = 6.5 m2;
nr = Rated rotational speed of the turbine = 10 rev/textsec;
n = Rotational speed at which the turbine is set = 8.33 rev/sec;
Hr = Rated height of the turbine which is same as the Height of Pond 0 = 35 m;
Mr = Rated torque of the turbine = 200,655 Nm;
Pr = Rated maximum power of the turbine = 2,006,550 Watts ∼= 2 MegaWatts.

Although the turbine is rated at slightly more than 2 MW, the generated maximum
power of the turbine maxes out at nearly 1.95 MW at the set conditions.

6.1. Power Generation

With all of the system parameters out of the way, the system operation was tested at
some required power. The required power at which the system was tested was assumed
to be the usual required power at which the system would operate most of the time.
The required power was set at 1.65 MW, and the system’s normal operation was tested.
Although only the hydraulic system was tested in [1], the hydraulic system had zero initial
conditions. In this work, as stated earlier, the minimum level of the head pond is 20 m.
Therefore, the initial conditions for the ponds were set at 20 m. The total system was tested
with the required power of 1.65 MW and the initial conditions described.

The concerned outputs of the system were the pond levels 0, 1, and 2, and the output
power is shown graphically. Furthermore, due to the massive difference between the output
power and pond levels, it made sense to show both graphs separately for all the cases, such
as the system operation in normal or in faulty conditions; also, the level and power graphs
for the residue are shown separately due to this reason.

For the case of the normal operation of the system, with a required power at 1.65 MW,
the reference controller sets the required level to 30 m and the system is started from the
initial conditions. The level and the power graphs are shown in Figures 7 and 8.

As shown in Figures 7 and 8, the system behaves normally and it reaches both the
required levels and required power in some time with a minimum level of error for both the
pond levels and the generated power in steady state. Another point to consider is that there
are comparisons of the level control of this model with the traditional single-pond model
in [1], which are not repeated here. Another comparison about the power regulation can be
made with the results of [17], but the scale of power is different, and although [17] still uses
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a fuzzy controller as our work, their approach is different as [17] only deals with power
regulation with a static head under different head conditions, such as a low, medium, and
high head and changing from power requirement from 2 MW to 10 MW or from 10 MW to
40 MW by only controlling the flow rate through the turbine.

Figure 7. Pond levels (0, 1, and 2) in normal operation at the desired power of 1.65 MW.

Figure 8. Power level in normal operation and desired power of 1.65 MW.

6.2. Faults and Residues

As the main crux of this work relates to residue generation and fault identification,
we shall be plotting the graphs for the residues of the faults. The residue generation mode
consists of a fixed time window with the standard initial conditions and standard required
power, which is 1.65 MW. It is unnecessary to plot the residue for the normal operation as
it will be zero with noise added to r1 and r2. The magnitudes of the saturation and leakage
faults are arbitrarily taken at 10%; i.e., the faulty valve or gate will be in saturation mode if
it is equal to or greater than 90% of its opening and it will be in leakage mode when it is
equal to or less than 10% of its opening. The graphs of the residues are generated through
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the system sensors in MATLAB/Simulink, while to aid in calculations, the fault effects
were taken mathematically. Now, let us look at the residues for each fault discussed above
with the exception of those which do not have any effect on the residue in the normal mode
of operation and also faults that are redundant after discussing these faults; i.e., faults of
sluice gate w2 and pond valve s2.

6.2.1. Saturation Fault of Sluice Gate

As discussed earlier, Equation (96) is used to generate the residue of fault f 1 of the
sluice gates w1 or w2; it also was noted earlier that the effects of the saturation fault are
only visible in the residue when the sluice gate is in its saturation region. This occurs when
the system is in a transient region, and the levels of the ponds are below the required levels.
When the system reaches its steady state, the sluice gate is no longer in its saturation mode,
and the system starts behaving in its normal mode. Therefore, the residue for this fault is
only visible in the transient region of the system. Although the exact mathematical model
of this fault was only given for the directly affected pond (in this case pond 1), it was also
stated that the effects of this fault would be transmitted to the other ponds and the output
power. The residue graph for the saturation fault of w1 is given in Figure 9. If the same fault
is in w2, Residues 1 and 2 are swapped, while the rest of the residues will remain the same.

Figure 9. Pond residues for the saturation fault of sluice gate w1.

As the magnitude and the scales of the power residue are very different from the other
residues, the power residue is shown separately for all the faults discussed here. During
the transient state when the pond levels are lower than the required levels, the power
generated depends on the head pond level as the turbine wicket gate may be fully open.
As the head pond level is lower than the normal transient state, these effects appear in the
power residue in the transient state and disappear as soon as the system reaches steady
state, as shown in Figure 10. In the case of the saturation fault of w2, the power residue will
remain the same.

6.2.2. Leakage Fault of the Sluice Gate

Equation (98) is used to compute the residue in case of the leakage fault f 2 of the sluice
gate w1 or w2. As discussed before, the effects of that fault are only visible when the system
is in steady-state mode or when the pond levels are greater than the required levels. When
the ponds are in the steady-state mode, i.e., the current levels are equal to or greater than
the required level, the sluice gate goes into leakage mode. Due to this leakage, the amount
of water entering the pond is greater than the water leaving it, causing a slow rise in the
water level. The effect is more apparent in the primarily affected pond, then transmitting to
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head pond 0 and forward to the power and surge tank and back to the other pond. The
residue graphs for the leakage fault f 2 of the sluice gate w1 are shown in Figure 11. In the
case of fault of w2, residues 1 and 2 are swapped.

Figure 10. Power residue for the saturation fault of sluice gate w1.

Figure 11. Pond residues for the leakage fault of sluice gate w1.

The effects of the leakage fault are also transmitted to the output power of the turbine,
and the output power will also start creeping up after the system has reached steady-state
mode; therefore, the power will also creep up, as shown by the residue graph in Figure 12.
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Figure 12. Power residue for the leakage fault of sluice gate w1.

6.2.3. Saturation and Leakage Fault for the Sluice Gate

As discussed earlier, the f 3 fault is a combination of saturation and leakage faults, and
its effect on the residue is during both the transient and steady-state regions. The residue
graph for fault f 3 of the sluice gate w1 is given in Figure 13. As stated before, for the same
fault of w2, residues 1 and 2 are swapped.

Figure 13. Pond residues for the saturation and leakage fault of sluice gate w1.

Similarly, the power residue combines the previous two faults and is given in Figure 14.
Although the power residue graph looks the same as in Figure 10, it is a combination of
Figures 10 and 12, this is because the power residue in Figure 10 has a very large magnitude
as compared with Figure 12, and its effect looks suppressed.
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Figure 14. Power residue for the saturation and leakage fault of sluice gate w1.

6.2.4. Saturation Fault of the Pond Valve

Equation (101) is used to compute the residue in case of the fault f 1 of the pond valves
s1 or s2. As the effect of the saturation fault of the pond valve only appears when the system
is in the transient region when the current pond level is lower than the required level, the
valve cannot be fully opened and goes into saturation mode. Therefore, the effects of the
saturation fault for the valve s1 appear in the residue as shown below. As the effects of the
leakage fault of the pond valve only appear when the system’s required levels are lower
than the current level, the leakage fault of the pond valve is also undetectable in the current
residue generation mode, as the residue is unchanged. The effects of the saturation fault
for valve s1 appear in the residue as shown in Figure 15; also, both the fault type f 1 and f 3

have exactly the same residue for valve s1.

Figure 15. Pond residues for the saturation fault of the pond valve s1.
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Similarly, the effects of the fault f 1 of the pond valves appear only during the transient
mode. The power residue graph for the f 1 fault of the pond valve s1 is given in Figure 16;
also, it is exactly the same as the f 3 fault.

Figure 16. Power residue for the saturation fault of the pond valve s1.

6.2.5. Saturation Fault of the Turbine Wicket Gate

Equation (106) gives the residue in case of the fault f 1 of the turbine wicket gate G. As
stated before, the turbine operates at near or more than 90% gate opening for most of the
time during operation. When the system is in transient state, and the current pond and
power levels are below the required levels, at this time, the turbine gate is at nearly full
throttle to try to reduce the power error as soon as possible. If a saturation fault exists in
the turbine gate, its effects will appear in the power residue. When the system reaches its
steady state, the turbine is still in its saturation mode, and the power residue will continue
to be nonzero. Although the effects of this fault only appear in the power residue, they are
not back propagated towards the ponds and hydraulic system. As all the saturation and
leakage faults tested have a 10% magnitude, the effects of the fault are limited to the turbine.
However, if the saturation fault increased significantly, then the effects of the fault will also
back propagate towards the hydraulic system, starting with the surge tank. In the current
situation, the hydraulic system’s residue for the turbine gate’s saturation fault is the same as
a normal residue (near zero). However, the power residue is always nonzero. Furthermore,
as the effects of the leakage fault do not appear in the normal residue generation mode, the
power residue for fault f 3 of the turbine wicket gate G is the same as the saturation fault
and is given in Figure 17.

6.2.6. Undetectable Faults

Due to the nature of the saturation and leakage faults, the system behavior is indistin-
guishable from a faultless system. As long as the faulty component of the system is not
operating in a faulty (saturation or leakage) region, these faults will remain undetected.
Examples of these are the leakage faults of the pond valves and the turbine wicket gate,
whose effects are only visible if the pond level is needed to be lowered significantly or
the turbine is shutdown. Therefore, another special residue generation mode needs to
be implemented, forcing the pond valves and the turbine gate to go into leakage mode,
thus making the leakage faults detectable. By implementing the special residue generation
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mode, all the discussed faults can be detected by running it in conjunction with the normal
residue generation mode. Implementation of a special residue generation mode is left for
future work as these faults do not affect the system in steady state and thus do not require
the intervention of fault-tolerant control.

Figure 17. Power residue for the saturation fault of turbine gate G.

6.3. Effect of Fault-Tolerant Control

As stated in the fault description section, the faults affect the system in a transient
or steady state. The requirement for fault tolerance arises if the system starts behaving
undesirably in the steady state or its behavior is harmful to the system in transient state.
In these cases, while any fault must be detected and taken care of during scheduled
maintenance, it is often not feasible for the system to be stopped during the operation.
For this reason, it is more efficient for the system to take countermeasure and operate the
system in lower efficiency mode rather than shutting down the system or to keep running
it in faulty mode. Although fault compensation or tolerant action is not required to occur
in the case of detection of each and every fault, some faults have long-term effects on the
system outputs. In case of the faults discussed above, fault tolerance is required only for
two cases of faults. The first case is the leakage fault of the sluice gate, and the other is the
saturation fault of the turbine. In the current system, the output power is most important
for the system’s proper operation. Therefore, for fault tolerance control, the output power
is targeted for correction in case of the occurrence of a fault, while the pond levels are
disregarded in favor of the output power. In the following section, the two cases that
require fault tolerance are discussed below.

6.3.1. Sluice Gate Leakage Fault Tolerance

For the residue graphs for the sluice gate leakage faults, the power residue is nonzero
in the steady state, and it keeps increasing. This will result in a slow but steady increase
in the power output if left unchecked. The power residue graph shows that the residue is
around 500 mark at the end of the simulation. This is due to the residue’s very high residue
gain (around 100). The undesirable increase in the level of the head pond is due to the
uncontrolled increase in pond 1 or 2. Although the power output increases by 5–6 watts
compared to the normal operation, it will tend to snowball later and cause the plant to
behave in unpredictable ways. So, a fault-tolerant action is needed to avoid or at least delay
that unpredictable behavior. One of the easiest ways to delay that undesirable behavior
is to have the head pond at a lower level than normal and have the turbine compensate
for it. The fault tolerant controller sets the desired level of the head pond to a lower level
and has the turbine compensate for the lower pond level. As shown in the power graph
(Figure 18), although the power level of the fault tolerant system reaches the desired level
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a little while after the faulty system, it will remain at the desired level a lot longer than
the faulty system. The pond graphs for this case is shown in Figures 19 and 20, while the
power graph is shown in Figure 18.

Figure 18. Power with faulty and fault-corrected operation given a sluice gate w1 leakage fault.

Figure 19. Pond 0 with normal, faulty, and fault-corrected operation given a sluice gate w1 leak-
age fault.

6.3.2. Turbine Saturation Fault Tolerance

As discussed in the earlier section, the effects of turbine saturation faults are present
99% of the time when it occurs. The saturation fault of the turbine also directly affects the
power of the turbine, which is the most important output of the system. Therefore, it is vital
to include fault compensation or fixing the fault as soon as possible. The output power is
reduced due to the reduction in the flow-rate through the turbine, as shown in Equation (34).
Furthermore, it cannot be increased, so the water level needs to be increased to increase the
output power of the turbine. Therefore, after identifying the turbine saturation fault, the
fault-tolerant controller increases the required level of the pond as shown in Figure 21, and
the system functions as usual. Looking at the power graphs in comparison to the normal
and the faulty operation (Figure 22), we see that the fault tolerant mode takes a somewhat
long time to reach the desired power level as compared to the faultless system, while the
faulty system fails to reach the desired level.
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Figure 20. Pond 1 with normal, faulty, and fault-corrected operation given a sluice gate w1 leak-
age fault.

Figure 21. Pond 0 with normal, faulty, and fault-corrected operation given a turbine gate G satura-
tion fault.

Figure 22. Power with normal, faulty, and fault-corrected operation given a turbine gate G satura-
tion fault.
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7. Conclusions and Future Directions

This paper analyzes the integration of a three-pond hydraulic system with a Francis
turbine and adds two levels of control to the power generation. Next, some faults are added
to the system, and the second part of the work deals with fault identification and then fault
tolerance. The power control presented in this paper is adequate as it reduces the power
error to nearly 100 watts of error. This error could be reduced further by introducing a
different control scheme in the future. The main future direction of this work is to identify
more types of faults in the system and a combination of faults. Another future direction is
to discuss the detailed fault models in this paper, an example of which is discussed in the
Appendix A in a separate paper. Furthermore, the fault tolerance is done by manipulating
the required level of the head ponds to compensate for the faults; also, by having a fast
technique to identify faults on the fly rather than running the system in fault identification
mode periodically to identify the faults in the system. Another future direction is to
have a rather large database of faults and fault combinations that could be identified by
the fault identification system and the fault-tolerant control having more autonomy in
manipulating the parameters of the system variables to run the system more effectively in
fault-tolerant mode.
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Appendix A

In the main paper, we discussed the explicit effects of the faults on the directly affected
state variables. As an extension to the above fault models, we shall discuss the implicit
effects of the faults on the state variables that are not directly affected. As an example, we
shall be taking the effects of the saturation fault f 1 for the pond valve s1. Rewriting the
effected Equations (70) and (71):

The total effect of fault on pond 1 is given by rewriting Equation (70):

x1 = − ȵ a
A
∫ t

0 s1
√

2g|x1 − x0|sgn(x1 − x0)dt

− ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ At
0

w1l1
A dt

(A1)

Similarly, the total effect of fault on pond 0 is given by rewriting Equation (71):

x0 =
ȵ a
A
∫ t

0 �s1
√

2g|x1 − x0|sgn(x1 − x0) + f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)

+s2
√

2g|x2 − x0|sgn(x2 − x0)�dt − ∫ t
0

Qt
A dt

(A2)
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Now for ease of notation, let us donate the x1 and x0 from the Equations (A1) and

(A2) as x1
f 1
s1 and x0

f 1
s1 , respectively. For the duration of the Appendix, let us assume the

normal state variables, x1 and x0, as faultless, modifying Equations (A1) and (A2) in new
notations as

x1
f 1
s1 = − ȵ a

A
∫ t

0 s1
√

2g|x1 − x0|sgn(x1 − x0)dt

− ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt +

∫ At
0

w1l1
A dt

(A3)

x0
f 1
s1 =

ȵ a
A
∫ t

0 �s1
√

2g|x1 − x0|sgn(x1 − x0) + f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)

+s2
√

2g|x2 − x0|sgn(x2 − x0)�dt − ∫ t
0

Qt
A dt

(A4)

Now let us rewrite Equations (A3) and (A4) in a simpler form as a combination of a
normal value and faulty component:

x0
f 1
s1 = x0 +

ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt (A5)

Similarly,

x1
f 1
s1 = x1 −

ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt (A6)

Now, with the effects of the faults present in simplified terms in Equations (A5) and (A6),
let us discuss the effects of the saturation fault of the pond valve on the other state variables.
Now, rewriting Equation (31) for pond 2 with fault effects as

x2
f 1
s1 = −

ȵ a
A

∫ t

0
s2

√
2g|x2 − x0|sgn

(
x2 − x0

f 1
s1

)
dt +

∫ t

0

w2l2
A

dt (A7)

Now, putting the value of x0
f 1
s1 in Equation (A7):

x2
f 1
s1 = − ȵ a

A
∫ t

0 s2
√

2g|x2 − x0|sgn(
x2 −

{
x0 +

ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

})
dt +

∫ t
0

w2 l2
A dt

(A8)

Now simplifying the equation,

x2
f 1
s1 = −

ȵ a
A

∫ t

0
s2

√
2g|x2 − x0|sgn

⎛⎝x2 − x0 −
ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

⎞⎠dt +
∫ t

0

w2 l2
A

dt (A9)

and

x2
f 1
s1 = − ȵ a

A

∫ t
0 s2

√
2g|x2 − x0|sgn(x2 − x0)dt +

∫ t
0

w2 l2
A dt

+
ȵ a
A

∫ t
0 s2
√

2g|x2 − x0|sgn
( ȵ a

A

∫ t
0 f 1

s1

√
2g|x1 − x0|sgn(x1 − x0)dt

) (A10)

Therefore, the expression for the level of pond 2 becomes

x2
f 1
s1 = x2 +

ȵ a
A

∫ t

0
s2

√
2g|x2 − x0|sgn

( ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

)
dt (A11)

For finding the effect of the fault on the surge tank, we consider Equation (32), but it
depends upon the flow rate through the headrace, which in turn depends on the level of
pond 0. Therefore, we consider the equation of head race (14):

d
dt

Qt =
gAt

Lt
(x0 − xs)− CtQt|Qt| (A12)
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Integrating Equation (A12) to find the value of Qt as

Qt =
gAt

Lt

(∫ t

0
x0dt −

∫ t

0
xsdt
)
−
∫ t

0
CtQt|Qt|dt (A13)

Now, with the explicit value of the flow-rate through the headrace, let us consider
Equation (32) of the surge tank with the occurrence of the fault:

xs
f 1
s1 =

∫ t

0

Qt
f 1
s1

As
dt −

∫ t

0

Q
As

dt (A14)

Now, using the value of Qt
f 1
s1 from Equation (A13) in the above Equation (A14):

xs
f 1
s1 =

∫ t

0

gAt
Lt

(∫ t
0 x0

f 1
s1 dt − ∫ t

0 xsdt
)
− ∫ t

0 CtQt|Qt|dt

As
dt −

∫ t

0

Q
As

dt (A15)

Simplifying:

xs
f 1
s1 =

1
As

∫ t

0

[
gAt

Lt

(∫ t

0
x0

f 1
s1 dt −

∫ t

0
xsdt
)
−
∫ t

0
CtQt|Qt|dt

]
dt −

∫ t

0

Q
As

dt (A16)

Now putting the value of x0
f 1
s1 in Equation (A16):

xs
f 1
s1 = 1

As

∫ t
0

[
gAt
Lt

(∫ t
0

{
x0 +

ȵ a
A

∫ t
0 f 1

s1

√
2g|x1 − x0|sgn(x1 − x0)dt

}
dt − ∫ t

0 xsdt

)
− ∫ t

0 CtQt |Qt |dt

]
dt

− ∫ t
0

Q
As

dt

(A17)

After separating the faulty term from Equation (A17):

xs
f 1
s1 = 1

As

∫ t
0

[
gAt
Lt

(∫ t
0 x0dt − ∫ t

0 xsdt
)
− ∫ t

0 CtQt|Qt|dt
]
dt − ∫ t

0
Q
As

dt

+
∫ t

0
1

As

[∫ t
0
ȵ a
A

{∫ t
0 f 1

s1

√
2g|x1 − x0|sgn(x1 − x0)dt

}
dt
]

dt
(A18)

Now Equation (A18) can be rewritten as a combination of faultless and faulty state
using Equation (A16):

xs
f 1
s1 = xs +

∫ t

0

1
As

[∫ t

0

ȵ a
A

{∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

}
dt
]

dt (A19)

Now to find the effect of saturation fault of the pond valve on the output power, we
consider the power Equation (34) as

P f 1
s1 =

Mrx0
f 1
s1 nr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
(A20)

Now putting the value of x0
f 1
s1 in the power equation:

P f 1
s1 =

Mr

{
x0 +

ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

}
nr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
(A21)

Simplifying;

P f 1
s1 = Mr x0nr

H0
G

[
a1

n2

n2
r
+ b1

n
nr

+ c1

]
+

{ ȵ a
A
∫ t

0 f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

}
Mrnr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

] (A22)
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After further simplification the power becomes

P f 1
s1 = P +

{ ȵ a
A

∫ t

0
f 1
s1

√
2g|x1 − x0|sgn(x1 − x0)dt

}
Mrnr

H0
G
[

a1
n2

n2
r
+ b1

n
nr

+ c1

]
(A23)

Therefore, we can find the explicit and implicit effects of the saturation fault f 1 for
the pond valve s1 as Equations (A3), (A4), (A11), (A19), and (A23) as a linear combination
of faultless state variables and fault effects. Similar calculations can be done for the other
faults discussed in the paper.
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Abstract: Hydrokinetic turbine deployment in inland water reticulation systems such as irrigation
canals has potential for future renewable energy development. Although research and development
analysing the hydrodynamic effects of these turbines in tidal applications has been carried out,
inland canal system applications with spatial constraints leading to possible blockage and backwater
effects resulting from turbine deployment have not been considered. Some attempts have been
made to develop backwater models, but these were site-specific and performed under constant
operational conditions. Therefore, the aim of this work was to develop a generic and simplified
method for calculating the backwater effect of HK turbines in inland systems. An analytical backwater
approximation based on assumptions of performance metrics and inflow conditions was tested using
validated computational fluid dynamics (CFD) models. For detailed prediction of the turbine effect
on the flow field, CFD models based on Reynolds-averaged Navier–Stokes equations with Reynolds
stress closure models were employed. Additionally, a multiphase model was validated through
experimental results to capture the water surface profile and backwater effect with reasonable
accuracy. The developed analytical backwater model showed good correlation with the experimental
results. The model’s energy-based approach provides a simplified tool that is easily incorporated
into simple backwater approximations, while also allowing the inclusion of retaining structures as
additional blockages. The model utilizes only the flow velocity and the thrust coefficient, providing a
useful tool for first-order analysis of the backwater from the deployment of inland turbine systems.

Keywords: hydrokinetic; computational fluid dynamics; backwater; inland hydrokinetic; axial
flow turbines

1. Introduction

Research and development of hydrokinetic (HK) devices in canal systems is increasing
in popularity due to increasing electricity costs and the drive towards finding renewable
energy sources with unconventional applications [1–3]. Although most development
has focussed on tidal applications, multiple opportunities exist for the deployment of
HK systems within inland water infrastructure (e.g., canal systems) [1]. However, the
placement of such a device can have significant water level and hydrodynamic energy loss
effects [4].

Prediction of the hydrodynamic effects of hydrokinetic turbines in canal systems
remains an important pre-development objective. Due to the nature of canal design, these
systems usually have flat slopes and subcritical flow regimes. Therefore, the analysis
of backwater effects from blockages is critical for the prevention of flooding and water
loss. This is especially important in array schemes where the cumulative effect of multiple
devices can exceed the top of the channel and cause it to overtop.
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Generally, backwater calculations utilize a blockage size (e.g., typical backwards-facing
step, weir or pier shape) or energy loss function (quantified energy losses) to predict the
backwater effect. Due to the novelty of HK energy, a streamlined procedure for determining
the backwater effect has not yet been determined. This may be attributed to the variability
of turbine types, operational conditions, and efficiencies, all of which result in a different
effective blockage.

Previous studies have investigated the hydrodynamic effects of horizontal-axis hy-
drokinetic turbines (HAHTs) both experimentally (e.g., in canals [5], investigating boundary
layers [6] and varying Reynolds numbers [7]) and computationally (e.g., both CFD appli-
cations in [4,8]). However, most of the studies are performed under constant operational
conditions, and are site-specific (e.g., three-bladed [9] and two-bladed [9,10] turbines under
optimal conditions). Some attempts have been made in the past to develop backwater
models using roughness values [4] or analytical relationships [11], but the lack of experi-
mental results over a range of turbine designs and operational conditions has resulted in
site-specific models. Additionally, use of the models without in-depth knowledge of input
variables limits their utility.

This study aimed to develop a simplified method for calculating the backwater effect
of HK turbines in canal systems. An analytical approximation based on assumptions of
performance metrics and inflow conditions was tested using validated computational fluid
dynamics (CFD) models. These models allow a larger dataset and, thus, validation of the
analytical approximation recommended.

2. Background

Placement of an HK device extracting energy in confined flow may affect water
surfaces and water surface profiles. This is especially true in array schemes, and must
be considered to ensure that the clearance between the rotor blades and the surface is
sufficient. Myers and Bahaj [12] investigated a 1:30 scale HAHT model (rotor diameter,
dT = 0.4 m), and observed a clear difference in the water surface once energy was extracted.
Water depths increased immediately upstream of the rotor and decreased downstream
for about 2 dT. Details of the water surface profiles can be seen in Figure 1. The results
observed a standing wave 7–8 dT downstream (it should be noted that this was for the
high-freestream-velocity case).

Figure 1. Water surface profile through a scaled turbine operating at 2 different velocities, compared
to the no-energy-extraction stage [12].

Prediction of such occurrences requires understanding of the specific energy and flow
regime (Froude number) to predict flow behaviour after HK deployment; here, a Froude
number based on turbine diameter (FrD = U√

gdt
, where U is the mean velocity and dt is the

turbine diameter) may be more useful, which has also been found to govern the free-surface
effects [13].
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The flow effects observed can be explained using the specific energy of the flow section,
which is a function of water depth and velocity. When ignoring friction losses (e.g., from
the channel sides and bed), the specific energy may be defined as follows:

E = y +
αQ2

2gA2 (1)

where y is the water depth, α is the energy coefficient, Q is the volumetric flow rate, A is
the cross-sectional area, and g is the gravitational acceleration. The energy coefficient can
then be defined as follows:

∝ =
∑ u3ΔA

U3 A
(2)

where A is the total flow area and u is the velocity measured within an elemental area, ΔA.
The flow regime (sub- or supercritical) and, thus, the Froude number of the flow govern
the behaviour of the flow [14].

A parameter of specific interest is the critical depth of the channel in which the turbine
is placed. When the water surface decreases to critical or subcritical depth, flow phenomena
such as hydraulic jumps may form downstream to allow recovery to normal flow depth.

Simplification of crucial free-surface parameters in inland HK installations can be
summarized by two fundamental effects:

• Free-surface effects in the form of a possible standing wave formed, or decreased
water surface above the turbine (due to decreasing pressure).

• Potential backwater effects caused (e.g., damming upstream).

2.1. Free-Surface Effects of HK Turbines

Free-surface effects are a critical aspect in riverine and tidal turbine array design, as the
standing wave formed downstream of the turbine affects additional downstream turbines.
Previous studies have concluded that the depth of the downstream water surface is strongly
dependant on the FrD. Additionally, the blockage ratio also affects this free-surface change,
albeit not as strongly as FrD [13].

Myers and Bahaj [12] found that when imposing the typical wake expansion on the
water surface, this coincided with the increased elevation observed 4–5 dt downstream of
the turbine rotor (as shown in Figure 2). In addition, due to the wake expansion coincident
with the free surface, cumulative turbine placement at intervals smaller than the recovery
length may cause the flow to approach critical depth, causing severe undulations in the
water surface profiles (WSPs). Turbine operation and efficiency may also vary due to
decreasing fluid velocity over the blades during operation. Accurate quantification of the
WSPs around an array may be a challenge due to the multiple effects of turbulence, wake
mixing, and superposition of WSP effects [12].

Figure 2. Wake expansion effect with free surface [12].
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The presence of a support structure (tower/stanchion) also strongly affects the free-
surface effect [12] (Figure 1). The same experiment also indicated the strong possibility
of the formation of a hydraulic jump downstream of the turbine when flow is forced to a
supercritical level due to the presence of the turbine and support structure.

Free-surface effects may be more pronounced for shallow turbines compared to tur-
bines installed well below the free surface. It is also important to consider possible
cross-sectional changes in the infrastructure where the turbine is placed, as this may
alter/dampen/exaggerate these effects. Specified clearance coefficients have been inves-
tigated to limit the severity of decreased depths downstream of the turbine, or possi-
ble exposure of the turbine. Birjandi [15] proposed a clearance coefficient, Ch, defined
as follows:

Ch =
H
L

(3)

where H is the turbine submergence depth (i.e., the height between the top of the turbine
and the water surface) and L is the rotor diameter. The recommended clearance coefficients
for commercially available turbines can be seen in Table 1.

Table 1. Clearance coefficients for commercial HAHTs.

Turbine Clearance Coefficient

Seaflow 2-Bladed, 300 kW 0.18–0.64

SeaGen 2-Bladed, 1.2 MW (2× 600 kW) 0.25–0.38

HS300 3-Bladed, 300 kW 0.75

AK-1000 3-Bladed, 1 MW 1.02

2.2. Backwater Effect

A turbine acts as a blockage in the channel and results in energy loss in inland flow
infrastructure (where flow is constrained). When Fr << 1 and subcritical flow is prevalent,
the backwater effect (damming upstream) may extend a large distance upstream as well
as causing significant damming. This depends greatly on the blockage ratio, which is
a function of the turbine swept area (AT), channel flow area (Ao) (BR(%) = AT

Ao
), and

additional constrictions [16], as well as the theoretical to actual efficiency [17].
In a study on a pilot HK installation in an irrigation canal, the backwater effect from

the presence of the turbine extended up to 2.7 km upstream, due to the flat slope and
subcritical flow present in the channel [1] (Figure 3). The clearance coefficient for this
installation had not yet been defined. The specific turbine studied in that project contained
grids upstream of the turbine, which trapped debris and caused a further increase in the
backwater effect, to the point of channel overtopping. The blockage ratio for the installation
was around 12.5%.

Figure 3. Backwater effect due to turbine blockages [1].
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Additional to the blockage ratio, the Froude number (Fr) or Froude number based on
turbine diameter (FrD) of the flow can influence the backwater effect. A previous study
analysing this effect drew the following conclusions [13]:

1. The upstream free-surface deformation increased with FrD.
2. The location of maximum damming (i.e., the highest water level) moved closer to the

turbine as FrD increased.

Previous studies have attempted to quantity the effective blockage of an HK device.
Some have addressed this through the relationship of power extracted to total power
dissipated by the devices [18], analytical relationships [11], and even enhanced Manning
n-values quantifying the energy loss as a friction loss [4]. However, a simple formula
quantifying the effective blockage for different turbine types and operational conditions is
yet to be determined, and provides the motivation for this paper.

2.3. Backwater Calculations

The extraction of energy resulting from the HK device may also be analytically in-
corporated through the use of the momentum equation [19], where the power extraction
term is added as a shear stress component (added to the effective shear stress caused by
bed friction). Assuming gradually varied steady-state flow, the conservation of mass and
momentum can be used to adjust the standard open-channel flow equation [20] with the
addition of a term for artificial energy extraction [19]:(

1 − Q2

h3b2g

)
∂h
∂x

=
∂h
∂x

Q2

gh2b3 − 1
ρgbh

P τe f f (4)

The effective shear (τe f f ) is defined as a combination of the bed shear (τo) and power
extraction added as a shear term (τadd):

τe f f = τo + τadd = ρ
g

C2 U2 +
PxR
U

(5)

where P is the wetted perimeter, C is the Chezy friction coefficient, and Px is the term added
for power extraction, which may be more useful to express in terms of PA being the power
extracted per unit area, as the flow passes through a plane where Px = PA

Δx (Δx being the
change in distance). Such an effect can be seen graphically in Figure 4, where a 10% energy
extraction term has been added.

Figure 4. Influence of artificial energy extraction on speed and depth of flow [19].

A previous study [21] attempted to determine the backwater curve for instances when
either the cross-section varied, the channel slope changed, or there was an obstacle in the
channel and gradually varied flow was present. The model was based on the Bernoulli
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equation between two cross-sections. The energy loss between the cross-sections (related to
distance) was termed the hydraulic loss, I, which can be calculated as follows:

I =
n2U2

R
4
3
H

(6)

where n is the Manning roughness (s/m1/3), Rh is the hydraulic radius of the channel (m),
and U is the velocity of the water (m/s). The change in water levels (Δz) between two
sections can then be determined between two significant cross-sections (e.g., 0 and 1) and
calculated as shown in Equation (7), where α is the Coriolis coefficient and U0 and U1 are
the average velocities over distance ΔL:

Δz = ΔL
(

I0 + I1

2

)
+

α

2g

(
U2

0 − U2
1

)
(7)

Very few models have been developed to attempt to predict the backwater effect—
mostly 1D analytical models [4,11]. Most studies have focussed on tidal arrays and using
free-surface effects to determine the optimal number and placement of turbines [22,23].
Within tidal applications, free-surface effects are only of concern for tip clearance; therefore,
these models have limitations within the application in steady inland channels where
spatial constraints are of primary concern.

In a study by Kartezhnikova and Ravens [4], an increased Manning roughness coeffi-
cient was used on the channel section representing the hydrokinetic device. The n-value
used was a function of the actual channel n-value, slope, water depth, device efficiency,
blockage ratio, and device deployment density. This method can then be used to determine
the hydraulic impact, as well as the impact of various device configurations.

The head loss associated with the channel friction (hLt) (used in the energy conserva-
tion equation) can be written as shown in Equation (8), as a function of cross-sectional area
(A0), channel hydraulic radius (Rh), discharge (Qn), and the length over which the loss is
applied (L).

hLt =

(
Qn

A0Rh
2/3

)2
L (8)

Based on the assumption that the upstream and downstream velocity and pressure
heads are equal, and assuming that the drag loss is negligible, the following equation for an
enhanced bottom roughness (nt) can be derived as a function of the total power dissipated
(hp), change in elevation (Δz), and channel Manning roughness coefficient (n).

nt = n
(

1 − hp

Δz

)−1/2

(9)

Lalander and Leijon [11] investigated the use of numerical and analytical models
to determine the effects on upstream water levels in a river. The analytical models are
dependent on the channel blockage (of the HK device) determining energy loss from the
energy capture, as well as the energy losses in the wake. The numerical models are based
on the same theory—that energy is removed, causing a power loss; thus, energy capture
is a component of the total friction in the channel. The total head loss can be determined
as the sum of the friction loss (Δh f ) and head loss caused by the turbine (Δht), and Pt
is the total power of the turbine (W). The formulation of the stress term τf is shown in
Equation (11), where f is equal to the Darcy–Weisbach coefficient (unitless) and U is the
velocity of water (m/s).

Δhtot = Δh f + Δht =
L

ρgRh
∗ τf +

Pt

ρgQ
(10)
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τf =
f ρ

8
∗ U2 (11)

It is also important to consider the blockage effect, which can increase the turbine
power output [22,24].

2.4. Summary of Literature

When HK devices are placed in array schemes in inland channels/rivers, the cumula-
tive effect and inter-effect of these devices should be well understood to avoid unfavourable
free-surface effects. As shown in the organogram (Figure 5), the blockage resulting from
the HK device (in typical subcritical, flat-sloped channels) may have multiple subsequent
effects influencing downstream installations (within the array) as well as upstream flow
conditions. Neglecting the free-surface effects in high-blockage cases may result in exposed
downstream turbines (i.e., freeboard reduced), hydraulic jump formation (enforced critical
flow), and upstream damming effects, and may also lead to potential blade-tip cavitation
problems. Accurately quantifying the water surface effects is a challenge, and guidelines to
avoid unfavourable conditions may be extremely useful.

Figure 5. Water surface deformation from HK devices in inland flow infrastructure.

For inland systems, the backwater effect and the calculation thereof are of primary
concern. Existing models include multiple unknowns and assumptions of values required
as inputs that may not be available to users. Development of a clear, simple, effective block-
age approximation of an HK device that can be applied to typical backwater calculations is
necessary.

3. Validation of CFD Models

Comprehensive validation of a developed analytical model requires a dataset from
a range of turbine styles under various operational conditions. Computational models
offer an alternative to physical scale models to simulate the complex flow physics around
HK devices. However, the importance of model validation through a physical model
dataset should not be neglected. A number of studies have tested and validated modelling
approaches for HK turbines [25,26].

Developments in tidal energy have led to multiple large-scale analyses of tidal turbine
arrays, where simplified numerical models are used for array schemes [27–30]. With
the ever-increasing availability and reliability of computational power, computational
fluid dynamics (CFD) simulations are being used to model complex external effects and
more accurately resolve fluid dynamic and wall effects [31]. Additionally, blade element
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momentum (BEM) theory is often used as a rotor modelling technique that also significantly
reduces computational load [32].

CFD models may be used to resolve the effects of turbulence at the sub-grid-scale
level, and are being used more often for first-order analysis or design. They have the
potential to offer more comprehensive solutions and insights when their limitations are
understood. Accurately representing turbulent flow in CFD is imperative due to its strong
dependence on initial conditions, as well as the wide range of scales (eddies) present in the
flow. Most often, statistical approaches based on the Reynolds-averaged Navier–Stokes
(RANS) equations, with eddy viscosity models for turbulence closure, are used [33].

CFD models are valuable tools in flow-field analysis, especially at the sub-grid-scale
level and for resolving turbulent length scales. When they are correctly applied and their
limitations are understood, they offer useful insights and an alternative to laboratory testing.
Correctly representing the turbulent flow, along with prescription of initial conditions, is
important—especially due the wide range of scaled eddies present in the flow. Approaches
based on the Reynolds-averaged Navier–Stokes (RANS) equations are most often used with
various turbulence closure models incorporated, such as eddy viscosity models (k-Epsilon
and SST k-ω).

A number of recent studies have used the BEM embedded in CFD method [8,34,35],
which is also widely used in wind turbine array models, with good representation in terms
of experimental results [36,37]. Various authors [38,39] have used this method to analyse
the flow field of turbines arranged in arrays—specifically for tidal turbine optimization.
A study analysing the accuracy of RANS approaches revealed good correlation with the
experimental data found when using a Reynolds stress turbulence model (RSM) coupled
with a BEM blade modelling technique (RSM-BEM) [40]. The study also highlights the
importance of using an RSM rather than standard eddy viscosity models, due to the strong
anisotropic flow in the wake.

3.1. CFD Models

Three different turbines (shown in Table 2) were modelled using CFD and validated
with experimental results (a variation of free-surface, wake, and performance measure-
ments). The primary validation case used was the U.S. Department of Energy’s Reference
Model 1 (RM1) dual-rotor axial flow turbine, which was modelled in the St. Anthony Falls
Laboratory (SAFL) at the University of Minnesota [10]. Free-surface measurements allowed
validation of the multiphase CFD model and free-surface deformation.

Additionally, two three-bladed turbine models with experimental results found in
the literature [41] and tested on site [1] were modelled as specified in [40], for further
measurements and validation of the backwater calculation methods. Where possible,
BEM-VD (virtual disk) models were used to reduce the computational expense required.
However, for the turbines which customized NACA profiles (Smart Hydropower turbine
used in [1]) the full rotor geometry was modelled using a sliding mesh.

Table 2. Turbines modelled in CFD.

Turbine Name Blades Diameter (m) CFD Model

T1 RM1 [10] 2-Bladed NACA4415 0.5 Multiphase
RSM-BEM model

T2 IFREMER [9] 3-Bladed NACA63418 0.7 Single-phase
RSM-BEM model

T3 SHP [1] 3-Bladed custom blade 1 Single-phase
RSM-FRG model

3.2. RM1 Model Validation

A 0.5 m diameter dual-rotor axial flow tidal turbine was investigated in a laboratory
setup. The relevant details of the experiment can be seen in Table 3, with additional details
available in [42]. The experimental results [42] provide high-resolution wake measurements
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of the near- and far-wake flow field surrounding the turbine from −5 to 10 dt. These were
used previously to validate the CFD procedure for a single-phase analysis [40].

Table 3. RM1 laboratory setup details [42].

Description Variable

Rotor diameter 0.5 m

Blade profile NACA 4415

Flow depth 1 m

Flow rate 2.425 m3/s

Tip speed ratios measured 1 to 9

Flow velocity (Uhub) 1.05 m/s

Turbulence intensity 5%

Froude number 0.28

Reynolds number (chord) ~3.0 × 105

Although the velocity profiles and performance metrics were adequately modelled
with both the single-phase and multiphase models, correct approximation of the backwater
effect through the multiphase modelling required validation. For this, free-surface mea-
surements were collected for the optimal operational case (TSR = 5.1, U = 1.05 m/s) of the
RM1 experimental setup, at a resolution of 1 dt (diameters) in the streamwise direction, and
0.4 dt in the cross-stream direction. The measurement zone was −5 dt to 10 dt downstream.
Elevation data were sampled at 50 Hz for 120 seconds at each location using a Massa
ultrasonic range sensor, allowing for both time-averaged and fluctuating water surface
elevation analysis and CFD validation.

Siemens STAR-CCM+ Commercial modelling software was used to simulate the
turbines. The computational domain representing the RM1 laboratory model is shown
in Figure 6. A wall-bounded model was used, extending from −14 dt upstream to 16 dt
downstream of the axis of rotation. The specified inlet length allowed full flow development
prior to reaching the turbine axis of rotation. The outlet length ensured that no effects from
the downstream boundary condition affected the near-wake behaviour. Previous studies
have found that around 15 dt is usually adequate for the outlet boundary length [43,44].

A velocity inlet and downstream pressure outlet were specified as boundary conditions.
The laboratory test turbulence and velocity values that were measured experimentally were
specified at the inlet. Full development of the boundary layer on all surfaces (i.e., boundary
walls, blades, and stanchion) was ensured through the specific turbulence model wall
treatment and mesh resolution for each test case (details seen in [40]).

A virtual disk (VD) rotor modelling technique was used, and a BEM model was
employed over the VD. This VD-BEM modelling approach has demonstrated good accuracy
in the past, also significantly reducing computational costs [8,34,35,45,46]. A BEM tip-loss
correction was incorporated using the Prandtl tip-loss correction method [47].

A Reynolds stress model (RSM) was used to allow more accuracy in prediction of
possible flow anisotropy. The RS linear pressure strain two-layer (RS-LPS2) model [48,49]
was found to model the near wake accurately, with a low y+ wall treatment on the turbine
and turbine structure (y+ < 1).

Only transient simulations were performed, where unsteady terms were discretized
using a 2nd-order implicit scheme. A time step ensuring Courant numbers of less than 1
over the domain was ensured as far as possible (some cells exceeded 1 at the blade tips,
where smaller time steps did not change results and, therefore, larger Courant numbers
were allowed to reduce computational time). The time steps were around 0.003 s for the
BEM-CFD models. However, the time steps varied over each approach, depending on the
results of the grid convergence index (GCI).
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Figure 6. Computational domain with grid refinements: (A) near wake, (B) blades, and (C) free
surface.

The computational domain (Figure 6) consisted of a polyhedral mesh with grid refine-
ments in the free surface, near wake, far wake, and surrounding the turbine structure. In
the past, results indicated the importance of fine grids to track the tip vortices when using
simplified RANS models [31]. For grid refinement, an adapted GCI method [50] was used,
due to the variance in grid sensitivity in the different regions. Separate regions’ mesh sizes
were incrementally decreased, until no changes in turbine performance, free surface, or
wake behaviour were observed. As depicted in Figure 6, the final mesh sizes were around
14 million cells.

The smallest cell sizes were specified at the near wake and free surface, where a 10 mm
minimum size proved to be adequate. Refinement in the near-wake region is imperative
for accurate development of the complex near-wake behaviour, where both separated and
attached flow exist [51]. Gibson and Launder [52] investigated the pressure fluctuation
effects of capturing the boundary layer surrounding the turbine, and noted the importance
of an accurate capture of boundary layer formation. For the VD rotor modelling technique,
a minimum of four cells over the blade thickness was ensured for all meshes, which is the
recommended minimum when using the VD method. A mesh base size of 14 mm (2.8% dt)
proved adequate in the far-wake region.

The channel walls around the turbine were modelled as non-slip walls using a high-y+
wall treatment to ensure that the effects of the wall boundary layer were included in the
simulation. A two-layer formulation may be applied to the linear pressure strain model
(LPS2 model). All analyses used the two-layer formulation.

Simulation of the air–water interface (multiphase flow) may be approached in various
ways. A multiphase analysis ensures a robust approach, but demands a higher compu-
tational load; therefore, a symmetry boundary condition is often used in a single-phase
model [40].

Due to the necessity of free-surface measurements in this analysis, the free surface was
modelled using a volume-of-fluid approach. This approach uses a 2nd-order discretization
to compute a clear interface between the air and water. A volume-fraction variable is
used to specify the spatial distribution of each phase. Cells with multiple phases are
treated as mixtures, and the method is highly dependent on adequate mesh resolution. A
high-resolution mesh (Figure 6C) was ensured on the free surface, with the final cell size
determined through a GCI test focussed on a free-surface profile analysis.

Validation of the modelled wake and performance can be seen in [40]. Due to the
importance of the backwater approximation, and correct modelling of the backwater effect
caused by the turbine blockage, the free-surface measurements from a multiphase model
were compared in this paper. Comparison of the experimental and CFD results can be
seen in Figure 7. The results correlated well, with the computed free-surface behaviour
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fitting well with the experimental tests. The CFD results were recorded over one rotation
and plotted as an envelope. The backwater effect was predicted well, with a maximum of
12 mm damming occurring upstream.

Figure 7. Comparison of experimental and computational water surface profiles for the RM1 tests:
(a) experiment and CFD water surface graphics; (b) lateral WSE comparison; (c) longitudinal centre-
line WSE comparison.

4. Methods

The primary objective of the development of a backwater model is to allow a usable
model with only basic inputs required. Thus, a mathematical formulation based on existing
models, basic hydrodynamic principles, and a set of recommended assumptions (where/if
information is not yet available) was carried out. The workflow for the backwater model’s
development can be seen in Figure 8, and is explained in the following subsections.
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Figure 8. Workflow of backwater model development.

4.1. Assumptions and Exclusions

It is important to state the limitations of the model. Operational condition boundaries
were set to within the typical canal operating conditions, where deployment of HK devices
would be considered. Scenarios outside of these boundaries were not considered, as it was
assumed that the use of such a model would not be necessary outside of these conditions
(e.g., at supercritical flow conditions) [1,14,53].

The following limitations on flow conditions were set:

• Subcritical flow regime (Fr < 1);
• 5000 < Re < 1,500,000;
• Typical operational velocities of channels (0.8–2.8 m/s);
• Manning n-value around 0.016–0.023 s/m1/3 (lined channel).

4.2. Mathematical Formulation

Energy losses in a channel are categorized and included with various approximations.
For channel roughness, the friction losses can be accounted for by the Manning equation.
Additionally, sudden losses due to channel features such as piers, bends, and drop struc-
tures have also been defined/estimated empirically, and can be included as form losses [14].
These are typically defined as eddy losses (he), included as an energy loss:

he = CL
V2

2g
(12)

where CL is the loss coefficient predefined for typical losses in a channel. The drop in water
level due to a particular loss can be quantified/included by applying either the momentum
or energy equation over a channel section, and the upstream and downstream sections (in
which the energy loss exists). Additionally, an empirical approach may be used, where
experimental results are used to determine an empirical relationship, such as that done by
Yarnell in 1934 for bridge piers [54].

4.2.1. Approach 1: Momentum Approach

A possible approach often used to determine the effect of an object/structure on the
free surface (backwater effect) is the momentum approach. Energy losses occur due to flow
separation, vortex generation, friction, and turbulence—all associated with the changes
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in velocity due to the presence of the turbine. In some cases, the presence of the turbine
may also result in the formation of a hydraulic jump on the water surface, resulting in
additional energy losses. Applying the momentum approach avoids inclusion of these
individual energy losses by considering the change in momentum between an upstream
and downstream section. Additionally, if drag can be quantified, the momentum approach
may be favourable.

The simple momentum formulation between two flow sections can be used with
the resistance of the turbine represented as a drag coefficient, as shown in Figure 9 and
Equation (13), where the change in momentum is quantified by the hydrostatic forces
upstream (F1) and downstream (F2) of the device (water level change), as well as the
friction from the channel bed and walls (Ff) and the force due to the turbine (FD). This can
then be rewritten to Equation (14), in terms of the drag force (FD) due to the presence of
the turbine.

F1 − F2 − FD − Ff = ρQ(β2V2 − β1V1) (13)

FD =
1
2

ρgBh1
2 − 1

2
ρgBh2

2 − ρQ(β2V2 − β1V1) (14)

Figure 9. Momentum approach schematic (adapted form [55]).

The drag coefficient for the HK device can be rewritten, which allows the determination
of h1 (the upstream water level) through knowledge of the drag coefficient and downstream
flow conditions. However, this requires knowledge of the downstream conditions, which
is not always possible in feasibility studies in the design phase. An alternative conservative
analysis would be to use the normal flow depth as the downstream value.

4.2.2. Approach 2: Energy Approach

The energy approach is more often used to determine backwater effects in typical
open-channel flow scenarios. This is also a common approach in bridge pier modelling [14]
when modelling the backwater effect of arch bridges [56], bridge piers, and even irregular
structures such as wood jams [57].

The energy approach can be seen in Equation (15) and Figure 10. All energy losses
between a point upstream and downstream of an HK device or blockage are quantified as
terms that contribute to either the friction losses (hf) or local losses (hl).

V1
2

2g
+ h1 + Z1 =

V4
2

2g
+ h4 + Z4 + ∑ h f 1−4 + ∑ hl1−4 (15)

All terms are defined in terms of velocity U), water depth (h), and distance from a
datum (Z). The total energy (TEL), energy grade line (EGL), and water level/hydraulic
grade line (HGL) are shown in Figure 10.
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Figure 10. Energy approach.

Approximations of the loss due to the presence of the turbine have been attempted,
such as those mentioned in Sections 2 and 3. However, preliminary tests of these methods
indicated inaccuracies over a range of varying turbines and operational scenarios.

A method of including the turbine loss in the energy equation includes quantifying
it in terms of a loss coefficient that has been calibrated to the turbine type and operating
conditions. The energy loss due to the presence of the turbine (ht) can be written as a
function of a loss coefficient (α), the freestream velocity (U), and the blockage ratio of the
turbine, as shown in Equation (16).

ht = α
U2

2g
× At

A
(16)

Although this approach is most often used in the literature, the loss (ht) may also be
quantified as a pressure drop, which is then directly converted to an energy loss as follows:

ht =
ΔPt

ρg
× At

A
(17)

The pressure change (ΔPt) is measured in the computational models as the pressure
drop across the turbine, and applied (with consideration to the blockage ratio) to the
channel area. This approach was followed to allow the use of CFD models to approximate
energy loss due to the presence of the turbine. Other than the losses due to the direct
pressure drop over the turbine, there are additional losses in the near wake, due to the
turbulent flow. Using the ΔPt approximation (Equation (17)) allows measurement of the
pressure drop over the turbine and near-wake area, thus including additional losses.

4.2.3. Validation of Pressure Drop Measurement in CFD Results

CFD has previously been used to measure the backwater effects from blockages such
as bridge piers [58], with computed and measured levels showing almost identical results.
Multiple methods have also been analysed and validated for determining the backwater
effects of common structures found in river channels [59–61]. To validate whether the
approximation for ht shown in Equation (17) holds true, the ΔPt was measured in the
CFD model for the RM1 validation case. The subsequently calculated loss (ht) was then
compared to the measured backwater effects in the laboratory tests (as well as multiphase
CFD analysis). Inclusion of the support structure blockage was incorporated using the
Yarnell approximation. The Yarnell approximation for a single circular bridge pier (similar
to the support stanchion) was implemented:[

Δy
y

]
empirical

= K
(

K + 5Fr
2 − 0.6

)(
15α4

)
Fr2 (18)
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where Δy is the backwater generated by the pier, y is the undisturbed flow depth, Fr is the
downstream Froude number, and α is the ratio of the flow area obstructed by the pier to the
total flow area downstream of the pier (also referred to as the blockage ratio). K is used as a
coefficient reflecting the pier’s shape. To ensure that the Yarnell approximation and pressure
loss (ΔPt) calculation work independently, the RM1 model free-surface deformation was
measured with and without the stanchion structure (Figure 11), and the results were
compared to the backwater calculation using only the pressure drop, as well as including
the stanchion through the Yarnell approximation.

Figure 11. (a,b) Velocity and (c,d) surface water measurements graphics for the RM1 full model vs.
the RM1 rotor and nacelle only.

The pressure drop due to the presence of the HK device was found to be maximal when
measured over the size of the turbine-swept area from 1 D upstream to 1.5 D downstream
(Figure 12). The calculated backwater (Equation (17)) was then compared to the measured
backwater (Table 4), which was calculated from the average disk pressure drop, as shown
in Figure 13.

Figure 12. Pressure measurements over the horizontal and vertical planes (at the turbine hub height
centerline).
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Figure 13. Pressure measurements over the disk and planes upstream and downstream of the RM1
turbine and retaining structure.

Table 4. Comparison of measured and predicted backwater levels.

ΔPt Disk (Pa) ΔPt Plane (Pa) Calculated ht (mm)Yarnell Approx. (mm) Measured ht (mm) ht meas−ht calc
y (%)

RM1 (no
stanchion) 570 57.73 8.30 - 9.60 0.13%

RM1 (with
stanchion) 530 74.09

7.72 4.36
12.00 0.01%

12.66

As shown in Table 4, the calculated analytical backwater values from Equation (17)
and the computational reading for disk ΔP result in a very similar ht, as would be the result
of the RM1 device in channel flow.

4.2.4. Lambda Approximation

To allow a simple empirical model for the determination of the energy loss due to the
turbine, λT was selected as the energy loss coefficient used in the energy equation:

ht = λT × At

A
U2

2g
(19)

where ht is included as a loss in the energy equation (Equation (15)), and λT is calculated as
a function of the thrust coefficient (Ct):

λT =
Ct × U2

2g
(20)

where Ct is a value that can be obtained from the manufacturer, calculated, or assumed
in the pre-feasibility stage. For HAHTs, these thrust coefficients (Ct) usually range from
0.52 to 0.89 [9,62–64]. According to the actuator disk theory, Ct may be written in terms of
the induction factor a [65]. It is also known that ideally, according to the Betz limit, a = 1

3 ;
therefore, the ideal and highest attainable Ct would be 0.88. Theoretically, according to the
BEM theory, this should result in the highest velocity deficit in the near wake and, therefore,
the “worst case” scenario for the operational conditions. Realistically, the values lie at an
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upper limit of Ct = 0.8. The thrust coefficient can be calculated directly if the thrust force
(T), inlet velocity (U), and swept area (A) are known:

Ct =
T(

1
2

)
ρU2 A

(21)

To justify the use of the λT approximation, the validated CFD models were anal-
ysed, the pressure drop/total thrust was measured, and the subsequent backwater effect
was determined. The calculated ht (through Equation (19)) was then compared to the ht
determined through the ΔPt (Equation (17)) results, as validated in Section 4.2.3.

Two approximations for λT were included (calculated and assumed Ct). The model
should be usable with only basic knowledge of the turbine installation and operating
parameters; therefore, simple available metrics could be used to obtain a conservative
result. Acceptable correlation between the experimental and calculated values created
confidence to proceed with the model and build a larger dataset to analyse the model’s
accuracy at a larger operational variance from optimal conditions.

A regression to the mean approach was used to accumulate the necessary dataset
for the analysis of the aforementioned calculation procedure and assumptions. This was
required to reduce computational costs, and due to the lack of available data on various
input parameters. The dataset was created through results from three models of turbines
typically used for inland installations (Table 2). These CFD models were validated through
benchmark validation using experimental results obtained at optimal performance points.
The models were then varied in five primary operational states, namely:

1. Inlet velocity changes (0.4 < U < 2.8);
2. Blockage ratio changes (Swept area to flow area) (4% < BR < 23%);
3. Tip speed ratio changes (lower or higher load applied) (3 < TSR < 6);
4. Froude number (0.18 < Fr < 0.34) (within the subcritical flow regime);
5. Froude number based on turbine diameter (0.15 < FrD < 0.9).

These primary variables have been previously investigated and shown to influence the
turbine thrust imposed on the flow area, and may therefore influence the backwater effect.
Constraints were set to the variation of these variables to ensure that the computational
models remained within realistic scenarios, whilst allowing insight into the effects of
changes. The primary objective of the model validation was to ensure that a relative level
of accuracy was obtained and, more importantly, a conservative approach to predicting the
possible backwater effects caused by such a device.

A measure of accuracy of the methods is indicated by the mean square absolute error.
The absolute error (MAE), rather than relative error (RMSE), was used to place greater
emphasis of the larger backwater values (at higher blockage ratios) rather than uniform
predictions over the range of backwater predictions (ht). Additionally, as the sample
size changed in the analysis, the strength of the sample size effect was minimized when
comparing MAE. The variance was also included to give an indication of the test conditions
with greater variability, and under which test conditions the model (and assumptions)
performed best.

σ =

√√√√ 1
N ∑

(
ht

y exp
− ht

y calc

)2

(22)

The MAE (σ) and variance values calculated for various scenarios are shown in Table 5.
The variations between experimental and approximated ht for variations in blockage ratio
(BR) velocity (U) and FrD are shown in Figure 14.
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Table 5. Mean absolute error and variance for test cases.

Test Condition Ct N MAE Variance

All tests conducted

Equation (21) 14 1.45 2.26

0.8 14 1.42 2.17

0.89 14 1.99 4.27

Optimal operational point
Equation (21) 3 1.26 1.85

0.8 3 1.25 1.83

Variation of blockage ratios (BR =
4–22%) at optimal operational point

Equation (21) 4 0.35 0.16

0.8 4 0.27 0.09

Variation of inlet velocities at optimal
tip speed ratios

Equation (21) 4 2.4 7.65

0.8 4 1.36 2.47

Figure 14. Effects of U, BR, and FrD on the determined ht values.

From the results in Table 5 and Figure 14, the following observations can be drawn:

1. At turbine optimal operational points, a maximum deviation of 13% from the pre-
dicted backwater was obtained when using the correct Ct value. This deviation
increased to 19% for the Ct = 0.8 approximation.

2. When utilizing the Ct assumption of 0.8, a conservative result was obtained, with the
backwater estimation generally overestimating the measured blockage.

3. Calculating Ct based on the turbine thrust (measured thrust) lowered the ht approx-
imation. However, for test cases operating close to the optimal performance and
highest Ct value, the backwater was underestimated by up to 20%.

4. Test cases at low operational velocities (low Froude numbers) resulted in larger errors
in approximating ht; however, it is important to note that these are unfavourable
installation conditions and far from typical installations. The turbines may have low
performance at these low operational velocities and, therefore, pose an unrealistic
scenario. Here, the Ct calculation resulted in a more realistic value, due to the reduced
performance.

5. The Ct approximation resulted in large overestimations of the ht at lower TSRs. How-
ever, the Ct equation (Equation (22)) performed well in these scenarios, as the turbine
thrust was significantly lower, and the Ct assumption did not hold.

6. The Ct approximation gave significantly better results for the three-bladed turbines.
The two-bladed (T1) case predicted better results with the Ct calculation, which
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was also higher than the 0.8 approximation, indicating that the turbine operates
closer to the Betz limit and ideal induction factor (a), which could be further tested
and calibrated. The Ct calculation performed better in this case, predicting Ct = 0.89.
Therefore, utilizing this assumption may be favourable for avoiding errors—especially
when turbines with higher operational tip speed ratios are used.

Based on the small dataset obtained from the three turbine models, a Ct value for each
turbine can be determined empirically, which could be improved with a larger dataset.

The recommended model also performed significantly better than models found in
the literature, as well as needing less input data and background knowledge on specific
turbine performance. This indicates the usefulness of this approximation.

5. Conclusions

Quantifying the backwater resulting from the effective blockage caused by the operat-
ing turbine remains a challenge for the deployment of HK turbines in inland infrastructure,
such as canal systems. This paper shows a simple analytical model to estimate the ef-
fective blockage and backwater effect from HK devices. The development of the model
followed a similar approach to what has been previously used for bridge pier modelling
and quantifying blockages from such structures.

Three variations of typical examples of commercially available HK devices were
modelled using a recommended CFD approach, and conditions were varied to allow
testing over a range of operational conditions. The water surface profile measurements
from the Reference Model 1 (RM1) scaled model experiments allowed validation of the
water surface deformation obtained when using a VOF approach coupled with an RS-LPS2
Reynolds stress closure model and BEM-VD blade modelling approach. This highlights the
usefulness of CFD models in HK energy development.

The developed backwater model allows a conservative approach with various levels
of certainty attainable, depending on the input parameters installed. Although the recom-
mended procedure is an extremely simplified approximation, the results obtained were
significantly closer to available dataset of backwater effects than the methods found in the
literature. The ease of use also makes this method useful for engineers and developers
when detailed numerical models are not feasible.

This model also allows cumulative estimation of backwater, with simple inclusion
of blockage structures or multiple turbines using available approximations such as the
Yarnell equation. Additionally, due to the nature of flow in canals (flat slopes), subcritical
conditions govern, and backwater effects extend a large distance upstream. This allows
simple cumulative inclusion of blockages without complex computational modelling,
making this approach simple and relatively accurate (or at least favourably conservative).

This approach allows room for further development and determination of calibrated
thrust coefficients for typical turbines or typical operational conditions (similar to what was
previously done for pier shapes, etc.). Additionally, a similar approach may be investigated
for cross-flow turbines where experimental results are available.

Although this paper focussed on backwater determination, other free-surface effects—
such as the water level drop over the turbine, or possible hydraulic jumps downstream—are
important considerations for array designs. Recommendations for clearance coefficients and
turbine spacing (due to wake recovery) should be carefully considered prior to deployment.
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21. Mańko, R. Ranges of Backwater Curves in Lower Odra. Civ. Environ. Eng. Rep. 2018, 28, 25–35. [CrossRef]
22. Garrett, C.; Cummins, P. The efficiency of a turbine in a tidal channel. J. Fluid Mech. 2007, 588, 243–251. [CrossRef]
23. Garrett, C.; Cummins, P. The power potential of tidal currents in channels. Proc. R. Soc. A Math. Phys. Eng. Sci. 2005, 461,

2563–2572. [CrossRef]
24. Ross, H.; Polagye, B. An experimental assessment of analytical blockage corrections for turbines. Renew. Energy 2020, 152,

1328–1341. [CrossRef]
25. López, Y.; Contreras, L.; Laín, S. CFD Simulation of a Horizontal Axis Hydrokinetic Turbine. Renew. Energy Power Qual. J. 2017, 1,

512–517. [CrossRef]
26. Laín, S.; Contreras, L.T.; López, O. A review on computational fluid dynamics modeling and simulation of horizontal axis

hydrokinetic turbines. J. Braz. Soc. Mech. Sci. Eng. 2019, 41, 375. [CrossRef]

146



Processes 2022, 10, 1310

27. Adcock, T.A.; Draper, S.; Nishino, T. Tidal power generation—A review of hydrodynamic modelling. J. Power Energy 2015, 229,
755–771. [CrossRef]

28. Nishino, T.; Willden, R.H. Effects of 3-D channel blockage and turbulent wake mixing on the limit of power extraction by tidal
turbines. Int. J. Heat Fluid Flow 2012, 37, 123–135. [CrossRef]

29. Nishino, T.; Willden, R.H.J. Two-scale dynamics of flow past a partial cross-stream array of tidal turbines. J. Fluid Mech. 2013, 730,
220–244. [CrossRef]

30. Gotelli, C.; Musa, M.; Guala, M.; Escauriaza, C. Experimental and Numerical Investigation of Wake Interactions of Marine
Hydrokinetic Turbines. Energies 2019, 12, 3188. [CrossRef]

31. Sanderse, B.; van der Pijl, S.P.; Koren, B. Review of computational fluid dynamics for wind turbine wake aerodynamics. Wind
Energy 2011, 14, 799–819. [CrossRef]

32. Whale, J.; Anderson, C.; Bareiss, R.; Wagner, S. An experimental and numerical study of the vortex structure in the wake of a
wind turbine. J. Wind Eng. Ind. Aerodyn. 2000, 84, 1–21. [CrossRef]

33. Pyakurel, P.; Tian, W.; VanZwieten, J.H.; Dhanak, M. Characterization of the mean flow field in the far wake region behind ocean
current turbines. J. Ocean Eng. Mar. Energy 2017, 3, 113–123. [CrossRef]

34. Masters, I.; Chapman, J.C.; Willis, M.R.; Orme, J.A.C. A robust blade element momentum theory model for tidal stream tur-bines
including tip and hub loss corrections. J. Mar. Eng. Technol. 2014, 10, 25–35. [CrossRef]

35. Guo, Q.; Zhou, L.; Wang, Z. Comparison of BEM-CFD and full rotor geometry simulations for the performance and flow field of a
marine current turbine. Renew. Energy 2015, 75, 640–648. [CrossRef]

36. Malki, R.; Masters, I.; Williams, A.J.; Croft, N. The variation in wake structure of a tidal stream turbine with flow velocity. In
Proceedings of the MARINE 2011, IV International Conference on Computational Methods in Marine Engineering, Lisbon,
Portugal, 28–30 September 2011. [CrossRef]

37. Edmunds, M.; Williams, A.; Masters, I.; Croft, N. An enhanced disk averaged CFD model for the simulation of horizontal axis
tidal turbines. Renew. Energy 2017, 101, 67–81. [CrossRef]

38. Masters, I.; Williams, A.; Croft, T.N.; Togneri, M.; Edmunds, M.; Zangiabadi, E.; Fairley, I.; Karunarathna, H. A Comparison of
Numerical Modelling Techniques for Tidal Stream Turbine Analysis. Energies 2015, 8, 7833–7853. [CrossRef]

39. Masters, I.; Malki, R.; Williams, A.J.; Croft, T.N. The influence of flow acceleration on tidal stream turbine wake dynamics: A
numerical study using a coupled BEM–CFD model. Appl. Math. Model. 2013, 37, 7905–7918. [CrossRef]

40. Niebuhr, C.; Schmidt, S.; van Dijk, M.; Smith, L.; Neary, V. A review of commercial numerical modelling approaches for axial
hydrokinetic turbine wake analysis in channel flow. Renew. Sustain. Energy Rev. 2022, 158, 112151. [CrossRef]

41. Mycek, P.; Gaurier, B.; Germain, G.; Pinon, G.; Rivoalen, E. Experimental study of the turbulence intensity effects on marine
current turbines behaviour. Part I: One single turbine. Renew. Energy 2014, 66, 729–746. [CrossRef]

42. Hill, C.; Neary, V.S.; Gunawan, B.; Guala, M.; Sotiropoulos, F.U.S. Department of Energy Reference Model Program RM1: Experimental
Results; University of Minnesota: Minneapolis, MN, USA, 2014.

43. Nasef, M.H.; El-Askary, W.A.; AbdEL-hamid, A.A.; Gad, H.E. Evaluation of Savonius rotor performance: Static and dynamic
studies. J. Wind Eng. Ind. Aerodyn. 2013, 123, 1–11. [CrossRef]

44. Franke, J.; Hirsch, C.; Jensen, A.G.; Krus, H.W.; Schatzmann, P.S.; Miles, S.D.; Wisse, J.A.; Wright, N.G. Recommendations on
the use of CFD in wind engineering. In Proceedings of the CWE2006 Fourth International Symposium Computational Wind
Engineering, Yokohama, Japan, 16–19 July 2006.

45. Malki, R.; Williams, A.; Croft, T.; Togneri, M.; Masters, I. A coupled blade element momentum—Computational fluid dynamics
model for evaluating tidal stream turbine performance. Appl. Math. Model. 2013, 37, 3006–3020. [CrossRef]

46. Bekker, A.; Van Dijk, M.; Niebuhr, C.M. A review of low head hydropower at wastewater treatment works and development of
an evaluation framework for South Africa. Renew. Sustain. Energy Rev. 2022, 159, 112216. [CrossRef]

47. Shen, W.Z.; Mikkelsen, R.; Sørensen, J.N.; Bak, C. Tip loss corrections for wind turbine computations. Wind Energy 2005, 8,
457–475. [CrossRef]

48. Speziale, C.G.; Sarkar, S.; Gatski, T.B. Modelling the pressure-strain correlation of turbulence: An invariant dynamical systems
approach. J. Fluid. Mech. 1991, 227, 245–272. [CrossRef]

49. Sarkar, S.; Lakshmanan, B. Application of a Reynolds stress turbulence model to the compressible shear layer. AIAA J. 1991, 29,
743–749. [CrossRef]

50. Roache, P.J. Perspectvie: A method for Uniform Reporting of Grid Refinement Studies. J. Fluids Eng. Trans. ASME 1994, 116,
405–413. [CrossRef]

51. Silva, P.A.S.F.; De Oliveira, T.F.; Brasil Junior, A.C.P.; Vaz, J.R.P.P.; Oliveira, T.F.D.E.; Junior, A.C.P.B.; Vaz, J.R.P.P. Numerical Study
of Wake Characteristics in a Horizontal-Axis Hydrokinetic Turbine. Ann. Braziian Acad. Sci. 2016, 88, 2441–2456. [CrossRef]

52. Gibson, M.M.; Launder, B.E. Ground effects on pressure fluctuations in the atmospheric boundary layer. J. Fluid Mech. 1978, 86,
491–511. [CrossRef]

53. Neary, V.S.; Gunawan, B.; Hill, C.; Chamorro, L.P. Near and far field flow disturbances induced by model hydrokinetic tur-bine:
ADV and ADP comparison. Renew. Energy 2013, 60, 1–6. [CrossRef]

54. Yarnell, D. Bridge Piers as Channel Obstructions; United States Department of Agriculture: Washington, DC, USA, 1934.
55. Azinfar, H.; Kells, J.A. Backwater Prediction due to the Blockage Caused by a Single, Submerged Spur Dike in an Open Channel.

J. Hydraul. Eng. 2008, 134, 1153–1157. [CrossRef]

147



Processes 2022, 10, 1310

56. Martin-Vide, J.; Prio, J. Backwater of arch bridges under free and submerged conditions. J. Hydraul. Res. 2005, 43, 515–521.
[CrossRef]

57. Follett, E.; Schalko, I.; Nepf, H. Momentum and Energy Predict the Backwater Rise Generated by a Large Wood Jam. Geophys. Res.
Lett. 2020, 47, e2020GL089346. [CrossRef]

58. Kocaman, S. Prediction of Backwater Profiles due to Bridges in a Compound Channel Using CFD. Adv. Mech. Eng. 2014, 6, 905217.
[CrossRef]

59. Azinfar, H.; Kells, J.A. Drag force and associated backwater effect due to an open channel spur dike field. J. Hydraul. Res. 2011, 49,
248–256. [CrossRef]

60. Raju, K.R.; Rana, O.; Asawa, G.; Pillai, A. Rational assessment of blockage effect in channel flow past smooth circular cylinders. J.
Hydraul. Res. 1983, 21, 289–302. [CrossRef]

61. Morandi, B.; Di Felice, F.; Costanzo, M.; Romano, G.; Dhomé, D.; Allo, J. Experimental investigation of the near wake of a
horizontal axis tidal current turbine. Int. J. Mar. Energy 2016, 14, 229–247. [CrossRef]

62. Jeffcoate, P.; Whittaker, T.; Boake, C.; Elsaesser, B. Field tests of multiple 1/10 scale tidal turbines in steady flows. Renew. Energy
2016, 87, 240–252. [CrossRef]

63. Stallard, T.; Collings, R.; Feng, T.; Whelan, J. Interactions between tidal turbine wakes: Experimental study of a group of
three-bladed rotors. Philos. Trans. R. Soc. A Math. Phys. Eng. Sci. 2013, 371, 20120159. [CrossRef] [PubMed]

64. Lam, W.-H.; Chen, L. Equations used to predict the velocity distribution within a wake from a horizontal-axis tidal-current
turbine. Ocean Eng. 2014, 79, 35–42. [CrossRef]

65. Sandia National Laboritories: Refernce Model Porject (RMP). Available online: https://energy.sandia.gov/programs/renewable-
energy/water-power/projects/reference-model-project-rmp/ (accessed on 21 January 2022).

148



Citation: Peng, C.; Zhang, X.;

Chen, Y.; Gong, Y.; Li, H.; Huang, S.

A Method for the Integrated Optimal

Design of Multiphase Pump Based on

the Sparse Grid Model. Processes 2022,

10, 1317. https://doi.org/10.3390/

pr10071317

Academic Editor: Blaž Likozar

Received: 22 June 2022

Accepted: 1 July 2022

Published: 5 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

processes

Article

A Method for the Integrated Optimal Design of Multiphase
Pump Based on the Sparse Grid Model

Cancan Peng 1,*, Xiaodong Zhang 1, Yongqiang Chen 2, Yan Gong 1, Hedong Li 1 and Shaoxiong Huang 1

1 Institution of Mechanical and Electrical Engineering, Southwest Petroleum University,
Chengdu 610500, China; zxd123420@126.com (X.Z.); gongyan0101@163.com (Y.G.);
202031030010@stu.swpu.edu.cn (H.L.); xkarz52116@outlook.com (S.H.)

2 Jiyuan Huaxin Petroleum Machinery Co., Ltd., Jiyuan 454650, China; xiaoxuan425@sina.com
* Correspondence: 201811000059@stu.swpu.edu.cn

Abstract: Multiphase pumps are used as an important tool for natural gas hydrate extraction owing
to their excellent gas–liquid mixing and transport properties. This paper proposes an adaptive
response surface-based integrated optimization design method. A model pump is designed based
on the axial flow pump design theory. The model pump is numerically simulated and analyzed to
obtain its performance parameters. Then the structural and performance parameters of the pump are
parameterized to establish a closed-loop input–output system. Based on this closed-loop system, a
sensitivity analysis is performed on the structural parameters of the impeller and guide vane, and
the parameters that affect the performance of the gas–liquid hybrid pump the most are derived. The
Sparse Grid method was introduced to design the experiment and construct the approximate model.
The structural parameters of the impeller and guide vane are used as design variables to optimize the
pressure increment and efficiency of the pump. After optimization, the pressure increment of the
multiphase pump was increased by 10.78 KPa and the efficiency was increased by 0.89% compared to
the original model. Finally, we validate the accuracy of the optimized model with tests.

Keywords: multiphase pump; integrated design; Sparse Grid method; numerical analysis; flow
field characteristics

1. Introduction

With the development of the world and the advancement of technology, traditional
resources such as coal and oil can no longer meet people’s pursuit of a green, eco-friendly,
and low-carbon lifestyle. Natural gas hydrates are a clean energy resource and have huge
global reserves of approximately 1.5 × 1016 m3 [1]. More than 230 hydrate deposits have
been discovered globally on the seafloor and in permafrost zones, where low-temperature
and high-pressure conditions are suitable for the formation of natural gas hydrates [2].
Currently, natural gas hydrate extraction relies heavily on a hydraulic lift and requires
a substantial reduction in downhole pressure to prevent the collapse of the seabed [3].
Traditional axial flow pumps are effective in reducing downhole pressure and perform
well with liquid media but are less effective in lifting mixed media such as natural gas
hydrates. Multiphase pumps are multiphase fluid transfer devices that play a critical role
in the hydraulic lift of gas hydrates. Therefore, research on downhole multiphase pumps is
very important.

In recent years, several scholars have investigated numerical simulation methods and
internal flow characteristics of multiphase pumps. Suh et al. [4] proposed a developed
Euler–Euler method to investigate the effect of different GVF, interphase forces, and bubble
diameter on the internal flow characteristics of the multiphase pump. Yu et al. [5,6],
Liu et al. [7], and Zhang et al. [8] have studied the interphase forces and obtained a rule of
influence between the variation of the interphase forces and the flow field characteristics
of the multiphase pump. Zhang et al. [9] applied a non-uniform bubble model to the
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numerical simulation process of a multiphase pump. The obtained results of the non-
uniform bubble model did not differ much from those of the conventional model at low
GVF. However, when the GVF is high, the numerical result of the non-uniform bubble
model is closer to the experimental data. Li et al. [10] investigated the distribution of
bubbles in a multiphase pump. The size of bubbles was calculated according to the bubble
number density equation, and the distribution characteristics of bubbles at different GVF
were analyzed to obtain the movement pattern of bubbles in the impeller and guide vane.
Zhang et al. [11] analyzed the formation process of the gas pocket in the multiphase pump
through non-constant numerical simulations and visualized experiments, and the results
of the study provide some guidance for the future design of multiphase pump impellers.
Wang et al., Huang et al., Jiang et al., and Shi et al. [12–15] studied the flow characteristics
of the multiphase pump from the perspective of energy loss and obtained the influence
law of structure parameters and working condition parameters on the performance of the
multiphase pump. Xu et al. [16] studied the internal flow pattern of a multiphase pump
and developed a multiphase pump with splitting vanes. The efficiency and head of the
pump were improved, which provided guidance for the further design and optimization
of the multiphase pump. Yu et al. [17] analyzed the transport process of a non-stationary
multiphase pump using a two-fluid model and found the main causes of pressure and head
fluctuations in a multiphase pump. Xu et al. [18] and Zhang et al. [19] investigated the
pressure pulsation characteristics of the multiphase pump and obtained the distribution
and variation pattern of pressure fluctuations in the multiphase pump. Zhang et al. [20]
and Shi et al. [21] studied the tip clearance of the multiphase pump and obtained the effect
of tip clearance on energy characteristics, flow characteristics, and pressure fluctuations,
respectively. Shi et al. [22] and Li et al. [23] investigated the effect of GVF on the energy
conversion characteristics, pressure fluctuations, blade surface load, gas distribution, and
external characteristics of a multiphase pump. Others have investigated the performance of
the multiphase pump under high GVF conditions. Zhang et al. [24] proposed improvements
to the performance of the multiphase pump under high GVF conditions. Yang et al. [25]
developed a comprehensive SRMP model to predict the performance of pumps at high GVF,
which included steady-state behavior and transient performance during pump operation.
Shi et al. [26,27] and Liu et al. [28] investigated the cavitation effects of the multiphase
pump, and the effect of different GVFs on the energy loss characteristics for each cavitation
phase was obtained.

There have also been some studies on the design and optimization of multiphase
pumps. Zhang et al. [29] proposed a 3D Blade Hydraulic Design Method to design the
impeller of a multiphase pump. The new impeller is more conducive for the transport of
gas–liquid mixtures and is more suitable for large volume rate conditions. Cao et al. [30]
proposed a method that combines Inverse Design and CFD Analysis. The mixture of the
two species is considered a homogeneous fluid, and the geometry of the vanes is designed
according to the velocity–torque distribution. This method designed a pump that can
operate over a wide range of flow rates. Xiao et al. [31] proposed a controlled velocity
moment design method for multiphase pumps combined with the singularity method,
and the optimized design has a large performance improvement over the model pump.
Liu et al. [32] proposed a hydraulic design method with a controllable blade angle to design
and optimize multiphase pumps, and the optimized GVF and pressure distribution are
more uniform. The transmission performance of the multiphase pump was improved.
Shi et al. [33], Kim et al. [34], and Suh et al. [35] all used the design method of orthogonal
experiments to optimize the structural parameters of the multiphase pump, and the results
show that the head and efficiency of the optimized multiphase were improved, respectively.
Zhang et al. [36] proposed an optimization method combining an artificial neural network
and non-dominated sorting genetic algorithm-ii to optimize the structural parameters of
a multiphase pump, and the head and efficiency of the optimized pump were greatly
improved compared with the original model pump. Liu et al. [37] presented a method for
optimizing the design of multi-stage multiphase pumps based on the Oseen vortex. The
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method can predict the smooth velocity moment downstream of the impeller and apply it
to the optimization of the inlet vane angle of the impeller in the next stage. They carried
out a case study of a three-stage multiphase pump, in which the head and efficiency of the
optimized pump were slightly improved.

In general, scholars have conducted a lot of research on the internal flow character-
istics of the multiphase pump, but less research has been conducted on the design of the
multiphase pump blades. In this paper, an integrated optimal design based on the adaptive
response surface method is proposed, which provides a new approach to thinking about the
design method of multiphase pumps. The chapters of this paper are organized as follows.
In Chapter 2, an original model is designed based on the design theory of the axial flow
pump. In Chapter 3, we start with a numerical simulation of the original model to obtain
its pressure increment and efficiency. The shape parameters of the original model and the
resulting parameters of the numerical simulation are parametrized to create a closed-loop
calculation system. Based on the closed-loop calculation system, parameter correlation
analysis is carried out to obtain several parameters that have the greatest influence on the
performance of the multiphase pump. Next, we carried out the experimental design of the
parameters and the construction of the approximate model based on the closed-loop calcu-
lation system. The optimal solution was obtained by optimizing the approximate model
using the multi-objective genetic algorithm (MOGA) method. In Chapter 4, we compare
the flow field characteristics of the model before and after the optimization. In Chapter 5,
an experimental test is carried out to verify the accuracy of the numerical simulations of
the optimized model. In Chapter 6, we summarize the work in the full text.

2. Design and Calculation of the Original Model

The working parameters for the blade design of a multiphase pump are shown in
Table 1.

Table 1. Multiphase pump design working parameters.

Design Parameter Value Unit

Rotation speed 4500 rpm/min
Flow rate 35 L/s

Head 20 m
Specific speed 325

The calculation formula of specific speed is shown as follows.

ns =
3.65n

√
Q

H3/4 , (1)

where n is the rotation speed, Q is the flow rate, and H is the head.
(1) Head coefficient Ψ

Ψ = gH/U2
t , (2)

where h is the head, Ut is the circumferential velocity of the shroud, and g is the gravitational
acceleration.

(2) Inlet flow coefficient Φ
Φ = Vm/Ut, (3)

where Vm is the axial component of absolute velocity. The flow coefficient has a great
influence on the efficiency of the pump. Each airfoil corresponds to an optimal flow
coefficient range.

(3) Shroud diameter a1

a1 =
60Ut

nπ
, (4)
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The shroud diameter is determined by the head coefficient and should meet the
corresponding flow coefficient requirements. For the multiphase pump, due to the com-
pressibility of the gas, the volume flow of the gas–liquid mixture decreases from the inlet to
the outlet of the pump impeller, so the impeller diameter at the rear end should be smaller
than that in the first half.

(4) Inlet hub ratio ht and Hub inlet diameter a2
Inlet hub ratio ht is the ratio of hub inlet diameter to shroud diameter.

a2= a1ht, (5)

(5) Shroud length diameter ratio hv and Hub length of impeller a4

a4= hva1, (6)

(6) Hub half cone angle γ and Hub outlet diameter a3

a3= a2+2a4tanγ, (7)

where a4 is the axial length of the impeller and γ is the half cone angle of the hub.
A conical hub is generally used for the multiphase pump. This structure can avoid the

reduction of the velocity component on the shaft surface caused by gas compression.
(7) Hub inlet flow angle a6

a6= a′6+Δa6, (8)

where a6
′ is the inlet angle and �a6 is the attack angle.

In the design process, the inlet flow angle is calculated according to the inlet speed
and circumferential speed.

tana6= V/Ut, (9)

where V is the velocity at which the fluid enters the impeller.
Then, according to the principle of equal radial guide path, the flow angle of the blade

inlet at other radial positions is determined.

Const = rtana6, (10)

where r is the radius of the blade and a6 means the hub inlet flow angle.
(8) Hub outlet flow angle a7
According to the design theory of axial flow pump, the blade outlet installation angle

(a7) can be calculated, and then the blade outlet flow angle of other diameters can be
determined according to the principle of equal diameter and guide path.

(9) Tip clearance a9
The tip clearance is the radial clearance between the impeller shroud and the pump

shell. Excessive clearance will lead to increased leakage. In this paper, the clearance is
taken as 0.5 mm.

(10) Maximum blade thickness

δmax= (0.012 ∼ 0.015)a1

√
H, (11)

where δmax is the maximum thickness of the hub and H is the head.
After the above design parameters are determined, the impeller of the multiphase

pump is designed, and the parameter of the blade is shown in Table 2.
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Table 2. Design and construction parameters of the multiphase pump.

Design Parameter Value Unit Expression

Impeller

Head coefficient 0.23 Ψ
Circumferential velocity of the shroud 29.2 m/s Ut

Shroud diameter 0.138 m a1
Inlet hub ratio 0.7 ht

Hub inlet diameter 0.096 m a2
Hub half cone angle 7 ◦ γ

Shroud length diameter ratio 0.39 hv
Hub length of impeller 0.054 m a4

Hub outlet diameter 0.108 m a3/P7
Hub inlet flow angle 16.1 ◦ a6/P1

Shroud inlet flow angle 13.4 ◦ P2
Hub outlet flow angle 15.8 ◦ a7/P3

Shroud outlet flow angle 14.4 ◦ P4
Number of blades 3 a5

Wrap angle 173 ◦ a8/P8 (Hub),
P9 (Shroud)

Guide vane

Hub inlet diameter 0.108 m P7
Hub outlet diameter 0.096 m -
Hub inlet flow angle 41.66 ◦ P5

Shroud inlet flow angle 36.9 ◦ P6

Axial length of guide vane 0.054 m P10 (inlet position),
P11 (outlet position)

Number of blades 11 -
Wrap angle 32.73 ◦ -

The blade is modeled according to the structural parameters of Table 1, and the
geometric model is shown in Figure 1.

Figure 1. Model diagram of the impeller and guide vane of the multiphase pump.

3. Numerical Simulation and Optimization

3.1. Numerical Simulation of the Original Model

CFD methods are widely used in the fields of turbulence [38], multiphase flow [39], and
heat transfer [40] owing to the advantages of low research costs and the ability to simulate
complex or ideal processes. In this chapter, the CFD method is used to design, mesh,
and numerically simulate an original model of a multiphase pump based on the ANSYS
2020R2 Workbench platform. We consider this process as the creation of an input–output
channel. The structural parameters of the original model and the calculated performance
parameters are parametrized. We construct a parameter set for the input and output
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separately and then connect them via the channels we created earlier. When we modify
the input parameter set, and the system automatically applies this computational channel
that we established earlier to calculate the output performance parameters. The solution
of the data points involved in the parameter correlation analysis, design of experiments,
construction of the agent model, and validation of the optimization results required in the
following section is carried out on the closed-loop system of this calculation channel. The
inner circle of Figure 2 represents our numerical simulation of the original model. The
outer ring represents a closed-loop calculation channel created after parameterization of
the structural and performance parameters of the multiphase pump.

Figure 2. The flow chart of the integrated optimal design approach.

The numerical simulation in this paper is solved by the Euler–Euler method for the
gas–liquid two-phase flow model. The gas is considered as a dispersive particle of equal
particle size for the solution and the liquid is considered a continuous medium. The two-
phase flow model is a non-homogeneous model, which considers the velocity slip and
momentum transfer between two phases. The particle model is used for interphase transfer
and the Schiller–Nauman model is used for the traction model. The velocity inlet condition
and the opening outlet condition are used in the numerical simulation process. The no-slip
wall condition is used for the hub and wall, and the counter-rotating wall condition is used
for the impeller’s shroud. The frozen rotor model is used for the dynamic–static interface.
The SST model combines the advantages of the k-ε and k-ω models to provide a more
accurate and reliable description of the flow of a fluid and to correspond to a wider range
of flow models [41]. In this paper, the SST model is used for the solution of the liquid phase,
and the zero-equation model is used for the solution of the gas phase. The convergence
residuals are taken as 1 × 10−5. During the calculation of the numerical simulation, the
flow rate changes at the inlet and outlet are detected, and the convergence curve of the
residuals is combined to determine whether the calculation process converges.

To ensure the accuracy of the numerical simulation, a mesh-independent analysis is
performed. The grid in this paper is refined by controlling the y+ value of the first layer
boundary to refine the global grid. The y+ value is taken as 10, and the grid diagram is
shown in Figure 3.
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Figure 3. Grids for the numerical simulation the multiphase pump.

The grid-independent analysis was performed for the GVF = 0 working condition.
Figure 4 shows that the efficiency and head curves tend to level off when the num-
ber of grids reaches 1.96 million, so we use a grid of 1.96 million for the subsequent
numerical simulations.

Figure 4. Verification of grid independence for numerical simulation of the multiphase pump.
(a) Curves of grid number growth with performance parameters; (b) comparison of the number of
grids in different areas of the multiphase pump.

After numerical calculations, we obtain a pressure increment of 159.3 KPa and an
efficiency of 68.48% for the pump under the design conditions.

3.2. Parameter Correlation Analysis

We parameterize the input structural parameters and the output pump performance
parameters separately. A calculation channel connecting the input and output parameters
is established for the working condition of GVF = 0. Then, a parametric sensitivity analysis
is performed on the structural parameters.

The Person correlation coefficient method [42] is a statistical method to measure
quantitatively the correlation between variables. It has a wide range of applications in com-
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putational linguistics and is mainly used in research on text classification and information
extraction. Using the vector space model of feature words, the distance between two pairs
of texts is calculated to derive the similarity, which leads to the classification and further
study of the text collection.

When calculated for a sample, the magnitude of the Pearson correlation coefficient
is determined by the value of σ, which reflects the degree to which the two variables are
linearly correlated. σ has a range of values from −1 to +1. A correlation coefficient of +1
indicates a perfect positive linear correlation between the variables. The Pearson correlation
coefficient is calculated as follows [43].

σ =
∑ XY − ∑ X∑ Y

N√(
∑ X2 − (∑ X)2

N

)(
∑ Y2 − (∑ Y)2

N

) (12)

where variable X is the set of x-coordinates of all points, variable Y is the set of y-coordinates
of all points, and N denotes the total number of points.

The Pearson correlation coefficient is the ratio of the product of the covariance and the
standard deviation of the two variables and is a dimensionless, standardized covariance. A
linear change does not affect the results of the Pearson correlation coefficient. Therefore, a
unit change in the horizontal or vertical coordinates does not change the value of σ, so the
σ values are comparable for data with different units.

Figure 5 gives the parameter sensitivity relationships between the design parameters
and the optimization objectives, in which red and blue colors indicate high correlation and
the white color indicates low correlation. The distribution of colors in the graph shows a
high correlation between the variables P8, P9, P2, P4, P6, and the optimization objective.
Among them, we consider P8 and P9 to be equal, so we finally determine P8, P2, P4, and
P6 as the design variables.

Figure 5. Parameter correlation chart.

3.3. DOE

The Sparse Grid model is a hierarchical Sparse Grid interpolation algorithm based
on segmented multilinear basis functions. As its initial sampling points are related to the
hierarchical basis functions, the number of sampling points will be significantly reduced
compared to a full grid model. The Sparse Grid relies on a hierarchical decomposition
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of the underlying approximation space. The hierarchical basis is a function based on the
following, which we express in Formula (13).

ϕ(x) =
{

1 − |x| x ∈ [−1, 1]
0 x /∈ [−1, 1]

, (13)

The basis function builds on this function with the following expression.

ϕl,i(x) = ϕ

(
x − ihl

hl

)
x ∈ [xl,i − hl , xl,i + hl ], (14)

where l is the number of levels and i is the space location. Figure 6 shows the basis functions
and response space for one-dimensional interpolation at the l = 3 condition [44].

Figure 6. Basis functions and response space for one-dimensional interpolation at l = 3 condition.

The layered incremental space is shown in Equation (15)

Wl = span
{

ϕl,i : i ∈ Il
}

Il =
{

i ∈ N, 1 ≤ i ≤ 2l − 1
} (15)

The response function space for the full grid is shown below.

Vl = ⊕
k≤l

Wk, (16)

The Sparse Grid model, on the other hand, ignores subspaces from the full grid that
have less influence on local differences, and its response function space is shown below [37].

VS
O,n = ⊕

|i|≤n+d−1
Wl , (17)

The one-dimensional interpolation approximation model can be expressed as

f (x) ≈ u(x) =
l

∑
k=1

∑
i∈Il

αk,i ϕk,i(x), (18)

When dealing with multi-dimensional problems, the Sparse Grid model can signif-
icantly reduce the dependence on the sampling points in each dimension and improve
computational efficiency. Sparse Grid experimental design enables the construction of
experimental designs with fewer points while ensuring that the test points are distributed
as evenly as possible in the design space. Compared with CCD and Latin hypercube
algorithms, it is less computationally intensive and more efficient. Therefore, the Sparse
Grid model is used for the experimental design method in this paper.

The range of values for each parameter of the multiphase pump is shown in Table 3.
The experimental design table obtained is shown in Table 4.
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Table 3. The range of values of structural parameters.

Structure Parameters Lower Value Upper Value Unit Expression

Shroud inlet flow angle of impeller 13 19 P2
Shroud outlet flow angle of impeller 15 21 P4

Wrap angle of impeller 155 195 P8
Shroud inlet angle of guide vane 39 45 P6

Table 4. Experimental design based on the Sparse Grid method.

Name P2 (◦) P4 (◦) P6 (◦) P8 (◦) Pressure Increment (KPa) Efficiency (%)

1 16 18 42 175 111.680 47.8541
2 13 18 42 175 117.246 48.8855
3 19 18 42 175 105.822 46.4865
4 16 15 42 175 107.892 47.1617
5 16 21 42 175 116.008 48.7249
6 16 18 39 175 111.877 47.8882
7 16 18 45 175 111.609 47.8679
8 16 18 42 155 148.415 44.3653
9 16 18 42 195 62.7643 43.5081

3.4. Construction of Approximate Models

The Sparse Grid method can provide refinement for continuous parameters, which
means that it can automatically optimize itself. The dimensional adaptive algorithm
allows it to determine which dimensions are most important to the objective function.
When updating the response surface, the Sparse Grid uses an automatic local optimization
process to determine the areas of the response surface that are most in need of further
optimization. Then, it concentrates refinement points in these regions, allowing for the
response surface to reach the specified accuracy faster with fewer design points. This
results in a reduction in computational effort.

Figure 7 shows the residual convergence curve for the computation of the Sparse
Grid. It can be seen that the head converges faster during the calculation, and the specified
convergence requirement is reached at 40 data points. The efficiency comes the convergence
requirement at 96 data points. Figure 8 shows the goodness-of-fit curve of the Sparse Grid,
which refers to the degree of fit of the regression curve to the observed values. The statistical
measure of goodness of fit is the coefficient of determination (also called coefficient of
determination) R2, the maximum value of which is 1. In summary, the goodness of fit is
used to measure how well the fitted curve fits the original data, and the closer the data
points are to the line y = x, the better the goodness of fit. From the data in Figure 8, we
can see that almost all data points are very close to the line y = x, so we can judge that the
goodness of fit is very good.

Figure 7. Convergence curves for the Sparse Grid approximation model.
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Figure 8. Goodness of fit curve for the Sparse Grid method.

3.5. Optimization

For the optimization of impeller parameters in this paper, a multi-objective genetic
algorithm (MOGA) is used. The estimated number of evaluations is 2000. The number
of initial samples is 100. The number of samples per iteration is 100. The maximum
allowable Pareto percentage is 70%. The convergence stability percentage is 2%. The
maximum number of iterations is 100. When the calculation reaches the 9th iteration step,
the calculation converges, and the number of evaluations reaches 823.

The optimal set of Pareto solutions obtained from the optimization is shown in Figure 9.
From the data in the figure, it can be seen that when the head increases, the efficiency is
decreasing. When the efficiency increases, the head also decreases. The relationship
between the two is mutually constrained. The goal of optimization is to maximize both
head and efficiency, and we can find the optimal solution that satisfies both goals from
these 13 optimization results. The final results of the optimal solutions are shown in Table 5.

Figure 9. Pareto fronts of the optimization process.

Table 5. Optimization result parameters.

Name Candidate Point Calibrated Point of Optimized Model Unit

P2 13.008 13 ◦
P4 20.15 20 ◦
P6 39.494 39.5 ◦
P8 170.05 170 ◦

Head 124.87 124.72 KPa
Efficiency 48.455 48.501 %
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4. Discussion

We constructed an integrated optimized design model for the multiphase pump and
completed the optimized design of the multiphase pump to obtain the optimized model
of the multiphase pump structure based on the closed-loop calculation system we built.
In this chapter, we compare the models before and after optimization, and analyze the
changes in the internal flow field of the two different models.

Figure 10 gives the static pressure distribution of the blade surface under the water
condition. Figure 10a,b shows that the area of the high-pressure region of the pressure
surface of the optimized model is higher than that of the original model, especially in
the position near the leading and trailing edges of the impeller is more obvious. The
higher static pressure on the impeller surface indicates that the fluid medium is converted
into more energy, so the performance of the impeller is better. Figure 10c,d shows that
the pressure change of the suction surface before and after optimization is not obvious.
Figure 11 gives the static pressure distribution on the blade surface with GVF = 0.2. From
Figure 11a,b, it can be concluded that the optimized blade surface pressure is larger than
the original model, and the area of pressure increase is mainly shown in the outer edge
of the impeller pressure surface, which shows that the optimized blade has better energy
conversion characteristics. From Figure 11c,d, it can be concluded that the pressure change
of the optimized suction surface is small, and there is a slight increase at the inlet of
the impeller.

Figure 10. Surface static pressure distribution of the impeller in water condition. (a) Pressure side of
original model; (b) pressure side of optimized model; (c) suction side of original model; (d) suction
side of optimized model.
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Figure 11. Distribution of surface static pressure on impeller at GVF = 20% working condition.
(a) Pressure side of original model; (b) pressure side of optimized model; (c) suction side of original
model; (d) suction side of optimized model.

Figure 12 gives the distribution of blade load under the water working condition. We
can conclude that the surface load of the blade increases with the increase of span-wise and
then decreases, and the pressure in the outer area of the blade is obviously higher than that
in the inner area. It can be seen from the figure that the pressure of the blade suction surface
is lower and the pressure difference is larger after optimization. Therefore, it can produce
higher head. The area enclosed by the optimized blade load curve is larger than that of
the original model, so the energy conversion characteristics of the blade are better. As can
be seen from Figure 13, the overall surface load of the blade at GVF = 0.2 is lower than
the water working condition, and the changing trend of the curve is not much different
from the water condition. The energy conversion characteristics of the optimized impeller
are better.

Figure 12. Distribution of blade loads along the span-wise place under the water condition.
(a) 0.1 span, (b) 0.5 span, and (c) 0.9 span.
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Figure 13. Distribution of blade loads along the span-wise place at 20%GVF condition. (a) 0.1 span,
(b) 0.5 span, and (c) 0.9 span.

A swirling strength criterion was used to construct a vortex intensity cloud in the
impeller region. Figure 14 gives the distribution of the vortex structure under the different
working conditions. It can be concluded that the internal vortex of the multiphase pump is
mainly caused by the impeller rotation, which is mainly distributed at the impeller inlet,
outlet, and between the gap of the impeller and the shroud. From Figure 14a,e, it can be
concluded that the vortex length d2 at the blade exit of the optimized model is smaller than
d1 of the original model. The vortex intensities in Figure 14f–h are smaller than those in
Figure 14b–d. This indicates that the optimization achieved better results.

Figure 14. Vortex distribution diagram of the optimized model and the original model. (a) GVF = 0 of
original model; (b) GVF = 10% of original model; (c) GVF = 20% of original model; (d) GVF = 30% of
original model; (e) GVF = 0 of optimized model; (f) GVF = 10% of optimized model; (g) GVF = 20%
of optimized model; (h) GVF = 30% of optimized model.

The distributions of turbulent energy dissipation rates for the original and optimized
models under the water condition are given in Figure 15. The overall turbulent energy
dissipation of the optimized model is lower than that of the original model, and the
dissipation in both the outlet region shown in Figure 15a and the inlet region shown in
Figure 15b of the impeller is improved. The turbulent energy dissipation rate distribution
of the impeller and guide vane for GVF = 0.2 is presented in Figure 16. The turbulent energy
dissipation at the intersection of the impeller and guide vane is significantly improved
by the optimized model. The dissipation in the flow channel region in the middle of the
impeller also becomes smaller. It indicates that the optimized performance is better.
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Figure 15. (a,b) Distribution of turbulent energy dissipation rate under the water condition.

Figure 16. Distribution of turbulent energy dissipation rate under the 20%GVF condition.

Figure 17 provides an internal flow diagram of the impeller and guide vane of a
multiphase pump under the water conditions. We can conclude that the flow velocity on
the blade surface increases from the hub to the shroud. Compared to the original model,
the flow velocity in the impeller region of the optimized model decreases, and the flow
velocity in the guide vane region increases. The increased velocity in the guide vane region
leads to more severe flow separation, especially near the hub surface. The increased flow
velocity results in higher kinetic energy, which is the main reason for the increased head
of the optimized multiphase pump. Figure 18 shows the flow lines inside the multiphase
pump and guide vane for the condition of 20%GVF. Due to the increased GVF, the flow
velocity of the liquid in both the impeller and the guide vane is lower than in the water
condition, which leads to a reduction in the performance of the multiphase pump. The
optimized model has a lower flow rate in the impeller and a higher flow rate in the guide
vane, with increased flow separation near the hub side. This is consistent with the results
for the water condition.
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Figure 17. Streamline distribution of impeller and guide vane before and after optimization under
the water condition.

Figure 18. Streamline distribution of impeller and guide vane before and after optimization under
the 20%GVF condition.
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Figure 19 shows the performance curves of the multiphase pump for different GVF
cases. When GVF = 0, the flow-head curve of the multiphase pump shows an obvious
hump trend, and the efficiency curve shows a trend of first increasing and then decreasing,
which is consistent with the trend of the performance curve of the general axial flow pump.
When the gas content gradually increases from 0.0 to 0.3, the optimized model has a higher
head than the original model. When the flow rate is small, the efficiency change is not
obvious. When the flow rate is larger than the design condition, the optimized model has
higher efficiency than the original model. The larger the flow rate is, the more obvious the
efficiency improvement is.

Figure 19. Characteristic curves of the multiphase pump under different working conditions.

A comparison of our work with other similar works is given in Table 6. The opti-
mization results show an increase in pressure increment and efficiency of 9.4% and 1.8%,
respectively. Our working conditions and specific size are different, so there will be some
differences in the results. However, we used an integrated design–grid–numerical simula-
tion approach for the optimization process. Only an initial set of data must be calculated to
build up a computational framework. Then, the design of experiments, the construction of
an approximate model, and the relevant parameters of the optimization method are set to
produce the optimal solution. Such design methods are less computationally intensive and
more intelligent than their work. Therefore, we believe that the integrated optimization
design method proposed in this paper is effective.
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Table 6. A comparison of our work and similar works.

Ming Liu [32] Zhang [36] Kim [34] Suh [35] Our Work

Optimization process Step by step Integrated

Working Condition
GVF = 0

~10%
GVF = 0

~40% GVF = 0 GVF = 0
~15% GVF = 30%

Blade size
Diameter 0.15 m - 0.15 m 0.15 m 0.138 m
Length 0.075 m - 0.075 m - 0.054 m

Pressure Increment
(Growth Value/Percentage)

12.8 KPa/- -/10% 30.9 KPa/- 48.89 KPa/- 10.78 KPa/9.4%

Efficiency
(Growth Value/Percentage)

-/- -/3% 1.9%/- 1.78%/- 0.892%/1.8%

5. Experimental Validation

In order to verify the accuracy of our optimization scheme, a multiphase pump
performance test rig was set up to test the performance of the optimized blades. The flow
chart of the experiment is shown in Figure 20, and the process of the experiment is shown
in Figure 21.

We tested the performance of multiphase pumps under the water condition and
GVF = 0.2 condition. The performance curves are shown in Figure 22. The process of
numerical simulation is idealized for individual blades and does not take into account
the errors caused by the friction between bearings, packing seals, and shafts that exist in
the real experimental process. The performance parameters obtained from the tests are
slightly lower compared to the results obtained from numerical simulation, which are
within the acceptable range. Therefore, we consider that the integrated and optimized
design approach used in this paper is effective.

Figure 20. Experimental scheme for the multiphase pump.
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Figure 21. Experimental process diagram for the multiphase pump. (1) Motor; (2) frequency trans-
former; (3) torque and revolution speed sensor; (4) multiphase pump; (5) pressure sensor; (6) liquid
flowmeter; (7) gas flowmeter; (8) air compressor; (9) guide vane; (10) impeller; (11) electronic throttle
valve; (12) tank; (13) outlet pipe; (14) valve; (15) inlet pipe.

Figure 22. Experimental results of the multiphase pump performance parameters compared with
simulation results. (a) The water condition; (b) GVF = 20%.

6. Conclusions

Firstly, this paper completes the design and numerical simulation of a multiphase
pump and derives several pump performance parameters for the water condition. The
structural parameters of the blade and the parameters of the results obtained from the
numerical simulations are parametrized. A framework integrating the design–meshing–
numerical simulation is built up. Within this framework, a parametric correlation analysis
was carried out to obtain the parameters that have the greatest influence on the performance
of the multiphase pump. They are the shroud inlet angle, the shroud outlet angle, the
wrap angle of the impeller, and the shroud inlet angle of the guide vane. Then, the design
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of experiments and approximate model building was carried out using the Sparse Grid
adaptive method in an integrated framework. The MOGA method was used for the
optimization analysis in this paper. The final optimized model parameters were obtained,
with 0.89% increase in efficiency and a 10.78 KPa increase in pressure increment compared
to the original model.

The internal flow characteristics of the original model and the optimized model were
compared and analyzed. We obtained a slight increase in the blade surface load of the
optimized model and a slight increase in the static pressure at the pressure surface of the
blade compared to the original model. In particular, the pressure increase near the impeller
shroud is more obvious. The flow velocity in the impeller is reduced compared to the
original model, and the flow velocity in the guide vane is slightly increased, which leads to
an increase in the vortex in the exit area of the guide vane. The vortex within the impeller
occurs mainly at the inlet, outlet, and rotating walls of the impeller. The vortex of the
optimized model is slightly improved at the outlet. The turbulent energy dissipation in the
optimized model is smaller compared to the original model, so the optimized model has
higher efficiency.

We finally carried out an experimental study of the optimized model and obtained
that the numerical simulation parameters of the optimized model matched the experimen-
tal parameters. Therefore, we conclude that the integrated design–meshing–numerical
simulation proposed in this paper is effective.
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Nomenclature

ns Specific speed [rpm/min:m3/s, m]
Q Flow rate [L/s]
H Head [m]
Ut The circumferential velocity of the impeller shroud [m/s]
Vm Axial component of absolute velocity [m/s]
n Rotation speed of impeller [rpm/min]
a1 Shroud diameter of impeller [m]
a2 Hub inlet diameter of impeller [m]
ht Inlet hub ratio of impeller [-]
a3 Hub outlet diameter of impeller [m]
hv Shroud length diameter ratio of impeller [-]
a4 Hub length of impeller [m]
a5 Number of impellers [-]
a6 Inlet angle of impeller [◦]
V Velocity at which the fluid enters the impeller [m]
r Radius of the impeller [m]
a7 Hub outlet flow angle of impeller [◦]
a8 Wrap angle of impeller [◦]
a9 Tip clearance of impeller [mm]
σmax Maximum blade thickness [mm]
X The set of x-coordinates of all points [-]
Y The set of y-coordinates of all points [-]
N The total number of points [-]
Wl The layered incremental space [-]
Vl The response function space for the full grid model [-]
VS

O,n Response function space of the Sparse Grid model [-]
y+ Dimensionless wall distance [-]
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Greek Letters

Ψ Head coefficient [-]
Φ Inlet flow coefficient [-]
γ Hub half cone angle [◦]
σ Pearson correlation coefficient [-]

Abbreviations

GVF Gas volume fraction [%]
SRMP Synchronal rotary multiphase pump [-]
CFD Computational fluid dynamics [-]
MOGA Multi-objective genetic algorithm [-]
SST Shear stress transport [-]
CCD Central composite design [-]
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Abstract: In order to study the influence of the change of the guide vane airfoil on the flow character-
istics in the draft tube of a reversible hydraulic turbine, a reversible hydraulic turbine was used as the
object of study, and the effect of the change on the flow pattern, energy loss, and pressure pulsation
in the draft tube area was studied based on the SST k-ω turbulence model. The results show that
under low flow conditions, the modified movable guide vane directly affects the direction and speed
of water entering the draft tube, reduces the density of vortex in the draft tube area, reduces the
impact on the near wall of the draft tube during the rotation of the vortex belt, and improves the
stability of the unit operation. The turbulent energy comparison graph shows that the energy loss in
the bent elbow section and the diffusion section of the draft tube is reduced, and the energy return
coefficient of the draft tube is improved by calculating that the energy recovery level of the draft tube
is improved under different operating conditions. A comparative analysis of the pressure pulsation
in the draft tube area before and after the modification in combination with the development of the
vortex belt shows that the modified movable guide vane effectively reduces the vibration intensity in
the draft tube area and improves the stable operation threshold of the unit.

Keywords: reversible water turbines; guide vane profile change; draft tube vortex belt; pressure
pulsation; energy recovery factor

1. Introduction

Under the “dual carbon” target (China clearly proposes the goal of “carbon peaking”
in 2030 and “carbon neutrality” in 2060), the hydropower industry is highly valued by the
country [1]. The pumped storage power station is a special power source in the power
system with multiple functions, such as peak regulation, valley filling, frequency regulation,
phase regulation, and accident backup, which has become an important part of China’s
power system [2]. As the performance indexes of reversible turbine with high and ultra-
high head become the need of industrial development, the stability of turbine operation
also draws attention. For many years, domestic and foreign research scholars have been
attaching great importance to the study of the draft tube area and have achieved many work
results. In the early years, scholars used experimental and numerical methods to carry out
experimental analysis and theoretical research on the draft tube area of hydraulic turbine
units, trying to investigate the relationship between the water flow pattern and pressure
pulsation in the draft tube area of hydraulic turbines in order to conduct a preliminary
discussion on the pulsation mechanism [3–5]. In the 1970s, Kubota et al. conducted a
systematic study on the relationship between the amplitude of pressure pulsation in the
draft tube and the cavitation coefficient and flow rate using model tests, and proposed
that the amplitude of pressure pulsation in the draft tube was mainly related to the ratio
of operating flow rate to design flow rate [6,7]. Jacol et al. obtained the distribution
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characteristics of the pressure pulsation in the draft tube of a Francis turbine at different
flow rates through field measurements of many prototype units, and also conducted a
preliminary study on the causes of pressure pulsation in the draft tube under different
operating conditions and improvement measures [8]. Nishi experimentally studied the
relationship between the vortex excitation frequency and the operating head and flow
rate, and proposed that the maximum pressure pulsation in the draft tube is related to
the location of the vortex nucleus in the draft tube [9]. Iliescu measured the flow field
characteristics inside the draft tube by PIV (Particle Image Velocimetry) and conducted a
detailed study of the volume and center of the cavitation vortex zone with the variation of
the cavitation number [10]. Wu Gang et al. investigated the relationship between pressure
pulsation in the draft tube and the inlet flow field of the draft tube and the opening of
the guide vane. On the basis of model tests, the results of water-pressure pulsation tests,
flow field tests, and incipient cavitation observations were analyzed to study the effect of
changes in the opening of the turbine’s movable guide vane on water-pressure pulsation
in the draft tube [11]. The use of experimental methods is subject to the uncontrollable
influence of experimental methods and relatively large costs, and are not easily carried
out on a large scale. In recent years, due to the development of computer technology and
numerical simulation technology, there are now many versions of simulation software
to study the phenomenon of pressure pulsation in the vortex zone of the turbine draft
tube [12–15]. Most of these studies use CFD (Computational Fluid Dynamics) flow field
analysis software to simulate normal operating conditions of reversible hydraulic turbines.
Li Qifei et al. found that the instability of the draft tube was one of the major causes of
vibration in reversible hydraulic turbines. When the reversible turbine deviates from the
optimal working conditions of the turbine, the impact of its vortex belt on the wall will
cause violent pressure pulsations in the draft tube area, which will propagate upstream
and cause vibration of the whole unit, which is not conducive to the stable operation of
the reversible turbine [16]. Significant draft tube back-flow has a direct contact with the
runner surface. Induced low-frequency fluctuations of the hydraulic thrust and torque
explain severe vibrations of the runner [17]. Further upstream propagation of the vortex
rope instabilities increases pulsations inside runner channels by superimposing pressure
pulsations into inter-blade vortices [18]. Every disturbance downstream can be found
throughout the hydraulic circuit and can be a major cause of system instability in certain
load ranges [19,20]. Guo Tao et al. analyzed the vortex band evolution in the turbine
draft tube region under different incoming flows by means of a slip-grid technique [21].
Numerical simulations are too idealistic, so nowadays, a combination of experimental and
numerical simulations is used to analyze the problem. Experts have also never stopped
exploring to improve the stability of the draft tube. Theoretical studies on the structural
safety of the turbine draft tube found that the area of the low-velocity zone of the runner exit
flow field directly affects the size of the vortex band and the pressure pulsation [22], and the
outlet flow rate and direction also interfere with the shape of the vortex band [23,24]. Not
only that, the influence of the eddy current on the unit will also play a decisive role in the
stability of the entire water transmission and power generation system [25]. A considerable
number of scholars have also considered the method of adding additional structures to the
draft tube to improve its internal flow field, all with varying degrees of progress [26–28].
The effect of changing the structure affecting the incoming flow on the internal flow of the
turbine has also been continuously studied by scholars. Liangbeng Rong et al. used the
NACA0018 parent model to obtain the numerically optimized airfoil type and solved it with
the MRF (model Multiple Reference Frame Model, also called the composite coordinate
system model, a method provided by Fluent software to solve the problem of coexistence
of static and dynamic regions), giving the calculation results and comparing them with
the parent model to examine the degree of improvement in the energy utilization of the
turbine [29]. Qifei Li et al. found that the change of the radius of the head circle of the guide
vane would also have different degrees of influence on the excitation force of the turbine
runner [30]. This paper investigates the effect of transient flow field characteristics in the
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draft tube of a reversible turbine unit under normal operating conditions by changing
the structure of the movable guide vane wing, focusing on the effect of the guide vane
opening on the evolution of the vortex zone shape, pressure pulsation, and energy loss in
the draft tube.

2. Design Process and Model Building

2.1. Activity Guide Leaf Design Process

As the water guide mechanism of the reversible turbine is cylindrical, the existing
movable guide vane can be retrofitted by changing the wing profile of the movable guide
vane. This paper refers to the excellent hydraulic design model of hydraulic turbine, the
hydraulic turbine design manual guide vane section size table, and the original airfoil
design data to modify the movable guide vane airfoil and design a new movable guide
vane while keeping the original guide vane chord length unchanged. The “S” characteristic
of the reversible turbine unit is improved by changing the direction and speed of water
entry by changing the movable guide vane airfoil shape. The airfoil of the guide vane
before and after the modification is shown in Figure 1.

Figure 1. Schematic diagram of the modified anterior and posterior guide vane airfoils. (a) Prototype
movable guide vane wing type (Unit is mm). (b) Modified movable guide vane wing type.

By changing the head circle radius r of the original airfoil and increasing the maximum
thickness D of the original guide vane airfoil, the influence of the increase of the head circle
and maximum thickness of the guide vane on the internal flow characteristics of the draft
tube is investigated to provide a reliable direction for the optimization of the design of the
next guide vane airfoil. The parameters of the guide vane after changing the airfoil shape
are shown in Table 1.

Table 1. Airfoil design parameters.

Parameter
Symbols

Numerical Values
(mm)

Parameter
Symbols

Numerical Values
(mm)

D0 638.639 e 9.271275397
a 11.06607099 e1 8.236239902
a1 2.851853121 d0 16.09810526
b 11.29730233 m 7.465468788
b1 5.021023256 m1 5.890893513
c 11.16517013 k 0.902903304
c1 6.815818849 f 4.71271481
d 10.2842886 r 6.012014688
d1 7.718722154 L 89.96
L1 47.34736842 L2 42.61263158

In terms of the theoretical analysis, as shown in Figure 2 below, we analyze the
velocity triangle between the new guide blade airfoil shape and the original airfoil shape,
by Formulas (1) and (2). A refers to the cross-flow area of the inlet side of the blade, the
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magnitude of the blade inlet angle is also measured by ANSYS CFD-POST (data processing
analysis and visualization processing software), and the velocity triangle is derived from
the blade inlet angle β, the absolute flow velocity V, and the axial surface flow velocity V1m.
Under the assumption that the direction and magnitude of the circumferential velocity
do not change, if the angle of the inlet water flow of the rotor (the angle between the
relative velocity of the water flow and the circumferential velocity) and the blade inlet
placement angle β are equal, there is shockless inlet condition, and its hydraulic loss
is minimal. Therefore, the greater the impulse angle α, the greater the hydraulic loss.
The angle of rotation of the movable guide vane remains unchanged, the diameter of the
distribution circle of the movable guide vane increases, the absolute velocity direction is
changed and reduced by the influence of the implicated velocity, the incoming liquid and
the impulse angle α of the runner blade decreases, the effective overflow flow increases,
and the hydraulic loss of the runner decreases accordingly. From the triangular comparison
of the exit velocity of the rotor. After changing the airfoil, influenced by the upstream
disturbance, the flow and runner inlet impulse angle changes, the absolute velocity changes,
the circumferential velocity component decreases, the water flow loop volume of the
draft tube decreases, the centrifugal force becomes smaller, and the draft tube vortex belt
theoretical analysis shows that the strength will be weakened by a certain degree.

U =
nπD

60
(1)

V1m =
Q
A

(2)

Figure 2. Comparison of the front and rear guide vane airfoil velocity triangles of the modification.

2.2. Mesh Classification and Model Building

The object of this study is a reversible hydraulic turbine model. The overflow com-
ponents consist of spiral casing, fixed guide vane, movable guide vane, runner, and draft
tube. The schematic diagram is shown in Figure 3 and the specific parameters are shown in
Table 2.

Figure 3. Model pump turbine calculation area.
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Table 2. Geometric parameters of model pump turbine.

Parameter Name Numerical Value

Number of blades/pc 9
Active guide leaf/pc 20

Rotor high-pressure side diameter/mm 473.6
Spiral casing inlet diameter/mm 315

Height of guide lobe b0/mm 66.72
Number of fixed guide vane/pc 20

Height of guide leaf/mm 66.72
Rotor low-pressure side diameter/mm 300

Draft tube outlet diameter/mm 660

In order to ensure that the numerical calculation results are feasible and reliable,
this meshing was carried out using the sub-function ICEM (professional pre-processing
software that provides efficient and reliable analytical models) of the commercial software
ANSYS for full-flow channel hexahedral meshing. The results of the meshing are shown
in Figure 4. The wall function method was used to add boundary layer mesh at the wall
location. As the flow rate in the runner area is larger than that in other locations of the
basin of the reversible turbine, it was chosen to look at the y+ distribution in the runner
area. Figure 5 shows distribution of blade Y+ wall surface.

Figure 4. Local grid diagram.

Figure 5. Distribution of blade Y+ wall surface.
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After grid-independent verification, the number of grids reaches 5.5 million, the
calculation results are within the error tolerance, and, as the number of grids increases,
the reference value Hm·Hc

−1 tends to level off, where Hm is the test head and Hc is
the calculated head. When the ratio of the test head to the calculated head tends to be
closer to 1, it means the more accurate the calculation results are. Figure 6 shows grid
independence verification.

Figure 6. Mesh independence verification.

2.3. Introduction to the Test Rig and Numerical Calculation Methods
Introduction to the Test Setup and Conditions

In order to verify the reliability of the turbulence model and the feasibility of the
modelling and numerical calculations, the numerical results are compared with the experi-
mental results. The test stand is shown in Figure 7. The model was tested with a constant
head of H = 30 m and the rotor speed and flow rate were measured using a torque meter
and a flow meter and compared with the calculated results.

Figure 7. Pump turbine experimental device.

2.4. Turbulence Model and Boundary Conditions

Since the SST k-ω turbulence model (the method of studying the system of control
body commonly used in fluid mechanics) can effectively capture the flow near the wall,
especially for the complex geometric model of a reversible turbine with multiple guide
vanes and blades, the SST k-ω turbulence model was chosen for this study to carry out
numerical simulations [31]. The fluid medium is set to normal temperature water and the
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wall surface is set to a non-slip wall boundary condition. Inlet and outlet are set to mass
flow inlet and free outflow, respectively. Data transfer between the stationary and rotational
domains relies on INTERFACE boundary conditions. Using SIMPLE-C velocity-pressure
coupling algorithm, the residual value is set to 10−6, and the time step is set to 3.867·10−4 s;
120 steps are needed to rotate one week, and each time step is rotated by 3◦ [32]. A total of
10 rotations of the runner rotation cycle are monitored, that is, T = 0.46404 s.

2.5. Calculation Results and Analysis
2.5.1. Reliability Verification

The model reversible hydraulic turbine movable guide vane a0 = 33 mm (moving guide
vane opening under rated conditions) was selected for this study to verify the reliability of
the numerical calculation. Seven operating points were selected for the constant numerical
calculation. The result of the numerical calculation is converted to unit speed and unit flow
rate with the following equation [33]. Table 3 is the flow-rate test data.

n11 =
nD2√

H
(3)

Q11 =
Q

D2
2

√
H

(4)

Table 3. Flow-speed test data.

Flow rate Q11 (m3·s−1) 0.84 0.83 0.76 0.66 0.54 0.3 0.02

Speed n11 (r·min−1) 51.2001 56.8747 65.6563 70.8762 72.3342 70.4606 65.4471

In the formula: Q is the calculated flow, m3·s−1; n is the rotational speed, r·min−1; D2
is the diameter of the low-pressure side of the runner, m; and H is the test head, m.

Q11 and n11 were obtained by conversion, and then the n11-Q11 characteristic curve
was plotted. The n11-Q11 characteristic curve obtained by conversion is compared with the
test curve, and the results are shown in Figure 8. Through comparison, the two have a high
degree of agreement and the error value is kept near 4%, which meets the requirements of
engineering research. Therefore, the model selected for this numerical calculation has a
high reliability.

Figure 8. Comparison of experimental and simulation results.
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2.5.2. Reliability Analysis of Pressure Pulsation

The pressure pulsations are measured over all operating ranges of turbine operating
conditions and at the cavitation factor (also known as Toma factor—the ratio of the neces-
sary cavitation margin to the head release of a centrifugal pump) of the power plant unit. It
is necessary to measure the amplitude and frequency of pressure pulsations between the
spiral casing, runner, and guide vane as well as between the top cover and the upper crown
of the runner. The sensor arrangement should be located where the maximum pressure
pulsation amplitude can be measured (such as near the blade inlet). The pressure pulsations
are recorded and analyzed. Spectrum analysis should be performed on the collected data to
determine the principal frequency and amplitude of the pressure pulsation. ΔH to represent
the degree of pressure pulsation in the turbine/pump, while H is the turbine head/pump
head and is the characteristic amplitude. The eigenvalues are statistically calculated and
the values outside the probability range of the given probability range will be ignored, so
the peak pressure pulsation uses the confidence method. The turbine pressure pulsation
test is conducted in the full range of operating conditions, corresponding to the pressure
pulsation amplitude for the confidence level of 97% peak. The experimental results of
pressure pulsation in the draft tube at 393.63 Pa, a0 = 33 mm are shown in Table 4. Each
operating point and each measured signal of the turbine as a whole was analyzed and the
experimental results are presented in Table 5.

Table 4. Experimental value of pressure pulsation of draft tube (a0 =33 mm).

Monitor the Location f (Hz) f n (Hz) ΔH·H−1 (%) f ·f n
−1

Upstream of the spinal canal 3.43 19.53 3.44 0.24

Downstream of the spinal canal 3.43 19.53 2.42 0.24

Inside the elbow tube 5.57 19.52 3.95 0.26

The outside of the elbow tube 37.6 19.53 1.9 1.98

Table 5. Hydraulic turbine working conditions pressure pulsation test.

Location of
Measurement Points

Operating
Conditions

Test Results
(ΔH·H−1)

Guaranteed Value
(ΔH·H−1)

Spiral case import import At rated operating conditions
Partial working conditions operation

2.02
2.14

<3%
<3%

Movable guide vane—
between runners

At rated operating conditions
Partial working conditions operation

2.64
5.76

<7%
<7%

Between top cover
and runner

At rated operating conditions
Partial-load or no-load operation

3.45
5.22

<7%
<7%

Draft tube Optimum operating conditions
Partial-load or no-load operation

1.10
6.39

<2%
<7%

After the test analysis, it is known that the pressure pulsation amplitude of each
measurement point under the normal operating range of turbine conditions fully meets the
design guarantee value requirements. Figure 9 shows the experimental observation map of
the draft tube area.
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Figure 9. Experimental value of pressure pulsation of draft tube (a0 = 33 mm).

3. Results

3.1. Draft Tube Local Flow Line Analysis

The streamline diagram can represent the running state of the water flow at a certain
moment, and can roughly reflect the real movement of the water flow. In order to accurately
analyze the internal flow characteristics of the draft tube area before and after the modifica-
tion at low-flow conditions, the velocity flow diagram of the draft tube at the moment t = T
was selected. It was found that the vortex appeared in the lower part of the elbow section
and in front of the diffuser end of the draft tube. Therefore, two sections are selected at the
inlet and diffusion section of the draft tube to observe the flow characteristics, as shown in
Figure 10. From the dt1 cross-sectional velocity vector diagram, it can be seen that there is a
difference in the flow direction at the inlet of the draft tube, and it is the change in direction
that improves the phenomenon of partial upward flow in the middle of the pipe. From the
top view of the same section, the phenomenon that the recirculation area is concentrated
on one side has also changed, and there is a trend of uniform distribution of velocity
streamlines, which also reduces the impact of the water flow on the pipe wall, increases the
radial flow rate, and makes the water flow more uniform. The flow is passed down more
smoothly, reducing the impact of the water flow on the draft tube wall. The cross-sectional
view of the diffusion section of the draft tube dt2 also shows the phenomenon of local
backflow, and the backflow intensity increases from the wall to the middle, and the upward
flow is enhanced by the vortex. The cross-sectional velocity vector diagram as well as the
overall flow line diagram can also show the vortex upward phenomenon caused by the
change of direction of the vortex belt spinning into the draft tube. After the modification,
the interference of the backflow to the normal water flow in the draft tube is weakened, the
outflow of the turbine is increased, and the instability of the unit is reduced.
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Figure 10. Overall velocity flow line of the draft tube before and after the modification and velocity
vector diagram of the characteristic section at t = T (0.46404 s). (a) Prototype flow chart. (b) Modified
flow chart. (c) dt1Cross-sectional streamline vector drawing. (d) dt1Cross-sectional flow vector top
view. (e) dt2Cross-sectional streamline vector drawing.

3.2. Variation of Vortex Band Morphology in the Draft Tube under Different Guide Vane
Airfoil Types

Draft tube vortex band is a symptom of unstable flow in mixed-flow turbines, which
can seriously lead to fatigue damage of the unit [21]. Figure 11 shows the distribution of
vortex cores in the wake tube region under non-fixed-length numerical calculations. It
can be found that the distribution of vortex nuclei in the draft tube area mainly contains
two types of vortex nuclei. The vortex belt in the centre of the draft tube appears to make
eccentric circular motion around the rotating axis of the runner, and the lamellar vortex
nuclei near the wall also change speed and shape continuously with the rotation of the
runner. As time progressed, the vortex band morphology shifted. The lamellar vortex
zone in the straight conical section gradually merges with the curved elbow region and
continues to merge with the eccentric vortex zone in the central area of the draft tube up to
the front of the diffuser section, with low-velocity lamellar vortex zones also appearing in
the inner part of the curved elbow region. In terms of velocity, the velocity tends to increase
and decrease from the straight cone section of the draft tube to the vicinity of the diffusion
section. This is because the fluid (water) moving into the draft tube inherited the speed
and vortex of the rotor outlet, due to the impact of the rotor area outflow, and the effect of
its vortex hysteresis will affect the eccentric vortex zone in the center of the draft tube area
causing the middle water velocity to be lower than the wall water velocity. Also, as the
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water passes through the elbow section, the velocity direction changes sharply due to the
pipe restriction, causing the vortex belt to change its direction of rotation and causing an
increase in velocity near the inside of the elbow section. The contrast in the draft tube of the
t1 = 0.5T time modification becomes progressively clearer, with a break in the area of the
vortex band in the middle of the runner and a significant reduction in the number of vortex
cores attached to the lower end of the straight cone. The modification increases the speed of
vortex belt separation and the collapse of the vortex nucleus in the diffusion section of the
draft tube changes the process of top–down vortex belt spinning in and affects the winding
and entrainment of the nearby water flow, reducing the pulsating effect of the water flow
on the wall, and improving the safe operation of the reversible hydraulic turbine.

Figure 11. Comparison of the shape of the draft tube vortex before and after changing the airfoil.
(a) Prototype. (b) After modification.

3.3. Analysis of Turbulent Energy of Draft Tube at Different Moments with Different Guide Vane
Airfoil Types

Due to the irregular distribution of vortex bands, there will be different degrees of
energy dissipation in the draft tube region. The Figure 12 shows a cloud of turbulent
kinetic energy changes in the middle flow surface of the draft tube of a reversible turbine.
The above analysis of the flow lines and vortex bands shows that there is significant vortex
flow in the draft tube area, so the effect on the energy dissipation in the draft tube before
and after the modification is analyzed. It can be seen that in this condition, along with
the time change, the turbulent kinetic energy gradually develops from the straight cone
section and the curved elbow section to the diffusion section, all concentrated in the front.
The large energy dissipation at the near wall of the draft tube inlet is due to the high velocity
of the water flow at this location and the directional distribution is more concentrated on
the rotating side of the area. The vortex belt also rotates with a certain angular velocity
in the exit area of the rotor, with the linear velocity increasing further away from the axis.
The draft tube vortex belt interacts with the wall in its development and constantly impacts
with the draft tube wall, thus causing noise and turbulent energy dissipation problems in
the draft tube wall. The turbulent kinetic energy is mainly derived from the time-averaged
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flow, which provides energy to the turbulent flow through Reynolds shear stress work,
i.e., the energy dissipation within the time-averaged is greater near the wall and in its
vortex zone, which becomes the main part of energy loss in the draft tube. The turbulent
energy dissipation problem is somewhat alleviated by the modification, with a more similar
distribution pattern but a significantly smaller overall area of high dissipation (draft tube
inlet wall, upper elbow area, and front of diffusion area).

Figure 12. Comparison of turbulent energy evolution of draft tube before and after changing
airfoil type.

In addition to the role of smoothly directing the liquid flow from the runner outlet
downstream, the draft tube also converts the liquid flow energy from the runner outlet
and the potential energy above the downstream tailwater level into additional vacuum,
allowing excess energy to be recycled and, thereby, increasing the efficiency of the turbine.
In order to further compare the draft tube energy losses, a draft tube energy recovery factor
is introduced [34]. The calculation formula is shown in Equations (5)–(8).

ηw =

v2
2

2g − v2
5

2g − Δhw

v2
2

2g

(5)

Δh1 = 3.2
(

tan
θ

2

)1.25 v2
2 − v2

5
2g

(6)

Δh2 =
v2

5
2

(7)

Δhw = Δh1 + Δh2 (8)

where v2 is the average velocity of the draft tube inlet (m·s−1); v5 is the average velocity of
the draft tube outlet (m·s−1); Δhw is the energy loss of the draft tube (m); g is the acceleration
of gravity (m·s−2); and θ is the diffusion angle.

As can be seen from Table 6, the modified movable guide vane can, indeed, achieve
the effect of improving the flow condition in the draft tube and enhancing its energy
recovery performance.
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Table 6. Recovery coefficient of draft tube under different working conditions.

Before Modification

Working Conditions Q11 (m3·s−1) Δhw (−) ηw (−)

0.83 0.510515 0.691242
0.66 0.387664 0.729541
0.3 0.306514 0.759853

After Modification

Working Conditions Q11 (m3·s−1) Δhw (−) ηw (−)

0.83 0.551535 0.698520
0.66 0.397112 0.738467
0.3 0.329992 0.761053

3.4. Analysis of Pressure Pulsation of Draft Tube under Different Guide Vane Airfoil Types

Draft tube pressure pulsation is one of the most important reasons for the stability
of reversible turbines. Eight monitoring points are evenly set at the inlet end of the
draft tube and the elbow section. The positions of the monitoring points are shown in
Figure 13. Unsteady calculations are performed before and after the modification, and the
time-domain and frequency-domain diagrams of pressure pulsation are drawn.

Figure 13. Schematic diagram of pressure pulsation monitoring points.

To facilitate better processing of monitoring point data, the dimensionless parameter
ΔH·H−1 is introduced as a parameter to quantify the intensity of pressure pulsation in
the lobeless zone of the pump turbine, as shown in Equation (9). Then the fast Fourier
transform (FFT transform) is performed on the time domain pulsation signal to make the
pressure pulsation frequency domain diagram.

ΔH
H

=
Pi − P

P
(9)

where: ΔH
H is the relative pulsation amplitude, %; Pi is the corresponding pressure monitor-

ing value at point i, Pa; and P is the time-averaged pressure, Pa.
Figures 14 and 15 are the time-domain and frequency-domain graphs of the pressure

pulsation at the monitoring points, respectively. The pressure pulsation pattern at each
monitoring point in the draft tube is generally consistent with that before and after the
modification. This is due to the fact that the change in wing shape directly affects the
speed and direction of the inlet water in the rotor area, which, in turn, affects the action
of the water on the draft tube. The pressure frequency domain plot highlights the effect
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of the draft tube vortex band on pressure pulsation before and after the modification
as it is taken from the last two turns, reducing the interference from other frequencies.
The dominant frequency of the frequency domain curve at the d1 monitoring point is
3.02 Hz with dimensionless ΔH · H−1 of 0.02 and 0.19, respectively. Due to the downward
development of the vortex belt the speed of the spin-in process decreases and the compound
superposition of other disturbances, the main frequency of some monitoring points will
change, the main frequency of d5 monitoring point is 6.04 Hz, which is about 0.25 times
of the rotation frequency, which is basically consistent with the measured results also
consistent with the vortex core rotation time period. The reversible turbine also has an
increase in pressure from the water flow downwards at the same opening, and because
of the complex morphology of the vortex belt in the draft tube it also causes radially
asymmetric pressure pulsations at different locations in the draft tube wall. Overall, the
water flow state inside the draft tube under low-flow conditions is complex, and the
interaction of vortex bands and backflow in the straight cone section, bent elbow section,
and diffusion section causes pulsation instability in the draft tube region, and the improved
draft tube reduces the pulsation intensity in terms of pressure pulsation and increases the
threshold of stable operation of the reversible hydraulic turbine.

Figure 14. Time-domain diagram of monitoring point pressure pulsation. (a) d1Time domain curves.
(b) d3Time domain curves. (c) d5Time domain curves. (d) d7Time domain curves.
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Figure 15. Monitoring point pressure pulsation frequency domain diagram. (a) d1Time domain
curves. (b) d3Time domain curves. (c) d5Time domain curves. (d) d7Time domain curves.

4. Conclusions

In this paper, a pumped storage single-stage, vertical shaft reversible turbine is
used as a model to explore the effect of changing the airfoil shape on the internal flow
characteristics of the draft tube of a reversible turbine, while keeping other overflow
components unchanged.

(1) Comparing the flow diagrams of the draft tube before and after the modification of
the movable guide vane, it is found that the swirl area of the curved elbow section
and the diffusion section of the draft tube is reduced after the modification. Further
analysis of the vector diagrams of the dt1 and dt2 sections shows that the direction
and velocity of the water entering the draft tube area (dt1 section) have changed due
to the change in the airfoil shape, and the axial outflow has also increased, reducing
the concentrated impact of the water in the inlet area on the wall of a certain area.
And combined with the top view of the two cross-sections found that the interference
of the return flow to the normal flow of water in the draft tube is reduced, increasing
the outflow of the turbine. The combined effect caused a reduction in the swirl region
of the draft tube. The instability of the unit is reduced.

(2) The vortex belt evolution diagram of the draft tube before and after the modified
movable guide vane can be found that the modified guide vane changes the direction
of vortex belt rotation forward in a period of time, reduces the speed of rotation near
the wall of the draft tube, and reduces the vortex density inside the vortex. t1 to t4
time to the wall of the bent elbow section and the middle of the diffusion section
vortex belt accelerates the development of rupture, which makes the turbine operation
more stable and reduces the risk of fatigue damage to the unit.

(3) The change of turbulent energy before and after the modification of the movable guide
vane shows that the change of the airfoil shape causes the change of the direction of
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the vortex belt in the wake pipe and accelerates the development of the vortex belt
collapse, which reduces the turbulent energy near the vortex of the wake pipe. It is
calculated that the change in airfoil shape improves the energy return coefficient of
the draft tube by 0.69, 0.72 and 0.75 for Q11 = 0.83, 0.66 and 0.3 (m3·s−1), respectively,
which improves the energy recovery level.

(4) By analyzing the pressure pulsation of the tailwater pipe area section before and after
the modification, the main frequency of the straight cone section of both tailwater
pipes corresponds to the vortex belt rotation period, and the pulsation of the tailwater
pipe area is not stable. The modification reduces the draft tube vortex belt rotation
and tailwater pipe wall collision reduces the pulsation intensity, which leads to a
lower value of pressure pulsation fluctuation (6–9%) and improves the threshold of
stable operation of the reversible turbine.
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Abstract: Pumped-storage hydropower (PSH) stations are an efficient emission-free technology to
balance renewable energy generation instabilities. The pump-turbine is a core component of PSH
stations requiring frequent start-up, shutdown, and working conditions for regulation tasks, making
it prone to instabilities. Based on entropy production theory and vortex dynamics, we analyzed the
energy loss characteristics for three working conditions of the pump, pump brake, and turbine when
shutting down the pump-turbine. The results showed that the entropy production and vorticity of
the spiral casing and draft tube remain almost constant, while the entropy production and vorticity
of the runner region substantially change from the late pump braking to the late turbine condition.
The entropy production and vorticity are derived from the guide vane transitioning to the runner
flow channel through the vaneless space. The change law of energy loss through entropy production
agrees with the change law of internal flow turbulence through vorticity. The entropy production
analysis can quantify the energy loss and mark its location, while the vorticity analysis can quantify
the degree of flow disturbance and show its location. The entropy production theory and vortex
dynamics combination provide insights into the connection between undesirable flow phenomena
and energy loss.
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1. Introduction

With the increasing proportion of renewable energy generation, deploying the peak-
ing power of the corresponding scale is necessary to improve the safety and flexibility
of the system operation [1]. Pumped storage hydropower (PSH) stations, which mainly
undertake the tasks of peak and valley regulation and frequency and phase regulation,
have been vigorously developed with their unique static and dynamic benefits. There-
fore, they are practical and indispensable regulation tools for power systems with good
development prospects [2,3].

As the “heart” of a PSH station, the pump-turbine must be started and shut down
frequently according to different regulation tasks. Moreover, the operating conditions are
changed frequently; thus, the unit passes through abnormal operating conditions, rapidly
causing the vibration and efficiency reduction in the unit and endangering the safe and
stable operation of the power station [4,5]. Liu et al. [6] introduced a reversible pump-
turbine structure with S-shaped characteristics, which is essential for the transition process
(start-up and load shedding). Yao et al. [7] combined the load shedding conditions of the
Guangzhou PSH station under different guide vane closure laws and calculated the effect
of guide vane closure laws. Walseth et al. [8] combined experiments and one-dimensional
numerical calculations to study the pump-turbine flyaway process. Zhang et al. [9] used
the VOF two-phase flow model to simulate the entire flow system numerically. The
calculation results showed that the power station went through the pump, pump braking,
and turbine conditions. Liu et al. [10,11] numerically simulated the transition process
of the pump-turbine load dump and the pump-condition power failure shutdown. The
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authors found that the pressure fluctuation in the region near the runner is large during
the load dump, and the pressure inside the runner drops significantly when operating
in the pump braking mode. Moreover, they found that the reverse flow in the spiral
case and the stall phenomenon in the flow channel substantially affect the change in the
water head. Mao et al. [12] improved the stability of the fluid inside the pump-turbine
by reducing the pressure change rate and improving the flow pattern. In particular, a
coordinated valve and guide vane adjustment was adopted during load shedding. The
results showed that this synergistic regulation method was practical for the operational
stability of the system, especially for the final load shedding stage. In-depth research was
conducted by Xia et al. [13] on the phenomenon of violent pressure fluctuation and unstable
runner load during the runaway process of the pump-turbine. The authors found that
the amplitude of the low-frequency component of the axial force was proportional to the
amplitude of the flow rate of change. Li et al. [14] used a dynamic grid to simulate the
guide vane closure process, verified the changing trend performance based on steady-
state experiments, and analyzed the change law of performance characteristics such as
head, flow and torque, pressure, and speed during the guide vane closure process. Zhang
et al. [15] found that the inter-blade vortex structure at the impeller inlet shifted to the
forward vortex structure and the return vortex structure when the pump-turbine operates
in the S-shaped region. Moreover, they found that the forward vortex structure mainly
dropped frequency drop and introduced low-frequency pulsation. In contrast, the return
vortex structure caused unstable fluctuations. Yang et al. [16] described the evolution
of the flow pattern during the rapid change in the pump-turbine operating conditions
and analyzed the mechanism of pressure pulsation change on the flow pattern transition.
Yang et al. [17] selected four different pump-turbines to simulate the runaway process.
The authors analyzed the similarities and differences between flow patterns and pressure
fluctuations, indicating that the transient processes controlling the mechanism of flow
pattern transition and pressure change is a crucial element in flow path design. Zhao
et al. [18] studied the stability performance of PSH generation systems during the transition
from condensing to generating mode, developed a mathematical model to describe this
dynamic transition process, and effectively predicted the dynamic response of the system
parameters. Finally, Yang et al. [19] studied the relationship between the pressure pulsation
value in the center of the pump-turbine draft tube and the wall pressure pulsation value
using the CFD method. The study provided the critical value of the wall pressure pulsation
when cavitation occurred, providing a reference for determining the cavitation phenomenon
using the wall pressure pulsation value in practical engineering.

Furthermore, hydraulic losses due to friction and unsteady flow in a pump-turbine de-
grade its efficiency. Gong et al. [20] applied the entropy production theory in the hydraulic
analysis of a hydraulic turbine. The authors also performed three-dimensional steady-state
flow simulations and entropy production calculations for a hydraulic turbine. The results
showed that entropy production theory is applicable to evaluate the performance of a
hydraulic turbine and has the advantage of determining the amount of energy dissipation
and the location where dissipation occurs. Li et al. [21,22] proposed the wall equation and
used entropy production theory to obtain the detailed distribution of hydraulic losses of
the pump-turbine in the pump mode, calculated the hydraulic losses in the wall region,
and compared the hydraulic losses calculated by entropy production and pressure dif-
ference. In this way, the authors obtained improved results. In particular, the entropy
production theory was used to directly reflect the energy dissipation in the hump region of
the pump-turbine. Fu et al. [23] analyzed the energy conversion process, loss distribution,
and flow mechanism inside the pump-turbine based on the numerical simulation, using
the combination of entropy production analysis and flow analysis. The results showed that
the pump-turbine load shedding process was an energy dissipation process, and the energy
was converted between various energy forms. Li et al. [24] optimized the design of the
runner blade and guide vane of the bulb tubular turbine by applying the boundary vortex
dynamics theory. The authors also analyzed the effect of the vortex on unit performance
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and efficiency, and the results showed that the vortex distribution on the blade surface
could effectively reflect the turbine performance. Li et al. [25] obtained the vortex dynamics
parameters according to the vortex dynamics theory and analyzed the relationship between
the vortex dynamics parameters and the hump characteristics. The results showed that
the energy transfer between the flow channel and the fluid was performed through the
vortex dynamics parameters, which is superior in evaluating the dynamic performance of
the pump-turbine.

In summary, the traditional method of hydraulic loss analysis focuses on evaluating the
pressure drop, which has some limitations and cannot determine precisely where the high
hydraulic losses occur. However, entropy production theory and vortex dynamics analysis
have strong practicality and accuracy in the energy loss in the pump-turbine transition
process. Thus, to further verify the advantages of these two methods in the energy loss
characteristics of pump-turbines, this study analyzes the energy loss characteristics of the
pump-turbine shutdown process using entropy production and vorticity methods based on
numerical simulation. In particular, the results of the two methods are compared to study
their connection.

2. Numerical Model

2.1. Computational Method

In this study, the governing equations include the continuity equation of an incom-
pressible fluid and the Reynolds-averaged Navier–Stokes (RANS) equation. The ANSYS
CFX 17.0 commercial computational fluid dynamics software was used to solve the three-
dimensional unsteady flow in a pump-turbine. In this study, the SST k-ω model is chosen
as the turbulence model, considering the viscosity of the inner wall of the model com-
pared with the standard k-ε model and the RNG k-ε model. This model has an improved
turbulent shear stress transport, a more stable algorithm, and an improved simulation
performance for the flow in narrow spaces [26].

For turbulent flow, the local entropy production is caused by the time-averaged motion
and the pulsation velocity, which can be expressed as Equations (1) and (2), respectively.
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where T is the temperature (◦C), and μeff is the effective dynamic viscosity of the fluid (Pa·s).
In the Reynolds time-averaged algorithm, the entropy production caused by the

pulsation velocity is unavailable. Thus, ω in the turbulence model is correlated with
the entropy production generated by the pulsation velocity [27], which can be expressed
as follows:

.
S
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where β = 0.09, ω is the turbulent vortex viscous frequency (s−1), and k is the turbulent
kinetic energy (m2/s2).

Then, the total local entropy production can be expressed as follows:
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2.2. Computational Model

The main design parameters of the study object are as follows: nominal runner
diameter D = 349 mm, the number of runner blades Z0 = 6, the number of guide vane
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Z1 = 28, the number of stay vane Z2 = 14, Table 1 summarizes the main technical parameters
of a pump-turbine.

Table 1. Main technical parameters.

Parameter Symbol Unit Value

Nominal diameter D mm 349
Number of runner blades Z0 (-) 6
Number of guide vanes Z1 (-) 28
Number of stay vanes Z2 (-) 14

Rated flow rate Qd m3/s 0.203
Optimal guide vane opening α ◦ 10

Optimal efficiency E % 92.61
Rated head H m 12

This study aims to investigate the energy loss characteristics of the pump-turbine
when guide vane rejection occurs after a sudden power failure during pump operation.
Thus, all the over-flow components of the entire pumped storage unit are considered the
calculation domain, mainly including the spiral case, guide vane, stay vane, runner, and
draft tube. UG NX software was used to model each different over-flow component in 3D,
and the assembled full-flow channel calculation model is shown in Figure 1.

Figure 1. Computational model.

Considering the configuration of the computer (Intel Xeon E5-2650 @ 2.3 GHz with
64 GB of RAM) and the full-flow channel structure, this study was performed using the
ICEM CFD commercial software because it required a high-precision structured grid for
spatial discretization of the computational domain. For the components with narrow
geometry, such as guide vanes and impellers, an “O-shaped” grid was used for the local
encryption to ensure the uniform transition between the grids of each component and
to capture the flow details accurately. The full flow channel and local grid are shown
in Figure 2.
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Figure 2. Computational mesh domain.

The grid density selected for the calculation should be as low as possible under the
condition of satisfying the computational accuracy. In particular, the best efficiency point
under the hydraulic turbine operating conditions should be selected for grid-independent
analysis. The spiral case is the mass inlet boundary, which is set to 203 kg·m3·s−1, and
the draft tube is the pressure outlet boundary, which is set to 111.13 kPa. The SST k-ω
turbulence model was used, and the numerical solution of the control equations was
obtained using the SIMPLEC algorithm for constant calculation. The residual convergence
criterion was 10−5. The quality of the grid was ensured using five sets of schemes with
different grid numbers to validate and analyze with the head. The specific information of
the grid is listed in Table 2, and the variation of the head with the number of grids is shown
in Figure 3.

Table 2. Details of the grids.

Part
Nodes (Million)

Quality
1 2 3 4 5

Spiral case and Stay vane 1.58 2.05 3.78 4.82 8.36 0.30
Guide vane 0.76 0.94 1.09 1.83 2.48 0.42

Runner 2.11 2.11 2.11 2.11 2.11 0.33
Draft tube 0.75 1.00 1.41 1.89 2.70 0.38

Sum 5.20 6.10 8.40 10.65 15.65 —

As seen in Figure 3, the head variation is smooth when the number of grid nodes is greater
than 8.4 million. Considering factors such as limited computational resources and computational
time, the number of 8.4 million grid nodes was selected for numerical calculation.
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Figure 3. Grid independence verification.

2.3. Boundary Conditions and Setting

Figure 4 shows the Ned-Qed characteristic curve of the pump-turbine in the transition
process of guide vane rejection after the power failure in the pump condition. After the
pump-turbine suddenly loses power in the pump condition, the flow rate decreases rapidly
to zero along the pump condition direction. After entering the braking condition, the flow
rate starts to increase in the reverse direction of the turbine condition, and the rotor speed
starts to decrease rapidly to zero because the rotor blades lose power and are subject to
fluid impact resistance. After entering the hydraulic turbine working condition, the runner
starts to rotate to the hydraulic turbine working condition, and the impact of fluid on the
runner blade provides power for the runner blade. The guide vane refuses to close the
action, resulting in a continuous increase in rotational speed, and the unit finally enters the
flyaway working condition area.

Figure 4. Ned-Qed characteristic curve of pump-turbine.
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In this study, nine working points in three working areas were selected for numerical
simulation, and the numerical simulation, and experimental results were compared (where
red is the curve obtained from the experiment and black is the curve obtained from the
numerical simulation). As seen in Figure 4, the two characteristic curves basically match,
indicating that the numerical simulation can reflect the flow characteristics of the pump-
turbine during the power-off guide vane rejection transition.

The spiral case was selected as the mass flow inlet boundary condition, the flow
direction was considered perpendicular to the inlet surface, and the turbulence intensity
was 5%. The draft tube was used as the pressure outlet boundary condition, while the
wall surface was used as the no-slip boundary condition. The runner speed was provided
according to the experiment, and the connection between the spiral case, guide vane,
runner, and draft tube was conducted using the interface. The numerical solution of the
control equation was performed using the SIMPLEC algorithm. The transient calculation
was performed using the constant calculation result as the non-constant initial field. The
time step corresponded to the time of each 4◦ rotation of the runner, and the maximum
iteration step was 80. The time step was the number of steps for ten rotations of the runner,
which was set to 900, The calculated boundary conditions of each working condition are
shown in Table 3.

Table 3. Boundary conditions.

Operating Point Inlet(kPa)
Outlet
(kPa)

Rotate Speed
(rpm)

Turbulence
Intensity

Time Step (s)

1
Pump

condition

218.1 123.7 −461.7

5%

−0.00014
2 193.7 125.5 −355.3 −0.00019
3 182.0 125.3 −319.0 −0.00021
4

Brake
condition

181.5 125.3 −315.9 −0.00021
5 184.0 124.6 −211.9 −0.00031
6 194.8 124.9 −18.8 −0.00355
7

Turbine
condition

190.8 124.9 16.6 0.00402
8 218.4 125.4 339.0 0.00020
9 229.3 126.6 600.2 0.00011

3. Results and Discussion

3.1. Energy Loss Analysis

When the water flows through the flow channel, the kinetic energy and pressure
energy of the fluid are converted into internal energy due to the viscous force, increasing
the entropy production. The energy losses can be obtained indirectly by analyzing the
change in entropy production of each component during the pump-turbine shutdown. In
particular, vorticity is one of the main causes of fluid energy loss in viscous fluid mechanics.
Moreover, the flow disturbance phenomenon due to various irregular flows inside the
pump-turbine can be quantified by vortex analysis. Therefore, the entropy production and
vorticity change law of each component during the pump-turbine shutdown are compared
and analyzed to study their connection.

Figure 5 shows the change curves of entropy production and vorticity of each com-
ponent of the pump-turbine during the abnormal shutdown. As seen in the figure, the
entropy production and vorticity of the spiral case and draft tube remain almost the same
under different working conditions. In contrast, the entropy production and vorticity of the
runner change substantially from the late stage of the pump braking condition to the late
stage of the turbine working condition. The main reason is that under the pump braking
condition, the internal fluid flows along the direction of the turbine, but the runner still
rotates in the direction of the pump condition. The fluid flowing downstream through the
guide vane is impacted by the blade, and a vortex is generated at the inlet of the runner and
the pressure side of the runner blade head, resulting in energy loss. At the beginning of the
turbine working condition, the runner rotates along the direction of the turbine working
condition due to the impact of the fluid. At this time, the flow rate is large, the speed
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is small, and the fluid impact loss is large. The following section focuses on the entropy
production and vorticity of the runner part.

  

(a) (b) 

Figure 5. Energy loss during shutdown: (a) entropy production; (b) vorticity.

3.1.1. Entropy Production Analysis

Figure 6 shows the diagram of the entropy production distribution in the runner area
under different working conditions. The diagram shows that the entropy production at the
top of the runner blade is higher when the pump-turbine operates in the pump working
condition. With the change in working condition point, the flow rate decreases, the fluid
and blade impact weakens, and the entropy production reduces. The main reason is that
after the sudden power failure of the unit, the guide vane refuses to act, and the fluid flows
out of the runner and collides with the guide vane, resulting in part of the fluid flowing
to the downstream runner area and blade impact. With the continuous reduction in flow,
the fluid inside the unit reverses flow and starts to flow in the direction of the turbine.
Moreover, the unit enters the braking condition zone, at which point the fluid flowing
downstream through the guide vane is impacted by the blade, and a vortex is generated at
the inlet of the runner and the pressure side of the runner blade head. When the working
condition point 5 is reached, the entropy production of the front part of the runner is not
uniformly distributed, the entropy production of the middle part is higher, and the entropy
production of the middle part of the blade pressure side is also higher. When the working
condition point 6 is reached, the entropy production of the top area of the blade is higher,
and the high entropy production area of the runner is extended from the suction side of
the front of the blade to the suction side of the tail, and the entropy production of the
local area at the end of the runner is larger. After the rotational speed decreases to zero
along the pump direction, the runner starts to rotate in the reverse direction and gradually
increases along the turbine direction to enter the turbine working condition zone. When
the working condition point 7 is reached, the front end of the blade is surrounded by the
high entropy production area, and it extends along the front section of the runner to the
end section. When the working condition point 8 is reached, the entropy production of the
top area of the blade is higher, and the entropy production of the suction side of the blade
is slightly higher than that of the surrounding area. Finally, when the working condition
point 9 is reached, the entropy production of the entire vaneless space is higher due to the
phenomenon of circulating flow in the vaneless space, and the entropy production of the
front of the pressure side and the tail of the suction side of the blade is also significantly
higher than that in the surrounding area.

196



Processes 2022, 10, 1628

Figure 6. Diagram of the entropy production change in the runner area.

3.1.2. Vorticity Analysis

Figure 7 shows the vorticity distribution diagram in the runner area under different
working conditions. The figure shows that the guide vane refuses to act after the sudden
power failure, and the unit runs in the pump working condition area, the fluid flows
out from the runner and collides with the guide vane, and part of the fluid flows to the
downstream runner area and impacts with the blade. In this working condition zone, the
vorticity at the top of the blade extends to the double-row impeller grille, and when it
reaches the rear section of the blade, the pressure side vorticity becomes higher than that in
the surrounding area. In the braking condition zone, the fluid flows in the direction of the
turbine condition, and the runner rotates in the direction of the pump condition. When
the working condition point 5 is reached, the vorticity on the pressure side of the blade
head is substantially larger than that in the surrounding area. In particular, the vorticity
distribution in the runner area is extremely uneven and gradually decreases along the
runner. As the speed decreases, the flow rate increases, and the role of the blade on the
fluid decreases and reaches the working condition point 6. In this condition, the high
vorticity area only exists at the top of the blade, and the vorticity is much larger than
the surrounding area. Moreover, the vorticity in the vaneless space is obviously reduced,
the vorticity in the runner area along the center of the runner to both ends of the runner
blade is decreased, and the vorticity at the end of the runner is larger. In the hydraulic
turbine working condition area, the region with higher vorticity at the blade tip presents
a U-shaped distribution. The area is more concentrated than the previous one, and the
vorticity in the runner is small in the middle and large on both sides. When the working
condition point 8 is reached, the vorticity on the suction side of the blade tip is larger, and
the vorticity on the suction side of the runner near the blade is larger than that in other
regions. Finally, when the working condition point 9 is reached, the high vorticity area at
the top of the blade develops to the pressure side. Furthermore, the vorticity at the inlet of
the runner is irregularly distributed, the vorticity value at the end of the runner is larger,
and a ring-shaped area with high vorticity is present in the vaneless space.
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Figure 7. Diagram of the vorticity change in the runner area.

Figure 8 shows the curves of the entropy production and vorticity in the blade and
double-row blade grille area during the abnormal shutdown of the pump-turbine. As seen
in the figure, the entropy production and vorticity change trends are the same throughout
the shutdown process. From the early stage of the pump condition to the middle of the
braking condition, the entropy production and vorticity change slightly. Moreover, both
curves rise rapidly from the middle of the braking condition, reaching the peak in the early
stage of the turbine condition and decreasing rapidly. Subsequently, they rise rapidly after
the middle of the turbine condition. The changing trend is consistent with the analysis
results presented in Sections 3.1.1 and 3.1.2. Before the working condition point 5, the
entropy production and vorticity slowly change. Then, they gradually increase from the
working condition point 5 and reach the maximum value at the working condition point 7.
Finally, both variables continue to rise to the working condition point 9 after dropping to
the working condition point 8.

  

(a) (b) 

Figure 8. Comparison of the vorticity and entropy production: (a) blade; (b) double-row blade.

3.2. Distribution Law Analysis

The analysis presented above indicates that a certain correlation exists between the
entropy production and vorticity of the pump-turbine in the process of the abnormal
shutdown. In the following, the entropy production and vorticity of the runner area under
the late braking condition, the pre-water turbine condition, and the late condition are
analyzed to explore the internal flow mechanism of the distribution law of both.
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Figure 9 shows the entropy production expansion diagram of the runner area under
the three working conditions. As seen in the figure, most of the entropy production near the
guide vane is high in the late braking condition. Only the entropy production at the head of
the two guide vane in the A area is low, shown in the dashed box. Moreover, the distribution
of entropy production in the bladeless space is chaotic; however, the overall intensity is
high, and the entropy production starts from the guide vane and transitions to the impeller
runners through the vaneless space. Nevertheless, in this condition, only the entropy
production in the two runners is high and unevenly distributed. The remaining four runners
have higher entropy production at the inlet or front end of the blade pressure side and
have not started derived downstream. In the early stage of the turbine working condition,
the entropy production in the guide vane area is uniformly distributed, and the intensity
reaches the highest. The phenomenon of annular high entropy production in the vaneless
region is enhanced, and only the entropy production in the B area shown in the dashed
box is low. Moreover, the entropy production in the runner develops downstream, and the
area of high entropy production in the entire runner increases significantly. The entropy
production in two runners is high in intensity and uniformly distributed, while the entropy
production in the rest is still in the transition process and disordered distributing. In the
late stage of the turbine operation, the entropy production of the head of the movable guide
vane (C area shown in the dashed box) exhibits a high and low intermittent distribution.
The entropy production of the entire vaneless space to the front of the runner reaches
the highest intensity and uniform distribution. In contrast, the entropy production of the
middle part of the runner is low, and the entropy production of the pressure side of the
rear part of the runner is high, with a regular overall distribution.

Figure 9. Distribution of the entropy production in the runner area: (a) late braking condition;
(b) pre-water turbine condition; (c) late turbine operating condition.

Figure 10 shows the vortex diagram of the runner area under the three working
conditions. Note that in the late braking condition, the middle and rear sections of the
guide vane are all high vorticity areas, and some of them extend through the vaneless
space to the head of the runner blade and occupy the pressure side flow channel entrance.
Most of the blades have higher vorticity in the area near the pressure side front and middle
section walls. Moreover, a small part of the blades has higher vorticity in the area near the
suction side middle and rear section walls. Some of the blades have small-scale circular
high vorticity areas at the end. In the early stage of the turbine working condition, the high
vorticity area extends to the head of the guide vane, and the vorticity of the entire guide
vane area is higher. Furthermore, the annular high vortex phenomenon in the vaneless
space is enhanced, and the area of the high vorticity area of each part of the blade increases.
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In the later stage of the turbine working condition, the vorticity near the head of the guide
vane decreases, the high vorticity area only covers the middle and rear part of the guide
vane, and the high vorticity area covers the vaneless space. The vorticity in the front and
middle channels of the runner is higher on both sides of the blades and lower in the middle
area. The vorticity in the middle area is low. Only a very small circular area in the rear part
of the runner has high vorticity, and the overall distribution is more regular.

Figure 10. Vortex distribution in the runner area: (a) late braking condition; (b) pre-water turbine
condition; (c) late turbine operating conditions.

Figure 11 shows the flow diagram of the pump-turbine in the runner area under
different working conditions. Note that in the late braking condition, most of the guide
vane head has swirling flow. In addition, the fluid flow velocity is larger near the pressure
sidewall, and the high-speed circulation phenomenon appears at the tail wall of the guide
vane pressure side. Almost all the runner channels are occupied by backflow and channel
vortex, presenting a severe blockage. In the early stage of the hydraulic turbine working
condition, the flow velocity increases, and the number of guide vortex decreases. Moreover,
the high-speed circulation phenomenon in the vaneless space is weakened, and the number
of vortex in the runner flow channel decreases. The fluid in part of the flow channel flows
downstream at high speed along the suction sidewall of the blade. At the later stage of
the turbine working condition, the number of swirling flows at the head of the guide
vane increases, the scale increases, and the circulation phenomenon in the vaneless space
becomes evident. Furthermore, the scale of the vortex in the runner flow channel becomes
smaller, the number increases, and most of the swirling flows locate near the wall of the
suction side of the runner blade. As the shutdown process proceeds, the swirling flow
around the guide vane is produced easily due to the development of backflow. Moreover,
the high-speed circulation phenomenon produces easily due to the vaneless space so that
the fluid cannot smoothly flow downstream. In addition, in the runner backflow, off-flow
and other phenomena developed from the vortex. Through the comparative analysis
of the vorticity, entropy production, and flow line, the vorticity and entropy production
distribution law is similar. In particular, the vorticity and the entropy production are larger
in the parts with larger vortex flow or velocity gradient.
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Figure 11. Flow diagram of the runner area: (a) late braking condition; (b) pre-water turbine condition;
(c) late turbine operating conditions.

4. Conclusions

This study implemented the entropy production theory and vortex dynamics to study
and analyze the energy loss characteristics in the process of pump-turbine shutdown. The
following conclusions were obtained:

(1) During the abnormal shutdown of the pump-turbine, the entropy production,
vorticity of the spiral case, and draft tube slightly changed. In contrast, the entropy
production and vorticity of the runner area changed more drastically from the late braking
condition to the late turbine condition, starting from the middle of the braking condition
and rising rapidly to the peak in the early turbine condition and then decreasing rapidly.
Subsequently, the entropy production and vorticity rise rapidly after the middle of the
turbine condition.

(2) In the runner region, the entropy production and vorticity of the two distribution
trends are similar. The head and tail of the movable guide vane rapidly produced the
backflow phenomenon. Moreover, the vaneless area created a high-speed circulation
phenomenon, the rotor blade wall near generated the leaf channel vortex. These irregular
flow phenomena generated parts of the entropy production, with a high vorticity and
energy loss.

(3) The analysis method using the combination of entropy production theory and
vortex dynamics is practical. In particular, the entropy production analysis can quantify
the energy loss and indicate the location of energy loss. Moreover, the vortex analysis can
quantify the degree of flow disturbance and locate the flow disturbance, which can explore
the connection between undesirable flow phenomena and energy loss.
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