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Ghislain Trullenque
Albert Genter
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Multiscale Characterization of Fracture Patterns: A Case Study of the Noble Hills Range (Death
Valley, CA, USA), Application to Geothermal Reservoirs
Reprinted from: Geosciences 2021, 11, 280, doi:10.3390/geosciences11070280 . . . . . . . . . . . . 241

Katja E. Schulz, Kristian Bär and Ingo Sass
Lab-Scale Permeability Enhancement by Chemical Treatment in Fractured Granite (Cornubian
Batholith) for the United Downs Deep Geothermal Power Project, Cornwall (UK)
Reprinted from: Geosciences 2022, 12, 35, doi:10.3390/geosciences12010035 . . . . . . . . . . . . . 269

Saeed Mahmoodpour, Mrityunjay Singh, Christian Obaje, Sri Kalyan Tangirala, John
Reinecker and Kristian Bär et al.
Hydrothermal Numerical Simulation of Injection Operations at United Downs, Cornwall, UK
Reprinted from: Geosciences 2022, 12, 296, doi:10.3390/geosciences12080296 . . . . . . . . . . . . 293

D. C. P. Peacock, David J. Sanderson and Bernd Leiss
Use of Analogue Exposures of Fractured Rock for Enhanced Geothermal Systems
Reprinted from: Geosciences 2022, 12, 318, doi:10.3390/geosciences12090318 . . . . . . . . . . . . 311

Chaojie Cheng, Johannes Herrmann, Bianca Wagner, Bernd Leiss, Jessica A. Stammeier and
Erik Rybacki et al.
Long-Term Evolution of Fracture Permeability in Slate: An Experimental Study with
Implications for Enhanced Geothermal Systems (EGS)
Reprinted from: Geosciences 2021, 11, 443, doi:10.3390/geosciences11110443 . . . . . . . . . . . . 327

Marina Cabidoche, Yves Vanbrabant, Serge Brouyère, Vinciane Stenmans, Bruno Meyvis
and Thomas Goovaerts et al.
Spring Water Geochemistry: A Geothermal Exploration Tool in the Rhenohercynian
Fold-and-Thrust Belt in Belgium
Reprinted from: Geosciences 2021, 11, 437, doi:10.3390/geosciences11110437 . . . . . . . . . . . . 351

D.C.P. Peacock, David J. Sanderson and Bernd Leiss
Use of Mohr Diagrams to Predict Fracturing in a Potential Geothermal Reservoir
Reprinted from: Geosciences 2021, 11, 501, doi:10.3390/geosciences11120501 . . . . . . . . . . . . 379

Johannes Herrmann, Valerian Schuster, Chaojie Cheng, Harald Milsch and Erik Rybacki
Fracture Transmissivity in Prospective Host Rocks for Enhanced Geothermal Systems (EGS)
Reprinted from: Geosciences 2022, 12, 195, doi:10.3390/geosciences12050195 . . . . . . . . . . . . 407

Saeed Mahmoodpour, Mrityunjay Singh, Kristian Bär and Ingo Sass
Impact of Well Placement in the Fractured Geothermal Reservoirs Based on Available Discrete
Fractured System
Reprinted from: Geosciences 2022, 12, 19, doi:10.3390/geosciences12010019 . . . . . . . . . . . . . 441
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Preface to ”Enhanced Geothermal Systems and other
Deep Geothermal Applications throughout Europe:
The MEET Project”

The contribution of geothermal energy to the energetic mix of European countries has been

steadily increasing in the last two decades. This resource, being virtually infinite and permanently

available, with a negligible environmental impact, is to be seen as a pillar of the energy transition

from fossil and nuclear fuels towards renewable sources. In addition, geothermal brines might also

be an important source for the extraction of raw materials such as lithium for battery production in

the near future.

Depending on the existing surface infrastructures and needs, geothermal energy can be used

directly, in the form of heat, or converted into electricity, and related applications, such as cooling

and heat storage, are also feasible.

Gains in geothermal energy can be achieved using a variety of techniques, depending on the

geological setting of the underground. Among the list of exploitation concepts, enhanced geothermal

systems (EGS) are particularly interesting, as their application is much less independent of the

underground setting, allowing, in turn, a large geographical deployment and market penetration in

Europe. The challenges of EGS are multiple in terms of investment costs, the testing of novel reservoir

exploitation approaches with an inherent risk of induced seismicity, and the presence of aggressive

geothermal brines, damaging infrastructures.

The multidisciplinary and multi-context demonstration of enhanced geothermal systems

exploration and exploitation techniques and potentials (MEET) project has received funding from

the European Union’s Horizon 2020 research and innovation program under grant agreement No

792037. A European consortium of academic and industrial partners aims to analyze these challenges

and propose a series of tools dedicated to potential users and investors in terms of developing EGS

and other deep geothermal applications throughout Europe

In order to reach its goal, the MEET project mainly addresses the need to capitalize on the

exploitation of the widest range of fluid temperature in EGS plants, use co-produced hot brines in

mature oil fields and apply EGS in different geological settings.

The approach is based on a combination of research and demonstration activities in order to

make EGS safe and sustainable. This Special Issue summarizes the output of the MEET project based

on laboratory experiments, geological field works on high-quality analogues, advanced reservoir

modeling, the development of a decision-maker tool for investors and specific demonstration

activities, such as chemical stimulation or the innovative monitoring of deep geothermal wells, and

the production of electrical power via small-scale binary technology tested in various geological

contexts in Europe.

Béatrice A. Ledésert, Ronan L. Hébert, Ghislain Trullenque, Albert Genter, Eléonore Dalmais,

and Jean Hérisson

Editors

xi
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* Correspondence: beatrice.ledesert@cyu.fr; Tel.: +33-134-257-357

1. Introduction

The MEET project is a Multidisciplinary and multi-context demonstration of Enhanced
Geothermal Systems exploration and Exploitation Techniques and potentials, which re-
ceived funding from the European Commission in the framework of the Horizon 2020
program. During the four years of the project, two main types of exploitations were in-
vestigated: Enhanced Geothermal Systems (EGS) and oil-to-geothermal conversion or
co-production. The following topics were addressed: the upscaling of thermal power
production and optimized operation of EGS plants (papers [1–5]); variscan geothermal
reservoirs in granitic and metamorphic rocks (papers [6–17]); and technical, economic and
environmental assessment for oil-to-geothermal fields and EGS integration into energy
systems (papers [18–20]). These 20 papers give an overview of some of the work performed
in the MEET project, but they are not exhaustive of all the results obtained in this frame.
Additional results are available at https://zenodo.org/communities/eu_project_meet/
(accessed on 1 September 2022). The MEET Project (Figure 1) received funding by the
European Commission in the framework of the H2020 Program (Grant Agreement No.
792037) for a Multidisciplinary and multi-context demonstration of Enhanced Geothermal
Systems exploration and Exploitation Techniques and potentials.
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The MEET project dealt with the gains in geothermal energy that can be achieved using
a variety of techniques, depending on the geological setting of the underground. Among
the list of exploitation concepts, Enhanced Geothermal Systems (EGS) are particularly
interesting, as their application is little dependent on the underground setting, allowing,
in turn, for a large geographical deployment and market penetration in Europe. The
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challenges of EGS are multiple in terms of investment costs, the testing of novel reservoir
exploitation approaches with an inherent risk of induced seismicity and the presence of
aggressive geothermal brines that can damage infrastructures due to scaling and corrosion.
The use of co-produced hot brines in mature oil fields is another target of the project.

MEET aimed at 1- gathering knowledge of EGS heat and power production in various
geological settings; 2- helping increase heat production from existing plants and convert oil
wells into geothermal wells; 3- enhancing heat-to-power conversion at low flow (<10 l/s)
and/or low temperature (60–90 ◦C) by using smart mobile Organic Rankine Cycle (ORC)
units; and 4- replicating the technology by promoting the penetration of EGS power and/or
heat plants.

In order to reach those objectives, the MEET project mainly addressed the need to
capitalize on the exploitation of the widest range of fluid temperature in oil and geothermal
fields (from 90 ◦C to 160 ◦C) and apply EGS in different geological settings (sedimentary
basins and basements affected or not by post extensional tectonics). The approach was based
on a combination of research and demonstration activities. It relied on the study of demon-
stration sites (Figure 2), either at the exploration stage (United Downs Deep Geothermal
Project (UDDGP)—UK; Göttingen University campus—-Germany; Havelange—Belgium)
by studying analogues (e.g., Death Valley—CA, USA; Carnmenellis granite and Cornubian
batholith—UK; Dinant synclinorium—Belgium; Rhenish massif and Harz mountains—
Germany) or the exploitation stage (e.g., Soultz-sous-Forêts EGS plant—France; Chaunoy
and Cazaux oil fields—France; Condorcet High School—France; Grásteinn farm and
Krauma spa—Iceland).
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Figure 2. Location map of the sites and type of works performed in the MEET project.

Various geological settings are represented: volcanic areas (Krauma and Grásteinn),
sedimentary basins (Chaunoy, Condorcet High School and Cazaux), granitic basements
(Soultz-sous-Forêts; UDDGP; Death Valley analogue) and metamorphic basements (Have-
lange, Göttingen University campus, Harz Mountains and Rhenish Massif analogues).

After four years of transdisciplinary work, this Special Issue compiles some of the
most recent geoscience results obtained by the 16 academic and industrial partners (ES-
Géothermie (coordinator), UniLaSalle, GIM-Labs, CY Cergy Paris Université, Technische
Universität Darmstadt, Universitätsenergie Göttingen GmbH, Georg-August-Universität
Göttingen, Vermilion, Enogia, GFZ, Febus-Optics, University of Zagreb—Faculty of Elec-

2
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trical Engineering and Computing, ICETEC, Geological Survey of Belgium, GeoThermal
Engineering and Benkei) coming from 5 countries (Belgium, Croatia, France, Germany
and Iceland) that joined their efforts for the development of geothermal energy across
Europe. The MEET project was organised in dedicated work-packages (WP) through the
technical themes that were developed during the project: upscaling of thermal power
production and optimized operation of EGS plants (WP3); enhancing and/or converting
petroleum sedimentary basins for geothermal electricity and thermal power production
(WP4); variscan geothermal reservoirs (granitic and metamorphic rocks; WP5); demonstra-
tion of electricity and thermal power generation (WP6); and economic and environmental
assessment for EGS integration into energy systems (WP7). This Geosciences Special Is-
sue is mostly presenting the geoscientific work performed within MEET. WP3 and WP5
have a dedicated section, whereas WP4, 6 and 7 are grouped in the section “Technical,
economic and environmental assessment for oil to geothermal fields and EGS integration
into energy systems”. Other works performed within the MEET project can be found on
the Zenodo platform: https://zenodo.org/communities/eu_project_meet/ (accessed on 1
September 2022).

The geoscience work performed in the MEET project was based on geological field
work on high-quality analogues; laboratory experiments; advanced reservoir modelling;
specific demonstration activities such as chemical stimulation, colder reinjection or in-
novative monitoring of deep geothermal wells; and production of electrical power via
small-scale binary technology tested in the various geological contexts in Europe shown in
Figure 2.

2. Upscaling of Thermal Power Production and Optimized Operation of EGS Plants

The Soultz-sous-Forêts demonstration site (called Soultz in the following) has been
operated since 2016 for the production of electricity from a granitic basement. The tem-
perature of the brine produced at the well head of GPK-2 drill hole is around 160 ◦C. It is
currently reinjected in the ground at a temperature close to 70 ◦C.

In those operation conditions, minerals precipitate during the lowering of the temper-
ature into the surface installations, producing deposits called scales. Scales have a negative
impact on the power plant in lowering the electricity production and inducing specific
waste management issues. Thus, scales have to be thoroughly characterized [1] and their
deposition process modelled [2] to control scaling processes in surface installations. In
order to increase energy output, a small-scale heat exchanger prototype, called SHEx in the
following, has been tested for 3 months in order to lower the reinjection temperature down
to 40 ◦C. The SHEx is of tubular type, made of an entrance, an exit, water boxes at each end,
and tubes made of several alloys and metals in between. The lowering of the temperature
of reinjection might have an impact on the geothermal reservoir ([3,4]) while the structure
of the reservoir ([3,5]) is another key parameter to be considered for the sustainability of
the EGS.

Ledésert et al. [1], in “Scaling in a Geothermal Heat Exchanger at Soultz-Sous-Forêts
(Upper Rhine Graben, France): A XRD and SEM-EDS Characterization of Sulfide Precip-
itates”, studied the sulfide scales that deposited in the SHEx by using X-Ray Diffraction
(XRD) and a Scanning Electron Microscope (SEM) coupled with an Energy-Dispersive Spec-
trometer (EDS). The effect of the flow regime on the shape of sulfide crystals was questioned,
as well as that of the lowering of temperature on the thickness of the deposit. The scales
deposited in the SHEx were compared to scales deposited in normal industrial conditions.

In “Thermodynamic and Kinetic Modelling of Scales Formation at the Soultz-sous-
Forêts Geothermal Power Plant”, Kunan et al. [2] performed the thermodynamic and
kinetic modelling of scale deposition by using Phreeqc and the Thermoddem database
thanks to the data on the chemical elements, minerals, and gas it contains. The model
generated a rough prediction of the scale formation when operating the plant with sulfate
scales inhibitors at the Soultz geothermal plant and showed only a small deviation between
simulated results and the actual case.
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“Soultz-sous-Forêts Geothermal Reservoir: Structural Model Update and Thermo-
Hydraulic Numerical Simulations Based on Three Years of Operation Data” by Baujard
et al. [3] presents a thermo-hydraulic numerical simulation to better constrain the param-
eters that govern the functioning of the Soultz granitic exchanger at depth when colder
reinjection is performed. In this article, a 3D hydrothermal study was performed in order
to evaluate the spreading of the thermal front during colder reinjection and its impact on
production temperature. The fault scale was investigated first, integrating pre-existing
models from seismic profiles, seismic cloud structure and borehole image logs calibrated
with well data. Secondly, this geometrical model was adapted to be able to run hydrother-
mal simulations. In a third step, a 3D hydrothermal model was built based on the structural
model. After calibration, the effect of colder reinjection on the production temperature was
calculated. Finally, the accuracy of the structural model on which the simulations are based
is discussed and an update of the structural model is proposed in order to better reproduce
the observations.

Mahmoodpour et al., [4] in “Hydro-Thermal Modeling for Geothermal Energy Ex-
traction from Soultz-sous-Forêts, France”, propose another hydro-thermal modelling
for geothermal energy extraction from Soultz, based on structures identified in [3], at
temperature lower than the current 70 ◦C fluid reinjection temperature. Two injection-
production rate scenarios were modelled, and the drop in the production wellhead tem-
perature for 100 years of operation was quantified. For each scenario, reinjection tem-
peratures of 40°C, 50°C and 60°C were chosen and compared with the 70 ◦C current
reinjection condition.

In “Sensitivity Analysis of FWI Applied to OVSP Synthetic Data for Fault Detection
and Characterization in Crystalline Rocks”, Abdelfettah and Barnes [5] used the Full Wave
Inversion (FWI) method to detect, delineate and better characterize faults in the granitic
geothermal reservoir, from Multi-Offset Vertical Seismic Profile (OVSP) data in order to
further characterize the geothermal resource at Soultz. They made several sensitivity
studies to show the dip and thickness of a fault that can be imaged by FWI, even in the
presence of additive Gaussian noise. Their work was applied to the Soultz site to help a
better characterization of the fracture network.

3. Variscan Geothermal Reservoirs in Granitic and Metamorphic Rocks

Given the depth of EGS reservoirs and the difficulty to obtain data to characterize them,
surface analogues were studied in metamorphic and granitic environments. Analogues are
surface sites that are easier to access and have similarities with the geothermal reservoirs in
terms of rock nature and geological context. They allow researchers to better characterize
the different kinds of EGS reservoirs.

3.1. Granitic Rocks

The granitic reservoir topic is developed through two sites: the Death Valley granitic
surface analogue and the Cornish granites around and within the wells of the United
Downs Deep Geothermal Project (UDDGP, Carnmenellis batholith). In the framework of
MEET, reservoir improvements by using soft stimulation are planned in Cornwall at EDEN
geothermal site where a 5 km deep well has been drilled in a fractured granite close to the
UDDGP site.

3.1.1. Death Valley Analogue

The Death Valley granitic analogue is located in the Noble Hills (Noble Hills Granite,
NHG, CA, USA). Granitic rocks affected by present or past hydrothermal fluid circulation,
typically undergo a variety of alteration processes called hydrothermal alteration. This is
due to the instability of the primary mineralogical assemblages under the new physico-
chemical conditions, which leads to the formation of new mineral phases. Hydrothermal
alteration was described for outcrops far from the faults [6] and close to them [7]. The
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structural characterization of the fracture network that conducted the fluids responsible for
the hydrothermal alterations is presented in [8,9].

Far from the faults, Klee et al. [6] present “Fluid-Rock Interactions in a Paleo-Geothermal
Reservoir (Noble Hills Granite, CA, USA). Part 1: Granite Pervasive Alteration Processes
away from Fracture Zones”, aimed at studying the impact of the regional geological context
on the rock facies and alteration types. The NHG was first characterized from a geochem-
ical and petrographical point of view. Once alteration parageneses were identified, an
attempt was made to correlate the rock hydration rate given by the loss on ignition obtained
during Inductively Coupled Plasma spectrometry to porosity, calcite content and chemical
composition. Illite crystallinity was used to pinpoint a likely regional temperature gradient
in the NHG.

In “Fluid-Rock Interactions in a Paleo-Geothermal Reservoir (Noble Hills Granite,
CA, USA). Part 2: The Influence of Fracturing on Granite Alteration Processes and Fluid
Circulation at Low to Moderate Regional Strain“, Klee et al. [7] decipher the role of fractures
in the hydrothermal alteration of the rock they crosscut. Several generations of fluids have
percolated through the granitic reservoir. The alteration degree, the porosity and the calcite
content were evaluated approaching fracture zones. A correlation between the degree of
alteration and the fracture density and the amount of strain is proposed.

Chabani et al. [8] proposed a geometrical description and a quantification of the
multiscale network organization and its effect on connectivity using a wide-ranging scale
analysis. The statistical analyses were performed from regional maps to thin sections. The
aim of “Fracture Spacing Variability and the Distribution of Fracture Patterns in Granitic
Geothermal Reservoir: A Case Study in the Noble Hills Range (Death Valley, CA, USA)”
was to show which class of fractures (small, medium, large) and which orientations ruled
the connectivity and hence the ability of fractures to conduct hydrothermal fluids.

In “Multiscale Characterization of Fracture Patterns: A Case Study of the Noble Hills
Range (Death Valley, CA, USA), Application to Geothermal Reservoirs”, Chabani et al. [9]
further characterized the fracture network in the NHG by proposing geometric description
and quantifying the multiscale network organization and its effect on connectivity, using
a wide-ranging scale analysis and scale order classification. The statistical analyses were
performed on real (measured in the field) and virtual (established from photographs)
scanlines intersecting fracture networks.

3.1.2. United Downs Deep Geothermal Project (UDDGP) Demonstration Site

In the United Downs Deep Geothermal Project (UDDGP) demonstration site settled in
another granite body in Cornwall (UK), both field and borehole samples were collected and
analyzed, and numerical simulations were performed. A hydrothermal doublet system
was drilled in a fault-related granitic reservoir. It targets the Porthtowan Fault Zone (PTF),
which transects the Carnmenellis granite, one of the onshore plutons of the Cornubian
Batholith in SW England. At 5058 m depth (TVD; 5275 m MD) up to 190 ◦C were reached
in the dedicated production well. The injection well, UD-2, is aligned vertically above the
production well, UD-1, and reaches a depth of 2393 m MD.

Schulz et al. [10] propose a “Lab-Scale Permeability Enhancement by Chemical Treat-
ment in Fractured Granite (Cornubian Batholith) for the United Downs Deep Geothermal
Power Project, Cornwall (UK)”. Lab-scale acidification experiments were performed on
outcrop analogue samples from the Cornubian Batholith, which include mineralized veins.
The experimental setup is based on autoclave experiments on sample powder and plugs
and core flooding tests on sample plugs. These tests were designed to investigate to
what degree the permeability of natural and artificial (saw-cut) fractures can be enhanced.
Petrological and petrophysical analysis of the samples was performed before and after the
acidification experiments to track changes resulting from the acidification for the prediction
of likely chemical stimulation.

In “Hydrothermal Numerical Simulation of Injection Operations at United Downs,
Cornwall, UK”, Mahmoodpour et al. [11] present numerical simulations to analyze the
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hydraulic stimulation results and evaluate the increase in permeability of the reservoir.
Experimental and field data were used to characterize the initial reservoir static model.
Based on experimental and field data, stochastic discrete fracture networks (DFN) were de-
veloped to mimic the reservoir permeability behavior. Equivalent permeability fields were
calculated to create a computationally feasible model. Hydraulic testing and stimulation
data from the UD-1 borehole were used together with hydraulic testing and stimulation
data from the UD-2 borehole used for validation.

3.2. Metamorphic Rocks

The geothermal potential of metamorphic basement was also investigated through
the study of the Harz Mountains and Rhenish Massif as analogues for the EGS projects
in Göttingen and Havelange. The inputs and difficulties of studying surface analogues
were investigated [12]. Fluid flow laboratory experiments were conducted within slate
samples from the Harz Mountains [13] and water samples collected from springs around
a very deep borehole in Belgium were analyzed [14]. The fluid flow pathways were
investigated through the use of the Mohr diagram [15] and the experimental determination
of hydraulic properties of fractures [16]. The placement of wells for geothermal projects in
rock basements was also investigated [17].

In “Use of Analogue Exposures of Fractured Rock for Enhanced Geothermal Systems”,
Peacock et al. [12] present an overview of the input and difficulties of the study of field
exposures as analogues for EGS sub-surface reservoirs. This contribution discusses general
lessons learnt about the use of deformed Devonian and Carboniferous meta-sedimentary
rocks in the Harz Mountains (Germany), as analogues for a proposed EGS at Göttingen
University campus (Germany). It indicates that the objectives of analogue studies must be
clarified in order to explain to people from other disciplines the information that can and
cannot be obtained from surface exposures. The parameters that have to govern the choice
of an analogue are also highlighted.

Cheng et al. [13], in “Long-Term Evolution of Fracture Permeability in Slate: An
Experimental Study with Implications for Enhanced Geothermal Systems (EGS)”, present
an experimental study for the evaluation of long-term evolution of fracture permeability in
saw-cut slate samples from the Harz Mountains (Germany). The purpose was to investigate
fracture permeability evolution at temperatures up to 90 ◦C using both deionized water
(DI) and a NaCl solution as the pore fluid.

Cabidoche et al. [14] characterized water samples collected in 50 springs to evaluate
the geothermal potential around the Havelange (Belgium) deep borehole, within the
Rhenohercynian fold and thrust belt. They based their work on a heat map as well as on
hydrogeochemistry and geothermometry analyses to define the main water types, and
produced the paper entitled “Spring Water Geochemistry: A Geothermal Exploration Tool
in the Rhenohercynian Fold-and-Thrust Belt in Belgium“.

As regards fluid flow pathways, Peacock et al. [15] propose a “Use of Mohr Diagrams
to Predict Fracturing in a Potential Geothermal Reservoir”. Inferences have to be made
about likely structures and their effects on fluid flow in a geothermal reservoir at the pre-
drilling stage. Simple mechanical modelling was used here to predict the range of possible
structures that are likely to exist in the sub-surface and that may be generated during the
stimulation of a potential geothermal reservoir. In particular, Mohr diagrams are used to
show under what fluid pressure and stress different types and orientations of fractures are
likely to be reactivated or generated. The approach enables the effects of parameters to be
modelled individually and defines the type and orientation of fractures to be considered.
This modelling is useful for helping geoscientists to consider, model and predict the ranges
of mechanical properties of rock, stresses, fluid pressures and the resultant fractures that are
likely to occur in the sub-surface. Here, the modelling was applied to folded and thrusted
greywackes and slates, which are planned to be developed as an Enhanced Geothermal
System beneath Göttingen (Germany).
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In “Fracture Transmissivity in Prospective Host Rocks for Enhanced Geothermal
Systems (EGS)”, Herrmann et al. [16] experimentally determined the hydraulic properties
of fractures within various rock types, focusing on a variety of Variscan rocks. Flow-through
experiments were performed on slate, graywacke, quartzite, granite, natural fault gouge,
and claystone samples containing an artificial fracture with a given roughness. For slate
samples, the hydraulic transmissivity of the fractures was measured at confining pressures
up to 50 MPa, temperatures between 25 and 100 ◦C and differential stress perpendicular to
the fracture surface of up to 45 MPa.

In their paper “Impact of Well Placement in the Fractured Geothermal Reservoirs
Based on Available Discrete Fractured System”, Mahmoodpour et al. [17] show how neces-
sary well placement in a given geological setting for a fractured geothermal reservoir is for
enhanced geothermal operations. Fully coupled thermo-hydromechanical (THM) processes
are simulated in 2D in the fractured reservoir to estimate maximum geothermal energy
extraction potential by optimizing well placement. To enhance the knowledge of well place-
ment for different working fluids, the authors examine different injection–production well
doublet positions in a given fracture network using coupled THM numerical simulations.
Thermal breakthrough time, mass flux, and the energy extraction potential are examined to
assess the impact of well position in a two-dimensional reservoir framework.

4. Technical, Economic and Environmental Assessment for Oil to Geothermal Fields
and EGS Integration into Energy Systems

Numerous oil fields are approaching the end of their lifetime and have great geother-
mal potential considering temperature and water cut. EGS is also a promising source
of energy. However, electricity and thermal power generation is threatened by technical
issues [18], and a proper economic evaluation of different scenarios is crucial for further
implementation of these solution at larger scale [19,20].

In “Study of Corrosion Resistance Properties of Heat Exchanger Metals in Two Differ-
ent Geothermal Environments”, Davíðsdóttir et al. [18] investigated the corrosion resistance
of different alloy candidates for heat exchangers. They exposed in situ corrosion-resistant
alloy coupon samples 316L, 254SMO, Inconel 625 and titanium grade 2 at two locations
and geological settings (Triassic clastic sediments, Paris Basin, France; volcanic setting,
Iceland). Coupons were exposed for four months at the Chaunoy oil field in France and
one month at the Reykjanes powerplant in Iceland. After exposition, the tested alloys were
analysed regarding corrosion with macro- and microscopic techniques using optical and
electron microscopes.

Romanov and Leiss [19] focused their study entitled “Analysis of Enhanced Geother-
mal System Development Scenarios for District Heating and Cooling of the Göttingen
University Campus” on potential scenarios of EGS development in the poorly known
Variscan basement below Göttingen, for district heating and cooling of the University
campus. On average, they demonstrated that a single EGS doublet could cover about 20%
of the heat demand and 6% of the cooling demand of the campus. The levelized cost of
heat (LCOH), net present value (NPV) and CO2 abatement cost were evaluated. Based on a
sensitivity analysis, the EGS heat output was estimated for potential profitability. The most
influential parameters on the outcome were identified and are presented in this paper. Key
prerequisites for launching EGS project in Göttingen are also given.

Hranić et al. [20] worked on oil fields that are approaching the end of their lifetime
and have great geothermal potential considering temperature and water cut, for which oil
companies consider switching from oil business to investments into geothermal projects on
existing oil wells. The used methodology presents the evaluation of the existing geothermal
potential for several oil fields in terms of water temperature, flow rate and spatial distribu-
tion of existing oil wells. This paper entitled “Two-Stage Geothermal Well Clustering for
Oil-to-Water Conversion on Mature Oil Fields” proposes a two-stage clustering approach
for grouping similar wells in terms of temperature and then spatial arrangement to opti-
mize the location of production facilities. The outputs regarding the production quantities
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and economic and environmental aspects provide insight into the optimal scenario for
oil-to-water conversion. A case study has also been developed.

This Special Issue hence compiles 20 scientific contributions resulting from some of
the work performed during the H2020 MEET project. It shows that a multidisciplinary
approach including geology, material science, petrophysics, geophysics, reservoir modeling
and the collaboration between academics and the industry is essential. This Special Issue
brings some tangible scientific content to convince the readers about the opportunity to
generalize EGS in Europe in different geological contexts and cogenerate hot water and oil
in order to tackle the challenge of energy transition.
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20. Hranić, J.; Raos, S.; Leoutre, E.; Rajšl, I. Two-Stage Geothermal Well Clustering for Oil-to-Water Conversion on Mature Oil Fields.
Geosciences 2021, 11, 470. [CrossRef]

9





geosciences

Article

Scaling in a Geothermal Heat Exchanger at Soultz-Sous-Forêts
(Upper Rhine Graben, France): A XRD and SEM-EDS
Characterization of Sulfide Precipitates

Béatrice A. Ledésert 1,* , Ronan L. Hébert 1 , Justine Mouchot 2, Clio Bosia 2, Guillaume Ravier 2, Olivier Seibel 2,
Éléonore Dalmais 2, Mariannick Ledésert 3,†, Ghislain Trullenque 4, Xavier Sengelen 1 and Albert Genter 2

Citation: Ledésert, B.A.; Hébert, R.L.;

Mouchot, J.; Bosia, C.; Ravier, G.;

Seibel, O.; Dalmais, É.; Ledésert, M.;

Trullenque, G.; Sengelen, X.; et al.

Scaling in a Geothermal Heat

Exchanger at Soultz-Sous-Forêts

(Upper Rhine Graben, France): A

XRD and SEM-EDS Characterization

of Sulfide Precipitates. Geosciences

2021, 11, 271. https://doi.org/

10.3390/geosciences11070271

Academic Editors:

Jesus Martinez-Frias and

Matteo Alvaro

Received: 5 May 2021

Accepted: 23 June 2021

Published: 28 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 CY Cergy Paris Université, Géosciences et Environnement Cergy, 1 Rue Descartes, 95000 Neuville-sur-Oise,
France; ronan.hebert@cyu.fr (R.L.H.); xavier.sengelen@cyu.fr (X.S.)

2 Électricité de Strasbourg Géothermie, 26 Boulevard du Président Wilson, 67000 Strasbourg, France;
justine.mouchot@arverne.earth (J.M.); clio.bosia@es.fr (C.B.); guillaume.ravier@es.fr (G.R.);
olivier.seibel@es.fr (O.S.); eleonore.dalmais@es.fr (É.D.); albert.genter@es.fr (A.G.)

3 Cristallography Laboratory, 14000 Caen, France; ledesert@cyu.fr
4 UniLaSalle, Collège Géosciences, équipe B2R, 19 Rue Pierre Waguet, 60000 Beauvais, France;

ghislain.trullenque@unilasalle.fr
* Correspondence: beatrice.ledesert@cyu.fr; Tel.: +33-134257357
† Retired.

Abstract: The Soultz-Sous-Forêts geothermal site (France) operates three deep wells for electricity
production. During operation, scales precipitate within the surface installation as (Ba, Sr) sulfate and
(Pb, As, Sb) sulfide types. Scales have an impact on lowering energy production and inducing specific
waste management issues. Thus scaling needs to be reduced for which a thorough characterization
of the scales has to be performed. The geothermal brine is produced at 160 ◦C and reinjected at 70 ◦C
during normal operation. In the frame of the H2020 MEET project, a small heat exchanger was tested
in order to allow higher energy production, by reinjecting the geothermal fluid at 40 ◦C. Samples of
scales were analyzed by XRD and SEM-EDS, highlighting that mostly galena precipitates and shows
various crystal shapes. These shapes can be related to the turbulence of the flow and the speed of
crystal growth. Where the flow is turbulent (entrance, water box, exit), crystals grow quickly and
mainly show dendritic shape. In the tubes, where the flow is laminar, crystals grow more slowly and
some of them are characterized by well-developed faces leading to cubes and derived shapes. The
major consequence of the temperature decrease is the increased scaling phenomenon.

Keywords: Soultz-Sous-Forêts; geothermal site; heat exchanger; scales; sulfates; sulfides; As and
Sb-bearing galena; crystal growth; crystal shapes

1. Introduction

Geothermal power production is a very attractive resource with characteristics such
as low cost, little environmental pollution and worldwide distribution [1–3]. In addition,
it is available all the time, whatever climatic conditions and day/night alternation, as
opposed to wind- or solar-derived energy. Geothermal power plants take their energy
from deep underground water that is pumped to the surface. During its residence time
in the ground at sometimes high temperature (150–300 ◦C), the water acquires specific
properties by interaction with the rock reservoir, generally resulting in high salinity and
acidity. These characteristics are responsible for corrosion and scaling (deposition) issues
in wells and in surface installations. Those phenomena are known from the very beginning
of industrial high-temperature geothermal operations and are identified to be responsi-
ble for economic issues [4,5]. Scaling is encountered in both low enthalpy [6] and high
enthalpy [5,7] geothermal systems. According to [8], among the most abundant scales are
silica, carbonates, sulfates, sulfides, and native metals such as antimony (Sb). It is also
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known that metal sulfide scaling frequently occurs in volcanic geological context or high
Cl environments [9].

Among all the geothermal geological contexts, grabens present specific characteristics.
In the Upper Rhine Graben (URG; at the border between France and Germany) hydrother-
mal fluids percolate within fault zones and are brought relatively close to the surface,
favoring the development of high-energy geothermal plants. These are dedicated to the
production of either electricity (e.g., Soultz-Sous-Forêts, called Soultz in the following) or
heat (e.g., Rittershoffen). The URG deep ground water system is characterized by a brine
with high salinity (99–107 g/L at Soultz) and moderate low pH (around 5) [10] responsible
for strong corrosion of geothermal surface installations (pipes, heat exchangers) and also
deposition of minerals within these installations [11,12].

The Soultz geothermal production plant is based on three 5000 m-deep wells, GPK-2,
GPK-3 and GPK-4 (Figure 1) penetrating the granitic basement. GPK-2 is the production
well while the total reinjection of the geothermal fluid is performed through GPK-3 and
GPK-4. In industrial operation conditions, the brine is produced at 160 ◦C and is reinjected
at 70 ◦C [13], showing no difference in its chemical composition when the temperature
decreases. In the framework of the H2020 MEET European program [14,15], an additional
small heat exchanger (SHEx) has been installed temporarily in order to assess the optimiza-
tion of energy production by lowering the temperature of the reinjected fluid from 70 ◦C
to 40 ◦C [16]. This SHEx received 10% of the total flow and was tested over 3 months. It
was designed with six alloys in order to test their reaction to corrosion and scaling. Only
scaling phenomena are described here and several points are addressed: (1) determination
of the chemical and mineralogical composition of the scales, (2) impact of temperature
lowering on the scaling processes (composition/morphology/thickening of the deposits),
(3) influence of alloys on scaling development. An X-ray diffraction (XRD) and scanning
electron microscopy coupled with energy dispersive spectrometry (SEM-EDS) survey was
performed to answer those questions.
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Figure 1. The Soultz Enhanced Geothermal System with its 5 wells among which the 3 deepest ones
(GPK-2, GPK-3 and GPK-4) are used for electricity production. The brine is produced at 160 ◦C
in GPK-2 well and reinjected at 70 ◦C in GPK-3 and GPK-4 in normal operation. The temperature
gradient recorded at Soultz (red dashed line) and key figures are indicated on the left. Figure modified
after [17,18]; size of the deep reservoir from [19].
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2. Technical Context
2.1. Scaling Phenomenon in Geothermal Power Plants Worldwide

Scaling is a common phenomenon in geothermal power plants worldwide. Specific
site analyses on scaling issues occurring in various geothermal plant types are reported in
abundant literature [12,20–30], showing the importance of this topic for the plant operation.
Scales act as insulators and thus lower the thermal exchanges. They also reduce the
diameter of the pipes and inside volume of the exchangers which lowers the overall
productivity of the geothermal power plants. Scales may also trigger the accumulation of
toxic chemical elements, inducing additional risk and cost issues during the operational
phase. In addition, scale formation is generally linked to degassing process, which has a
major impact in terms of corrosion on the surface installation of geothermal power plants.
Reducing the formation of scales is a challenge for operators who thus use inhibitors in
their industrial process in order to prevent their formation [2,21,31].

2.2. Scaling Phenomeon at Soultz Geothermal Power Plant

At Soultz, surface installations are composed of several parts among which pipes
and heat exchangers in which the natural geothermal fluid provides its thermal energy to
an industrial fluid. An Organic Rankine Cycle (ORC) allows the production of electricity.
The temperature of the brine lowers within the exchangers and the chemical equilibrium
changes, resulting in the precipitation of minerals. The geochemistry of the brine provided
by [10,13] shows a high salinity due to a great abundance of Na, K and Ca as major cations
and Cl and SO4 as major anions. It is summarized in Table 1, for the elements found in the
scales. Li, Zn, Ba and other minor elements are also present in significant abundance. In
addition, the geothermal fluid is characterized by a high CO2 content, and natural anoxic
conditions [10,13].

Table 1. Chemical composition of the brine after [10,13] from 22 brine samples collected in GPK-1, and the three deep
wells at Soultz. Sb is not given in [13] (ng: not given), the only data about Sb comes from [10]. MRCC: most representative
chemical composition of the native geothermal brine, in [13].

Na
(g/L)

K
(g/L)

Ca
(g/L)

Mg
(mg/L)

Cl
(g/L)

SO4
(mg/L)

SiO2
(mg/L)

As
(mg/L)

Sb
(µg/L)
in [10]

Pb
(µg/L)

Min-max values
[13] 21–28.2 2.38–3.38 3.46–7.30 75–411 32.6–61 150–255 63–409 0.6–11 ng 181–782

MRCC [13]
except for Sb 27.5 3.25 6.90 125 59 159 427 6 57.4 300

From this brine, sulfates of barite type ((Sr, Ba)SO4) and minor sulfides of galena type
((Pb, As, Sb)S) precipitate during the lowering of the temperature in surface installations
when no antiscalants are used [27,30]. The same phenomenon is also encountered in
German geothermal plants located in the URG [12]. In the URG, and at Soultz in particular
where the geothermal brine circulates within a granitic basement, those scales are known to
accumulate radionuclides, 226Ra for sulfates and 210Pb for sulfides [30], and are thus to be
disposed of as Naturally Occurring Radioactive Material waste (NORM classification, [32].
In such conditions when no inhibitors were used, the Soultz power plant needed to be
stopped and cleaned three times a year, inducing high maintenance cost, loss of energy
production and waste management issues [33].

For safety reasons and power plant healthy operation, the formation of barite needs
to be inhibited continuously [31,33]. Antiscalants are well known from the oil and gas
industry and mainly consist of phosphonates and polycarboxylates when preventing barite
formation [34]. The scaling phenomenon being closely linked with corrosion phenomena
described by [35–37], both an antiscalant and a corrosion inhibitor are currently used at
Soultz. The corrosion inhibitor agent is based on amines. Each type of mineral scale has
an antiscalant which is more suitable for lowering its deposited amount. Antiscalants are
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either inhibitors of crystallization known to be very powerful to control barite deposition
or dispersants that better control metal sulfide scaling [33], or even a mixture of both.
When sulfate production is made impossible thanks to antiscalants, sulfides precipitate as
observed by [12] in geothermal power plants of the URG. In the following, chemicals used
to prevent the deposition of scales will be simply called inhibitors.

2.3. The Tested Small Heat Exchanger (SHEx; Soultz)

In a geothermal exchanger, the natural hot brine provides its thermal energy to a
working fluid and then is reinjected. Both flows are totally independent of one another
and never mix. The SHEx was installed as bypass on the reinjection line [17]. It was tested
over three months (late January to April 2019) in the presence of inhibitors, after which
it was dismantled to allow scaling and corrosion studies. The SHEx consists of a tubular
heat exchanger made with tubes of six different alloys (Figure 2), an entrance, an exit,
and one water box at each end with different designs (Figure 2A) made of a seventh alloy.
The west water box is separated into three compartments, while the east one is made of
only two parts (Figure 2B). The cross-section of the shirt and the included tubes with their
alloy is shown in Figure 2C. The tubes are organized in three parallel layers. The hot fluid
comes into the SHEx through the entrance and flows through the three layers of tube with
a constant decrease of the temperature: around 65–70 ◦C at the entrance, ~60 ◦C in the
upper layer of tubes, 50 ◦C in the intermediate layer, then 40 ◦C in the lower layer and the
exit (Figure 2B). Each water box is closed by a flange (Figure 2D).
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and perpendicular to the flanges, hence allowing to examine the likely influence of the 
flow regime on the scales. The three layers of tubes allow the examination of the likely 
impact of temperature on the scaling phenomenon. The six tested alloys are 1.4539 (904 
L), 1.4547 (254 SMO), 1.4462 (DX 2205), 1.4410 (SDX 2507), 2.4858 (Alloy 825) and 3.7035 
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Figure 2. (A) overview of the SHEx; (B) schematic section of the cooling-down loop with 4 passes;
(C): schematic front view with the tested alloys after [17]; (D): location of samples on flange closing
the east water box. Note that only one tube is represented in (B) for each temperature (see Figure 2C
for exact front representation of the location of tubes, after [17]). The intermediate layer of tubes is
separated vertically in two parts (Figures 2B,C and 3) as can be seen in the east water box. Only the
circulation of the geothermal brine is schematized.
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Figure 3. Temperature and flow inside the exchanger. Note that only one tube is represented for each
temperature (see Figure 2C for exact cross section representation of the location and alloy of tubes).
The intermediate layer of tubes is separated in two parts by a vertical panel. Thus, the flow occurs in
both directions but in separate tubes. The west water box is not represented.

The path followed by the geothermal fluid within the SHEx and the flow regime is
shown in Figure 3: turbulent in the entrance and in water boxes, laminar into the tubes,
and perpendicular to the flanges, hence allowing to examine the likely influence of the flow
regime on the scales. The three layers of tubes allow the examination of the likely impact
of temperature on the scaling phenomenon. The six tested alloys are 1.4539 (904 L), 1.4547
(254 SMO), 1.4462 (DX 2205), 1.4410 (SDX 2507), 2.4858 (Alloy 825) and 3.7035 (TiGr2) [17]
as visible in Figure 2C. The potential influence of the alloys on the scales will also be
discussed. Mundhenk (2012) [26] proposed a ranking of metals as regards corrosion in
geothermal brine conditions of the URG. The industrial exchangers currently operated at
Soultz and Rittershoffen are made of 1.4410 (SDX 2507).

3. Material and Methods
3.1. Scales

In this fluid circulation test performed with the use of inhibitors, scales occur as black
deposits, either as a powder (for example in water boxes, Table 2), or as a continuous
plating forming a thin solid layer (like in tubes, Figure 4).
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3.2. Preparation of Samples

The SHEx was only drained and not rinsed before dismantling. Thirty-five samples
were collected in the SHEx and one in the operated industrial plant for SEM-EDS analyses
(Table 2). They were collected in order to be representative of hydrodynamic and thermal
conditions for each alloy. They were neither rinsed with clear water nor ground. They were
simply dried at ambient temperature. The industrial sample was collected in 2017 in the
operated power plant at the exit of the industrial heat exchanger, just before the reinjection
line, where the geothermal fluid is circulating at a temperature of 75–65 ◦C in contact with
a 1.4410 steel.

Millimeter-size fragments of continuous solid scales were collected and glued on metal
stubs with carbon lacquer (Figure 5) for observation by reflection optical microscopy (ROM)
and scanning electron microscopy (SEM) coupled with energy dispersive spectrometry
(EDS) for local chemical analyses. For each sample, the side in contact with the metal
(called metal side, MS in the following), the side in contact with the fluid (called fluid side,
FS in the following) and the cross-section were prepared systematically (Figure 5). The MS
surface looks bright and smooth while FS surface is velvety and rough (Figures 4 and 5).
The cross-section was prepared in order to study the thickness of the deposits, but the
preparation frequently failed. It is to be noted that on alloy 1.4462, the scales separated
systematically into two layers (MS and FS) during sampling, which is the reason why three
samples were collected for each temperature (MS, FS and total). Scales from industrial
sample, entrance and water boxes of the SHEx occur as a powder (Figure 6) and they were
just spread over carbon lacquer (Figure 6).
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3.3. X-ray Diffraction

More than 1 g of scales being necessary for X-ray diffraction (XRD), the amount of
scales was insufficient in any tube of the SHEx. Only entrance, exit and water boxes 1
and 3, all of them made of 1.4307, provided 4 samples. XRD was performed by ORANO
company with a Panalytical diffractometer using Co Kα radiation (λ = 1791 Å) in order to
avoid potential Fe fluorescence. Neither internal nor external standards were used. The
results were compared to JCPDS files for the determination of the mineral phases present
in the samples.

3.4. Scanning Electron Microscopy Coupled with Energy Dispersive Spectrometry (SEM-EDS)

The SEM used in this study, a Zeiss GeminiSEM 300 coupled with a Bruker EDS,
belongs to the IMAT analysis facility of CY Cergy Paris Université. No metal coating was
necessary prior to observation. Observation was performed with a secondary electron
detector by using a chosen acceleration voltage (between 10 and 15 kV) at a working
distance between 6 and 8 mm that allowed EDS analyses in high vacuum mode. A low
acceleration voltage was deliberately chosen in order to lower the beam/sample interaction
volume size and to ascertain that the X-ray pulses came exclusively from the scale particles.
This modest acceleration voltage presents a second advantage as it reduces significantly
charging phenomena. However, this induces a poor quality of analyses enhanced by
the marked topography of samples which is not ideal in terms of quantification as the
beam/sample interaction volume might be truncated or shadowed. Thus, the analyses can
only be used for relative abundance of the elements within and between the different scale
samples.

4. Results

Results obtained by XRD and SEM-EDS are presented below and discussed in Section 5.

4.1. X-ray Diffraction (XRD)

XRD patterns that were obtained for the four samples are provided in Figure 7.
Entrance and exit of the SHEx show the same diffractograms, indicating the presence of
galena (PbS), and likely minor dufrénoysite (Pb2As2S5) as regards the weak intensity of
the peaks, over the whole range of temperatures (65 ◦C and 40 ◦C). The water boxes also
show the presence of galena and likely dufrénoysite, together with that of halite (NaCl) for
the two temperatures under concern (65 ◦C and 40 ◦C). The samples not being reduced
into powder it was possible to determine hkl diffraction planes for galena, namely 111, 200,
220, 311 and 222 (Figure 7).
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Figure 7. X-ray diffraction diagrams obtained for scales collected in the entrance, the exit and water
boxes 1 and 3 of the SHEx. They show galena (Gal; As and Sb bearing PbS), additional halite (Hal;
NaCl) in the water boxes, and likely traces of dufrénoysite (Duf; Pb2As2S5), all of these sites being
made of 1.4307 alloy. The numbers indicated vertically represent the hkl diffraction planes of galena
crystals.

4.2. Scanning Electron Microscopy coupled with Energy Dispersive Spectrometry (SEM-EDS)

The observation by SEM allows to distinguish several features.

4.2.1. Structure of the Scales

As indicated before, scales occur as a continuous solid deposit (Figure 5) or as a powder
(Figure 6, Table 2). In that first case, the deposit shows a rough FS in contact with the
geothermal brine (Figure 8A,B) and a smooth MS in contact with the metal (Figure 8C,D).
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4.2. Scanning Electron Microscopy coupled with Energy Dispersive Spectrometry (SEM-EDS) 
The observation by SEM allows to distinguish several features. 

4.2.1. Structure of the Scales 
As indicated before, scales occur as a continuous solid deposit (Figure 5) or as a 

powder (Figure 6, Table 2). In that first case, the deposit shows a rough FS in contact with 
the geothermal brine (Figure 8A,B) and a smooth MS in contact with the metal (Figure 
8C,D). 

 
Figure 8. Sample 1.4539, 50°C, surface of the scales: rough in contact with the brine (A and zoom in 
B), smooth in contact with the metal (C and zoom in D), showing As-Sb-galena and halite on MS 
and only galena on FS in this example. 

Figure 8. Sample 1.4539, 50 ◦C, surface of the scales: rough in contact with the brine (A and zoom in
B), smooth in contact with the metal (C and zoom in D), showing As-Sb-galena and halite on MS and
only galena on FS in this example.
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The scales are composed of several superimposed layers (Figure 9A) and the smooth
layer in contact with the metal is generally divided in several parallel sub-layers (Figure 9B).
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The scales are composed of several superimposed layers (Figure 9A) and the smooth 
layer in contact with the metal is generally divided in several parallel sub-layers (Figure 
9B). 

 
Figure 9. Sample of scales collected in a tube made of 2.4858 at 40 ◦C. (A) Cross-section of the scales divided into several
layers, (B) the very first one (in contact with the metal) being itself composed of several micro-porous sub-layers. B is a
focus on the white rectangle in A and shows five successive sub-layers that deposited on the top of one another. Sub-layer 1
is the oldest, in direct contact with the metal.

4.2.2. Thickness of the Scales

The thickness of scales was measured whenever it was possible, which was not very
frequent. It could be measured systematically only for scales deposited in tubes made of
1.4410 (Figure 10) at decreasing temperatures. One has to note that measuring the thick-
ness by SEM provides values with a non-negligible uncertainty as the measurement was
sometimes not exactly normal to the deposit. However, the magnitude of the measurement
remains true. The thickness observed in tubes of 1.4410 after the 3-month test was around
50 µm at 60 ◦C, 80 µm at 50 ◦C and locally up to 220 µm at 40 ◦C (Table 2, Figure 10),
thus representing a deposition rate of about 17 µm/month at 60 ◦C to 73 µm/month at
40 ◦C, considering a constant deposition rate. The same trend of increasing thickness with
decreasing temperatures tends to be seen on other alloys (Table 2): small at 60 ◦C (22, 50,
and 15 µm, in tubes made of 1.4462, 1.4410, 3.7035 respectively), generally greater at 50 ◦C
(270, 80, and 50µm, in tubes made of 1.4547, 1.4410, 2.4858 respectively) and in general
the biggest at 40 ◦C (200, 270, 220, 60 µm, in tubes made of 1.4539, 1.4547, 1.4410, 2.4858
respectively).

Wherever it could be measured, the smooth zone always shows a thickness smaller
than or equal to 30 µm, while the whole thickness of the deposit reaches 270 µm. Nothing
much can be said about the thickness of scales deposited on the east flange as it could
not be measured as a whole at 60 ◦C and varies from 30 to 110 µm at 50 ◦C. No sample is
available at 40 ◦C as the flange is separated in only two zones: 60 ◦C and 50 ◦C.

4.2.3. SEM-EDS Chemistry of the Samples

Whatever the location (water box, entrance, exit and tubes), either on MS or FS of
the scales when they are continuous, or in powder, and whatever the alloy on which they
deposited, SEM-EDS spectra and maps show the presence of Pb, S ± As and Sb compounds
of galena type (Figures 11 and 12). Halite (NaCl) is also frequently observed. Both of these
two phases were encountered on the XRD patterns (Figure 7). Because of the analytical
limitations exposed in the Methods section and their likely small size, crystals of sulfosalts
such as dufrénoysite were not identified by SEM-EDS.
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Figure 10. Tubes made of 1.4410, thickness as a function of temperature. The deposit in contact with 
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at 40 °C. (A) 60°C, (B) 50°C, (C,D) 40°C. 

4.2.3. SEM-EDS Chemistry of the Samples 
Whatever the location (water box, entrance, exit and tubes), either on MS or FS of the 

scales when they are continuous, or in powder, and whatever the alloy on which they 
deposited, SEM-EDS spectra and maps show the presence of Pb, S ± As and Sb compounds 
of galena type (Figures 11 and 12). Halite (NaCl) is also frequently observed. Both of these 

Figure 10. Tubes made of 1.4410, thickness as a function of temperature. The deposit in contact with the metal is smooth
while it is rough when in contact with the brine. The thickness of the scales tends to increase when the temperature decreases
within the SHEx, from 50 µm at 60 ◦C to 220 µm at 40 ◦C. (A) 60 ◦C, (B) 50 ◦C, (C,D) 40 ◦C.
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Figure 12. EDS spectra obtained on FS of scales collected (A) on a flange at 50 °C and (B) in a tube made of 1.4539, at 60 
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Table 3 shows examples of semi-quantitative analyses. The same elements (Pb, As, 
Sb, S) are present in each of the studied samples (analyses 1, 2 and 3), but in varying 
relative abundance. Sb is sometimes quite abundant (analyses 2 and 3) but no Sb-bearing 
sulfosalts were discovered either on XRD diagrams (Figure 7) or by SEM. Na and Cl are 
also locally detected in the samples. 

  

Figure 11. EDS map of FS of scales collected in a tube made of 2.4858, at 40 ◦C (A–F) showing (A) the SEM image and the
black rectangle in which the elementary maps were performed, (B,C) maps of elementary concentration for Na and Cl
characteristic of halite (NaCl) with its common cubic shape, (D) resulting map with all elements, (E,F) maps of elementary
concentration for Pb and S characteristic of galena (PbS). As and Sb were also encountered together with Pb and S but in
such a small amount that the images are not contrasted enough to be included.
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Figure 12. EDS spectra obtained on FS of scales collected (A) on a flange at 50 ◦C and (B) in a tube made of 1.4539, at 60 ◦C.

Table 3 shows examples of semi-quantitative analyses. The same elements (Pb, As, Sb,
S) are present in each of the studied samples (analyses 1, 2 and 3), but in varying relative
abundance. Sb is sometimes quite abundant (analyses 2 and 3) but no Sb-bearing sulfosalts
were discovered either on XRD diagrams (Figure 7) or by SEM. Na and Cl are also locally
detected in the samples.

Table 3. Three normalized semi-quantitative analyses obtained by SEM-EDS. Note the limitations of
accuracy due to the low acceleration voltage, the topography of samples and their low thickness. The
analyses can only be used for relative abundance of the elements within and between the different
scale samples and mostly indicate the elements present in the samples.

1 2 3

Tube
3.7035
60 ◦C

Tube
2.4855
60 ◦C

Tube
2.4855
40 ◦C

Elements Content
(wt.%)

Content
(wt.%)

Content
(wt.%)

S 11.75 16.28 15.00
As 3.89 8.57 3.70
Sb 11.46 25.08 17.82
Pb 72.90 50.07 63.48

Total 100 100 100

From these semi-quantitative results, no difference appears in the chemistry of the
scales, whatever the alloy on which they deposited or the temperature of the brine from
which they precipitated.

4.2.4. Shapes of Galena Crystals

Various galena crystal shapes were observed thanks to SEM on the tiny fragments
described in Section 3 (Materials and Methods). The crystals are of micrometer size in
millimeter-sized samples. Thus, these observations might not be exhaustive but give an
overview of the crystal shapes of galena.

1. Dendrites

Dendritic crystal shape was observed in the scales collected in the industrial installa-
tion (reference sample), as well as in the entrance of the SHEx, and on the upper part of the
eastern flange (Figure 13). The industrial sample and that collected at the entrance of the
SHEx are made of only dendrites (Figure 13A,B). The only dendrite observed on the flange
(Figure 13C) seems to have been deposited by the flow as it is free and not embedded in
the matrix. No dendrites were found in any of the tubes, whatever the temperature.
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Needle shape is found in tubes of 1.4462 (50 °C and 40 °C), 1.4539 (60 °C and 50 °C), 

and 2.4858 (50 °C), in water boxes (1.4307 alloy, at 65 °C, 55 °C and 40 °C), and on a flange 
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Figure 13. Dendritic shapes of galena crystals (A) in the industrial sample (1.4410 alloy), (B) in the entrance of the SHEx
and (C) on the upper part of the eastern flange (both made of 1.4307). No dendrites were found in any of the tubes.

2. Needles

Needle shape is found in tubes of 1.4462 (50 ◦C and 40 ◦C), 1.4539 (60 ◦C and 50 ◦C),
and 2.4858 (50 ◦C), in water boxes (1.4307 alloy, at 65 ◦C, 55 ◦C and 40 ◦C), and on a flange
(1.4307 alloy, 50 ◦C), thus at various temperatures (from 65 ◦C to 40 ◦C, Figure 14) and
alloys. Needles were not observed on other samples. Needles can be parallel to each other
(A) or perpendicular (B to H) and sometimes in three orthogonal directions (C). Needles
have a square section as visible mostly in B and F. They were observed in zones where the
flow is rather laminar (tubes) or turbulent (water boxes and flanges).

Geosciences 2021, 11, x FOR PEER REVIEW 14 of 24 
 

 

have a square section as visible mostly in B and F. They were observed in zones where the 
flow is rather laminar (tubes) or turbulent (water boxes and flanges). 

 
Figure 14. Needle shapes of galena crystals (A,B) on a flange and (C) in water box and (D–F) in tubes, at different 
temperatures and on three different alloys (1.4307, 1.4462, 1.4539). (A) needles parallel to each other, (B–F): needles grew 
in perpendicular directions. (B,F): Note that the needles are monocrystals with square section. 

3. Coral Shapes 
Coral-like shapes are of various types (Figure 15) that all show an important internal 

porosity. They are the most common shapes encountered in the exchanger (Table 4). They 
were observed in different zones of the SHEx (entrance, 1.4307 alloy; water box, 1.4307 
alloy; flange, 1.4307 alloy) and in tubes of all alloys, and at temperatures varying from 65 
°C (entrance and water box) to 40 °C (water box and tubes). 
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Figure 14. Needle shapes of galena crystals (A,B) on a flange and (C) in water box and (D–F) in tubes, at different
temperatures and on three different alloys (1.4307, 1.4462, 1.4539). (A) needles parallel to each other, (B–F): needles grew in
perpendicular directions. (B,F): Note that the needles are monocrystals with square section.

3. Coral Shapes

Coral-like shapes are of various types (Figure 15) that all show an important internal
porosity. They are the most common shapes encountered in the exchanger (Table 4). They
were observed in different zones of the SHEx (entrance, 1.4307 alloy; water box, 1.4307

23



Geosciences 2021, 11, 271

alloy; flange, 1.4307 alloy) and in tubes of all alloys, and at temperatures varying from
65 ◦C (entrance and water box) to 40 ◦C (water box and tubes).
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Figure 15. PbS coral shapes of different kinds. All of them show an important internal porosity. The zones to be observed
are highlighted by red ellipses. Hal: halite. (A) halite crystal embedded in coral shape galena, water box, 1.4307, 65 ◦C, (B)
3D view of coral shape galena, water box, 1.4307, 65 ◦C, (C) coral shape made of botryoids with abundant porosity, flange
A, 1.4307, 65 ◦C, (D) coral shape made of botryoids with abundant porosity, water box, 1.4307, 55 ◦C, (E) coral shape made
of numerous contiguous needles, water box, 1.4307, 55 ◦C, (F) cross section of coral shape galena.

4. Cube and Cubic-Derived Shapes

Several cubic or cubic-derived shapes were observed in the samples. Cubes were
found in a tube at 60 ◦C (1.4539) where it shows exactly the same hollow shape as on a
flange (1.4307, 40 ◦C; Figure 16A). Cubes were also observed in a water box (1.4307, 40 ◦C;
Figure 16B,C) where they occur either as massive structures (Figure 16B) or as a kind of
skeleton made of needles oriented in the three directions of space (Figure 16C), those two
features being in close contact in the same sample. Cubes are thus found on at least two
different alloys (1.4307 and 1.4539) and at temperatures from 60 ◦C to 40 ◦C.
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Figure 16. Cubic-derived shape of PbS crystals, occurring as (A) hollow cubes, (B) massive cubes, or (C) skeleton made of
needles in three orthogonal directions inside the orange ellipse. The massive cube (B) is seen in the lower left-hand corner
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Other PbS shapes derived from the cube were locally observed in tubes, as shown in
Figure 17, such as a cuboctahedron (Figure 17A) and an octahedron (Figure 17B), on two
different alloys and at 60 ◦C and 40 ◦C respectively. The octahedron (Figure 17B) in found
in the vicinity of orthogonal needles not visible on the photograph.
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Figure 17. PbS cuboctahedron (A) and PbS octahedron (B) with their indexed faces, observed in two
tubes made of 1.4539, at 60 ◦C (A) and 1.4462, at 40 ◦C (B).

Thus, cubes and cubic-derived shapes were observed on three different alloys and at
temperatures from 65 to 40 ◦C (Table 4).

5. Fibro-Radiated Botryoidal Shape

The fibro-radiated botryoidal type (Figure 18A) is made of needles organized in 3D
fan shape (Figure 18B,C) with several superimposed layers (Figure 18B,C). No to minor
porosity is observed as opposed to coral shape. These three examples were observed
occurred at a 50 ◦C temperature, on three different alloys. Table 2 shows all the locations
where botryoids were observed, from 65 ◦C to 40 ◦C.
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Figure 18. Fibro-radiated botryoidal shape from three different samples collected on a flange, and in two tubes of different
alloys. All of the examples presented here were observed for a 50 ◦C temperature, but they also occurred at 65 ◦C and 40 ◦C
(see Table 2). (A) general view, on a tube made of 2507 at 50 ◦C, (B,C) close view of a cross-section of botryoid on a flange
and on a tube, at 50 ◦C.

Table 2 recapitulates all of the shapes that were observed by SEM, as a function of the
location inside the SHEx, the alloy type and the temperature. Some samples do not show
any characteristic crystal shapes, because of their poor quality (tubes of 1.4462 and 3.7035
alloys, Table 4). In the other samples, the coral shape is the most widely observed, whatever
the alloy and the temperature. Other crystal shapes are frequently found in association
with it in samples collected in tubes. Cubes are associated with coral shape in the west
water box and on a flange, and in association with needles in both water boxes and in
some tubes. Dendrites were observed in great abundance and not in association with other
shapes in the industrial installation and in the entrance. The only dendrite found on a
flange appears to be free on the surface of the scale and not embedded in the deposit. The
various shapes were observed whatever the temperature and the alloy, except for dendrites
which were observed only at the highest temperature.
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5. Discussion

Galena is studied in ore deposits for scientific and economical purposes [38–40],
and because of its toxicity in mining environments [41–43]. Galena is also well known
in the industry, in particular for its semi-conductor properties and is thus thoroughly
studied [44–46]. Natural galena is rarely a pure PbS component and frequently contains
arsenic [47] and antimony [40,48]. Various galena shapes and chemical compositions are
reported in natural environments [49]. Laboratory growth experiments show that the shape
and chemistry of galena crystals can be controlled by several factors among which time,
temperature and concentration of elements in the solvent [44–46,50]. All these previous
studies might be useful for understanding the growth process in the SHEx at Soultz, even
though the chemistry of the solution and other parameters are different. As regards shapes
of PbS crystals, the literature reports laboratory growth of hopper (skeletal) crystals [51],
dendrites, nanocubes, and truncated nanocubes [50], dendrites with different shapes [52],
nanocoral [53], and many others.

5.1. Structure and Chemistry of Scales

In the SHEx, scales occur either as a powder or as layered deposits (Table 4).

Table 4. Structure of the scales sampled in the SHEx.

Structure Location Flow

Powder
Industrial
Entrance

Exit
Turbulent

Water boxes

Layers Tubes
Flange

Laminar
Perpendicular

Where the flow is turbulent, the scales deposit as a powder. Layered deposits are
structured into sub-layers likely related to the operation of the power plant. In tubes made
of 1.4462, the scales occurred as two major layers which were difficult to extract together
and fell into small pieces during sampling, inducing a poor quality of samples. Scales
deposited in 3.7035 tubes were strongly attached to the metal and were difficult to collect,
resulting also in a bad quality of samples. This explains the lack of information about crystal
shapes for those two alloys (Table 2). The micro-porosity observed in the superimposed
thin layers, as well as between and inside the crystals (coral-shape for example) might be
due to local turbulence of the flow.

The deposits that formed in the SHEx indeed contain galena, whatever the occurrence
(entrance, water boxes or exit), as indicated by XRD diagrams (Figure 7) when compared
to [50] who also used Cobalt anticathod. Their characteristics are summarized in Table 5.

Table 5. Characteristics of galena crystals determined from XRD.

Sharp Peaks Location of Peaks Preferential Growth

Well-crystallized
[52]

Face-centered cubic structure,
Fm3 m space group [50]

Strong intensity of (200)
reflection peak [50,51],

thus, preferential growth
in the <100> direction

Based on JCPDS, 5-592 [51] or
ASTM file card No. 030660020 [53]

XRD analyses of the scales indeed show the presence of galena but give no informa-
tion about its chemistry which was surveyed by SEM-EDS. It is homogeneous with the
systematic presence of As and Sb in varying abundance, in addition to Pb and S, which
is a well-known phenomenon in natural ore systems [40,47,48]. The chemistry of scale
surveyed by SEM-EDS is summarized in Table 6.
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Table 6. Summary of the chemistry of scales as surveyed by SEM-EDS.

Location Elements Phases Shapes

All samples Pb, As, Sb, S
Galena

As, Sb sulfosalts
(e.g., dufrénoysite, Figure 7)

Various (Table 2)
Undetermined

All samples Na, Cl Halite Cubes (Figures 8, 11 and 14)

Other sulfosalts might also occur given the high relative amount of As and Sb given
by EDS analyses, but their small abundance did not allow us to see them on the diffrac-
tograms. In addition, the semi-quantification performed thanks to SEM-EDS did not allow
to determine either their presence or their amount in the samples.

Halite was detected by XRD neither in the SHEx entrance, nor in its exit, probably
because of its too small abundance, but it was seen by SEM-EDS. Indeed, the intensity of
the peaks related to halite in the water boxes is weak on the XRD patterns (Figure 7).

To summarize, the composition of scales is homogeneous whatever the metal on which
they formed and whatever the temperature of deposition (from 65 ◦C to 40 ◦C). Thus, it
appears that these two parameters (alloy and temperature) do not influence the chemistry
of scales.

5.2. Thickness of Scales

It is to be noted that the measurement of the deposit thickness (Table 2) might be
considered as only semi-quantitative. Indeed, it could not always be performed strictly
perpendicular to the deposit, which induced an uncertainty in the obtained value. How-
ever, a general tendency is observed: the thickness increases (e.g., from 50 to 220 µm for
1.4410 tubes) when the temperature decreases (from 60 ◦C to 40 ◦C). The deposition of
scales in an exchanger has several effects, some of them positive, such as protection against
corrosion, others negative, such as insulation reducing the heat exchange and hence energy
production, or the decrease of the diameter of tubes which reduces the fluid flow. The
thicker the deposit, the better the protection against corrosion but the lower the energy
production. The thickness of scales has thus to be carefully monitored and controlled by
addition of inhibitors to the process and maintenance when necessary, in order to allow
optimal energy production.

5.3. Conditions of Scale Formation

It is likely that halite crystals developed when the SHEx was dismantled, during its
draining and drying, as they are not embedded in the scales and sometimes grew on the
MS of the scales (Figure 8A).

The conditions for scale formation during the geothermal process are summarized in
Table 7 which shows the changes undergone by the deposit through time, with a decreasing
influence of metal.

Table 7. Summary of conditions for scale formation.

Order of
Layer Formation

Layer
Structure Location Influence

of Metal

1st Smooth
(Figures 8D, 9A and 10) Contact with metal Strong

2nd Smooth to rough
(Figures 9 and 10) Contact with 1st layer Low to none

3rd Smooth to rough Contact with 2nd layer Low to none

4th and more Rough
(Figures 8A,B and 10) Contact with previous layer None
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The influence of alloy nature on the shape of galena crystals being eliminated, the
likely influencing parameters that remain to explain the crystal shapes are the chemical
composition of the brine, its temperature and the flow regime.

Dendrites were observed exclusively at the exit of the industrial installation and in
the entrance of the SHEx. Indeed, dendrites are known to crystallize quickly [31], which is
permitted by the highest temperature (75–65 ◦C) and the turbulence in these locations.

Abundant recent literature presents the conditions of galena synthesis in laboratory
and the shapes of crystals obtained [44,45,51–56]. Shapes identical to those found in the
SHEx are encountered in conditions described as hydrothermal, meaning with water as a
solvent and maintained at a temperature of, for example, 80 ◦C [50] to 200 ◦C [45], with
durations of 2 h [45] to 48 h [50]. Song et al. (2012) [44] report that the concentration of the
solution and reaction time (24 h at 170 ◦C) are key parameters for obtaining controlled PbS
crystal shapes. In those conditions, they report cubes, dendrites, stars, and wires. These
various shapes are required for specific industrial uses where the optical, magnetic and
electronic properties of semi-conductors are of high importance [45]. Other authors [52] con-
ducted solvothermal syntheses meaning with organic solvents and imposed temperature
conditions leading to PbS dendrites. Nanocoral shape was obtained by [53], by vapor-
solid deposition at high temperature (1050 ◦C) and thus at conditions drastically different
from ours. [51] provide examples of various shapes obtained at a constant temperature
(120 ◦C) but for various synthesis durations (3 to 24 h). [57] report various shapes of PbS
nanoparticles (cubic, needle-like, spherical) due to the use of a number of capping agents.
Wang et al. (2003) [52] who conducted their syntheses at the constant 120 ◦C temperature
with various starting agents and several solvents, including water, obtained various types
of PbS dendrites and other shapes. Hence, all these experiments show that there is no clear
relationship between the parameters of the synthesis and the shapes obtained.

At Soultz, the solvent of the brine is water, but the inhibitors that are injected in
the process are composed of organic molecules which play a role in the crystallization of
galena. In fact, when no such agent is used, mostly sulfates (barite group (Ba,Sr,Ca)SO4
solid-solution) are produced in the URG [12] and at Soultz in particular [27,31,33].

In the case of galena crystallization (use of inhibitors), when it occurs as cubes or
derived shapes it results from a preferential growth along <111> direction inducing {100}
faces to develop, which is not consistent with the major growth in <100> direction deduced
from XRD. However, this is not abnormal since cubes and cubic-derived shapes are rarely
found. Indeed, [54] proposed relations between crystal structure and crystal morphology
on an energy basis. According to [54] the morphology of a crystal is governed by chains of
strong bonds running through the structure, called periodic bond chain (P.B.C.) vectors.
Crystal faces are divided into three classes. Flat faces (F) contain two or more coplanar
P.B.C. vectors and are the most important faces. Stepped faces (S) are parallel to only one
P.B.C vector and are of medium importance. Kinked (K) faces are parallel to no P.B.C.
vector and are very rare or do not occur at all. For PbS crystals that belong to the fcc
structure, F faces are {100}, S faces are {110} and K faces are {111}. According to Hartmann’s
and Perdok’s theory [54] only F faces should appear at equilibrium, giving cubes as in
Figure 16. In fact, during crystal growth, impurities such as the inhibitors used in the
geothermal industrial process at Soultz, or As and Sb ions present in the geothermal brine,
are adsorbed on K faces ({111} in this case) which promotes their development, together
with that of cube (faces {100}), inducing the formation of cuboctahedrons (Figure 17A). In
other cases (Figure 17B), only faces {111} develop, leading to octahedral crystals. Crystals
with such planar faces (cubes, cuboctahedron, octahedron) appear in conditions of small
growth rate, here in laminar flow, as opposed to dendrites which are obtained by a high
growth rate in a single direction, here in the hottest and most turbulent flow. As seen in
Figure 19, when a crystal grows, the faces which are kept at the end are those where the
setting up of atoms is the slowest (faces {100} in the case of galena cubes). Indeed [55]
indicates that the faster the growth in a given direction, the smaller the area of the face
developed perpendicular to that direction (Figure 19, face {111}).
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Figure 19. Schematic growth of a crystal face {xxx} as a function of the atom setting up rate in the
direction perpendicular to that face <xxx>.

Hence, F faces are visible in the final crystal. Changes in morphology are related
to F faces showing a different (higher) growth rate. As a consequence, dendrites and
needles that develop in a preferential direction grow very quickly (turbulence and/or
high temperature) while cubes and derived shapes grow slowly, in laminar flow and at
temperatures which can be low (down to 40 ◦C). In Figure 14C, needles developed in three
perpendicular directions grow on a preexisting 30µm wide galena cube. This succession
of shapes might be controlled by very local changes in the parameters of the surrounding
medium.

Table 8 summarizes the occurrence of galena crystal shapes.

Table 8. Occurrence of galena crystal shapes as a function of their location, the temperature and
the flow.

Crystal Shape
Abundance

among Location
Samples

Temperature
(◦C) Flow

Dendrite + Industrial, Entrance(flange) 75–65 Turbulent
Needle ++ Water box, flange, tubes 65–40 Turbulent, laminar
Coral +++ Water box, flange, tubes 65–40 Turbulent, laminar
Cube + Water box, flange, tubes 65–40 Turbulent, laminar

Fibro-radiated ++ Water box, flange, tubes 65–40 Turbulent, laminar

Thus, except for dendrites, the location and hence turbulence degree of the place,
nature of alloy and temperature are not controlling the shape of PbS crystals that formed
in the SHEx, which can be found mixed at given places (Table 2) as opposed to what is
described in the literature for syntheses in the laboratory. This might be due to the fact that
in the SHEx, the parameters are not controlled as in the laboratory, which allows various
shapes to crystallize at the same place. In addition, the temperature range is low, from
65 ◦C to 40 ◦C and is probably not discriminating for promoting specific crystal shapes.

The presence of As sulfosalts such as dufrénoysite, and maybe others containing Sb as
indicated by the EDS semi-quantitative analyses (Table 5), might also be responsible for
some of the shapes that were encountered during this study. However, it was not possible
to identify them during SEM-EDS survey.

6. Conclusions and Outlook

One way to improve the energy production of geothermal power plants in the URG is
to decrease the reinjection temperature. This might induce several problems in the power
plants including cooling of the rock reservoir, promotion of a chemical disequilibrium
into it, and increase of scaling phenomenon as observed for the samples collected in the
SHEx at Soultz. When inhibitors are used, those scales are mostly composed of lead sulfide
(galena, PbS) together with minor sulfosalts The galena crystals collected at the interface
between the metals from which the SHEx was made and the geothermal fluid, after three
months of operation, show a homogeneous chemical composition including As and Sb,
whatever the alloy on which the scales deposited and whatever the temperature (65 ◦C to
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40 ◦C). Thus, there is no influence of the alloy on the scaling phenomenon, as opposed to
what is observed for corrosion. Those galena crystals show several shapes that cannot be
evidently connected to the alloy, the temperature or the large-scale flow regime, except for
dendrites. Indeed, the alloy is insulated from the fluid by the very first layers of deposit,
the temperature does not vary drastically from the entrance to the exit of the SHEx (25 ◦C
gradient only, at rather low temperatures), the chemical composition of the brine is constant
during the industrial process (Ravier, personal communication), and after three months
of operation, the scales are rough at the contact with the fluid and the flow is certainly
very slow because of this rugosity, allowing the slow growth of crystals with various
shapes including cubes and derived shapes. Dendrites are the only shape to be found
exclusively at the highest temperature (65–75 ◦C) and in a turbulent environment. To go
further, investigation could be performed with Raman to characterize the sulfosalts likely
present in the samples, and with XANES to assess the oxidation state of As, Pb and Sb. In
addition, statistics of the various shapes encountered at the different locations ought to be
performed to pinpoint likely influencing parameters at the micro-scale. Furthermore, one
could also conduct laboratory experiments with the brine produced from the geothermal
reservoir, and with varying parameters such as temperature, alloy, speed of flow rate, type
and amounts of inhibitors, etc. Finally, at present, scales produced at Soultz have to be
disposed of as waste due to their toxicity. One can rather imagine an industrial valorization,
especially for those deposited at the entrance and exit of the exchangers where mostly
dendrites are formed, which is a sought-after shape for the industry [52].
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Genetic Features of the Cu-As-Ni-Sb-Pb Mineralization from the Mlakva Polymetallic Deposit (Serbia)—New Occurrence of
(Ni-Sb)-Bearing Cu-Arsenides. Ore Geol. Rev. 2017, 80, 1245–1258. [CrossRef]
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Abstract: Geothermal energy has been a subject of great interest since the 1990s in the Upper Rhine
Graben (URG), where the first European Enhanced Geothermal System (EGS) pilot site has been
developed, in Soultz-sous-Forêts (SsF), France. Several studies have already been conducted on scales
occurring at the reinjection side at the geothermal plants located in the URG. It has been observed
that the composition of the scales changes as chemical treatment is applied to inhibit metal sulfate.
The purpose of this study was to model the scaling phenomenon occurring in the surface pipes
and the heat exchangers at the SsF geothermal plant. PhreeqC, a geochemical modelling software,
was used to reproduce the scaling observations in the geothermal plant during exploitation. A
suitable database was chosen based on the availability of chemical elements, minerals, and gas. A
thermodynamic model and a kinetic model were proposed for modelling the scaling phenomenon.
The thermodynamic model gave insight on possible minerals precipitated while the kinetic model,
after modifying the initial rates equation, produced results that were close to the expected scale
composition at the SsF geothermal plant. Additional laboratory studies on the kinetics of the scales
are proposed to complement the current model.

Keywords: Upper Rhine Graben; Soultz-sous-Forêts; geothermal brine; scaling; metal sulfides;
thermodynamic; kinetics

1. Introduction
1.1. Geothermal Energy in the Upper Rhine Graben

The Upper Rhine Graben (URG) is a rifting formation, oriented NNE, part of the Euro-
pean Cenozoic rift system. It extends for 300 km of length, from Basel (Switzerland) in the
south to Mainz (Germany) in the north. Important thermal anomalies have been identified
in the URG thanks to a rich geological exploration (Figure 1, [1]). These anomalies delineate
thermal gradient locally over 100 ◦C/km in the first km of sediments and controlled with
normal faults parallel to the graben direction. The first European Geothermal research
project of Soultz-sous-Forêts (SsF) was conducted initially in the early 1990s. This project
was based on the Hot Dry Rock (HDR) concept, where the goal was to create an artificial
heat exchanger in the basement rocks by hydraulic fracturing [2]. However, the results
obtained after the drilling of the first well at SsF showed the presence of natural fluid circu-
lation through the existing fracture network of the reservoir [3]. Since then, the Enhanced
Geothermal System (EGS) technology was incorporated into future development of the
URG geothermal project. This approach consists of exploiting the natural thermal brine
circulation by improving, if necessary, the connection between the geothermal wells and
the reservoir with various chemical, hydraulic, and thermal treatments [4].
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Figure 1. Map of the Upper Rhine Graben and schematic drawing of the deep wells at SsF geothermal plant [1].

There are several geothermal projects that have been developed in the French, German,
and Swiss URG region over the past years. In France, two notable geothermal plants are in
operation at SsF and Rittershoffen, respectively, for power and heat production while in
Germany, three geothermal plants are in operation for power generation.

1.2. SsF Geothermal Power Plant

The Soultz-sous-Forêts geothermal project started in 1987 and is the cradle of the
geothermal energy European research in granitic and fractured systems. Over 30 years
of research, the geothermal site at SsF continues to exploit commercially the fractured
basement for the EEIG Heat Mining. The actual geothermal system consists of three wells:
one production well named GPK-2 and two injection wells named GPK-3 and GPK-4
which are drilled 5 km into the granitic basement. The geothermal brine is produced at a
temperature of 150 ◦C, reaching the wellhead with a nominal flow rate of 30 kg/s provided
by a downhole production Line Shaft Pump [5]. The installed gross capacity of the binary
plant is around 1.7 MWe (Figure 2).
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Figure 2. The SsF geothermal power plant (Source: EEIG Heat Mining).

The geothermal brine is flowed through a system that consists of three consecutive
double pass tubular heat exchangers which supply heat to an Organic Rankine Cycle
(ORC) to produce electricity. The geothermal brine is then fully reinjected into the granitic
basement at around 65–70 ◦C. The volume of reinjected brine is split between the two
injection wells without the need of reinjection pumps. The well-head overpressure in
the surface infrastructure is regulated by using production pump which reaches about
23 bars to keep the gas dissolved in the brine. The reinjection temperature is linked to
the conversion process. The geothermal plant has been successfully producing electricity
commercially since September 2016, with an availability rate of about 90% for the past four
years [6]. The granite reservoir is made of a porphyritic monzogranite rich in K-feldspar
megacrysts. Primary silicate minerals are quartz, plagioclase, biotite, and hornblende. A
chemical analysis on the composition of the brine was taken in February 2020 (Table 1, [7]),
while an analysis on the gas dissolved in the brine was taken in April 2019 (Table 2, [7]).

Table 1. Composition of brine at the production well of the SsF geothermal plant [7].

GPK-2 (Production Well)

Composition of brine Na Ca K Cl Mg Sr Li SiO2 SO4 Br Mn NH4
(mg/L) 26,400 7020 3360 55,940 123 422 160 179 108 240 17 23.2

Composition of brine As Ba Cs Rb B Fe Zn F I Cu Pb Cd
(mg/L) 10 26 14 23 38 26.3 2.8 1.3 1.6 0.001 0.11 0.01

Composition of brine Sb Al U Ni HCO3 COT
(mg/L) 0.06 0.05 0.001 0.0011 197 0.9

Table 2. Composition of gas in brine at the production well of the SsF geothermal plant [7].

GPK-2 (Production Well)

Gas dissolved in brine %vol Partial pressure (atm)
CO2 0.882 0.882
N2 0.0908 0.0908

CH4 0.0239 0.0239

1.3. Geochemical Characterization of the Scale during Operation

In the Upper Rhine Graben region, scaling commonly occurs at the cold side of the
SsF geothermal plant [8]. Therefore, in the Upper Rhine Graben, scale formation before
the application of sulfate scale inhibitors was dominated by (Ba, Sr, Ca)SO4 solid–solution
scaling containing minor amounts of galena, pyrite, or poly-metallic sulfides phases [8–10].
The main scales observed related to deep geothermal activity have been studied not only
because when represented at a significant amount of secondary precipitations they could
plug the geothermal infrastructures (pipe, heat exchanger, well-head), but also because
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the scales have the properties to trap radiogenic elements such as 226Ra and 210Pb in their
crystalline lattices [8,9].

By using sulfate inhibitors in the Upper Rhine Graben region, barite precipitation was
strongly reduced [8,11]. However, brittle grey–dark scales are still precipitating on the
pipe walls consisting of PbS, and elemental Pb, As, Sb are precipitating in the geothermal
infrastructures [11]. Traces of halite are present on some samples, but it corresponds to a
drying residue from the geothermal brine [11]. Based on Raman spectrum of the sulfide
phase, a hydrothermal Pb-Sb-Cu-sulfide (Pb13CuSb7S24) has been characterized as well as
an amorphous phase [11].

Several studies at SsF geothermal plant [6,12] report on the effects of the chemical
treatment used to inhibit the formation of sulfate scales at SsF geothermal plant. Comple-
mentary studies have been carried out in the framework of the MEET research project at
temperature below 65 ◦C with a test heat exchanger [13]. A typical black scale deposit
at the wall of a tube pipe of this heat exchanger is shown in Figure 3. CY Cergy Paris
Université conducted a study on different scales found in the test heat exchanger with
a Zeiss GeminiSEM 300 Scanning Electron Microscopy, coupled with a Bruker Energy
Dispersive Spectrometry. Figure 4 details this typical scale, a (Pb,As,Sb)S fibro-radiated
hilly scale found at 50 ◦C on 1.4410 stainless steel tube [14].

Figure 3. PbS scales deposited in tubes from the test heat exchanger.

Figure 4. Microscopic photo of (Pb,As,Sb)S scale found at SsF plant [14].

Scales in the range between 150 ◦C and 65 ◦C have been sampled in June 2018 before
cleaning operation in the ORC evaporator and preheaters after nearly one year of operation.
Figure 5 presents a schematic drawing of the geothermal loop at SsF and the temperature
gradient in the heat exchangers between the production well GPK-2 and injection wells
GPK-3 and GPK4. Chemical composition of these scales has been determined using ICP
MS method which is a type of mass spectrometry that uses an inductively couple plasma
to ionize the sample. Scales in the range between 60 ◦C and 40 ◦C have been sampled
in April 2019 in a test heat exchanger (HEX) designed with different metallurgy and
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installed at the SsF geothermal plant during three months in the framework of the MEET
research project [13]. The latest chemical composition of scales observed at SsF geothermal
plant within a range of temperature between 150 ◦C to 40 ◦C are presented in Table 3.
Table 3 considers only scaling samples from tubes with 1.4410 metallurgy like the ORC
heat exchanges to have a good comparison. A detail description of these scales is given by
Ledésert et al. (2021) [14], and chemical composition was also determined using ICP MS
method. Chemical treatment of the brine was almost the same for the two sets of scales.
These scales consist of S, Pb, Sr, Ba, Sb, As, Fe, Si, and Cu elements.

Figure 5. Schematic drawing of the geothermal loop at SsF.

Table 3. The mass composition of scales formed in the heat exchangers at the geothermal plant and in the test heat
exchangers in percentage.

Temperature S Pb Sr Ba Sb As Fe Si Cu Exchanger

150 2.9% 2.0% 2.9% 0.94% 0.11% 0.53% 1.7% 3.8% 0.40% ORC Inlet Evaporator
120 11.8% 26.5% 0.65% 1.9% 3.3% 6.6% 7.5% 8.0% 16.6% ORC Inlet Preheater 2
90 11.2% 36.1% 0.86% 3.6% 3.1% 5.2% 8.0% 16.9% 5.1% ORC Inlet Preheater 1
65 13.1% 46.3% 0.51% 2.2% 6.3% 7.3% 4.6% 8.4% 4.5% ORC Outlet Preheater 1
60 13.1% 74.6% 0.01% 0.00% 6.4% 3.2% 0.07% 1.4% 0.40% Test HEX
50 14.4% 66.5% 0.01% 0.01% 11.4% 4.3% 0.55% 1.0% 0.43% Test HEX
40 16.7% 64.2% 0.01% 0.01% 10.9% 4.5% 0.48% 1.6% 0.36% Test HEX

The presentation of the mass percentage of scales is based on the total elements found
in the scales. Certain compounds, mainly carbonates, were omitted from Table 3 because
they are not the main focus of this study which is dedicated to low temperature scale
formation. There are also lesser amounts of the scales deposited in the higher temperature
heat exchangers (ORC heat exchangers), while more scales are deposited in the lower
temperature heat exchangers (Test HEX).

Lead is found primarily at lower temperatures notably at temperatures below 120 ◦C.
Sulfur, arsenic, silicon, and antimony are also deposited at large quantities after lead. The
rest of the elements are found in smaller traces (less than 5%). The test heat exchanger has
a different concentration of scales compared to the ORC heat exchangers at the geothermal
plant due to the difference in temperature. In the test heat exchanger, lead has a higher
concentration than those in the main exchangers. The chemical treatment on the sulfate
scales proved to be effective as the quantity of barium sulfate (barite) and strontium sulfate
(celestite) are found in very small quantities which are less than 4% for any point of
temperature, while before the application of such treatment (Ba, Sr, Ca)SO4 solid–solution
was dominating [8].

The main objective of this study was to model the scaling phenomenon occurring in
the surface pipes and heat exchangers at the SsF geothermal plant. Scaling formation was
firstly modelled according to thermodynamic perspective and the results are compared to
the geochemical analyses presented in Table 3 and used as references. A previous investi-
gation was conducted on available thermodynamical databases to find the most suitable
one regarding geochemical elements and possible scaling minerals. Thermodynamical
modeling was then completed with kinetic modeling to better represent real operational
conditions in heat exchangers. The results of both modeling are later discussed.
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2. Methods

The modelling of the geochemical fluids is done through the software, PhreeqC 3.6.4
which is a computer program that is written in C++ programming language. It is designed
to perform numerous aqueous geochemical calculations. PhreeqC implements several
types of aqueous models depending on the database used. This program was created
by the U.S. Geological Survey (USGS). PhreeqC is freely distributed by the USGS and is
currently an open source software.

PhreeqC uses a pre-established thermodynamic database to perform the calculations
during modelling of a fluid. Each database has different sets of elements and aqueous
species as well as different thermodynamic data which are taken from different references
sources. There are several databases found within the installation of the PhreeqC program.
Supplementary databases were also found in the PhreeqC Users forum. There are databases
taken from studies such as e THERMOCHIMIE [15] and THEREDA [16]. The PhreeqC
manual [17] was referred to when performing the modelling of formation of scales with
PhreeqC. Table 4 shows the list of databases gathered which are listed from D1 to D19:

Table 4. PhreeqC databases and allocated nomenclature.

Databases Nomenclature

Phreeqc D1
Pitzer D2

ColdChem D3
Core10 D4

Frezchem D5
Iso D6

LLNL D7
MINTEQ D8
Minteq v4 D9
Pitzer_Old D10

sit D11
T_H D12

WATEQ4F D13
Thermoddem_06_2017 D14

PHREEQC_ThermoddemV1.10_15Dec2020 D15
ThermoChimie_PHREEQC_eDH_v9b0 D16

THEREDA_2020_PHRQ D17
CEMDATA18.1-16-01-2019-phaseVol D18

ThermoChimie_PhreeqC_SIT_oxygen_v10a D19

2.1. Verification: Elements

In order to verify the validity of the databases to be used in the modelling process,
the sets of elements available within the databases were compared to the elements found
in the geothermal fluid at the SsF plant. The latest chemical analysis (taken in February
2020) on the composition of the brine at the SsF plant was used to cross-reference with the
sets of elements found in the databases to narrow down the list of valid databases. This
analysis showed that there was high concentration of Na and Cl ions in the brine. The
recent study by Bosia et al. (2021) [7] provides further details on the geochemical dataset
used. Databases with more supplementary elements were taken more into consideration
due to the likelihood of simulating the actual fluid. Thus, the presence of the elements in
the databases are compared to the elements found in the geothermal fluid at the SsF plant
(Table 5)
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Table 5. Geochemical elements in the databases.

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19

S x x x x x x x x x x x x x x x x x x x
Pb x x x x x x x x x x x
Sr x x x x x x x x x x x x x x x
Ba x x x x x x x x x x x x x
Sb x x x x x x x x
As x x x x x x x x x x
Fe x x x x x x x x x x x x x x x x
Si x x x x x x x x x x x x x x x x
Cu x x x x x x x x x x x x
Al x x x x x x x x x x x x x x x
B x x x x x x x x x x x x x x
Be x x x x x
Br x x x x x x x x x x x x x x
Ca x x x x x x x x x x x x x x x x x x
Cd x x x x x x x x x x x
Ce x x x
Cl x x x x x x x x x x x x x x x x x x
Co x x x x x x x x
Cs x x x x x x x x x
Dy x x x
Er x x x
Eu x x x x x x x
F x x x x x x x x x x x x

Gd x x x x
Ge x x
Hg x x x x x x x
Ho x x x x x x

I x x x x x x x x x x
In x x x
K x x x x x x x x x x x x x x x x x x x
La x x x
Li x x x x x x x x x x x x x x
Lu x x x
Mg x x x x x x x x x x x x x x x x x x x
Mn x x x x x x x x x x x x x x
Mo x x x x x x x x
Na x x x x x x x x x x x x x x x x x x x
Nd x x x x
Ni x x x x x x x x x x
P x x x x x x x x x x x x x x

Pd x x x x x x
Pr x x x
Rb x x x x x x x x x
Re x x x
Rh x x
Sc x x x x
Sm x x x x x x x
Tb x x x
Tm x x x
W x x x x
Y x x x

Yb x x x
Zn x x x x x x x x x x x x x

HCO3 x x x x x x x x x x x x x x x * x x x
NH4 x x x x x x x x x x x x
SO3 x x x x x x * x * x x x x x
SO4 x x x x x x x x x x x x x x x x x x x

Total 23 17 7 26 8 14 55 32 33 14 38 29 30 57 57 38 14 14 37

* = limited.
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The geochemical elements from the Table 5 are represented in their aqueous state.
From this study, the Thermoddem (D14 and D15) [18] and LLNL (D7) [19] databases, having
respectively 57 and 55 elements of the 57 SsF brine chemical composition, are observed to
be suitable for the purpose of this study as they possess the most amount elements found
in the brine at the SsF plant. Further reference to the Thermoddem database will be the
Thermoddem (D15) database instead of the Thermoddem (D14) database, because D15 is
the latest version for the Thermoddem database.

2.2. Verification: Minerals

Another criterion set for the validation of the databases is the formation of probable
minerals in the geothermal fluid at the SsF plant. A list of known minerals precipitated
was made to compare to the minerals found in the databases. Furthermore, a list of
probable minerals precipitated was made for minerals that have not been identified before
in previous studies. These minerals that are susceptible to precipitation are identified by
listing out minerals from the databases that consist of at least two of nine elements that
are the majority in the analysis of scales conducted at the site. The nine principal elements
are sulfur, lead, strontium, barium, antimony, arsenic, iron, silicon, and copper. A similar
approach to the verification of elements was used in the verification of minerals in which a
table with the list of minerals was cross-referenced with the database. The occurrences of
known minerals and minerals susceptible to precipitation in the databases are tabulated
(Table 6).

Table 6. Minerals in the databases.

Databases

Known Minerals D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19
Galena PbS x x x x x x x x x x
Quartz SiO2 x x x x x x x x x x x x x x x x
Calcite CaCO3 x x x x x x x x x x x x x x x x x

Anhydrite CaSO4 x x x x x x x x x x x x x x x x x
Gypsum CaSO4:2H20 x x x x x x x x x x x x x x x x x x

Barite BaSO4 x x x x x x x x x x x x
Halite NaCl x x x x x x x x x x x x x x x x x x

Goethite FeOOH x x x x x x x x x x x x x x
Celestite SrSO4 x x x x x x x x x x x x x x

Arsenopyrite FeAsS x x x
Stibnite Sb2S3 x x x x x x x x

Possible Other Minerals

Hematite Fe2O3 x x x x x x x x x x x x x x
Strontianite SrCO3 x x x x x x x x x x x x
Svanbergite SrAl3(PO4)(SO4)(OH)6 x x
Sr3(AsO4)2 Sr3(AsO4)2 x x x x x x

SrS SrS x x x x x x
Anglesite PbSO4 x x x x x x x x x x x
Cerussite PbCO3 x x x x x x x x x x x
Alamosite PbSiO3 x x x x x x x x x
Beudantite PbFe3(AsO4)2(OH)5:H2O x x

Corkite PbFe3(PO4)(OH)6SO4 x x x
Cotunnite PbCl2 x x x x x x x x x x

Duftite PbCuAsO4(OH) x x
Hinsdalite PbAl3(PO4)(SO4)(OH)6 x x x x x x x

Hydrocerussite Pb3(CO3)2(OH)2 x x x x x x x x x
Jarosite(Pb) Pb0.5Fe3(SO4)2(OH)6 x x
Lanarkite Pb2SO5 x x x x x x x x x x
Mimetite Pb5(AsO4)3Cl x x
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Table 6. Cont.

Databases

Pb3(AsO4)2 Pb3(AsO4)2 x x x x x x x
Pb3SO6 Pb3SO6 x x x x x

Pb4(OH)6SO4 Pb4(OH)6SO4 x x x x
Pb4SO7 Pb4SO7 x x x x x

PbSO4(NH3)2 PbSO4(NH3)2 x
PbSO4(NH3)4 PbSO4(NH3)4 x

Pb(Thiocyanate)2 Pb(SCN)2 x
Philipsbornite PbAl3(AsO4)2(OH)5:H2O x x

Tsumebite Pb2Cu(PO4)(SO4)OH x x x
Realgar AsS x x x x x x x x x x

Orpiment As2S3 x x x x x x x x x x
Bornite Cu5FeS4 x x x x

Chalcocite Cu2S x x x x x x x x
Berthierite FeSb2S4 x x

Total 12 7 3 9 4 7 33 25 25 6 21 25 25 35 35 23 2 8 23

The similar conclusion as before can be drawn from this verification in which the two
databases, Thermoddem (D15) and LLNL (D7) are suitable for the modelling of the geother-
mal fluids at the SsF plant due to possessing an extensive amount of thermodynamic data
on known mineral found as deposits in the plant as well as possible minerals precipitated.
The LLNL database has 33 mineral datasets out of the 42 possible minerals deposited, while
the Thermoddem database has 35 out of the 42 possible minerals deposited.

Another step was carried out to verify the domain of validity for the minerals in the
LLNL and Thermoddem databases. The range of temperature valid for each mineral was
verified to ensure that it corresponds with the maximum modelling temperature of 200 ◦C.
For the Thermoddem database, the thermodynamic data of all the minerals are valid within
0 ◦C to 300 ◦C. On the other hand, the LLNL database has different limits for each mineral.
Fortunately, the minerals that were identified in Table 6 are well within the limits proposed
in the LLNL database, as the lowest maximum temperature for the minerals found is at
200 ◦C.

2.3. Verification: B-Dot Model Database

The two databases of interest, the Thermoddem database and the LNLL database,
utilize the B-Dot equation for the calculation of activity of the elements. The B-dot model
is also known as the Truesdell–Jones model (TJ model). The ionic strength of the fluid
was calculated from the major elements mentioned in the most recent published geochem-
ical datasets in Bosia et al. (2021) [7] and found to be at 1.79 mol/kg for GPK-2 and at
1.8 mol/kg for GPK-3 (Table 7). The unit for the ionic strength can be represented as mol/L
or mol/kg since the fluid is primarily composed of water while the effects of the ions in the
conversion can be ignored due to their miniscule presence in the fluid. The validity of the
B-dot model is verified in Figure 6 [20] as the ionic strength is well within the limit of the TJ
model for both wells. The higher the ionic strength, the less accurate the results produced.
When the ionic strength of the brine exceeds the limits of the TJ model (2.2 mol/kg), the
results obtained from using the B-dot databases will no longer be valid.
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Figure 6. Schematic plot showing the general applicability of different activity coefficient models as a function of ionic
strength for a divalent cation. The dashed tangent to the curve at its origin is a plot of the Debye–Hückel limiting law for
the ion [18].

Table 7. Ionic strength calculations of the geothermal fluid sampled at GPK-2 and GPK-3.

Molar
Mass GPK-2 GPK-3 GPK-2 GPK-3 GPK-2 GPK-3

M
(mg/mol) mg/L mol/L Ionic Strength, I

(mol/L or mol/kg)
Na 23,000 26,400 26,700 1.148 1.161 0.574 0.580
Cl 35,500 57,490 57,490 1.619 1.619 0.810 0.810
K 39,100 3350 3350 0.086 0.086 0.043 0.043
Ca 40,100 7020 7030 0.175 0.175 0.350 0.351
Sr 87,620 422 434 0.005 0.005 0.010 0.010
Br 79,904 240 234 0.003 0.003 0.002 0.001
Li 6940 160 163 0.023 0.023 0.012 0.012

SiO2 40,100 179 180 0.004 0.004
Total 95,261 95,581 3.063 3.077 1.799 1.807

Since the ionic strength of the fluids at the SsF geothermal plant are well within the
limits of the zone of validity, the two databases are thus used for the modelling of the fluids.
Alsemgeest et al. (2021) [21] suggest being cautious when applying B-dot equation to SsF
high saline geothermal brine. Nevertheless, they are also the most documented in terms of
the geochemical elements and minerals.
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2.4. Verification: Gas

The data available on the gases in the databases are compared to those required for
modelling the geothermal fluid. The databases are then analyzed by initiating a preliminary
modelling of the fluids to compare the results of the modelling with the results at the plant.
For this preliminary modelling, the mixture of the gas dissolved in the brine (Table 2) was
used. The conditions of the preliminary modelling are done at pH 5.2 and at two different
temperatures, 80 ◦C and 150 ◦C. The saturation pressure of each database is compared
and analyzed. For this analysis, the Thermoddem database, the LLNL database, and the
Pitzer database were used. For the Thermoddem database and the LLNL database, as
they were deemed suitable for the modelling of scales through the verification of elements
and minerals, they are thus analyzed for the verification of gases. Even though the Pitzer
database lacks several data on the elements and minerals, it is still considered for modelling
of dissolved gases in the geothermal fluid because this database uses a different model for
the calculation of activity of the elements. This may then give a more accurate result in
the modelling of dissolved gases in the geothermal fluid. The results of the preliminary
modelling at two different temperatures steps in terms of saturation pressure with the three
databases are recorded in Table 8.

Table 8. Results of the saturation pressure of SsF gas for each database at two temperature steps.

Temperature (◦C) Pitzer LLNL Thermoddem

80 14 atm 10 atm 10 atm
150 18 atm 15 atm 16 atm

The LLNL and Thermoddem databases give out a similar result at both tested tem-
perature while the Pitzer database shows a higher pressure compared to the two previous
databases (Table 8). The saturation pressure obtained from modelling at 150 ◦C with the
Pitzer database (18 atm = 18.2 bar) is closer to the actual case observed at the SsF plant [22]
at the same temperature which ranges between 18.0 and 18.5 bar at relative pressure. The
Thermoddem and LLNL databases provided results outside the range of saturation pres-
sure observed at the SsF plant. Thus, the Pitzer database is found to be more suitable than
the Thermoddem and LLNL databases for the gas modelling of the SsF plant.

Overall, the Thermoddem database was selected for the modelling of the formation
of scales in the geothermal fluids as this database has more data than the LLNL database
on the geochemical elements and possible minerals precipitated. Furthermore, the Ther-
moddem database has been compiled by a French geological survey company, BRGM
which is specifically designed for waste derived from natural fluid precipitation [18]. As
for modelling of the dissolved gas in the fluid, the Pitzer database was observed to have
given a more satisfactory result as mentioned in the previous paragraph. Thus, the Pitzer
database should be used for the modelling of the solubility of gas in the geothermal fluid.

2.5. Scale Modelling

When modelling the formation of scales with PhreeqC, the physical properties of
the fluids such as the temperature, pressure and pH of the fluid are inputted into the
software. The initial temperature, pressure and pH of the fluid are 25 ◦C, 1 bar, and
pH 5.2 respectively representative of the laboratory conditions for brine analysis. The
temperature and pressure were later changed to the production conditions of the brine at
the SsF geothermal plant which are at 150 ◦C and 20 bars respectively. The pH of the fluid
is also adjusted by the software to reflect the temperature and the composition of the fluid,
thus there was no need to modify it. The unit for the concentration of each component in
the fluids is also user-defined. In the case of this study, the unit used is in mg/kgw where
kgw stands for a kilogram of water. Thus, the unit mg/kgw is the mass in milligrams of
the element for each kilogram of water.

The formation of scales at the SsF plant is initially modeled by using thermodynamic
modelling. This method uses the thermodynamic database researched in the previous
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section. The saturation index of each mineral is studied in this modelling process. For any
minerals with a saturation index equal or higher than zero for the conditions of the fluid
at the geothermal plant, that mineral can potentially precipitate. The amount of minerals
precipitated was then calculated. This method provided insight on the potential minerals
that could precipitate aside from the minerals already observed in previous studies such
as those mentioned in Scheiber et al. (2012) [8], Sanjuan et al. (2011) [9], and Nitschke
(2012) [10]. However, this method is limited to cases where thermodynamic equilibrium is
reached.

Kinetic modelling was also considered to represent accurately the situation of the
formation of scales at the geothermal plant. For this method, the amount of time that the
fluids pass through the plant’s exchangers is needed. It takes around 3 min for the fluid to
circulate from the entrance of the first ORC heat exchanger to the exit of the final ORC heat
exchanger. In these conditions, the kinetics of the reaction is also a crucial factor for the
kinetic modelling. The kinetic data for chalcopyrite, galena, orpiment, and pyrite was taken
from the database made by Zhang et al. (2019) [23]. The kinetic constant for stibnite was
taken from Biver et al. (2011) [24] and adjusted into a modified kinetic equation for galena.
For other minerals without any kinetic data, a modified kinetic equation of a similar mineral
was used. The amount of minerals precipitated is calculated using its kinetic equation.
This method refers to the saturation index of the mineral before calculating with the kinetic
information available. As stated before, when the saturation index of the mineral is below
zero, the kinetic calculation is skipped as the mineral does not precipitate. The duration
for the kinetic modelling at each temperature was set to one minute because the velocity
of the brine is estimated to be slightly less than 1 m/s and the length of the tubes of heat
exchanger (30 m). This gives a duration of about 30 s to pass through a heat exchanger.
Another 30 s was added to take into account the head cover and the pipes between each
heat exchanger.

3. Results

As mentioned in the previous section, the modelling of scales in the geothermal fluids
was done in Phreeqc with the Thermoddem database. For this modelling sequence, the
range of temperature and pressure were set. The temperature starts from 150 ◦C which is
the highest observable temperature at the SsF plant. The temperature then reduces until
the lowest temperature found in the test heat exchanger which is at 40 ◦C. Additionally,
two fictional temperatures were added which are at 175 ◦C and 200 ◦C in order to simulate
the influence of such high temperatures on the formation of scales. These two temperatures
are representative of temperatures found in the geothermal reservoir that is four to five
kilometers deep under. The pressure was then fixed at 20 bars to simulate the exact
conditions at the SsF geothermal plant.

3.1. Thermodynamic Modelling

The precipitation of the minerals was first studied through the observation made
on the saturation index of each mineral. For the minerals with a saturation index equal
or higher than zero, they are minerals that could possibly be present in the scales at
thermodynamic equilibrium (Appendix A, Table A1). A list of potential minerals present
within the set range of temperature was constructed from the observation of the saturation
index of each mineral (Table 9).
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Table 9. Presence of potential minerals at the set range of temperature according to saturation index.

Pressure (bar) 20

Temperature (◦C) 40 50 60 65 90 120 150 175 200
Known Minerals

SiO2 Amorphous_silica x x x x x x
CaSO4 Anhydrite x x
Sb2S3 Stibnite x x x x x x x
FeAsS Arsenopyrite x x x
BaSO4 Barite x x x x x x x x x
CuFeS2 Chalcopyrite (alpha) x x x x x x x x x

PbS Galena x x x x x x x x x
SiO2 Quartz (alpha) x x x x x x x x x
SiO2 Quartz (beta) x x x x x x x x x

Possible Other Minerals

Cu1.75S Anilite x x x x
FeSb2S4 Berthierite x x x x x x
Cu5FeS4 Bornite (alpha) x x x x x x x

SiO2 Chalcedony x x x x x x x x x
Cu2S Chalcocite (alpha) x x x x
SiO2 Coesite (alpha) x x x x x x
CuS Covellite x x x x
SiO2 Cristobalite (alpha) x x x x x x x x x
SiO2 Cristobalite (beta) x x x x x x x x

Cu1.934S Djurleite x x x x
Fe10S11 Fe10S11 x x x x
Fe11S12 Fe11S12 x x x x

Fe7.016S8 Fe7.016S8 x x x x x
Fe9S10 Fe9S10 x x x x
FeS2 Marcassite x x x x x x x x x

As2S3 Orpiment x x x x x
FeS2 Pyrite x x x x x x x x x

Na2(Fe3Fe2)Si8O22(OH)2 Riebeckite x

The next step for the modelling of scales formation at the SsF geothermal plant is to
calculate the quantity of minerals precipitating in the given temperature range. An initial
modelling based on the present minerals (Table 9) was done and the results showed that
not all minerals with a positive saturation index precipitated (Table 10, left side). This is
explained by the higher saturation index of several minerals which have higher priority to
precipitate. The results of the thermodynamic modelling (Table 11) from using the minerals
of the left side of Table 10 showed that majority of the minerals consist of silicates because
of the high concentration of O and Si. At the range of temperature between 40 ◦C to 150 ◦C,
silicate scales are not usually found at high amounts at the SsF geothermal plant.

Table 10. Mineral precipitated for thermodynamic modelling (For 40–200 ◦C).

Known Minerals

Minerals precipitated according to saturation index Minerals considered for thermodynamic modelling

SiO2 Amorphous silica CuFeS2 Chalcopyrite (alpha)
CaSO4 Anhydrite PbS Galena
BaSO4 Barite Sb2S3 Stibnite
CuFeS2 Chalcopyrite (alpha)

PbS Galena
SiO2 Quartz (alpha)
SiO2 Quartz (beta)
Sb2S3 Stibnite
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Table 10. Cont.

Possible Other Minerals

Minerals precipitated according to saturation index Minerals considered for thermodynamic modelling

Cu1.75S Anilite Cu1.75S Anilite
FeSb2S4 Berthierite FeSb2S4 Berthierite
Cu5FeS4 Bornite (alpha) Cu5FeS4 Bornite (alpha)

SiO2 Coesite (alpha) CuS Covellite
CuS Covellite FeS2 Marcasite
SiO2 Cristobalite (beta) As2S3 Orpiment
FeS2 Marcasite FeS2 Pyrite

As2S3 Orpiment
FeS2 Pyrite

Table 11. Results of first thermodynamic modelling in weight percentage.

Temperature (◦C)

M
(g/mol) 40 50 60 65 90 120 150 175 200

As 74.922 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Ba 137.33 2.3% 2.1% 4.4% 4.8% 5.1% 5.5% 4.9% 0.00% 0.00%
Ca 40.08 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 5.0% 9.7%
Cu 63.546 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Fe 55.847 0.60% 0.52% 0.45% 0.65% 1.3% 1.4% 1.4% 1.2% 1.1%
O 15.999 51.6% 51.7% 50.8% 50.4% 49.5% 49.3% 49.5% 50.8% 49.9%
Pb 207.2 0.01% 0.01% 0.02% 0.00% 0.02% 0.00% 0.01% 0.00% 0.01%
S 32.066 1.2% 1.1% 1.5% 1.9% 2.7% 2.9% 2.7% 5.4% 9.0%

Sb 121.75 0.01% 0.01% 0.02% 0.01% 0.02% 0.02% 0.01% 0.00% 0.00%
Si 28.086 44.3% 44.5% 42.8% 42.3% 41.3% 41.0% 41.4% 37.6% 30.3%

To have a better focus on the modelling of scales at the SsF geothermal plant, the
minerals considered for the thermodynamic model were then identified (Table 10, right
side). Barite and celestite were excluded from future modelling sequence, because inhibitors
are used by the operator to prevent the formation of these scales. For silicates, it is suspected
that kinetic reaction prevents their deposition. That is why they were excluded to focus on
the primary elements found in the scales found at the SsF geothermal plant as mentioned
before. The results of the calculation are done at the different temperatures (Table 12).

Table 12. Results of refined thermodynamic modelling in weight percentage.

Temperature (◦C)

M
(g/mol) 40 50 60 65 90 120 150 175 200

As 74.922 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Cu 63.546 0.04% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Fe 55.847 45.6% 45.6% 44.8% 45.9% 45.8% 46.2% 46.2% 46.5% 46.4%
Pb 207.2 0.72% 0.50% 1.5% 0.25% 0.52% 0.07% 0.43% 0.04% 0.30%
S 32.066 52.8% 52.9% 52.3% 53.1% 53.0% 53.2% 53.2% 53.4% 53.3%

Sb 121.75 0.77% 1.0% 1.5% 0.76% 0.67% 0.48% 0.17% 0.00% 0.00%

For each step of temperature, the modelling results show that sulfur and iron are the
major elements with concentrations of 45% and 53% respectively (Table 12). On the other
hand, the total amount of the other elements represents less than 3% of the total. Copper is
only found at 40 ◦C and in extremely small quantities. Antimony and lead are also found
in small quantities (less than 1.5%) at any given step of temperature.
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3.2. Kinetic Modelling

The results given out by the calculation of the thermodynamic model gives insight on
the precipitation of the minerals at thermodynamic equilibrium which may not necessarily
be respected in the conditions studied. Modelling done from a kinetics aspect was proposed
and the results from the thermodynamic model were compared and complimented with
literature review and field knowledge to select the proper minerals which could precipitate.
The kinetic information was mainly obtained from Zhang et al. (2019) [23] as mentioned
in the Section 2. Initially, the model had little modification to the kinetic information
used from the source with exception for minerals lacking their kinetic information. Rates
equations for metal sulfides including the concentration of oxygen into the calculation are
removed, because they serve no purpose due to the little to no oxygen content in the brine
at the SsF geothermal plant.

For the initial model, two different sets of minerals were considered. The first set
of minerals are galena (PbS), orpiment (As2S3), pyrite (FeS2), amorphous silica (SiO2),
quartz (alpha) (SiO2), and stibnite (Sb2S3). Galena and stibnite are known minerals already
observed at the SsF plant [14]. Pyrite was considered over arsenopyrite (AsFeS) and
chalcopyrite (CuFeS), because pyrite has a higher saturation index than arsenopyrite
(Appendix A, Table A1); thus pyrite is more susceptible to precipitate than arsenopyrite.
Chalcopyrite was dismissed as the principal provider of Fe precipitation because there is
only a small amount of copper found in the analysis done at the SsF plant (Table 3) which
is negligible compared to the quantity of Fe found. As for orpiment, this mineral is the only
representative for presence of the element As. For amorphous silica and quartz (alpha),
they were considered as they had a major influence in the thermodynamic modelling.
Unfortunately, the desired modelling conditions do not fall within the domain of validity
for the initial kinetic model created. For the formation of galena, this model is only valid for
a temperature between 25 ◦C to 70 ◦C and a pH between one and three. For the formation
of pyrite, this model is only valid for a temperature between 20 ◦C to 40 ◦C and a pH
between one and four. For both cases, the range of pH is too acidic compared to the actual
case. The model for the formation of orpiment is only valid for a temperature between
25 ◦C to 40 ◦C and a pH between 7.3 and 9.4 which is too alkaline. For the formation of
amorphous silica, the model is only valid for a pH around 5.7, which is a bit too alkaline
compared to the pH of the fluid at the SsF geothermal plant. For the formation of quartz
(alpha), the model is within the proper zone of validity. Regardless, this model was used as
an initial approach to modelling the minerals precipitated. For stibnite, no source for its
kinetic information aside from its kinetic constant is found [24]. Thus, the kinetic equation
of galena was taken and modified to suit the kinetic rate of stibnite. Minerals such as barite
and celestite were not added, because their exclusion serves as a proxy to their inhibition
by chemical treatment.

The second set of minerals consists of the same minerals from the first set, but exclud-
ing amorphous silica and quartz (alpha). These two minerals were excluded to better focus
on the main minerals identified in the scales at the SsF geothermal plant. The modelling
with both set of minerals was only done from 200 ◦C to 65 ◦C as it is complicated to model
the circulation of fluids in the pipes between the ORC heat exchangers and the test heat
exchangers. Furthermore, the residence time and the surface area of the heat exchangers in
contact with the brine are different in both cases which will thus further complexify the
model. To simplify the model, the ORC heat exchangers were chosen as the standard for
the temperature to be modelled.

The first results showed that for the temperatures between 65 ◦C and 150 ◦C, S and Fe
are the major elements in the simulated scales (Table 13). From 175 ◦C onwards, Si and O
are the major elements while Pb, As, and Sb are found in negligible amounts.
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Table 13. Results for initial kinetics model with first set of minerals in weight percentage.

Temperature Pb Fe As Sb S Si O Majority

65 8.88% 40.77% 0.14% 1.13% 48.73% 0.16% 0.18% S
90 2.14% 45.11% 0.01% 0.04% 52.16% 0.24% 0.28% S

120 0.95% 44.67% 0.00% 0.01% 51.45% 1.4% 1.6% S
150 0.60% 35.72% 0.00% 0.00% 41.12% 10.5% 12.0% S
175 0.22% 15.66% 0.00% 0.00% 18.01% 30.9% 35.2% O
200 0.01% 3.80% 0.00% 0.00% 4.36% 42.9% 48.9% O

The results show that sulfur is the majority for every step of temperature taking up to
53.4% of the composition of scales (Table 14). Iron is shown to be in second largest mass
quantity with a weight percentage of around 46% except at 65 ◦C which is at 40.9%. Lead
is shown to be in smaller quantity such as 8.9% at 65 ◦C and 2.2% at 90 ◦C, respectively.
Between 200 ◦C and 120 ◦C, the quantity of lead is less than 1%. As for antimony and
arsenic, both are found in extremely small quantities where antimony is at 1.1% and arsenic
is at 0.14% for the temperature of 65 ◦C. Antimony and arsenic are not found at higher
temperatures (above 150 ◦C).

Table 14. Results for initial kinetics model with second set of minerals in weight percentage.

Temperature Pb Fe As Sb S Majority

65 8.9% 40.9% 0.14% 1.1% 48.9% S
90 2.2% 45.4% 0.01% 0.04% 52.4% S
120 0.98% 46.0% 0.00% 0.01% 53.0% S
150 0.78% 46.1% 0.00% 0.00% 53.1% S
175 0.64% 46.2% 0.00% 0.00% 53.2% S
200 0.11% 46.5% 0.00% 0.00% 53.4% S

4. Discussion
4.1. Introduction

In this discussion, an analysis is done on the thermodynamic modelling and the
kinetic modelling to identify the utility and shortcomings of each method. The factors
that affect the results of each method are also discussed. Modifications were done on the
kinetic model to better fit with the chemistry of scale observed at the SsF plant. Finally,
new perspectives are proposed and discussed to improve further the proposed predictive
kinetic model.

4.2. Thermodynamic Modelling Analysis

The thermodynamic modelling provides insight on possible precipitation of minerals
at each temperature step. It can be observed that minerals containing strontium such
as celestite were not listed as minerals precipitated by the modelling software (Table 9).
In the analysis made on the scales at the SsF plant, traces of strontium were found and
were identified to be celestite [8,9]. This discrepancy can be explained by the fact that
the supposed mineral found at the plant, celestite, dissolves in favor of the precipitation
of barite [25]. Since the results are calculated at thermodynamic equilibrium, the total
consumption of celestite was already considered during the calculations made by PhreeqC.
Another explanation is that the PhreeqC software does not consider the existence of solid
solutions like barium/strontium sulfates. Hence, the software considers barite over celestite
for their precipitation. Thus, strontium was excluded from the comparison of the weight
percentage of the elements between the Ssf plant analyses, the thermodynamic models,
and the kinetic models. Barite is shown to potentially precipitate at the given range of
temperature (Table 9). However, as the temperature decreases, the saturation index of
barite increases thus increasing its potential to precipitate (Appendix A, Table A1). A
similar situation is observed in the formation of galena, albeit with a higher saturation
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index. For pyrite, it can also potentially precipitate at the given range of temperature. Its
saturation index increases from 200 ◦C to 90 ◦C in which it starts to decrease thereafter.
Precipitation of native metals could not be observed in neither thermodynamics modelling
nor kinetics modelling, because the modelling software cannot take into account their
formation.

When silicates were considered for the thermodynamic model, the results (Table 11)
showed that Si and O take up the majority of the elements until it rendered the rest of
the elements negligible in the simulated scales. This is not the case at the SsF geothermal
plant as there were tiny amounts of silicate in the actual analyses. A second model was
constructed by excluding the silicates to have a better focus on the known minerals found
at the geothermal plant.

The amount of galena formed in the thermodynamic models is greatly inferior to the
actual scaling at the SsF geothermal plant (Table 15). There is an unusually high amount
of iron and sulfur in the thermodynamic modelling. Furthermore, the quantity of lead is
still in the minority. Another problem is that the thermodynamic modelling simulates the
precipitation of the minerals over a great amount of time which is until the fluid reaches
thermodynamic equilibrium. At the SsF geothermal plant, the precipitation of the minerals
is not necessarily at thermodynamic equilibrium since the residence time of the brine in
the exchanger is only around three minutes. Furthermore, the initial amount of lead (Pb)
(Table 2) is smaller than the rest of elements in the brine. This could explain the low amount
of lead found in simulated scales compared to the other elements in this modelling method.
Thus, the thermodynamic model proved to be not sufficient for the prediction of formation
of scales at the SsF geothermal plant and kinetic effect must be considered.

Table 15. Comparison between Soultz-sous-Forêts, thermodynamic model, and kinetic model results
in relative percentage by weight.

Temperature 65 90 120 150

Pb

SsF plant analyses 59.7% 56.8% 39.9% 27.3%
Thermodynamic model 1 0.00% 0.02% 0.00% 0.01%
Thermodynamic model 2 0.25% 0.52% 0.07% 0.43%

Kinetic Model 1 8.9% 2.1% 0.95% 0.60%
Kinetic Model 2 8.9% 2.2% 0.98% 0.78%

Fe

SsF plant analyses 5.9% 12.6% 12.1% 23.3%
Thermodynamic model 1 0.65% 1.34% 1.37% 1.36%
Thermodynamic model 2 45.9% 45.8% 46.2% 46.2%

Kinetic Model 1 40.8% 45.1% 44.7% 35.7%
Kinetic Model 2 40.9% 45.4% 46.0% 46.1%

As

SsF plant analyses 9% 8% 13% 7%
Thermodynamic model 1 0% 0% 0% 0%
Thermodynamic model 2 0.00% 0.00% 0.00% 0.00%

Kinetic Model 1 0.14% 0.01% 0.00% 0.00%
Kinetic Model 2 0.14% 0.01% 0.00% 0.00%

Sb

SsF plant analyses 8% 5% 3% 2%
Thermodynamic model 1 0.01% 0.02% 0.02% 0.01%
Thermodynamic model 2 0.76% 0.67% 0.48% 0.17%

Kinetic Model 1 1.13% 0.04% 0.01% 0.00%
Kinetic Model 2 1.1% 0.04% 0.01% 0.00%

S

SsF plant analyses 17% 18% 32% 41%
Thermodynamic model 1 1.9% 2.7% 2.9% 2.7%
Thermodynamic model 2 53.1% 53.0% 53.2% 53.2%

Kinetic Model 1 48.73% 52.2% 51.5% 41.1%
Kinetic Model 2 48.9% 52.4% 53.0% 53.1%
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4.3. Kinetic Modelling Analysis

The kinetics model with the first set of minerals (Table 13) showed improvements in
the results when compared to the first thermodynamic model (Table 11). The kinetic model
with the first set of minerals (Table 13) has significantly reduced the Si and O contents for
the temperatures between 65 ◦C and 150 ◦C. This confirms that the kinetic effect controls
the absence of silicates in the SsF scales.

However, for this range of temperature, sulfur (S) and iron (Fe) have the highest
concentration with the highest percentage being 52.2% and 45.1% respectively (Table 15).
Regardless, the concentration of each element for the kinetic model 1 does not reflect the
actual concentration found in the SsF plant analyses.

As for the kinetic model 2, it showed similar improvements in the results to the results
of kinetic model 1. At 65 ◦C, the quantity of lead has increased from 0.25% (thermodynamic
model 2) to 8.9% (kinetic model 2) in the composition of elements found in the modelled
scales (Table 14). However, iron and sulfur are still the major elements in the modelled
scales. The lack of kinetic information on the formation of stibnite could also lead to
inaccuracies in the results such as the low amount of antimony. In addition, the amount of
sulfur present at each temperature is larger than the actual case. The discrepancies can be
explained by the conditions of the modelled scales being outside the domain of validity for
temperature and pH of the kinetic information used.

Therefore, to better simulate the scale formation at the SsF geothermal plant, a modi-
fied version of the initial model was created. In this second model, the kinetic information
of the minerals was modified to reflect closely to the analyses done at the geothermal plant.
The kinetic information was purposely modified until the model produces a result similar
to the ones obtained at SsF geothermal plant at one temperature step. The modification
was done iteratively until the results were in an approximate range of the actual case. Thus,
the modified kinetic information is not indicative of any actual kinetic values. The two
minerals (arsenopyrite and chalcopyrite) were added to compensate for the low amount of
arsenic and the high amount of sulfur and iron. The kinetic information of chalcopyrite is
taken from Zhang et al. (2019), whereas no kinetic data was found on arsenopyrite. Thus,
the kinetic data of chalcopyrite was taken and modified for arsenopyrite. Next, the kinetic
rate of pyrite was slowed down as this mineral has the greatest influence on the increases of
percentage of iron and sulfur (Table 16). Overall, the kinetic information of all the minerals
except galena and chalcopyrite was modified to obtain a general model for the formation
of scales.

Table 16. Modification of the first kinetic model. nx: representing the index used in the rates equation
(Appendix B).

Initial Model Modified Model

Arsenopyrite n = 1.68 n = 0.8
Orpiment n2 = −1.26 n2 = −1.48
Stibnite n = 0.5 n = 0.475

Pyrite n1 = −0.5 n1 = −0.25
n3 = 0.5 n3 = 0.55

The modified model presented a result that is closer to the analyses of scales at the
geothermal plant (Tables 15 and 17). The percentage of sulfur is still higher than the
actual case, but the increase in quantity of sulfur scales better than the unmodified kinetic
information models. The quantity of iron is higher than the actual case for the temperature
between 90 ◦C and 150 ◦C. In addition, there are no other minerals that contain antimony
and arsenic that has a positive saturation index for temperatures above 120 ◦C. This leads
to having small and negligible quantities of both elements at the mentioned temperature.
All things considered, this model allows a rough prediction on the scale formation when
operating the plant with sulfate scales inhibitors at the SsF geothermal plant as there is
only a small deviation between simulated results and the actual case. The model becomes
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less accurate at higher temperatures such as at 150 ◦C, because of the lack of antimony and
arsenic at this temperature (Table 15).

Table 17. Mass of elements in percentage for modified kinetics model.

Temperature Pb Fe As Sb S Cu Majority

65 52.2% 5.0% 9.0% 8.5% 22.5% 2.8% Lead
90 45.6% 16.0% 9.2% 1.2% 25.2% 2.8% Lead
120 34.9% 23.5% 7.0% 0.42% 29.6% 4.6% Lead
150 40.1% 22.7% 0.00% 0.01% 32.3% 4.9% Lead
175 41.7% 23.0% 0.00% 0.00% 32.8% 2.5% Lead
200 14.4% 38.0% 0.00% 0.00% 45.8% 1.8% Sulfur

4.4. New Perspectives

For the modelling of scales for the SsF geothermal plant, a lot of information was
lacking such as the kinetic information that is suited for the operating conditions of the
plant. Future studies and analyses on the precipitation of the minerals are to be arranged
to obtain the missing kinetic information and challenge the modified kinetic model. A
laboratory study is necessary to investigate the precipitation of minerals at conditions of
the SsF geothermal plant which is at around pH 5.2 and the temperature range of the ORC
heat exchangers. The kinetic model for pyrite might also not be suitable for modelling
the scales at the pH, pressure, and temperature of SsF geothermal plant which led to
inaccuracies in the results pertaining to the amount of Fe and S. Therefore, the kinetic
information of the precipitation of pyrite as well as galena, arsenopyrite, chalcopyrite,
arsenides, sulfosalts, selenides, and other base metal sulfides are needed to be determined
through this laboratory study so that a proper kinetic model can be constructed.

Furthermore, the inhibition of sulfates such as barium and celestite was just excluded
from the calculation due to lack of information on their kinetics. Therefore, the inhibition
process should also be analyzed and studied to obtain its kinetic information that can be
integrated into the kinetic model. With a proper kinetic model, a more precise result can be
obtained through the simulation on the formation of scales in the pipes and exchanger at
the geothermal plant. Besides that, other reactions aside from precipitation should also
be studied and integrated into the model such as the possibility of heavy metal corrosion
in the pipes and heat exchanger, as mentioned in Lichti and Brown (2013) [26] and Lichti
et al. (2016) [27]. This phenomenon should be studied at the SsF geothermal plant and be
verified whether it affects the amount of scales formed at the plant. A study should also be
conducted on the possibility of a chemical interaction between FeS and PbS. The results
from the laboratory studies on this chemical interaction at the SsF operational condition
could be integrated into the current prediction model for a more accurate result.

5. Conclusions

From the geochemical analyses done on the SsF geothermal plant, lead is found
to be the major element in the composition of scales formed when operating the plant
with sulfate anti-scales. The principal mineral formed was identified to be galena. This
could change when additional chemical treatment is added to the process. To have an
accurate prediction on the mineral and elements formed during the scaling phenomenon, a
prediction model needs to be created.

The main goal of this study was to better characterize the scales formed at the SsF
geothermal plant by establishing a geochemical model that allows the prediction of the
formation of scales. Intensive bibliographic research was done to obtain the necessary
thermodynamic and kinetic information used in the modelling of the formation of scales
at the SsF geothermal plant. The two methods of modelling present their own set of
challenges to reflect accurately the actual case.

For the thermodynamic modelling, this method is done over a great amount of time
which is impractical for predicting the formation of scales in an actual case. The saturation
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index obtained from thermodynamic modelling however is a good indication on which
mineral can precipitate in function of the temperature. Minerals such as silicate scales
could potentially precipitate at the right conditions.

For the kinetic modelling, specific kinetic information such as the rates equation and
the kinetic constant for the precipitation of the mineral are lacking for the desired range
of temperature. Nevertheless, the modelling shows that silicate precipitation is strongly
controlled by kinetic. Additionally, this method allows a more accurate prediction for the
formation of scales with the caveat of having the proper kinetic information.

The results obtained in this study open up to new perspectives on the issue of lack
of kinetic information. The proposed steps from the new perspectives can improve the
current prediction model for future uses.
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Appendix A

Table A1. Saturation Index of minerals with potential to precipitate.

Pressure (bar) 20

Temperature (◦C) 40 50 60 65 90 120 150 175 200
SiO2 Amorphous_silica 0.45 0.38 0.32 0.29 0.16 0.03 −0.08 −0.16 −0.24

CaSO4 Anhydrite −0.98 −0.88 −0.78 −0.73 −0.53 −0.32 −0.1 0.08 0.25
Cu1.75S Anilite 2.61 1.97 1.31 0.97 −0.55 −1.95 −3.05 −3.86 −4.65
FeAsS Arsenopyrite −0.52 −0.28 −0.04 0.06 0.3 0.13 −0.24 −0.58 −0.9
BaSO4 Barite 1.24 1.11 0.99 0.93 0.67 0.4 0.21 0.1 0.01

FeSb2S4 Berthierite 1.33 1.25 1.17 1.13 0.92 0.63 −0.02 −1.48 −3.15
Cu5FeS4 Bornite (alpha) 17.03 15.3 13.5 12.59 8.22 3.83 0.17 −2.56 −5.19

SiO2 Chalcedony 1.16 1.05 0.96 0.91 0.72 0.52 0.34 0.21 0.1
Cu2S Chalcocite (alpha) 2.75 2.01 1.24 0.85 −0.89 −2.45 −3.66 −4.53 −5.38

CuFeS2
Chalcopyrite

(alpha) 6.21 6.07 5.91 5.8 5.12 4.08 3.01 2.17 1.36

SiO2 Coesite (alpha) 0.64 0.55 0.47 0.43 0.26 0.09 −0.05 −0.16 −0.26
CuS Covellite 1.42 1.07 0.71 0.53 −0.36 −1.28 −2.09 −2.7 −3.28

SiO2
Cristobalite

(alpha) 0.89 0.8 0.72 0.68 0.52 0.35 0.21 0.1 0

SiO2 Cristobalite (beta) 0.83 0.74 0.66 0.62 0.47 0.31 0.17 0.07 −0.02
Cu1.934S Djurleite 2.76 2.05 1.3 0.93 −0.76 −2.29 −3.47 −4.34 −5.18
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Table A1. Cont.

Pressure (bar) 20

Fe10S11 Fe10S11 −19.75 −15.47 −11.34 −9.49 −2.77 0.56 1.65 1.98 2.14
Fe11S12 Fe11S12 −21.56 −16.83 −12.28 −10.23 −2.81 0.92 2.19 2.61 2.84

Fe7.016S8 Fe7.016S8 −11.61 −8.67 −5.83 −4.55 0.01 2.12 2.67 2.74 2.72
Fe9S10 Fe9S10 −16.97 −13.14 −9.45 −7.79 −1.8 1.11 2 2.23 2.31

PbS Galena 2.57 2.54 2.51 2.49 2.18 1.6 1 0.53 0.05
FeS2 Marcassite 4.15 4.39 4.63 4.72 4.87 4.42 3.73 3.13 2.56

As2S3 Orpiment 0.92 0.97 1.04 1.04 0.58 −0.82 −2.6 −4.1 −5.52
FeS2 Pyrite 4.84 5.06 5.28 5.36 5.45 4.96 4.23 3.6 3
SiO2 Quartz (alpha) 1.43 1.31 1.21 1.16 0.95 0.73 0.54 0.4 0.28
SiO2 Quartz (beta) 1.21 1.11 1.02 0.97 0.78 0.59 0.42 0.29 0.18

Na2(Fe3Fe2)Si8O22(OH)2 Riebeckite −7.54 −6.95 −6.34 −6.05 −4.66 −3.17 −1.68 −0.44 0.8
Sb2S3 Stibnite 3.25 2.76 2.29 2.08 1.25 0.7 0.02 −1.4 −3.01

Appendix B

The PhreeqC program code can be divided into several parts which signify different
simulation iterations. Every part is ended with the line “End” to carry on to the next
simulation. Each part is divided into several sections that carry out the different calculations
for the modelling of fluids. Certain sections are not mandatory for the simulation as each
of them serves different purposes. The first section is the “Database” in which we define
the database to be use as a reference for the calculations. The next section is “Solution” in
which the properties of the fluid are defined. Examples of the properties of the fluids which
are added in this section are the temperature, pressure, and pH of the fluid. Furthermore,
the composition of the fluid is also added in this section. The unit for the concentration of
each component in the fluids is defined by the user. In the case of this study, the unit that
was used is in mg/kgw (milligrams per kilogram of water).

The next section is the “Gas_Phase”. For this section, it functions similarly as the
“Solution” section in which the properties of the gas are defined and the composition in
percentage of the gas is declared. The properties of the gas can be modified for the different
simulation iterations by using the line “Gas Phase Modify”. This enables the modification
of volume, pressure, and the concentration of each component of the gas. In the case of this
study, this line is only used to modify the pressure of the gas.

The line “Reaction_Temperature” is used to modify the temperature of the solution
after the first simulation iteration. This section allows the modification of the initial
temperature of the fluid to another designated temperature or to a range of temperature.
The line “Equilibrium_Phases” is used to model and simulate the precipitation of minerals
in the brine. This line allows the user to obtain the number of moles of the minerals
precipitated or dissolved at thermodynamic equilibrium. The user is required to provide
the saturation index of each the corresponding minerals at the desired temperature.

The fluid can also be simulated from a kinetic aspect by using the lines “Rates” and
“Kinetics”. In the “Rates” section, the user is required to provide the rate equation for the
given mineral as well as the kinetics constant of the rate equation. The “Kinetics” section
uses the information from the “Rates” section to properly calculate the number of moles of
minerals precipitated for a given duration. In this section, the user is required to provide
information on the number of moles of minerals present initially in the fluid, the desired
duration of the precipitation of the minerals, the number of intervals between the given
duration and the type of Runge Kutta equation used. The Runge Kutta method is a family
of implicit and explicit iterative methods that includes the Euler method. This method is
used in temporal discretization for the approximate solution of differential equations.

The final command line used is the “Selected_Output” command line. This section
allows the user to output the certain parts of the results of the simulation into a text file or
a csv file.

DATABASE C:\phreeqc\database\PHREEQC_ThermoddemV1.10_15Dec2020.dat
SOLUTION 1

Units mg/L
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Temperature 25.0
Pressure 1.0
pH 5.2

Cl 55942
Na 26412
Ca 7018
K 3357
S 64.4
Pb 0.113
Sr 422.415
Ba 25.55
Sb 0.0645
As 9.676
Fe 26.3
Si 179
Cu 0.001

GAS_PHASE 1
-Pressure 1.0
-Fixed_Pressure
-Temperature 25
-Volume 1.03

CO2(g) 0.882
N2(g) 0.0908
CH4(g) 0.0239

END
USE SOLUTION 1
USE GAS_PHASE 1

GAS_PHASE_MODIFY 1
Pressure 19.7385

RATES

################
#arsenopyrite
################

-start
1 rem assuming Fe(III)>1e-4M is the switch point for Fe-promoted mechanism
10 R=8.31451
20 if TOT(“Fe(3)”)<=1e-4 then J=(10ˆ-1.52)*EXP(-28200/(R*TK))*ACT(“H+”)ˆ0.8
30 if (parm(1)>0) then SA0=parm(1) else SA0=1
40 if (M0<=0) then SA=SA0 else SA=SA0* (M/M0)ˆ0.67
70 SR_mineral=SR(“Arsenopyrite”)
80 if (M<0) then goto 150
90 if (M=0 and SR_mineral<1) then goto 150
100 rate=J*SA*(1-SR_mineral) *parm(2)
120 moles=rate*Time
150 Save moles
-end

################
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# chalcopyrite (Kimball et al. 2010)
################
chalcopyrite(alpha)

# experimental condition range T=4-100C, pH=0-5, log C(Fe+++)=-5-0

-start
1 rem assuming Fe(III)>1e-4M is the switch point for Fe-promoted mechanism
10 R=8.31451
20 if TOT(“Fe(3)”)<=1e-4 then J=(10ˆ-1.52)*EXP(-28200/(R*TK))*ACT(“H+”)ˆ1.68
else J=(10ˆ1.88)*EXP(-
48100/(R*TK))*ACT(“H+”)ˆ0.8*TOT(“Fe(3)”)ˆ0.42
30 if (parm(1)>0) then SA0=parm(1) else SA0=1
40 if (M0<=0) then SA=SA0 else SA=SA0* (M/M0)ˆ0.67
70 SR_mineral=SR(“Chalcopyrite(alpha)”)
80 if (M<0) then goto 150
90 if (M=0 and SR_mineral<1) then goto 150
100 rate=J*SA*(1-SR_mineral)*parm(2)
120 moles=rate*Time
150 Save moles
-end

################
# Galena (Acero et al., 2007)
################
Galena

# experimental condition range T=25-70C, pH=1-3

-start
1 rem unit should be mol, kgw-1 and second-1
2 rem parm(1) is surface area in the unit of m2/kgw
3 rem calculation of surface area can be found in the note
4 rem M is current moles of minerals
5 rem M0 is the initial moles of minerals
6 rem parm(2) is a correction factor
40 SR_mineral=SR(“Galena”)
41 if (M<0) then goto 200
42 if (M=0 and SR_mineral<1) then goto 200
43 if (M0<=0) then SA=PARM(1) else SA=PARM(1)*(M/M0)ˆ0.67
50 if (SA<=0) then SA=1
60 R=8.31451
70 J=10ˆ-5.7*exp(-23000/R/TK)*ACT(“H+”)ˆ0.43
90 Rate=J*(1-Sr_mineral)*SA*parm(2)
100 moles=Rate*Time
200 save moles
-end

###########
#As2S3(a)
###########
Orpiment

# from Palandri and Kharaka 2004
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# experimental condition range T=25-40C, pH=7.3-9.4

-start
1 rem unit should be mol,kgw-1 and second-1
2 rem parm(1) is surface area in the unit of m2/kgw
3 rem calculation of surface area can be found in the note
4 rem M is current moles of minerals. M0 is the initial moles of minerals
5 rem parm(2) is a correction factor
10 rem acid solution parameters
11 a1=0
12 E1=0
13 n1=0
20 rem neutral solution parameters
21 a2=4.95E-09
22 E2=8700
23 n3=0.180
30 rem base solution parameters
31 a3=1.36E-16
32 E3=8700
33 n2=-1.48
36 rem rate=0 if no minerals and undersaturated
40 SR_mineral=SR(“ORPIMENT”)
41 if (M<0) then goto 200
42 if (M=0 and SR_mineral<1) then goto 200
43 if (M0<=0) then SA=PARM(1) else SA=PARM(1)*(M/M0)ˆ0.67
50 if (SA<=0) then SA=1
60 R=8.31451
75 Rate1=a1*EXP(-E1/R/TK)*ACT(“H+”)ˆn1 #acid rate expression
80 Rate2=a2*EXP(-E2/R/TK)*ACT(“O2”)ˆn3 #neutral rate expression
85 Rate3=a3*EXP(-E3/R/TK)*ACT(“H+”)ˆn2 #base rate expression
90 Rate=(Rate1+Rate3)*(1-Sr_mineral)*SA*parm(2)
100 moles= rate*Time
200 save moles
-end

##############
#pyrite
############
pyrite
# from Palandri and Kharaka 2004
# experimental condition range T=20-40C, pH=1-4

-start
1 rem unit should be mol,kgw-1 and second-1
2 rem parm(1) is surface area in the unit of m2/kgw
3 rem calculation of surface area can be found in the note
4 rem M is current moles of minerals. M0 is the initial moles of minerals
5 rem parm(2) is a correction factor
10 rem acid solution parameters
11 a1=2.82E+02
12 E1=56900
13 n1=-0.25
14 n3=0.55
30 rem neutral solution parameters
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31 a3=2.64E+05
32 E3=56900
33 n2=0.500
36 rem rate=0 if no minerals and undersaturated
40 SR_mineral=SR(“pyrite”)
41 if (M<0) then goto 200
42 if (M=0 and SR_mineral<1) then goto 200
43 if (M0<=0) then SA=PARM(1) else SA=PARM(1)*(M/M0)ˆ0.67
50 if (SA<=0) then SA=1
60 R=8.31451
75 Rate1=a1*EXP(-E1/R/TK)*ACT(“H+”)ˆn1*ACT(“Fe+3”)ˆn3 #acid rate expression
80 Rate2=a2*EXP(-E2/R/TK)*ACT(“O2”) #neutral rate expression
90 Rate=(Rate1)*(1-Sr_mineral)*SA*parm(2)
100 moles= rate*Time
200 save moles
-end

Stibnite
-start

1 rem unit should be mol,kgw-1 and second-1
2 rem parm(1) is surface area in the unit of m2/kgw
3 rem calculation of surface area can be found in the note
4 rem M is current moles of minerals
5 rem M0 is the initial moles of minerals
6 rem parm(2) is a correction factor
40 SR_mineral= SR(“Stibnite”)
41 if (M<0) then goto 200
42 if (M=0 and SR_mineral<1) then goto 200
43 if (M0<=0) then SA=PARM(1) else SA=PARM(1)*(M/M0)ˆ0.67
50 if (SA<=0) then SA=1
60 k=1.25E-10*EXP(298.2/TK)
70 J=k*ACT(“H+”)ˆ0.475
90 Rate=J*(1-SR_mineral)*SA*parm(2)
100 moles=Rate*Time
200 save moles
-end

KINETICS

Arsenopyrite
-M 0.0
-M0 0.0
-parms 1.0 1.0
-tol 1e-8

-steps 1 min
-step_divide 10
-runge_kutta 3

Chalcopyrite(alpha)
-M 0.0
-M0 0.0
-parms 1.0 1.0
-tol 1e-8
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-steps 1 min
-step_divide 10
-runge_kutta 3

Galena
-M 0.0
-M0 0.0
-parms 1.0 1.0
-tol 1e-8

-steps 1 min
-step_divide 10
-runge_kutta 3

Orpiment
-M 0.0
-M0 0.0
-parms 1.0 1.0
-tol 1e-8

-steps 1 min
-step_divide 10
-runge_kutta 3

Pyrite
-M 0.0
-M0 0.0
-parms 1.0 1.0
-tol 1e-8

-steps 1 min
-step_divide 10
-runge_kutta 3

Stibnite
-M 0.0
-M0 0.0
-parms 1.0 1.0
-tol 1e-8

-steps 1 min
-step_divide 10
-runge_kutta 3

REACTION_TEMPERATURE 1
40.0 50.0 60.0 65.0 90.0 120.0 150.0 175.0 200.0

EQUILIBRIUM_PHASES
40 ◦C
Amorphous_silica 0.45 0.0
Barite 1.24 0.0
Chalcedony 1.16 0.0
Coesite(alpha) 0.64 0.0
Cristobalite(alpha) 0.89 0.0
Cristobalite(beta) 0.83 0.0
Quartz(alpha) 1.43 0.0
Quartz(beta) 1.21 0.0
Anilite 2.61 0.0
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Berthierite 1.33 0.0
Bornite(alpha) 17.03 0.0
Chalcocite(alpha) 2.75 0.0
Chalcopyrite(alpha) 6.21 0.0
Covellite 1.42 0.0
Djurleite 2.76 0.0
Galena 2.57 0.0
Marcassite 4.15 0.0
Orpiment 0.92 0.0
Pyrite 4.84 0.0
Stibnite 3.25 0.0
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Abstract: The geothermal powerplant of Soultz-sous-Forêts (France) is investigating the possibility
of producing more energy with the same infrastructure by reinjecting the geothermal fluid at lower
temperatures. Indeed, during the operation of the powerplant, the geothermal fluid is currently
reinjected at 60–70 ◦C in a deep fractured granite reservoir, and the MEET project aims to test its
reinjection at 40 ◦C. A 3D hydrothermal study was performed in order to evaluate the spreading
of the thermal front during colder reinjection and its impact on the production temperature. In the
first step, a 3D structural model at fault scale was created, integrating pre-existing models from 2D
vintage seismic profiles, vertical seismic profiles, seismic cloud structure and borehole image logs
calibrated with well data. This geometrical model was then adapted to be able to run hydrothermal
simulation. In the third step, a 3D hydrothermal model was built based on the structural model.
After calibration, the effect of colder reinjection on the production temperature was calculated. The
results show that a decrease of 10 ◦C in the injection temperature leads to a drop in the production
temperature of 2 ◦C after 2 years, reaching 3 ◦C after 25 years of operation. Lastly, the accuracy of the
structural model on which the simulations are based is discussed and an update of the structural
model is proposed in order to better reproduce the observations.

Keywords: Soultz-sous-Forêts; deep geothermal reservoir; structural model; thermo-hydraulic
simulations; MEET H2020 project

1. Introduction

The Upper Rhine Graben is known for its great potential for the exploitation of
geothermal energy at high temperatures. Indeed, it is characterized by strong local geother-
mal anomalies. Usually, the geothermal gradient in continental crust is approximately
30 ◦C/km. However, it can reach 100 ◦C/km in the Upper Rhine Graben (URG) thanks to
large convection loops in the granitic basement and the Triassic sandstone [1], up to the
Muschelkalk in some parts of the graben.

Soultz-sous-Forêts is located at around 50 km north of Strasbourg in the URG. The
geothermal project began in 1984 and the first drilling began in 1987 [2]. The initial goal
was to use the heat in the deep crystalline rocks to produce electricity by fracturing the
granite to create an artificial heat exchanger as part of a hot dry rock (HDR) project. For
this, an initial phase of drilling, stimulation, circulation tests and observation was carried
out until 2007 to study the crystalline rock and the feasibility of future operations. This
showed that hydrothermal fluid circulation was occurring in the natural fracture system.
The geothermal fluid is a 100 g/L NaCl type brine. Hydraulic, thermal and chemical
stimulations were performed to increase the permeability and the connections between
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the reservoir and the wells [3]. The term Enhanced Geothermal System (EGS) was defined
from the research work on Soultz-sous-Forêts. The site gradually shifted from a research to
industrial facility. Commercial electricity production began in June 2016 [4].

Three wells are currently operated, GPK-2, GPK-3 and GPK-4, reaching a depth of
more than 5000 m. Their trajectories are distributed in the north–south direction, following
the maximum horizontal stress direction. GPK-2 is the production well and GPK-3 and
GPK-4 are used as injection wells. The powerplant uses an organic Rankine cycle (ORC)
to convert the heat into electricity to produce a gross power of 1.7 MWe. Currently, the
powerplant produces, in a sustainable manner, fluid at more than 150 ◦C and the injection
temperature is approximately 60–70 ◦C [5].

The MEET H2020 project (Multidisciplinary and multi-context demonstration of
EGS exploration and Exploitation Techniques and potentials) aims at improving deep
geothermal energy development in Europe in different ways [6]. In existing EGS plants, it
plans to demonstrate the feasibility of reinjecting at lower temperatures, down to 40 ◦C, thus
increasing the potential heat valorization of 30%. For this purpose, various investigations
have been carried out in the framework of the MEET project, regarding the on-site feasibility
of colder reinjection [7] and its chemical effects [8]. The objective of the works presented
here was to evaluate the potential consequences of a decrease in the injection temperature
on the production temperature on a long-term basis.

2. Materials and Methods
2.1. Pre-Existing Soultz Structural Models

The European Cenozoic Rift System groups several rifts formed in response to Alpine
and Pyrenean orogens at the beginning of the Cenozoic era. The URG is one of these Tertiary
rifts. The rifting began during the Lower Eocene due the Pyrenean compressive tectonic
phase, which created or reactivated N–S and NE–SW Variscan faults. It was followed by an
E–W extension tectonic phase during the Oligocene, which was characterized by strong
subsidence [9]. This crustal thinning induced the rise of the Moho, which formed regional
thermal anomalies at URG scale.

The basement has been reached at 1400 m at Soultz-sous-Forêts. It is composed of
two different granites: a porphyritic monzogranite and a fined-grained two-mica granite.
The latter is found at the bottom of wells, at around 4500 mTVD [10]. The first one can be
very hydrothermally altered, especially around nearly vertical fault zones, which are very
abundant within the first km at the top basement. The small-scale fractures associated with
fault zones are mostly sealed with secondary quartz, calcite and illite.

The monzogranite is covered by sedimentary layers from Permo-Trias to Quaternary.
The Permian is poorly represented. The Trias sequence is the most important in this
sedimentary cover, from 1350 m to 750 m, characterized by sandstones, alternation of
limestone, marls and dolomites (from marine to fluvial environment). Then, Jurassic
layers with alternation of limestones and marls appear from 750 m to 600 m. The Tertiary
era marked the opening of the rift with the presence of evaporites and deposits of thin
lacustrine sediments.

Three pre-existing structural models of the nearby Soultz reservoir have been used in
order to build the complete structural model presented in Section 4.1:

• The first 3D structural model of Soultz-sous-Forêts was built in 1994 [10] from well data
and seismic profiles interpreted by the BRGM [11]. This model contains 5 horizons
from Jurassic to granite layers and faults in the sedimentary part.

• Later, a new interpretation of the PN84J seismic line [12] allowed the achievement
of another 3D geological model. It considers 3 horizons: the granitic basement, the
Buntsandstein unit and the Mélettes layer. It also contains faults in the sedimen-
tary part.

• In another model [13], the two-mica granite interface was considered as a layer.
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2.2. Operation Data and Calibration Dataset

The powerplant is operated with GPK-2 as a producer and GPK-3 and GPK-4 as injec-
tors. GPK-2, GPK-3 and GPK-4 are cemented to 1431, 1447 and 1446 mMDGL (Measured
Depth from Ground Level), respectively. At these depths, GPK-2 has been drilled in 8”1/2
until 5057 mMDGL and cased in 7” until 4440 mMDGL. GPK-3 and GPK-4 have been
drilled in 9”5/8 until 4592 and 4767 mMDGL and in 8”1/2 until 5111 and 5270 mMDGL.
In these wells, a zone between 4000 m and 4500 m TVD is cemented. GPK-2 is cemented
between 4200 m and 4500 m.

Feeding zones behind the casing have been reported [14] (in the upper granite reservoir
section) for GPK-2 and GPK-3, connecting the well to its annulus from, respectively, 1431
and 1447 mMDGL to 4170 and 3988 mMDGL. As GPK-4 does not present any significant
leaks in its casing between 1400 m and 4500 m, only its open hole below 4767 mMDGL is
considered. The trajectory of GPK-2 and GPK-3 was taken from the top of Buntsandstein
the bottom to take into account the known feed zones. Indeed, the cased section is cemented
at the top and bottom only, and nearly the entire granite section can be considered an
open hole. The Buntsandstein is then cemented but has been taken into account for its
hydrothermal connection with upper granite via nearly vertical fault zones.

Operation data used for model calibration range from 25 June 2016 to 24 June 2019
(3 years). The average production rate is 25–30 L/s. Injection is 100% in GPK-3 until the
beginning of March 2017 (almost 7 months) and is then split into GPK-3 and GPK-4 (see
Figure 1).
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2.3. Software and Codes Used

The works presented in this paper could be carried out using two commercial soft-
ware licenses:

• The reservoir modeling software PETREL 2019, developed by Schlumberger, for
structural modeling, using the Structural Framework workflow.

• The Finite Element simulation software FEFLOW 7, edited by DHI, for hydrother-
mal calculation.
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The meshing of the simplified structural model was performed with MeshIt, a software
program for the three-dimensional volumetric meshing of faulted reservoirs, developed by
GFZ [15].

3. Results
3.1. Structural Model
3.1.1. Complete Structural Model

For this study, the model of Renard and Courrioux 1994 [10] was used as the basis.
The horizons and regional faults provided in this model are based on vintage 2D seismic
line interpretations. The horizons and regional faults of this model were loaded and
reconstructed in Petrel. The well trajectories of GPK-1, GPK-2, GPK-3, GPK-4, EPS-1 and
4550 were also imported into the model. The two-mica granite layer [11] was also imported
as a layer according to the depth in GPK-3 and GPK-4 where it was observed.

The major faults from this model, identified in the sedimentary units (Kutzenhausen,
Soultz and Hermerswiller faults), were extended into the basement.

For the lower part of the structural model, information about local faults was collected
thanks to different data [13,16]:

• Cuttings;
• Well logs including oriented borehole logs (caliper, gamma ray, Ultrasonic Borehole Imager);
• Vertical seismic profiles (VSPs);
• Microseismicity studies.

As a result, the constructed model contains six geological layers. A total of 50 struc-
tures representing local faults could be integrated into the Petrel model (Figure 2). Each
fault was added by informing its orientation and its dip in the table of the well that is
intersected. Then, in the 3D model, each fault identified in several wells was linked to
create surfaces.

3.1.2. Simplified Structural Model for Meshing

The sedimentary faults are considered far enough from the wells to not have any
influence on the simulations, so it was decided to not keep them in the 3D hydrothermal
model. Indeed, these faults are located at a distance greater than the downhole distance
between the wells, which is generally considered the well radius of influence in the reservoir
for geothermal systems.

To study the hydrothermal circulation in the granite and between wells, faults were
selected based on the following criteria:

• Permeable faults: they must present flow or thermal anomalies, or have been detected
by a microseismicity cloud.

• Extension: they must intersect several wells to respect the connections between them.
• Contribution of the flow: recent flow logs and precedent studies [17] allowed the

estimation of the flow produced and injected in the different sections of the wells. In
order to respect these contributions in the hydraulic calibration, it was necessary to
keep faults crossing the well in specific sections (Table 1, Figure 3).

Table 1. Estimated flow contributions of the faults, derived from flow log data.

Wells FZ1800 FZ2120 FZ4770 FZ4760 FZ4925

GPK-2 - 65% (FZ2120 + FZ4770) 35% -
GPK-3 65% (FZ1800 + FZ2120) 35% - -
GPK-4 - - - - 100%

66



Geosciences 2021, 11, 502Geosciences 2021, 11, x FOR PEER REVIEW 5 of 16 
 

 

 
Figure 2. Complete 3D structural model of Soultz-sous-Forêts (in gray: regional fault zones from 2D 
seismic data interpretation; in color: local fault zones). The arrow on the bottom right of the figure 
indicates north. 

3.1.2. Simplified Structural Model for Meshing 
The sedimentary faults are considered far enough from the wells to not have any 

influence on the simulations, so it was decided to not keep them in the 3D hydrothermal 
model. Indeed, these faults are located at a distance greater than the downhole distance 
between the wells, which is generally considered the well radius of influence in the reser-
voir for geothermal systems. 

To study the hydrothermal circulation in the granite and between wells, faults were 
selected based on the following criteria: 
• Permeable faults: they must present flow or thermal anomalies, or have been de-

tected by a microseismicity cloud. 
• Extension: they must intersect several wells to respect the connections between them. 
• Contribution of the flow: recent flow logs and precedent studies [17] allowed the es-

timation of the flow produced and injected in the different sections of the wells. In 
order to respect these contributions in the hydraulic calibration, it was necessary to 
keep faults crossing the well in specific sections (Table 1, Figure 3). 
Finally, five faults were chosen (Figure 3): 

• GPK-3-FZ4770 intersects GPK-3 at 4770 mMDGL (Measured Depth from Ground 
Level). It is the largest observed in the UBI. It controlled 70% of fluid losses during 
the hydraulic test and it matches with the microseismic structure MS-GPK-3-2003a. 
It also intersects the leakage of GPK-2 at 3900 mMDGL. 

Figure 2. Complete 3D structural model of Soultz-sous-Forêts (in gray: regional fault zones from 2D
seismic data interpretation; in color: local fault zones). The arrow on the bottom right of the figure
indicates north.

Geosciences 2021, 11, x FOR PEER REVIEW 6 of 16 
 

 

• Then, the microseismicity structure MS-GPK3-2003c fits with the FZ4925 fracture that 
intersects GPK-4 at 4924 mMDGL. It also intersects the fracture GPK-3-FZ4770, cre-
ating a needed connection with the other wells, so it is important to take it into ac-
count in the hydrothermal circulation. 

• At a shallower level, GPK2-FZ2120 was selected because of its extent. Indeed, it in-
tersects GPK-2 at 2123 mMDGL but also GPK-3 and GPK-4 at similar depths, con-
necting the three annuluses together. Moreover, it induces total mud losses and took 
95% of the flow during drilling. 

• Tracer tests demonstrated that around 60% of the flow comes from the far field 
through the open hole of GPK-2 but, recently, this contribution has decreased and is 
now estimated at around 35%. To represent this entry, the fault GPK2-FZ4760 was 
selected. Even if there were no geophysical measurements in the deepest part of 
GPK-2, an orientation of N170° and a dip of 65°W at 4760 m were inferred based on 
gamma ray, caliper logs and cutting observations [16]. This fault was extended to one 
of the boundaries of the model to simulate the far-field influx. 

• GPK4-FZ1800 was the last fault selected because of its intersection with GPK-4 at 1801 
mMDGL and GPK-3, the thickness of the damage zone (observed on UBI) and mud 
losses during drilling. A sensibility study revealed that this fault has not much impact on 
the model and it was chosen before the hypothesis of keeping only the open hole of GPK-
4. Thus, it was kept in the structural model but not in the hydrothermal simulations. 

Table 1. Estimated flow contributions of the faults, derived from flow log data. 

Wells FZ1800 FZ2120 FZ4770 FZ4760 FZ4925 
GPK-2 - 65% (FZ2120 + FZ4770) 35% - 
GPK-3 65% (FZ1800 + FZ2120) 35% - - 
GPK-4 - - - - 100% 

 

 

 

Figure 3. Simplified 3D structural model of Soultz-sous-Forêts. The arrow on the bottom right of the 
figure indicates north. 

  

Figure 3. Simplified 3D structural model of Soultz-sous-Forêts. The arrow on the bottom right of the
figure indicates north.

67



Geosciences 2021, 11, 502

Finally, five faults were chosen (Figure 3):

• GPK-3-FZ4770 intersects GPK-3 at 4770 mMDGL (Measured Depth from Ground
Level). It is the largest observed in the UBI. It controlled 70% of fluid losses during the
hydraulic test and it matches with the microseismic structure MS-GPK-3-2003a. It also
intersects the leakage of GPK-2 at 3900 mMDGL.

• Then, the microseismicity structure MS-GPK3-2003c fits with the FZ4925 fracture
that intersects GPK-4 at 4924 mMDGL. It also intersects the fracture GPK-3-FZ4770,
creating a needed connection with the other wells, so it is important to take it into
account in the hydrothermal circulation.

• At a shallower level, GPK2-FZ2120 was selected because of its extent. Indeed, it inter-
sects GPK-2 at 2123 mMDGL but also GPK-3 and GPK-4 at similar depths, connecting
the three annuluses together. Moreover, it induces total mud losses and took 95% of
the flow during drilling.

• Tracer tests demonstrated that around 60% of the flow comes from the far field
through the open hole of GPK-2 but, recently, this contribution has decreased and is
now estimated at around 35%. To represent this entry, the fault GPK2-FZ4760 was
selected. Even if there were no geophysical measurements in the deepest part of
GPK-2, an orientation of N170◦ and a dip of 65◦W at 4760 m were inferred based on
gamma ray, caliper logs and cutting observations [16]. This fault was extended to one
of the boundaries of the model to simulate the far-field influx.

• GPK4-FZ1800 was the last fault selected because of its intersection with GPK-4 at
1801 mMDGL and GPK-3, the thickness of the damage zone (observed on UBI) and
mud losses during drilling. A sensibility study revealed that this fault has not much im-
pact on the model and it was chosen before the hypothesis of keeping only the open hole of
GPK-4. Thus, it was kept in the structural model but not in the hydrothermal simulations.

3.2. Mesh

The horizons and faults were extracted from Petrel as surfaces and imported in
MeshIt, intermediate software that allows the building of units. Once the model was
structured, it was imported into FEFLOW. The entire model was refined by the Tetgen
algorithm, especially near the surfaces of faults where the distance between two points
was 20 m and the well trajectory where the refinement varied between 5 and 1 m near
the intersection between faults and wells (Table 2). This created an unstructured 3D
tetrahedral mesh (Figure 4). Faults were assigned to their corresponding surface as 2D
discrete feature elements.

Table 2. Meshing parameters.

Parameter Value

Mesh type Tetrahedron
Number of units 3

Number of tetrahedrons 257,491
Number of nodes 43,013

Number of discrete features 5
Number of elements in discrete features 19,491

Volume total 411.6 km3

North–south extent 7 km
East–west extent 7 km

Depth −8 km above sea level
Top surface 400 m above sea level
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3.3. Boundary Conditions and Initial State

The boundary conditions are defined as follows:

• Constant head of 10 m (=hydrostatic pressure gradient) boundary conditions on the
lateral sides and on top of the model.

• A heat flux of 0.072 W/m2 coming from the bottom of the model. This value was
adjusted in order to reproduce the observed temperature gradient in the deepest part
of the reservoir (see green line in Figure 5), where a conductive-only heat transport
regime is assumed.

• The temperature is 10 ◦C at the surface (0 m).

The initial state is defined by:

• A hydrostatic pressure gradient in the model.
• A non-linear temperature distribution, varying with depth (Figure 5). As the model

does not simulate convection and does not aim at reproducing long-term fluid flow,
which would explain the observed temperature profile in Soultz (suggesting up-
welling of hot fluid), the measured temperature profile at the wells was imported as a
temperature distribution for the initial state. A simple transient hydrothermal simu-
lation assuming no well use showed that this temperature profile remained almost
unchanged over 50 years (see red points in Figure 5). Thus, within the timeframe of
the simulation, the temperature distribution is representative of the real temperature
profile of GPK-3 during the 30 years of simulations discussed in this study.
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Figure 5. Comparison between GPK-3 temperature profile measured at equilibrium (in blue) and
initial condition of the model (in yellow). The red points show the temperature extracted from
the model after 50 years without pumping. The green line shows the result of a 0.072 W/m2
conductive-only thermal regime.

3.4. Calibration Results

The calibration must respect:

• The estimated contribution of the faults in each section of the wells (Table 1);
• The measured wellhead pressure during the past 3 years of operation—around 0 bar

for GPK-2, 1 bar for GPK-3 and 18 bar for GPK-4 according to the flow rate at-
tributed earlier;

• The production temperature observed in GPK-2, which is very dependent on the
preferential fluid flow paths governed by the relative hydraulic properties of the
different fault zones.

The calculations were run in a steady-state hydraulic regime and transient thermal
regime. Fluid parameters were derived from the analysis realized at the nearby Rittershoffen
geothermal site (thermal conductivity of 0.681 W/m/K and thermal capacity of 3.86 MJ/m3/K).
The calibration was done manually by varying the hydraulic parameters of faults and matrix
as the hydraulic conductivity and the thickness of faults. Initial geological layers and faults’
hydraulic parameters were derived from the literature [13,14,18,19]. Fault thickness was
derived from geological data (cutting analysis), also reported in these publications.

A sensitivity analysis was manually performed in order to calibrate the model. It
highlighted the high impact of the fault hydraulic properties (hydraulic conductivity and
thickness). The calibration was carried out in two steps. At first, the flow contributions of
the faults and well pressures were fitted at best (see Table 3) using realistic parameters, in
order to calibrate the fault transmissivity. Then, the hydraulic conductivity and thickness of
each fault were adjusted, keeping the transmissivity of each fault constant. As a result, GPK-
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2′s production temperature could also be acceptably fitted (see Figure 6). It is important
to mention that the output GPK-2 production temperature from FEFLOW is a mean
temperature from the different contributions. Therefore, it was necessary to correct the
FEFLOW output to take into account temperature losses in the well when the fluid circulates
upwards over a few kilometers in the well in order to be able to compare the model
results with observed temperature data (wellhead measurements). The temperature losses
were calculated using a polynomial function of the flowrate and reservoir temperature,
calculated using wellbore simulator HEX-B for the GPK-2 well [20]. The same work was
realized on the input injection temperature for GPK-3 and GPK-4 (i.e., the input temperature
given to FEFLOW is higher than operation values as it takes into account the heating of
the fluid when going down in the well). It must be pointed out that numerical instabilities
(oscillations) were observed in the calculated temperature after the shutdown/restart of
the plant, inducing rapid fluid velocity changes in the model.

Table 3. Fault contributions obtained at the end of the calibration (in bold). Estimated real contribu-
tions from Table 1 are recalled in italic.

Wells FZ1800 FZ2120 FZ4770 FZ4760 FZ4925

GPK-2 - 60% (FZ2120 + FZ4770)—65% 37–35% -
GPK-3 62% (FZ1800 + FZ2120)—65% 31–35% - -
GPK-4 - - - - 99–100%
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At the end of the calibration, the faults had transmissivities between 6.30 × 10−5

and 3 × 10−4 m2/s, except the FZ4760 one, which showed significantly higher transmis-
sivity. Indeed, this fault is known as a main contributor to GPK-2 from logging data.
However, many structures contribute to the production of the GPK-2 open-hole with an
important connection to the far-field [17]. In order to reproduce the high contribution
of this zone to the system, the best solution was to artificially extend this fault to the
boundary of the model. As a result, this fault represents the entire contribution of the far
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field to the production well. The final geological layers and fault parameters are shown in
Tables 4 and 5.

Table 4. Geological layer parameters after calibration.

Parameter Units Upper
Sediments Buntsandstein Granite

Hydraulic Conductivity [m/s] 5e-08 1e-08 7e-09
Specific Storage [1/m] 8e-07 5e-07 1.75e-08

Porosity [-] 0.1 0.03 0.03
Thermal Conductivity [W/m/K] 2.8 2.5 2.5

Thermal Capacity [J/m3/K] 2e06 3.2e06 2.9e06
Heat Production [W/m3] 5e-07 5e-07 3e-06

Table 5. Fault parameters after calibration.

Parameter Units FZ1800 FZ2120 FZ4760 FZ4770 FZ4925

Hydraulic Conductivity [m/s] 6.08e-06 1.7e-05 0.05 2e-05 6.3e-05
Specific Storage [1/m] 2e-06 2e-06 2e-06 2e-06 2e-06

Porosity [-] 0.1 0.1 0.1 0.1 0.1
Thermal Conductivity [W/m/K] 2.5 2.5 2.5 2.5 2.5

Thermal Capacity [J/m3/K] 2.9e06 2.9e06 2.9e06 2.9e06 2.9e06
Thickness [m] 12 15 8 15 1

Heat Production [W/m3] 3e-06 3e-06 3e-06 3e-06 3e-06
Transmissivity [m2/s] 7.3e-05 2.55e-04 0.4 3e-04 6.3e-05

3.5. Long-Term Simulation Results

In order to calculate the reinjection temperature effect over a long period, the simula-
tion was run over 30 years, including the first 3 years of calibration. Four runs were carried
out, simulating reinjection temperatures of, respectively, 70, 60, 50 and 40 ◦C (see Figure 7).
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The results show that a decrease of 10 ◦C in the injection temperature in GPK-3 and
GPK-4 is expected to produce a drop of approximately 2.8 ◦C in the production temperature
at GPK-2 over 30 years. It is interesting to note that this drop does not increase significantly
with time, as the drop is already significant (2 ◦C) after 2 years of operation (i.e., after
5 years of simulation).
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3.6. Short-Term Simulation Results

Additional simulations were run using this numerical model, assuming a lower
reinjection temperature in the reservoir for 4 months only, and then returning to the
actual (70 ◦C) reinjection temperature (Figure 8). This showed that the effect of a lower
injection temperature over a few months would have a short-term impact on the production
temperature, which would drop from one to two degrees one year after the injection
temperature changes. This effect disappears approximately 2 years after returning to the
initial injection temperature of 70 ◦C.
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4. Discussion
4.1. Outcomes of the Simulations

The works presented here are part of a wider simulation effort aiming at understand-
ing the Soultz-sous-Forêts geothermal site’s behavior. Thus, the results presented here are
a work in progress, but the calculations to come aim at understanding how the far-field
contribution integrates in the Soultz system (by which fault connections). Therefore, the
remaining work will not change or update the results/conclusions of the works presented
here. The simulation results show that:

• A temporary decrease (over a few months) in the injection temperature does not affect
the production temperature over a long time, as the production temperature returns
to the initial production temperature after a maximum of 2 years.

• A permanent decrease in the injection temperature will have a limited effect on the
production temperature. According to the models, a 10 ◦C injection temperature
decrease in GPK-3 and GPK-4 is expected to produce a drop of up to 3 ◦C in the
production temperature at GPK-2 over 30 years.

• Moreover, colder reinjection does not significantly affect the temperature distribution
in the reservoir. The cold front does not propagate faster, and the “cooled-down”
volume reaches a lower temperature at its core but the temperature impact at the
fringe remains limited, as the cold fluid will finally drain more energy from the
surrounding rock. This is the reason that the temperature impact at the production
well remains limited.

To summarize, a significant decrease in the injection temperature (from 70 ◦C down to
40 ◦C) in order to produce more energy appears to have a clear but limited impact on the
reservoir and on the production temperature. This impact is mainly due to fast connections,
likely to occur in the upper part of the reservoir, due to production casing integrity issues.
Thus, from a reservoir point of view, this work confirms that using colder injections to
increase the total produced energy is perfectly feasible.
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4.2. Simulation Results vs. Observations

In the framework of the MEET project, a low-temperature ORC unit was tested in
Soultz-sous-Forêts. It was installed after the existing high-temperature ORC unit, thus
taking fluid at 70 ◦C as an input (output temperature of the existing ORC unit). This small
additional ORC unit has been running for 3 months, from mid-March to mid-June 2021 [6].
The objective of this test was (1) to quantify the efficiency of such a low-temperature ORC
unit and (2) to reinject fluid at a lower temperature in Soultz during a few months and
observe the effect on the reservoir. This would have allowed comparison of the model
results with observation data. Unfortunately, the thermal power of the ORC unit was too
low to create a significant change in the reinjection temperature.

A recent observation of the production temperature suggests that the injection tem-
perature has a slightly stronger effect than that inferred by the model (which shows that
a decrease of 10 ◦C in the injection temperature is expected to produce a drop of approx-
imately 2–3 ◦C in the production temperature after a few years). Indeed, it is suspected
that the permeability of the main fault zones (which are the largest flow contributors to
the wells) has been increasing since the system begun operation. This leads to a faster
connection between wells. This seems to be confirmed by the pressure decrease observed
at the injection wells.

The process behind the possible permeability increase in the most permeable faults
is unclear. Indeed, mineral crystallization during brine circulation could lead to a perme-
ability decrease in the circulation zones, as mineralization could progressively close the
fractures [21]. Nevertheless, this effect might be compensated by other processes, either
purely thermal (fracture aperture increasing as the surrounding rock is being cooled down)
or mechanical (fracture aperture increasing due to failure processes). The cooling of the
reservoir and subsequent stress change around the injection well could also positively
impact the fracture’s mechanical behavior, allowing fracture opening by jacking at lower
pressures. Interestingly, this possible permeability increase in the most permeable faults
leads to the conclusion that the most permeable fault network located in the first kilometer
of the Soultz granitic basement is a promising geothermal target. The successful geothermal
Rittershoffen project targeting such local faults located in the first kilometer of the top
basement confirmed this observation [22].

4.3. Structural Model Update

The calibration effort led the model to reproduce realistic values of the wellhead
pressures, to fit accurately the contribution of the faults at the wells and leading to a good
fit of the production temperature over the 3 year calibration period. This certainly shows
that the structural model is representative of the reservoir.

Nevertheless, the calibration also showed the limitations of the structural model
behind the simulations. Indeed, it appeared necessary to extend one of the faults (FZ4760)
to the boundary of the model and to attribute to this structure higher transmissivity
values than inferred during the hydraulic tests of the well, in order to obtain the far-field
contribution from the reservoir to the system. It is possible that the hydraulic properties
of this fault increase with time since testing, as mentioned previously, but this possibly
shows that some of the faults included in the model could be connected to great extension
structures such as the Soultz horst border faults, which have at least 500 m of vertical offset
that connects the system to the regional geothermal reservoir.

In 2018, Electricité de Strasbourg conducted a 3D seismic acquisition survey [23]. This
seismic acquisition covered the Soultz-sous-Forêts wells and reservoir. Processing was
on-going when the structural model presented here was built and the interpretation was
finalized recently; thus, detailed structural results of the 3D seismic acquisition were not
available for this work.

Thus, it was decided to update the local Soultz structural model by considering the
3D seismic interpretation results. In light of the seismic results, some faults in the granite
included in the model, derived from imaging well data, are connected to regional-scale
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structures derived from the 3D seismic survey (see Figure 9), especially in the upper part
of the reservoir (1500–2500 m—for example, FZ2120). This could possibly validate the
contribution of the far field to the Soultz hydraulic system through the upper part of the
reservoir. However, this update could also prove to be insufficient to reproduce the far-field
contribution in the deep reservoir and show that connections to the far field exist in the
deep reservoir but could not be seen in the 3D seismic data.
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4.4. Future Work

New numerical simulations will be carried out for the testing of various fault con-
tribution calibrated with operation data. In order to allow more flexibility during the
gridding/meshing process (from the structural model to the calculator), it was decided to
run these numerical simulations with ECLIPSE, which uses a regular grid, as it is a finite
difference code, in contrast to FEFLOW, which needs a mesh as it is based on finite ele-
ments. The gridding process used by ECLIPSE should allow more flexibility at the interface
between the structural model and the numerical simulation results. These new simulations
should help to validate the hypothesis of a far-field reservoir connection through regional
faults in the upper part of the reservoir.
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Abstract: The deep geothermal energy project at Soultz-sous-Forêts is located in the Upper Rhine
Graben, France. As part of the Multidisciplinary and multi-contact demonstration of EGS explo-
ration and Exploitation Techniques and potentials (MEET) project, this study aimed to evaluate
the possibility of extracting higher amounts of energy from the existing industrial infrastructure.
To achieve this objective, the effect of reinjecting fluid at lower temperature than the current fluid
injection temperature of 70 ◦C was modeled and the drop in the production wellhead temperature for
100 years of operation was quantified. Two injection-production rate scenarios were considered and
compared for their effect on overall production wellhead temperature. For each scenario, reinjection
temperatures of 40, 50, and 60 ◦C were chosen and compared with the 70 ◦C injection case. For the
lower production rate scenario, the results show that the production wellhead temperature is ap-
proximately 1–1.5 ◦C higher than for the higher production rate scenario after 100 years of operation.
In conclusion, no significant thermal breakthrough was observed with the applied flow rates and
lowered injection temperatures even after 100 years of operation.

Keywords: Soultz-sous-Forêts; EGS; hydro-thermal modeling

1. Introduction

Geothermal energy is a clean, renewable and low-cost solution for heating and power
generation. One of the most challenging problems that humanity is facing is how to mitigate
climate change and the anthropogenic emission of carbon dioxide, in order to achieve
the target of the Paris agreement, which limits the atmospheric temperature rise to 2 ◦C
or less [1]. Carbon geosequestration is the most desirable solution to this problem [2–5].
However associated cost and underdeveloped technology limits the industry from its
implementation. Therefore, use of geothermal energy to replace the carbon-based energy
sources is gaining momentum [6]. A milestone of the installation of 2 million heat pumps by
the European geothermal heat pump market was achieved in 2019 [7]. The geothermal heat
usage and electricity production in Europe is expected to grow up to 880–1050 TWh/year
and 100–210 TWh/year in 2050 respectively. This contribution is equivalent to 4–7% of
European power generation in the year 2050 [8]. As part of the Multidisciplinary and multi-
contact demonstration of EGS exploration and Exploitation Techniques and potentials [9]
project, a numerical hydrothermal model was developed to critically validate the flow
behavior of the Soultz-sous-Forêts geothermal power plant from existing operational data.
Furthermore, our model was enhanced by including discrete fault structures and validated
with operational data to allow for a realistic prediction of the future operational behavior.

Soultz-sous-Forêts is located in the central Upper Rhine Graben, France and has a great
potential for geothermal energy exploitation. Soultz-sous-Forêts is the most investigated
site in terms of geoscientific studies. The top 1.5 km of the geological succession is made of

79



Geosciences 2021, 11, 464

thick Quaternary and Tertiary sediments, Mesozoic to Paleozoic sedimentary rocks above
the crystalline basement, which is represented by naturally fractured granite. The Mesozoic
to Paleozoic sedimentary rocks can be subdivided into two layers: Buntsandstein and
Permian. The Buntsandstein is approximately 350 m thick and comprised of fluvial deposits
whereas the Permian represents more alluvial continental deposit filling the paleo-basin of
the variscan orogeny [10]. The basement is composed of monzogranite with K-feldspar
mega crystals with localized concentration of biotite (depth between 1420 and 4700 m) and a
two-mica granite containing muscovite (depth between 4700 and 5000 m) [11,12]. In Table 1,
the rock properties for the two sandstone layers and granite are listed [13,14]. It must be
noted that the data presented in Tables 1 and 2 are based on the calibration through the
field data and discussed in the unpublished works of the MEET project. The sedimentary
section has a maximum geothermal gradient of up to >100 K km−1 making the Soultz-sous-
Forêts site ideal for geothermal energy extraction [15]. Figure 1 shows that the temperature
around the wellbores of Soultz-sous-Forêts is higher than that of the surrounding region.
Free convection along the major faults [16–18] is the primary reason causing the increased
thermal gradients. For depths greater than 3700 m, the geothermal gradient becomes
10 K/km.
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Table 1. Rock matrix parameters [13,20–22].

Parameter Unit Upper Sediment Buntsandstein Granite

Hydraulic conductivity m·s−1 5 × 10−8 1 × 10−8 9 × 10−9

Specific storage 1·m−1 8 × 10−7 5 × 10−7 1.75 × 10−8

Porosity - 0.1 0.03 0.03

Thermal conductivity W·m−1·K−1 2.8 2.5 2.5

Thermal capacity J·m−3 K−1· 2 × 106 3.2 × 106 2.9 × 106

Heat production W·m−3 5 × 10−7 5 × 10−7 3 × 10−7

Table 2. Fault parameters [13].

Parameter Unit FZ1800 FZ2120 FZ4760 FZ4770 FZ4925

Hydraulic conductivity
(
Kf,0 ) m·s−1 6.08 × 10−6 1.7 × 10−5 0.05 2 × 10−5 6.3 × 10−5

Specific storage 1·m−1 2 × 10−6 2 × 10−6 2 × 10−6 2 × 10−6 2 × 10−6

Porosity - 0.1 0.1 0.1 0.1 0.1

Thermal conductivity W·m−1·K−1 2.5 2.5 2.5 2.5 2.5

Thermal capacity J·m−3 K−1 2.9 × 10−6 2.9 × 10−6 2.9 × 10−6 2.9 × 10−6 2.9 × 10−6

Thickness (F0 ) m 12 15 8 15 1

Heat production W·m−3 3 × 106 3 × 106 3 × 106 3 × 106 3 × 106

Transmissivity m2·s−1 7.3 × 10−5 2.55 × 10−4 0.4 3 × 10−4 6.3 × 10−5

Figure 2 shows the geothermal gradient at the Soultz-sous-Forêts site. Sausse et al. [23]
and Dezayes et al. [24] used borehole image logs and core studies to characterize 3D realistic
and static fractures of Soultz granite. Sausse et al. [23] found 53 structures including
39 fracture zones, seven microseismic structures and six vertical seismic profiles (VSP)
at the Soultz-sous-Forêts site. In addition, Dezayes et al. [24] also identified 39 fractures
aligned with a general strike of N160◦E at the Soultz site. The sedimentary layer above
1400 m is considered for geothermal activity in the literature due to its remoteness from the
main fluid circulation, and it is considered as a caprock.
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m·s−1 6.08 × 10−6 1.7 × 10−5 0.05 2 × 10−5 6.3 × 10−5 

Specific storage 1·m−1 2 × 10−6 2 × 10−6 2 × 10−6 2 × 10−6 2 × 10−6 

Porosity - 0.1 0.1 0.1 0.1 0.1 

Thermal 

conductivity 
W·m−1·K−1 2.5 2.5 2.5 2.5 2.5 

Thermal capacity J·m−3 K−1 2.9 × 10−6 2.9 × 10−6 2.9 × 10−6 2.9 × 10−6 2.9 × 10−6 

Thickness (F0) m 12 15 8 15 1 

Heat production W·m−3 3 × 106 3 × 106 3 × 106 3 × 106 3 × 106 

Transmissivity m2·s−1 7.3 × 10−5 2.55 × 10−4 0.4 3 × 10−4 6.3 × 10−5 
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aligned with a general strike of N160°E at the Soultz site. The sedimentary layer above 

1400 m is considered for geothermal activity in the literature due to its remoteness from 

the main fluid circulation, and it is considered as a caprock. 

 

Figure 2. Geothermal gradient at the Soultz-sous-Forêts site. Here, an anomaly in temperature is 

observable in the top 3 km section or in the sedimentary layer. We assumed 10 °C temperature at 
Figure 2. Geothermal gradient at the Soultz-sous-Forêts site. Here, an anomaly in temperature is
observable in the top 3 km section or in the sedimentary layer. We assumed 10 ◦C temperature at the
surface to calculate this geothermal gradient. The initial data up to the depth of 5.1 km is measured
alongside GPK-2 by Pribnow and Schellschmidt [25] and further modified by Rolin et al. [13].
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The geothermal project was commenced at Soultz-sous-Forêts in 1984 and the drilling
started in 1987 [26]. The earliest plan was to create a fractured granite reservoir in the deep
crystalline rock at a depth of 5 km to generate electricity. The industrial electricity produc-
tion at this site started in June 2016. Presently, the Soultz-sous-Forêts site operates three
wells with a maximum depth of up to 5000 m (GPK-2, GPK-3 and GPK-4, see Figure 3).
These wells follow the main fault along the NNW–SSE direction. The binary geothermal
power plant is working on an Organic Rankine Cycle (ORC) for the heat to electricity
conversion. The production well is GPK-2 whereas two wells, GPK-3 and GPK-4, are re-
injection wells. The hot fluid produced from GPK-2 is fed into the heat exchanger where
the heat is transferred to the isobutane of the ORC cycle and reinjected after being cooled.
The fluid production temperature at the Soultz plant is >150 ◦C and the injection tempera-
ture is 70 ◦C. The production well (GPK-2) and one injection well (GPK-3) indicate fluid
leakage in the respective depth intervals at 1431–4170 m measured depth from ground
level (MDGL) and 1447–3988 m MDGL, respectively [27]. There is not enough precise data
available for the leakage zone and, therefore, it is assumed to be homogeneous over the
depth. Both injection wells are cased only at the top, whereas the granitic reservoir section
is not completed and in an open-hole condition.
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Figure 3. Geometry for numerical modeling of Soultz-sous-Forêts geothermal site. Elliptic geometries
are faults listed in Table 1 (blue color). Open hole sections of the injection wells are denoted by green
colors (GPK-3 and GPK-4) whereas open hole section of the production well is denoted by the dark
red color (GPK-2). The leakage zone of the production well is denoted by light red whereas the
leakage zone of the GPK-3 is shown by the yellow color.

For the model geometry, only the hydraulically active fractures with high permeability,
as proven by thermal anomalies, detected microseismicity during stimulation and oper-
ation [23], and which are intersecting multiple wells, were included. The model is thus
limited to only five major fractures out of 39 faults or fault zones as shown in Figure 3.
The properties of these fractures (fault zones) are listed in Table 2.

Although the Soultz-sous-Forêts site has been the focus of more than 60 PhD theses
and 300 peer-reviewed articles [19], only a few hydrothermal modeling studies have been
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conducted to understand the hydro-thermal behavior of the reservoir in detail. These stud-
ies were coupled with and validated by field operational data specifically with tracer tests
to understand the flow path within the fractured granite [14].

The flow circulation between GPK-3 and GPK-2 wells was addressed by Sanjuan et al. [27]
through an analytical dispersive transfer model, whereas Blumenthal et al. [28], Gessner et al. [29]
and Egert et al. [30] also used dispersive transport models for the Soultz-sous-Forêts site.
They investigated the hydraulic connectivity between the injection well (GPK3) and pro-
duction wells (GPK2 and GPK4) using a multi-well tracer test. Gentier et al. [31] developed
the first discrete fracture network (DFN) model while employing a particle tracking method
to consider the hydraulically active parts and fracture sets for both wells. More recent
modeling studies include Magnenet et al. [32], where a 2D THM model was developed
based on a finite element grid (FEM); Aliyu and Chen [33], where finite element method
(FEM) was used to model hydro-thermal (HT) processes of Soultz while using different
working fluids; and most recently Vallier et al. [14], where a THM model based on FEM
was developed at reservoir scale coupled with gravity measurements.

Previous studies showed that a single-fracture approach is not sufficient to represent
the hydraulic flow existing at Soultz and 2D models are limited to represent the site in terms
of the complex geometry and interconnection of dominating faults. Thus, this study takes
its roots from the developed 3D THM model based on FEM while hosting five fractures
(FZ1800, FZ2120, FZ4760, FZ4770 and FZ4925; also see Table 2) [13].

From the above literature, it is clear that cold water is injected at 70 ◦C through both
the injection wells. Therefore, injection of cold water below this temperature may enable
much higher geothermal energy extraction. However, no numerical studies have been
conducted thus far to support this idea. In the presented study, the energy extraction
potential from Soultz-Sous-Forêts for 100 years was investigated, allowing the thermal
drawdown at the production well to be quantified. The major simplification of this study
is neglecting the mechanical behavior. For the short term, as the temperature and pressure
development are limited in the wellbore regions, this simplification is relevant and we can
use the modeling hydro-thermal simulation result matching with the operational data to
better characterize the wellbore effect and reservoir properties. In the ongoing study, we are
trying to examine THM behavior of this system for a better prediction for the long term.
Another simplification considered here is scaling in the reservoir. Possible scaling effects on
the pipelines and heat exchanger devices are beyond the scope of this study. The reservoir
size considered for the numerical simulation is large and computational modeling of kinetic
controlled reactive fluid flow in such a reservoir requires significantly high computational
resources. The possible incompatibility is insignificant because of the reinjection of the
same fluid for the entire operation. However, the effect of temperature reduction on the
chemical reactions requires experimental work to update the permeability variation.

The manuscript outline is as follows: First, we present a brief geological setting of
Soultz-Sous-Forêts, followed by numerical modeling studies for the site. Furthermore,
the mathematical and computational technique to model hydro-thermal processes during
heat mining from a fractured reservoir is discussed. Next, the wellbore–reservoir coupling
is demonstrated and its impact on wellhead temperature is quantified. In the following
section, model results and their discussion are followed by final conclusions.

2. Methodology

In this section, the mathematical modeling is discussed in two stages. In the first part,
governing equations for cold water dynamics in the porous media are presented, and in
the second part a mathematical model for fluid leakage from the wellbore is discussed.

2.1. Reservoir Flow Modeling

A constant heat flux of 0.07 W/m2 [17] was assigned at the bottom boundary of the
domain. All other exterior boundaries of the modeled domain are defined as no flow
for both fluid and heat transmission. Because the weather conditions of Soultz are not
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available, the monthly averaged daily weather fluctuation of Strasbourg, France was used
for this study. Strasbourg is approximately 40 km SSE from the Soultz geothermal site.
All fractures within the domain are regarded as internal boundaries, implicitly considering
the mass and energy exchange between porous media and fractures or fault zones. In the
injection well, the diameter of the well is small and can, as a simplification, be represented
by a line.

The coupled heat and mass transfer in a fractured rock matrix can be modeled using
the mass balance equation integrated with heat transport. The governing equation for heat
and mass flow in porous media can be written as [34]:

ρ1(φmS1 + (1− φm)Sm)
∂p
∂t
− ρ1(αm(φmβ1 + (1− φm)βm))

∂T
∂t

= ∇.(
ρ1km

µ
∇p) (1)

In the above equation, fluid pressure and temperature in the rock matrix are denoted
by p and T, respectively. Here, rock porosity is φm, and storage coefficients for rock and
fluid are S1 and Sm. The thermal expansion coefficient of the fluid and rock matrix is
denoted by β1 and βm, respectively. The fluid density and dynamic viscosity are indicated
using ρ1 and µ, whereas the reservoir permeability is denoted by km.

The fractures are assumed as internal boundaries and the flow along the internal
fractures can be denoted by:

ρ1(φ f S1 + (1− φ f )Sm f )eh
∂p
∂t
− ρ1(α f (φ f β1 + (1− φ f )β f ))eh

∂T
∂t

= ∇T .
( ehρ1k f

µ
∇T p

)
+ n.Qm (2)

Here, fluid pressure and temperature in the fracture are indicated by p and T respec-
tively. Additionally, φ f , S f , β f , eh and k f denote the fracture porosity, storage coefficients
of the fracture, thermal expansion coefficient of the fracture, hydraulic aperture between
the two fracture surfaces, and fracture permeability, respectively. The mass flux exchange
between the fracture and matrix are denoted by n.Qm = n.(− ρkm

µ∇p ), whereas the gradient
operator applicable along the fracture tangential plane is indicated by ∇T .

The local thermal non-equilibrium (LTNE) approach to model heat exchange between
the rock matrix and water is implemented in this study. The conductive heat transfer
between rock matrix and pore fluid is the dominant heat exchange mechanism. For the
rock matrix, the heat transfer equation can be written as:

(1− φm)ρmCp,m
∂Tm

∂t
= ∇.((1− φm)λm∇Tm) + qml(Tl − Tm) (3)

In the above equation, rock matrix and fluid temperatures are denoted by Tm and Tl ,
respectively. Here, rock density, rock-specific heat capacity, rock thermal conductivity and
the rock–fluid heat transfer coefficient are denoted by ρm, Cp,m, λm and qml , respectively.
The heat flux leaving the domain and received by the adjacent fracture can be written as:

(1− φ f )ehρ f Cp, f
∂Tm

∂t
= ∇T .((1− φ f )ehλ f∇TTm) + ehq f l(Tl − Tm) + n.(−(1− φm)λm∇Tm (4)

where Tm and Tl are the matrix and fluid temperatures in the fracture, respectively; ρ f
is the density of the fracture; Cp, f is the specific heat capacity of the fracture; λ f is the
thermal conductivity of the fracture; and q f l represents the rock fracture–fluid interface heat
transfer coefficient, related to the fracture aperture. The last term on the right-hand side of
Equation (4) represents the heat flux exchange between the rock matrix and the fracture.

The heat convection equation for the pore fluid can be written as:

φmρlCp,l
∂Tl
∂t

+ φmρlCp,l(−
km∇p

µ
).∇Tl = ∇.(φmλl∇Tl) + qml(Tm − Tl) (5)
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Here Cp,l is the heat capacity of the fluid at a constant pressure and λl is the thermal
conductivity of the fluid.

The heat flux coupling relationship of the fluid between the domain and the fracture
is satisfied by:

φ f ehρlCp,l
∂Tl
∂t

+ φ f ehρlCp,l(−
k f∇T p

µ
).∇TTl = ∇T .(φ f ehλl∇TTl) + ehq f l(Tm − Tl) + n.ql (6)

where the heat flux n.ql = n.(−φlλl∇Tl) denotes the heat exchange of the fluid between
porous media and the fracture.

Temperature-dependent fluid thermodynamic properties are implemented into the
coupled hydrothermal mass and energy balance equations. The thermophysical properties
of water as a function of temperature, including dynamic viscosity (µ), specific heat capacity
(Cp), density (ρ) and thermal diffusivity (κ), are listed below [34]:

µ = 1.38− 2.12× 10−2 × T1 + 1.36× 10−4 × T2 − 4.65× 10−7 × T3 + 8.90× 10−10 × T4

−9.08× 10−13 × T5 + 3.85× 10−16 × T6 (273.15− 413.15 K)
(7)

µ = 4.01× 10−3 − 2.11× 10−5 × T1 + 3.86× 10−8 × T2 − 2.40× 10−11 × T3

(413.15− 553.15 K)
(8)

Cp = 1.20× 104 − 8.04× 101 × T1 + 3.10× 10−1 × T2 − 5.38× 10−4 × T3 + 3.63× 10−7 × T4 (9)

ρ = 1.03× 10−5 × T3 − 1.34× 10−2 × T2 + 4.97× T + 4.32× 102 (10)

κ = −8.69× 10−1 + 8.95× 10−3 × T1 − 1.58× 10−5 × T2 + 7.98× 10−9 × T3 (11)

We used the commercial software COMSOL Multiphysics, version 5.6 [34] for numer-
ically solving the coupled mass and energy conservation equations listed above. COM-
SOL Multiphysics solves general-purpose partial differential equations using the finite
element method.

2.2. Wellbore Leakage Modeling

Understanding the fluid flowing temperature along the wellbore can be useful for an
accurate estimation of the overall heat production at the production wellhead temperature,
and for estimating any possible leakage caused by heat loss along the wellbore. Several reli-
able analytical techniques are reported in the literature to calculate the flowing temperature
distribution along a wellbore [35–37].

We integrated our reservoir simulation with a wellbore flow model as developed
by Hasan et al. [36]. The model constitutes an analytical approach to estimate wellbore-
fluid temperature distribution for steady state flow. The analytical equations are solved
sequentially for each section. Figure 4 shows a simplification of a typical geothermal
well with one deviation angle. The well is inclined at an angle α with the horizontal
plane. The heat transfer between the wellbore fluid and the rock matrix occurs due to the
temperature difference between them. A general energy balance equation for single phase
fluid flow can be expressed as:

dH
dz
− g sinα + ν

dν

dz
= ± Q

w
(12)
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Figure 4. Wellbore heat loss modeling schematic.

Here, H is the fluid enthalpy, g is the gravitational constant, z is the variable well
depth from the surface, ν is the flow velocity, Q is the heat flux per unit of well length and
w is the mass rate. When assuming no-phase change conditions, enthalpy will become:

dH = (
∂H
∂T

)pdT + (
∂H
∂p

)Tdp = cpdT − CJcpdp (13)

In the above equation, T is the fluid temperature and p is the pressure, cp is the specific
heat capacity of fluid and CJ is the Joule–Thomson coefficient. If Tf is the fluid temperature,
the energy balance equation will be:

dTf

dz
= CJ

dp
dz

+
1
cp

(± Q
W

+ g sinα− ν
dν

dz
) (14)

The heat flux per unit wellbore length can be expressed as:

Q ≡ −LRwcp(Tf − Tei) (15)

Here, Tei is the rock temperature, and LR is the relaxation parameter defined as:

LR ≡
2π

cpw
[

rtoUtoke

λm + (rtoUtoTD)
] (16)

Tf = Tei +
1− e(z−L)LR

LR
[gG sinα + Φ− g sinα

cp
] (17)

In Equations (16) and (17), rto is the tubing outside radius, Uto is the overall heat
transfer coefficient, ke is rock thermal conductivity, TD is the nondimensional temperature,
L is the measured depth of the wellbore, gG is the geothermal gradient and Φ is the lumped
parameter, which lumps the kinetic energy term and the Joule–Thomson coefficient term.

If V is the fluid specific volume and S is fluid entropy then from Maxwell identities,
we can write:

(
∂H
∂p

)T = V + T(
∂S
∂p

)T & (
∂S
∂p

)T = −(∂V
∂T

)p (18)

dH = cpdT + [V − T(
∂V
∂T

)p]dp (19)

86



Geosciences 2021, 11, 464

cpCJ = −[V − T
(

∂V
∂T

)

p
] (20)

For liquids where ρ is the liquid density, volume expansivity (β) can be calculated as:

β ≡ (
1
V
)(

∂V
∂T

)p ≡ (−1
ρ
)(

∂ρ

∂T
)p (21)

dH = cpdT + V(1− βT)dp (22)

cpCJ = −V(1− βT) (23)

Therefore, the final output temperature from the wellhead will be:

Tout =

∫
m cp T dz∫
m cp dz

(24)

In this text, we considered three wells: GPK-3 and GPK-4 as two injection wells and
GPK-2 as a production well. In GPK-3, the wellbore leakage was assumed between 1282 and
4852 m depth measured from the surface. In the case of GPK-2, the wellbore leakage was
modeled between 1264 m to 4244 m depth measured from the surface. The fluid is single
phase water flow and the model parameters are constant specific heat capacity of water
as 4200 J·kg−1K−1, LR = 0.00001 m−1, and Φ = 0.00345 Km−1, respectively. Here, LR and
Φ accounts for the casing properties, cement properties and their thicknesses.

The coupling between the reservoir and the wellbore model is achieved through
a sequential approach. First, the temperature drop due to heat exchange between the
injection wellbore and the rock matrix is calculated through the analytical model. From
this, the final wellbore bottom temperature is obtained, which is used as an input for the
first iteration of the numerical reservoir model (heat exchange between the rock and the
fluid). In the next stage, the wellbore heat exchange effect is implemented through the
updated values for the reservoir temperature measured at the production wellbore bottom.
The wellbore heat exchange effect is defined analytically and the temperature alongside the
wellbore is obtained. Wellbore radius is very small compared to the reservoir size, and is
considered as a line with the calculated temperature profile through the analytical model
inside the reservoir simulation. The total number of elements in the geometry is 142,051,
whereas boundary elements number 8305 and edge elements number 666.

3. Results and Discussions

In this section, first we present the benchmark for our numerical model. Then, the hydro-
thermal numerical modeling results are compared with the operational data measured
at Soultz-sous-Forêts for three years of operation. Furthermore, new injection scenarios
are proposed that can be adopted with the existing industrial setup to enhance the energy
extraction capability. Finally, we perform sensitivity analysis on ten governing parameters
and estimate their impact on the production temperature.

3.1. Benchmarking

For benchmarking the numerical model, we used the approach adopted by Cheng et al. [38]
and Bongole et al. [39] by using a simplified 1D heat transfer problem for a single fracture
system. This approach is used in the previous studies to benchmark the models. The ana-
lytical equation for heat transfer considers that the geometry is infinitely extended in both
directions (see Figure 5), there is no flow boundary conditions for heat exchange, steady
state fluid flow occurs only through the fracture and the rock permeability is zero, and the
thermophysical properties of water are constant throughout the simulation. The tempera-
ture distribution for the fluid is identical to that of the rock matrix due to the local thermal
equilibrium assumption. The analytical solution for the fluid temperature distribution
is [38,39]:
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Tf D(x, t) =
T0 − Tf (x, t)

T0 − Tin
= er f c



(

2λmx
ehu f ρCp,l

)√√√√
u f ρmCp,m

4λm

(
u f t− x

)
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In the above equation, Tf D is the nondimensional fracture temperature and u f is the
fluid velocity.

We observe a good agreement between the numerical and analytical solutions, as demon-
strated in Figure 6.
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Figure 6. Comparison of the numerical solution with the analytical temperature distribution along
the fracture length.

The operational data for three years was made available for Soultz-sous-Forêts site
by the site operators and is used here to calibrate the coupled unsteady hydro-thermal
model. Figure 7 shows the injection and production rates at the wellhead for 1163 days
from June 2016 to September 2019. The fluid injection temperature is 70 ◦C for both the
injection wells.
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actual injection and production rates. The red dash lines indicate no operation period.

3.2. Validation with Operational Data

In Figure 8, the numerical model data is validated with operational data for the time
period as described above. Unfortunately, it is not possible to publish the exact values of op-
erational data due to concerns of our industrial partners and we can only show the amount
of change. These are the actual temperature values shown by different colors for operational
and simulations (not the differences). The measured temperature data is the operational
data for 1163 days at the production wellhead. The temperature at the production well
based on the hydro-thermal model is significantly different compared to the operational
data. For most of the operational period, the predicted production well temperature is
15 ◦C higher than the measured temperature. Only operation onset and termination stages
display smaller deviation in predicted temperature than observed temperature. Because the
wellhead temperature measuring device may be affected by the local ambient temperature
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and the monthly average temperature near the geothermal site is almost the same for the cor-
responding months in each operational year, a correction factor to account for the weather
impact on the measuring device based on the numerical model is introduced. Two scenarios
of seasonal impact on the production fluid temperature are considered: (a) 20% impact
of ambient temperature (Teffective=Tsimulation + 0.2 × ambient temperature) and (b) 50%
impact of ambient temperature (Teffective =Tsimulation + 0.5 × ambient temperature).
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obtained from the numerical model.

Figure 8 shows the comparison of the operational data with the coupled reservoir-
wellbore model and the weather-influenced production fluid temperature. The integrated
wellbore–reservoir model has the highest overestimation of production temperature. How-
ever, when daily weather fluctuations in the integrated wellbore–reservoir model are
considered, the prediction matches very well for most of the operation, as shown in
Figure 8. The temperature differences are more relevant to understand its deviation from
the actual value rather than the original temperature. The difference between operational
and numerical data while considering 50% of the ambient temperature on the production
temperature of the coupled wellbore–reservoir model has the best matching among all
models. However, the model deviates by more than 15 ◦C from the operation data during
the periods of 1.8 and 2.4 years. Because no other reasons for these deviations are provided
with the operational data set, different measurement procedures or false measurements at
the wellhead are assumed as reasons for these deviations.

3.3. Long-Term Operational Behavior

In the next study, the model was extended to a simulation period of 100 years of
operation to predict the wellhead temperature development at the production well. In this
section, different initial temperatures at the bottom hole section than the operationally
measured data were used. The main objective of this study was to estimate the temper-
ature at the production well (GPK-2) for different injection temperatures for long-term
operational periods. In both scenarios, the injection rates for the first 1163 days are the
same as in the provided operational data set. The recently designed heat exchanger at
Soultz-sous-Forêts is capable of cooling the water from 70 to 40 ◦C using a cooling loop
at 15 ◦C and 40 m3/h [40]. Therefore, two scenarios were considered, A and B, for differ-
ent injection temperatures. For the remaining operational period, scenario A considers
four different fluid injection temperatures at the injection wellhead (70, 60, 50 and 40 ◦C).
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The fluid injection rates are 13.3 and 11 L/s for GPK-3 and GPK-4, respectively, and the
production fluid rate of GPK-2 is 24.3 L/s for the remaining operational period. In Scenario
B, the injection rates after 1163 days are 19.6 and 9.7 L/s for GPK-3 and GPK-4, respectively,
and the production rate of GPK-2 is 29.3 L/s; the same four injection wellhead temperatures
as for scenario A were considered: 70, 60, 50 and 40 ◦C. These values of the injection and
production rates are the operational requirements requested by our industrial partner.

Figure 9a–d shows the temperature along the wellbore for scenarios A and B, re-
spectively, for both injection wells. The wellbore GPK-3 has an open hole section that
causes a linear temperature drop along the wellbore instead of a nonlinear temperature
drop, as shown in Figure 9a,b. It is interesting to note that instead of having different
injection-production rates in all three wells, the fluid production temperature at the GPK-2
wellhead is almost similar for both of the scenarios A and B, as shown in Figure 9e,f.
The small increase in temperature at the production wellhead is due to the sudden drop
in the production wellhead pressure. The contribution in the fluid flow is due to the first
pressure shock of the injection that comes from the faulted zones which are located at the
bottom of the system with a higher temperature. As time proceeds, the contribution from
the matrix and the leakage zone increases and reduces the temperature a few days after
the beginning of the injection. To calculate the initial temperature at the wellhead, it is
assumed that there is a steady state flow from the combination of the matrix and the fault
zones. This initial temperature is slightly lower than that of the unsteady condition at the
early time period. The fluid with the lower viscosity shows a delay in the development
of the pressure shock resulting from the cold fluid injection. Therefore, the contribution
from the matrix and the leakage zone for the fluid with the temperature 40 ◦C happens
later and the main fluid flow from the faulted zone in the bottom of the system lasts for a
longer time. Moreover, the temperature increase in scenario B is higher compared to that
of scenario A due to the fact that scenario B has a higher production rate than scenario A
which reduces the time for exchanging heat in the wellbore.

Figure 10 shows the comparison of temperature distribution in the fractures and along
the wellbore for scenarios A and B. The higher production rate results in slightly faster
thermal drawdown at the production well bottom for scenario B than scenario A. No
thermal breakthrough was observed at the production well bottom even after 100 years of
operation, as shown in Figure 10e,f.

3.4. Uncertainties

There are several uncertainties in this model. We considered the wellbore as a line
source for the heat flow. The faulted zone is formulated using a fracture. Both of these
assumptions are reliable because the size of the wellbore and the fault zone is negligible
in comparison to the overall size of the reservoir. Data validation for the short opera-
tional period for production confirms this behavior. The matrix zone is considered as
homogeneous and isotropic. As the permeability of matrix is lower than faulted zone,
its contribution to the heat and mass flux is small. Therefore, this assumption holds
true. As we do not know the exact point of the leakage zone alongside the casing area,
we considered a homogeneous leakage and tried to compensate for the possible errors
by performing a trial-and-error method to find an appropriate lumped parameter that
defines the wellbore heat exchange effect. Furthermore, due to the unavailability of the
geomechanical and geochemical data, we mainly focused on the hydrothermal behavior of
the geothermal system. Short-term validation of this TH model gives an insight regarding
the accurate system characterization, including the permeability and porosity distribution,
fault placement and its contribution to the overall flow, the wellbore effect on the overall
heat exchange, and fluid and rock properties. Therefore, it builds a basis for future THM or
THMC (thermo-hydro-mechanical-chemical) simulations. Our expectation regarding the
THM behavior is that permeability around the injection would increase (resulting from
the localized thermoelastic stress reorientation and increased pore pressure). Therefore,
the enhanced permeability will be favorable in the energy extraction. Based on this un-
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derstanding, TH provides a preliminary basis for the thermoelastic and poroelastic stress
development in this geothermal site.
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3.5. Sensitivity Analysis of Hydrothermal Uncertainties

To examine the effect of the uncertainty of the involved parameters in hydro-thermal
simulations for the Soultz-sous-Forêts geothermal reservoir, a detailed sensitivity analysis
was performed, and its results are shown in Figure 11. The base case was selected as
scenario A with an injection temperature of 40 ◦C. The range of parameters are mentioned
in Table 3. Results show that the hydraulic conductivity of the matrix and fault zone and
the wellbore leakage have a considerable effect on the production temperature. This finding
is well aligned with the sensitivity analysis of the THM process in the fracture reservoir
system [41,42]. However, these values are one order of magnitude lower than the wellbore
heat exchange effect, as shown in Figure 9e. The other three parameters—fault thickness,
matrix thermal conductivity and the matrix specific heat capacity—have approximately
1 ◦C variation over 100 years of operation. The porosity of the matrix and the fault zone,
in addition to the fault zone thermal conductivity, have no impact on the temperature
variation. Interestingly, heat flux has no effect on the production temperature at the surface
due to the conductive heat flow in the reservoir and because the fault zones are farther
away from the bottom boundary considered for the simulation. Important parameters in
this sensitivity analysis show a monotonic effect on the production temperature behavior
and they cannot explain the sinusoidal temperature fluctuation of more than 10 ◦C in each
year. To check our assumption regarding the weather fluctuation impact on the production
temperature, we tried to estimate the wellbore heat exchange effect. We found that the
wellbore heat exchange is mainly flow-rate dependent parameter and the flow rates for
the production data are constant from 41 to 250 days, whereas we can see a fluctuation
in the recorded temperature. This indicates that the cyclic variability in the production
temperature cannot be supported by the wellbore heat exchange argument. Therefore,
the most suitable reason of the periodic production temperature variability is weather
fluctuation on the measuring device.
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Figure 11. Sensitivity analysis for 10 parameters affecting the hydro-thermal processes at Soultz-sous-Forêts for (a) matrix
hydraulic conductivity, (b) heat flux from the bottom boundary, (c) matrix specific heat capacity, (d) hydraulic conductivity
of faults (here K f ,0 is the fault zone hydraulic conductivity as given in Table 2), (e) porosity of fault zone, (f) leakage
contribution to the total fluid flow, (g) matrix porosity, (h) matrix thermal conductivity, (i) fault thickness (here F0 is the
fault thickness as given in Table 2), and (j) thermal conductivity of the fault zone.

Table 3. Range of parameters for sensitivity analysis.

Parameter Base Case Value 1st Assumed Value 2nd Assumed Value

Matrix hydraulic conductivity 9× 10−9 m/s 0.5× 9× 10−9 m/s 2× 9× 10−9 m/s

Heat flux from the bottom boundary 0.07 W/m2 0.1 W/m2 0.15 W/m2

Matrix specific heat capacity 1115 J/kg/K 1090 J/kg/K 1140 J/kg/K

Hydraulic conductivity of fault zone (see Table 2) K f ,0 m/s 0.5K f ,0 m/s 2K f ,0 m/s

Porosity of the fault zone 0.1 0.05 0.2
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Table 3. Cont.

Parameter Base Case Value 1st Assumed Value 2nd Assumed Value

Wellbore leakage fraction 65% 60% 70%

Matrix porosity 0.03 0.01 0.05

Thermal conductivity of the matrix 2.5 W/m/K 2 W/m/K 3 W/m/K

Fault thickness (see Table 2) F0 m 0.5F0 m 2F0 m

Thermal conductivity of the fault zone 2.5 W/m/K 2 W/m/K 3 W/m/K

4. Conclusions

As part of the MEET project, a coupled reservoir and wellbore model for hydraulic and
thermal processes involved during the geothermal energy extraction operation at Soultz
Sous Forêts was developed. Operational data from a period of 1163 days of operation
was used to validate the numerical model. The validated hydro-thermal numerical model
precisely simulates the geothermal energy extraction operation for 3 years. Furthermore,
two operational scenarios for 100 years with four different injection wellhead temperatures—70,
60, 50 and 40 ◦C—were analyzed. It can be observed that even after 100 years of operation,
the thermal breakthrough at the production well is only in the range of 10 to 20 ◦C. After
100 years of cold fluid injection and hot fluid production, the observed temperature drop
at the production wellhead is less than 20 ◦C. Therefore, our numerical model predicts that
100 years of geothermal energy extraction operation at Soultz-sous-Forêts is feasible and
will have a sufficiently high production temperature throughout the operation duration.
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Abstract: We have performed several sensitivity studies to assess the ability of the Full Wave Inversion
method to detect, delineate and characterize faults in a crystalline geothermal reservoir from OVSP
data. The distant goal is to apply the method to the Soultz-sous-Forêts site (France). Our approach
consists of performing synthetic Full Wave 2D Inversion experiments using offset vertical seismic and
comparing the estimated fields provided by the inversion, i.e., the estimated underground images,
to the initial reference model including the fault target. We first tuned the inversion algorithmic
parameters in order to adapt the FWI software, originally dedicated to a sedimentary context, to
a crystalline context. In a second step, we studied the sensitivity of the FWI fault imaging results
as a function of the acquisition geometry parameters, namely, the number of shots, the intershot
distance, the maximum offset and also the antenna length and well deviation. From this study, we
suggest rules to design the acquisition geometry in order to improve the fault detection, delineation
and characterization. In a third step, we studied the sensitivity of the FWI fault imaging results as a
function of the fault or the fault zone characteristics, namely, the fault dip, thickness and the contrast
of physical parameters between the fault materials and the surrounding fresh rocks. We have shown
that a fault with high dip, between 60 and 90◦ as thin as 10 m (i.e. lower than a tenth of the seismic
wavelength of 120 m for Vp and 70 m for Vs) can be imaged by FWI, even in the presence of additive
gaussian noise. In summary, for a crystalline geological context, and dealing with acceptable S/N
ratio data, the FWI show a high potential for accurately detecting, delineating and characterizing the
fault zones.

Keywords: geothermal; OVSP; well seismic data; fault; fracture; EGS; geothermal derisking; FWI;
numerical modelling; inversion; imaging

1. Introduction

For any deep georesources exploration project, finding the location of underground
resources is an important step. Deep geothermal exploration projects do not go against
this rule. The location of the underground thermal anomalies as well as the different
physical parameters of the subsurface are key to the success of the project. For instance,
the porosity, permeability, heat flux and geomechanical stress field of the reservoir are
determining parameters. For the case of an Enhanced Geothermal System (EGS), undoubt-
edly, the fractures and the faults play a major role for the reservoir quality and increase
the geothermal fluid production (e.g., [1]. The surface of rock-to-hot fluid interaction is
increasing with the interconnected fractures network. This improves heat exchange by
driving the deep hot fluid to shallower and exploitable depths. The presence of an adequate
fault network in geothermal fields is crucial. This was observed during the drilling and
different hydraulic tests performed in Soultz-sous-Forêts geothermal boreholes (e.g., [2]
and included references) that the geothermal brine inflows to the wells at depths where
faults are imaged and clearly identified.
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For geothermal reservoirs deeper than 1500 m, the main fault identification and
characterization remains a difficult task, even using efficient geophysical exploration
techniques. Using a dataset acquired from the surface, we can merely identify a major
fault crossing our study area presenting an important vertical displacement. However,
identification and characterization of faults related to the reservoir quality, at the reservoir
scale, remains a challenge. These large faults could be identified, from surface, by using,
for instance, surface seismic [3] or gravity and magnetotelluric surveys [4,5] However,
hectometric faults as well as faults at the reservoir scale (i.e., metric) are more challenging
to identify from the surface and their characterization, at depth, remains a difficult task
that becomes impossible when their size is lower than the seismic resolution.

Once the first well is drilled, it is possible to identify and characterize the fractures and
faults in the reservoir by analyzing the cuttings and the borehole data. We can characterize
faults in the vicinity of the well, but not in the whole reservoir. These faults play a key
role in the productivity and longevity of the project. One can also use the microseismicity
generated during well stimulation or well cleaning to better understand the structure of
the fault network located in the reservoir [6] but not to provide their physical parameters.

A Multi-Offset Vertical Seismic Profile (OVSP) or a 3D-VSP, which provide a better
data redundancy, could be appropriate geophysical techniques to better identify and
characterize these faults in a neighborhood of a few hundred of meters around the well
(e.g., [7]. As the seismic waves cross the surface weathered zone (i.e., the near-surface
zones presenting velocity variations) only once, and as the receivers located in the reservoir
are close to the target, the seismic signal is generally more informative than the one from
surface seismic, the frequency bandwidth is higher and the signal to noise ratio is often
higher. Another advantage is that the area illuminated by the well seismic is better in the
vicinity of the well due to a higher data redundancy. More precisely, the downgoing waves
interact with the heterogeneities or faults around the well and therefore generate a complex
scattered wavefield. The incident P-wave generates reflected P-waves and converted P-to-S
waves (both reflected and transmitted), and the incident S-wave (often P-to-S downgoing
conversion from shallower interfaces) generates reflected S-waves and converted S-to-P
waves (both reflected and transmitted). This complex wavefield, recorded by the downhole
receivers, is very informative for imaging and characterization purposes in the vicinity of
the well.

Considering the standard processing techniques for VSP data (e.g., [8], as the receivers
record both up and downgoing waves but also laterally incident waves and wave conver-
sions, e.g., P-to-S and S-to-P, the generated and the recorded wavefield is more complex
compared to the surface seismic. The crystalline body we consider here is also more
complex than the OVSP in a more horizontally structured sedimentary body. In such a
case, the classical and standard processing sequence, by separating up and downgoing
waves, show some limitations due to several reasons, particularly when increasing the
offset of the source. Due to the global velocity trend, increasing with depth, the long to
very long offset (from offset equal to target depth up to several times the target depth), the
direct P-wave, downgoing in the shallow depths, can propagate laterally when arriving
at the well and sometimes even turn into an upgoing wave (diving waves, or refracted
waves). For small or zero offset, wave separation still stands (except when lateral velocity
variations are high above the target zone). For objects that are not nearly horizontal, such
as faults, reflected waves may arrive laterally or with uncommon apparent velocity. The
second reason is that when increasing the offset in sedimentary bodies, the scattered field
for shear waves generally shows increasing energy, making it difficult to separate P and S
waves. In addition, another issue may arise: the presence of P-to-S-to-P converted waves,
for example, or other scattered waves of second order which can be energetic under certain
conditions. In sedimentary context, is not uncommon to find 3rd order scattered phases,
even 4th order in OVSP seismograms as soon as the offset is sufficient. Moreover, when
imaging faults, diffracted waves due to point or linear scatters can be observed. The stan-
dard processing technique (wave separation, deconvolution and migration) does not take
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into account such phases, because the processing has been designed for primaries, i.e., for
the first order scattered field. Of course, the 2nd order scattered field is less energetic than
the first order, but if the S/N ratio is sufficient, the 2nd order scattered wavefield provides
information and one can take advantage of it rather than trying to remove it or neglect
it. The third reason is that the deconvolution of the upgoing waves by the downgoing
waves is not an accurate process when increasing the offset as the downgoing raypath
becomes different from the upgoing raypath. This issue can be important for target not
very close to the well and in presence of lateral variations of velocity. As a comparison, the
diffractions are considered as a noise for a classical processing approach whereas it carries
useful information for FWI (e.g., [9], helping to accurately build an edge or discontinuous
surface. In other words, the classical VSP data processing approach reduces the complexity
of the recorded complex wavefield by separating the wave field to up and downgoing
waves and often removes part of the information contained in the data. This approach
provides a good result, but it is subject to limitations for specific and complex cases.

The recent sensitivity study performed on the granite where the data were processed
by a classical approach [10] have showed the capability of this technique and pointed out
some issues. During their synthetic sensitivity study [10] a systematic analysis optimizing
the number of sources was proposed, and the authors showed that the VSP data have a
high potential to detect faults in crystalline bodies. They also noted that, for some fault
characteristics, even with an increased number of sources, some artefacts remain strong
in the final migrated images, given interpretation ambiguities. They also pointed out that
the faults with high dips (e.g., 70◦) were more complicated to recover than the shallow
dipping faults (e.g., 30◦). In deep geothermal projects, especially in the granite context, the
probability that the well crosses faults with dips around 30◦ is exceptionally low compared
to highly dipping faults, and this defines an important limit of the classical processing
approach. Other interesting works have also been conducted on the OVSP data of Soultz-
sous-Forêts recorded in GPK1 and EPS1 wells using the standard approach (e.g., [11]. They
used an adapted classical approach for crystalline rocks. The authors of [11] introduced
a 3D parametric separation which treated the seismic wavelength in 3D, improving the
3D structural model, especially the faults, and the reservoir knowledge. This study was
conducted for VSP 0-offset (<200 m of source-offset) and small sources-offset distance
(<600 m), and for shallower targets, located at 2000 m for the EPS1 well and 3000 m for
GPK1. A specific data processing queue should be adapted for the crystalline studies (e.g.,
see also [12]).

Full Wave Inversion (FWI) can deal with primaries, secondary or even higher order
scattered phases, including diffractions and multiples issues (water layer or internal multi-
ples). Its informative wavefield can be extracted to constrain the imaging purpose [13,14]
We can therefore detect and even characterize faults located hundreds of meters from the
well and not only the faults crossing the well. As the OVSP data are acquired in different
azimuths, and by a different offset according to the receivers, the target is observed in
different and complementary incident angles. The FWI technique applied to well seismic
data (OVSP) should provide a better underground image and therefore better identify,
delineate and characterize the faults in the well neighborhood. This approach has also been
assessed using OVSP data in difficult contexts as subsalt imaging (e.g., [15]. Nevertheless,
this technique remains underused, even in the sedimentary context for well seismic data,
because the FWI requires building physical models with an adequate rheology (elastic
including anisotropy and attenuation) before applying the inversion. Effectively, for well
seismic, data redundancy is weak, and the starting model should be sufficiently close to the
true one to start the FWI process. In other words, the starting model should reproduce qual-
itatively the recorded wavefield and the travel times of the major phases should be correct
(to avoid the cycle skipping issue). Additionally, it requires a good S/N ratio because the
technique is sensitive to noise. All these additional necessary preprocessing tasks are time
consuming, which remains the major constraint, especially in industrial applications. As a
consequence, data-driven techniques (data processing) are often preferred. Nevertheless,
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in the industry, FWI is used classically when working with the lower frequencies in order
to improve the velocity model used for 3D migration, particularly in difficult geological
contexts (e.g., [16]).

Previous works have demonstrated the added value of the FWI method for OVSP
data [13,17–21] These studies were performed for oil and gas targets with high challenges,
for instance, for subsalt imaging, velocity estimation for pore pressure, sub-basalt imaging,
CO2 sequestration and others, and authors have obtained better results compared to the
surface seismic and compared to VSP data processed with a classical approach (e.g., [13]. In
Barnes and Charara [13] FWI was applied to North Sea VSP data and recovered accurately
the gas reservoir, which is confirmed by the well, whereas a standard VSP processing gave
a wrong imaging result, despite the sedimentary context.

More recently, for geothermal purposes and in the Soultz-sous-Forêts geological
context, where a granitic basement is located at 1.4 km depth, OVSP synthetic data have
been successfully inverted and faults were well identified and characterized around GPK’s
wells using the FWI and Full Wave Modeling (FWM) [22,23] The obtained results confirm
the high imaging potential for this inversion technique and open a new perspective for its
geothermal use.

In this paper, we perform a synthetic study for fault delineation and characterization
in the crystalline basement using FWM and FWI. No real data will be shown. The study
was done in 2D assumption because we need to perform several experiments of different
physical models, including different fault geometries and features. A 3D sensitivity analysis
needs much more CPU time. The main objective of this paper is to test the ability of the
FWI to detect and delineate faults and further characterize them in terms of velocities
and density. We aimed first to check the applicability of the FWI in the hard rock. To
provide an accurate sensitivity analysis, we have used synthetic experiments, because
we can easily control the affecting parameters, e.g., faults characteristics and acquisition
geometry, frequency and the receiver’s location, etc. We need to know our data exactly to
analyze the FWI results accurately and quantitatively. We added noise to the synthetic data
to assess the robustness of the method in noisy environments. Nevertheless, we decided
to perform the entire experiment without adding noise, except for experiments related to
the noisy test where noises are added to the data, to ensure separation of the effects and
assessing the FWI capabilities. Important issues such as the effects of a wrong starting
model, of anisotropy or attenuation in the data, are not addressed in this paper.

With these purposes in mind, a complete sensitivity study is shown and discussed,
including both noise-free data and noisy data. Different fault features as well as acquisition
geometry were tested, and the results summarized. We have first introduced the method
and tuned the inversion with the adequate parameters (Section 3), examining for instance
the effect of the polarization, of the correlation lengths, etc. In a second part (Section 4),
we have studied the effect of the acquisition geometry on the inversion results, including
the intershot distance, number of shots used in the same run, the maximum offset, etc.
Finally, in a third part (Section 5), we have studied the effect of the fault characteristics on
the inversion results: fault thickness, dip and distance to the receivers, as well as the P- and
S-waves velocities and density contrasts, including the multi-faults experiment and the
robustness of the method with respect to the seismic noise.

2. Geological Setting

We performed this study inspired by the geological context of the geothermal site of
Soultz-sous-Forêts. This site belongs to the Upper Rhine Graben (URG) and is characterized
by an important thermal anomal [24] It is intensively documented by several papers and
works, which in the early days studied the site for its oil and gas potential [25] but more
recently for its geothermal potential for both electricity and heat co-generation [26,27].

A thick sediment pile overlies the crystalline basement which is located at 1400 m
depth beneath GPK1 headwell. Sediment ages filling the graben range from Quaternary
to Permia [28] the bedding structures dips shallowly to the south and east. The graben
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strikes N–S, to NNE–SSW in the northern part of the studied area. Several faults and
fractures analyses have been performed on the continuous sample borehole core and or
from borehole data in the different geothermal deep well in Soultz, for instance EPS1 and
GPK1 to 4. They showed that the fractures are mainly dominated by NNW–SSE strike
orientation [29,30] The current stress regime is strike-slip with a NW–SE compression
direction in accordance with the general trend in Western Europe, and with the observed
faults and fracture [31].

3. Methodology
3.1. Seismic Imaging Techniques for Well Data

Well seismic data are used for different purposes. For instance, VSP data can be
used to estimate a depth-time relationship and calibrate the velocity model for surface
seismic data in order that seismic horizons are located at the correct depth. Walkaway
or walkaround seismic data are used for anisotropy estimation and walkaway for AVO
analysis (Amplitude Versus Offset). Imaging using well seismic data is less common
because the conventional imaging tool, the migration, has to overcome the problem of lack
of data redundancy compared to surface seismic. It is an important issue even for dense
3D-VSP. Moreover, for the fault imaging goal, the conventional technique of downgoing
and upgoing waves suffer from some limitations when increasing the offset. In principle,
the FWI method does not suffer from the above limitations except the weak redundancy
which can be overcome by using additional constraints in the inversion process. These
constraints can derive from additional observations such as polarization (e.g., [32]) in the
data space or for example, the spatial correlation (e.g., [13,33,34]), or the inter parameter
correlation in the model space.

3.2. The Inverse Problem Applied to Seismic Data

The inverse problem can be expressed as the minimization of a misfit function as
stated by Tarantola [35] for least squares, this function is a scalar function defined over the
model space as:

S(m) = ∆dTC−1
D ∆d (1)

where m is a model, ∆d = g(m) − dobs are the residuals with dobs the observed data, and
g(m) the synthetic data obtained by resolution of the wave equation, and where CD denotes
the covariance matrix over the data space. This matrix can be not diagonal as when using
the polarization constraint [34] i.e., the constraint given by the azimuth and incidence of
the seismic waves. The misfit function measures the discrepancy between observed and
calculated seismic data, i.e., between amplitudes of the signals for each trace. Because
of the non-linearity and the complexity of the forward modelling, the misfit is reduced
iteratively using a local method based on derivatives [35] The descent algorithm is based on
the conjugate gradient method proposed by Polack and Ribière [36] The step optimization
is defined along the conjugate gradient direction as in Crase [37] FWI software following
these procedures has been developed continuously by GIM-labs for more than 15 years.

3.3. Modelling the Seismic Wave Propagation

The direct problem associated to the present fullwave inverse problem is the propaga-
tion of (visco) elastic waves in an (an) isotropic medium. As the imaging target, i.e., the
fault network, is one or several 3D objects in a 3D nearly homogeneous medium, we aim at
achieving a 3D inversion. However, the sensitivity analysis requires numerous inversions
to check all the parameters separately and a 3D inversion cost tens of hours of CPU time
(using our resources) even using a well-designed parallelized seismic modelling code. As a
consequence, we will consider 2D wave propagation for the synthetic experiments used in
the sensitivity analysis (see Section 5).

This assumption allows us to check a major part of the parameters of the sensitivity
analysis. However, the main drawback of running 2D seismic modelling rather than 3D
modelling is that the fault is always perpendicular to the propagation plane. In other
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word, the azimuth of the fault (the dip direction) corresponds to the propagation plane.
In a 3D world, we need more shots with different azimuths to constrain the 3D FWI. A
3D sensitivity analysis of the dependency to the azimuth of the fault dip has not been
performed due to the high cost in CPU time.

The finite differences method is based on the displacement formulation of the wave
equation for the viscoelastic rheology (isotropic, VTI and HTI anisotropy). The spatial
discretization is using a staggered grid, a 2nd order Taylor explicit scheme in time and 4th
order differential operators in space. The FWM corresponding software has been developed
continuously by GIM-labs for more than 20 years. It is parallelized (using OpenMP for
domain decomposition and MPI for shots) and can be run on large clusters.

3.4. The Rheology Issue

The actual rheology is elastic for the synthetic FWI experiments in Section 5.1 and
viscoelastic for the case of real seismic data FWI. When the data redundancy is weak as
for borehole seismic, we need to extract the most information from the data. In order
to achieve this goal, we must reduce all the additional noises: numerical, experimental
and physical [14] The numerical noise is a trade-off between the calculation cost in time
and the accuracy of results, reducing this noise is then easy but has a cost; moreover, this
noise is not strongly structured [14] The experimental noise concerns the accuracy of the
source and receiver location, the modelling of the source and receiver radiation pattern
or the source time function. These parameters can be either better controlled or inverted
during the FWI (for instance, the source time function). The physical noise is the most
challenging one as it is strongly structured and may produce strong artefacts in results
when the physics is not adequate [14] As a rule of thumb, all these noises should be less
than the data noise in order to extract information from the data and reduce artefacts [14]
Non additive structured noises have the largest impact on the results [14] and reducing the
noise due to an inadequate rheology is thus the main issue. For example, using a simplified
rheology as acoustic, even for marine data, implies a large artefact in the solution due to
the wrong modelled AVO, as shown by Barnes and Charara [19].

Borehole seismic data generally exhibits a highly informative wavefield containing
energetic 2nd or even 3rd order scattered waves [13] For example, downgoing P-to-S con-
verted waves can convert back to P-wave after reflection on an interface. P-to-S conversions
increase in amplitude according to the offset. Consequently, in most cases for borehole seis-
mic with offset (OVSP, walkaway, 3D-VSP) and in a sedimentary context, once removing
the downgoing direct P-wave, 80% of the energy is provided by the S-waves [13] For OVSP
data in a crystalline context, S-waves are also present (as for instance the downgoing P-to-S
wave converted at the top basement), sometimes more attenuated. The elastic rheology is
then required.

Moreover, Equation (1) is based on amplitude, and thus seismic attenuation, often
present in the data, should be considered as well, at least in the FW modeling (without
inverting for attenuation parameters). Anelastic phenomena can be modeled by viscoelas-
ticity at the scale of the seismic wavelength. One often defines a global Q-factor using a
constant Q or a nearly constant Q (NCQ) model [38,39] or even a more general standard
linear solid model (SLS). Charara and Barnes [40] have proposed modeling the attenuation
by using two Q-factors, the Qκ factor related to the bulk incompressibility modulus κ and
the Qµ factor related to the shear modulus µ. The first one is affected by fluids, in particular,
liquid-gas mixing while the latter one is related to microstructures of the solid. In FWI,
the viscoelastic parameter fields provide a poor information on the spatial resolution as
the seismic attenuation is an integrative phenomenon but, when taking into account the
seismic attenuation, we obtain a better resolution on other parameters (e.g., [41]).

The seismic anisotropy is another issue which is important in a sedimentary context.
For crystalline rocks with a sedimentary cover, the anisotropy could be taken into account.
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We did not address seismic attenuation or seismic anisotropy in the sensitivity study
for the sake of simplicity. Of course, for real data, these seismic rheologies have to be taken
into account (e.g., [41,42]).

3.5. Aim of the Sensitivity Studies

The first objective of the conducted sensitivity study is to evaluate the ability of the
FWI to detect, delineate and characterize the fault zones in the granite. Some precisions
about these goals:

• The fault detection allows to obtain qualitative information as in medical ultrasound
technique;

• The delineation with correct localization is a quantitative goal aiming at understanding
the fault network geometry;

• The characterization provides information about the physical properties of the various
materials inside the fault zone (crushed, deposit, etc.) and the possible hydrothermal
alteration of the granite in the fault vicinity. As such, after some calibration processes,
the P- and S-wave velocities or other parameter fields could indirectly provide infor-
mation about porosity, lithology or gas saturation for instance through a rock physic
model (see [43–45] for CO2 monitoring examples).

Two major sensitivity analyses have been carried out. The first one concerns the
acquisition geometry and the second one concerns the fault characteristics.

We carefully investigated several acquisition parameters affecting the results of fault
detection and characterization. The studied parameters are:

1. the shot number used in the same inversion run,
2. the intershot distance,
3. and the maximum offset.

We have investigated first the single shot problem for the understanding of the
resolution power of the FWI. From that, we investigate the effect of this parameter on
the final underground image reconstruction. In the first set of synthetic FWI experiments,
the number of sources is varying from 1 to 17, while increasing the maximum offset and
decreasing the intershot distance (as we are in 2D, this can apparently appear as a walkaway
VSP experiment). For a second set of experiments the intershot distance is varying while
the maximum offset is constant, quantifying the intershot distance effect alone.

After having defined the optimal acquisition parameters, we can perform the sensi-
tivity analysis of the fault characteristics. We have considered constant velocity values
(P and S) and density contrasts, according to the background, and we mainly investigated
the effect of:

1. the fault thickness, from 5 to 50 m,
2. the dip, from 0 to 90◦,
3. and the fault location according to the receivers, the fault crossing, or not, the well.

3.6. Tuning of the Inversion Algorithm and Definition of the Inversion Parameters

Our FWI software parameters are those usually used in the sedimentary geological
domain, so we spent large time to define the right inversion parameters. Before using
them in the granite context, we need to first choose adequate inversion parameters to
maximize the likelihood of faults’ detection, delineation and characterization. This step
was done using several inversion experiments where their results were compared. The best
inversion parameters are those which provide better results in term of fault imaging, and
then minimize the difference with the true models.

Several inversion algorithmic parameters have been tested and validated. We have
tested the data polarization, the physical parameter crosscorrelation, the physical parameter
spatial correlation, the frequency content, and the antennae length (illuminated zone
according to the receivers) effects. The three first are constraints in the FWI through the
covariance matrices in the data space for the polarization and in the model space for both
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the parameter crosscorrelation and the spatial correlation (see [32,34]). Basically, we have
tested the following parameter values:

Spatial correlation range: 20, 50 and 100 m, using the Laplace correlation function and
stationary random field assumption. This means that, for each iteration, the perturbation
of the parameter field values should be close in these ranges.

� Using the crosscorrelation between P- and S- velocities and density, or not. If used,
the statistical relationship is applied between the inverted parameters; P- S-waves
velocities and density. We consider a positive crosscorrelation, i.e., the physical
parameter, e.g., the P-wave velocity and the density are varying together; as the P
velocity increases, so does the density.

� Using data polarization constraint during inversion, or not. It is the same principle
as the above crosscorrelation but in the data space, i.e., introduce through the covari-
ance matrix on the data space. This corresponds to a crosscorrelation between the
geophone components.

� Central frequencies of the source function: from 20 to 50 Hz for the same fault
thickness. The frequency content of the data is an important issue when processing
real data. In the present synthetic sensitivity analysis, the performed tests show
that the frequency is not an issue when using synthetic data and the results are not
impacted according to the dominant frequency. We therefore consider only the latter
case with a central frequency of 50 Hz.

We also performed other experiments combining and mixing these parameters. The
best results are obtained when used (1) the correlation length of 20 m, corresponding
approximately to the fault thickness (or a bit smaller, depending on the considered fault
thickness), (2) without using the polarization and (3) using the crosscorrelation between
velocities and density (with positive coefficients of 0.9). We decided to use (1) and (2)
and do not use (3) in order to evaluate independently the resolving power of FWI for
the different physical parameter. Concerning the polarization, it is demonstrated from
previous works (e.g., [32] that it provides better results in a sedimentary context, but this is
not the case in the granite.

3.7. The Workflow Used for the Sensitivity Analysis

We run several synthetic FWI experiments with controlled parameters and part of the
parameters are varying for the corresponding parametric study. All the used parameters
including physical models, source location, receiver locations, the dominant frequency, the
noise level, etc., are well known and accurately controlled. The general workflow is: (i) we
chose the acquisition geometry parameters, for instance source and receiver locations, etc,
(ii) define the target, i.e., the fault characteristics, (iii) generate synthetic data, and then
(iv) invert these synthetic data and analyse the results.

The first step is choosing the geometry data acquisition where we define the parame-
ters controlling the data acquisition experiment, for instance the number of sources, shot
locations, deviated or vertical well, the receiver locations and their number, and so on.

In the second step, we define the characteristics of the target, i.e., the fault. We define
its geometry, shape and area, its depth, thickness and dip. We should also define, for an
elastic modelling, its physical parameters, for instance its P- and S- wave velocities and
density values. These values depend on the contrast considered between the fault and the
background, for instance 5, 10 or 15% (see Section 3.8 for more details on how these values
are defined). From the fault definition and the background model, we build the 2D model
named “true model” or considered model used in the next step (the FWM).

The last step before inversion, is to model the synthetic data according to the geometry
acquisition and the source function (type, frequency), and the true model (including the
fault) using the FWM (Figure 1). These synthetic data are calculated according to the
maximum recording time. This time should be chosen large enough to record the data
in the entire receivers including the time where the waves interact with fault. Once the
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synthetic data are calculated, we can use them as the observed data in the inversion process,
directly for free noise experiments, or after adding noise for noisy data experiments.
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Figure 1. Workflow of the method used in the feasibility study. (1) From the true model (including
the fault), we generate the synthetic data by FWM. (2) Add or not the noise according to the objective
of the experiment. This data is then used in the inversion as observed data. (3) Start the inversion
process from the starting model (which is the true model without the fault) and the observed data,
and (4) once the nonlinear iterative FWI process has converged, we obtain (i) the estimated data that
will be directly compared to the observed data, and (ii) the estimated models, which are directly
compared to the true models. Here, the term “observed data” should not be confused with the term
“real data” because we are dealing only with synthetic data.

Finally, we reach the inversion step and so the fault imaging goal. The objective in
this step is to use the observed data obtained from the true model and the FWM in the
previous step and invert these data to quantify the capability of the FWI for fault detection,
delineation and characterization.

The workflow presented in Figure 1 summarizes the main steps during the FWM/FWI
process.

3.8. Geological and Physical Models Building and Faults Modelling

In the frame of EGS Alsace project and ANR Cantare programs, a regional 3D struc-
tural model was built for Northern Alsace. It is built mainly by reprocessing the old vintage
2D seismic lines [46] which are focused on oil and gas exploration of the Tertiary layers.
This geological model could show high uncertainties because at this time, and as the target
is shallower than the geothermal reservoir, the used seismic parameters were not adequate
to produce images of the underlying crystalline rocks. These uncertainties could mainly be
found at the sediments – basement interface which can reach hundreds of meters, especially
in the deeper part of the graben, for instance the eastern part. A total of five geological
interfaces were modelled and included in this model: (1) “schistes à Poissons”, (2) Tertiary
unconformity, (3) top of Trias, (4) top of Muschelkalk and (5) top of Buntsandstein.

In order to build the P- and S-wave velocities as well as the density models from
the structural model, we need initial values. For this purpose, we used existing physical,
generally 1D, models. These models were obtained from previous studies and from
borehole data. These models are good enough for our model building. Once the physical
models were chosen, we used them jointly with the stratigraphical 3D model to generate a
3D P-wave, S-wave velocity models and a density model. We defined these parameters
in the top and at the bottom of our stratigraphical model, and applied a linear gradient
in-between. We show on Figure 2 cross-sections of P-wave and S-wave models and density
model extracted from the complete 3D models.
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Figure 2. Physical models used to perform a sensitivity study of experiments. (a,b) the P-wave and
S-wave velocity models, and (c) the density model. (d) shows the target area around the receivers
where the results will be shown. The inverted triangles are the receivers located in the well and the
stars are the source locations on the earth’s surface. Note that the inter-shot is variable, 500 m around
the well head to 1000 m far away the well head.
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The sources are placed on the topographic surface. The waves propagate down and
no reflected and or transmitted waves occur above the surface. As a complete wave field is
modelled and the full seismic propagation equation used, several seismic waves have been
considered, for instance up and downgoing waves, converted waves and even multiples.

To define the characteristics of the faulted zone, we carefully analysed the available
borehole data for the GPK1, 2, 3 and 4 wells. The objective is to define their average
thickness and their physical values, i.e., P- and S-wave velocities and density. We showed
in Figure 3 the middle part of the GPK1 where we noted the interpreted faulted zones by
the red arrows.
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Figure 3. Middle part of the borehole logs for GPK1 (granite) where the blue profile is the P-wave
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and 80 m. If we consider a fault dip of 75◦, we found that their real thickness varies between 5 and 25 m.
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During our fault analysis performed on the GPK1 and GPK2 well log data (e.g.,
Figure 3) we noted that the apparent fault thickness varies between 15 and 80 m. If we
consider a dip fault of 75◦, which is a realistic value for GPK1 and the closer boreholes [47]
we recompute the real fault thickness which varies between 5 and 25 m. More detailed
fault and fractures data analysis can be found in Dezayes et al. [29] and Sausse et al. [30].

From the amplitudes, we also computed the amplitude decreases of the P- and S-wave
velocities and density values according to the background, i.e., according to the mean
values. From the well data of GPK1 and GPK2 (e.g., sonic and neutron density), the values
decreased by 10% to 25% for P-wave velocity, between 10% to 20% for S-wave velocity and
between 5% to 10% for densities (Figure 3).

Consequently, for our synthetic experiments, we considered an average fault charac-
teristics value of the real values. We consider a fault zone with the following characteristics:
(i) the faulted zone thickness is 30 m and (ii) the decrease of the physical values is 20% for
the P- and S-wave velocities and 7% for density. We show on Figure 2 the reference physical
models from which the fault contrast is computed. These models are the background
physical models.

4. Sensitivity Analysis of the Parameters Describing the Acquisition Geometry

We consider an experimental setup which fits as much as possible the real OVSP setup.
The sources are located on the Earth’s surface, and the locations of the well-head as well as
the well trajectory (where geophones are located) are realistic. In addition, we have used
the seismic velocities and the density models extracted from the 3D models.

4.1. Single Shot Problem

We have started our analysis from the FWI results using only one source, located at
zero-offset. This numerical experiment helps to understand the resolution power of the
FWI. The initial P-wave velocity and S-wave velocity models used as well as the location
of the fault are shown in Figure 2 (the density model is not shown). We have used the
following acquisition geometry parameters:

� The well is vertical;
� The source is located at 0 m offset, on the topographic surface (at 175 m MSL), a

pressure, Gaussian first derivative and centred at 50 Hz;
� The antenna is made of 198 2C geophones located from 550 m depth down to 4500 m

and spaced every 20 m;
� The observed data are free of noise.

The fault characteristics are:

� Vertical fault extension is 2000 m;
� Fault cross the well at 3000 m MSL;
� Fault dip is 75◦;
� Fault thickness is 30 m;
� Contrasts are −20% for P- and S-wave velocities and −7% for density.

We have also used the algorithmic parameters tuned in Section 3.6. These parameters
have been set as follows: (i) FWI performed without polarization, (ii) spatial correlation
range is 20 m, (iii) the main frequency is 50 Hz and (iv) without using the inter-correlation
between the physical parameters in order to better understand the sensitivity of each
parameter separately.

Besides the interest of the single shot problem for the understanding of the FWI
method resolution power, we think that it is also remarkably interesting to study this case
on a practical point of view. Indeed, due to restricted financial support compared to the
oil and gas industry, geothermal project supervisors tend to choose this single-source data
acquisition layout. Thus, it is particularly important to quantify the recovered physical
fault images especially in the granite geological context.
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We compare on Figure 4 seismograms obtained by FW modelling for the model with
and without the fault. Recall that this experiment is done without adding noise. If we
consider the standard processing, the reflected phase coming from the fault has a slope
corresponding to the downgoing field, which leads us to a wrong interpretation. The
apparent velocity between the downgoing waves and the reflections arising from the fault
are very close, creating an ambiguity in their origin. The FWI method overcomes this
problem by dealing with the full wavefield without wave separation.
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Figure 4. Seismograms showing the seismic effect of the fault. (a) synthetic VSP data of the model
without the fault. (b) synthetic VSP data including the fault. We can mainly identify the scattered
fields coming from the fault and crossing the first arrivals at ~−2400 m depth. (c) difference between
(a) and (b). The acquisition geometry is identical to that showed in Figure 2, where we show only the
data for source located at 0 m offset.

We show on Figure 5 the inversion result for a zero-offset single-source VSP experi-
ment after 60 iterations. The result is poor. FWI has recovered a small part of the P-wave
velocity field but with artefacts mainly in the upper part of the antenna leading to inter-
pretation difficulties. For the S-wave velocity field, FWI has recovered a small section in
the lower part of the antenna, but several artefacts can also be observed. For density, as
expected, the result is bad, showing that this parameter is weakly sensitive to the fault
and cannot resolve it when reflection redundancy is weak. From the one-source shot
experiment, we conclude that in the granites and using the described acquisition geometry
and the fault characteristics, we cannot image the modelled fault accurately enough for a
reliable interpretation.

Geosciences 2021, 11, x FOR PEER REVIEW 14 of 36 
 

 

expected, the result is bad, showing that this parameter is weakly sensitive to the fault 
and cannot resolve it when reflection redundancy is weak. From the one-source shot 
experiment, we conclude that in the granites and using the described acquisition 
geometry and the fault characteristics, we cannot image the modelled fault accurately 
enough for a reliable interpretation. 

We understand from this experiment that in the granite geological context, one zero–
offset shot is not sufficient to detect, delineate and characterize faults having the described 
features.  

 
Figure 4. Seismograms showing the seismic effect of the fault. (a) synthetic VSP data of the model 
without the fault. (b) synthetic VSP data including the fault. We can mainly identify the scattered 
fields coming from the fault and crossing the first arrivals at ~−2400 m depth. (c) difference between 
(a) and (b). The acquisition geometry is identical to that showed in Figure 2, where we show only 
the data for source located at 0 m offset. 

 
Figure 5. The physical models retrieved from FWI for one shot at zero offset. (a) P-wave velocity 
model shown for the interest area around the receivers (see the white box in Figure 2c). (b) and (c) 
recovered S-wave velocity and density models, respectively. The trace of the simulated fault is 
shown with black polygons. 

4.2. Multi-Shots Problem 
Several synthetic experiments have been performed for different data acquisition 

geometries. (Table 1) The goal is to quantify the effects of (i) the maximum offset, (ii) the 
number of sources and iii) the intershot distance effect. Experiment 1 is that discussed in 
the previous section for a one-source problem. The idea is to compare the experiment 
results, for instance, to compare the results of experiments 5, 6 and 7 to quantify only the 
effect of the inter-shots, experiments 6 to 9 to quantify only the effect of the maximum 
offset and experiments 7 to 10 to understand and quantify the effect of the maximum 
offset.  

Table 1. Geometry data acquisition parameters used in the sensitivity study for fault detection, 
delineation and characterization. 

Expe. Shots 
Shot Offsets 

 [km] 
Max Offset 

 [km] 

Figure 5. The physical models retrieved from FWI for one shot at zero offset. (a) P-wave velocity
model shown for the interest area around the receivers (see the white box in Figure 2c). (b,c) recovered
S-wave velocity and density models, respectively. The trace of the simulated fault is shown with
black polygons.

We understand from this experiment that in the granite geological context, one zero–
offset shot is not sufficient to detect, delineate and characterize faults having the de-
scribed features.
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4.2. Multi-Shots Problem

Several synthetic experiments have been performed for different data acquisition
geometries (Table 1). The goal is to quantify the effects of (i) the maximum offset, (ii) the
number of sources and iii) the intershot distance effect. Experiment 1 is that discussed
in the previous section for a one-source problem. The idea is to compare the experiment
results, for instance, to compare the results of experiments 5, 6 and 7 to quantify only the
effect of the inter-shots, experiments 6 to 9 to quantify only the effect of the maximum
offset and experiments 7 to 10 to understand and quantify the effect of the maximum offset.

Table 1. Geometry data acquisition parameters used in the sensitivity study for fault detection,
delineation and characterization.

Expe. Shots Shot Offsets [km] Max Offset [km]

1 1 0 0

2 3 −0.5, 0, 0.5 ±0.5

3 5 −1, −0.5, 0, 0.5, 1 ±1.0

4 7 −1.5, −1, −0.5, 0, 0.5, 1, 1.5 ±1.5

5 5 −2, −1, 0, 1, 2 ±2.0

6 9 −2, −1.5, −0.5, 0, 0.5, 1, 1.5, 2 ±2.0

7 17 −2, −1.75, 1.5, −1.25, −1, −0.75, −0.5, −0.25, 0, 0.25,
0.5, 0.75, 1, 1.25, 1.5, 1.75, 2 ±2.0

8 11 −3, −2, −1.5, −1, −0.5, 0, 0.5, 1, 1.5, 2, 3 ±3.0

9 13 −4, −3, −2, −1.5, −1, −0.5, 0, 0.5, 1, 1.5, 2, 3, 4 ±4.0

10 15 −5, −4, −3, −2, −1.5, −1, −0.5, 0, 0.5, 1, 1.5, 2, 3, 4, 5 ±5.0

The objective is to change the number of shots used in the same inversion run as well
as the intershot and the maximum offset to quantify the FWI ability for faults’ detection
and characterization. For instance, comparing the results of experiments 5, 6 and 7 to
quantify only the effect of the inter-shot spacing, which is 1000 m for experiment 5, and 500
and 250 m for 6 and 7, respectively. The maximum offset of 2000 m remains unchanged for
these three experiments. We can also compare the results of experiment 6 and 9 to quantify
the effect of the maximum offset alone, which is 2000 m for the experiment 6 and 4000 m for
experiment 9, where the inter-shot spacing of 500 m remains unchanged around the well.

Experiment 2 used only three shots distant by 500 m, which is the smallest maximum
offset used after the single-shot zero-offset experiment. From experiments 2 to 7, we
changed and increased the number of shots, the intershot distance as well as the maximum
offset to reach a maximum offset of 2000 m. Experiments 7 to 10 will help us to understand
and quantify the effect of the maximum offset. In all these experiments, we used the
starting physical models shown in Figure 2 and the fault features are those used in the
single-shot problem (Section 4.1).

We show in Figure 6 the results summary of experiments 2, 4, 6, 8 and 10, showing
the recovered P- and S-wave velocity fields as well as the recovered density model. In
Figure 6a, we show the retrieved models for experiment 2 (Table 1) where only three shots
are used with a maximum offset of 500 m. The FWI has partly recovered the upper part of
the fault in the P-wave field and density but less in the S-wave field. We note that in the
P-wave field, the shape of the fault is nearly completely recovered. The physical values
remain lower than those of the real model, however. The lower part of the fault is not well
resolved for P velocity because beside the direct P, the only phase is the downgoing P-to-S
converted wave. We note also that several significant artefacts are present that would lead
to wrong geological interpretations.
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Figure 6. In the top panel, a simplified sketch showing the acquisition geometry used for each
experiment is indicated by the number in-brackets. The modeled physical models remain unchanged
throughout the different experiments whereas the number of sources changes. In the bottom panel,
the physical models recovered from the sensitivity study of the acquisition geometry. At the top, we
show P-wave field, in the middle S-wave field and at the bottom the density model. According to
the Table 1, we show the results obtained from experiments 2 (a), 4 (b), 6 (c), 8 (d) and 10 (e). The
inverted triangles are the receivers, and the black polygons follow the fault trace. The results are
shown only in the target area.
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When we increase the number of shots up to seven and the maximum offset to 1500 m
(Table 1 and Figure 6b), the fault is better resolved. The upper part of the fault is better
delineated for the three physical parameters. The lower part of the fault remains however
not well resolved (better for the S-wave field due to the downgoing P-to-S converted phase).
The artefacts remain relatively significant for the three parameters (Figure 6b).

In Figure 6c, we show the retrieved physical models for experiment 6 (Table 1) where
nine shots and a maximum offset of 2000 m were used. The retrieved models, compared
to experiments 4 and 2, are better resolved, especially for the lower part of the fault. This
lower part is less revolved compared to the upper part, and the inverted physical values
for the three parameters show underestimated contrasts. We also note the significant
improvement of these results, for instance the artefacts present in experiments 1, 2 and 4
are attenuated, except for the density model as expected, because the density is always less
resolved then P- and S-wave fields for borehole FWI context.

When increasing the maximum offset to 3000 m (experiment 8) and the number of shots
to 11 (Figure 6d), the estimated physical models are improved. These improvements are
higher for the P velocity field and the density field than for the S velocity field. Nevertheless,
the retrieved density model still exhibits important artefacts.

The last results (Figure 6e) were obtained from experiment 10 (Table 1). The number
of shots is 15 and the maximum offset is 5000 m. The fault is accurately retrieved, and
the obtained values are compared to those of the real model, except for the lower fault
extremity where the values are underestimated. This is mainly true for the P- and S-wave
velocity fields, but not for the density. The density model is better recovered except for the
area crossing the well, where some artefacts remain visible.

To conclude, the five experiments studied (e.g., experiments 2, 4, 6, 8 and 10) and
documented in Table 1 reveal that in the crystalline basement and for a 2D model and
seismic modelling):

� Three shots allow the detection of the fault but are not enough to delineate the fault
and characterisation is not reliable. The delineation is not complete and not precise,
and its physical values are different than the real modelled values.

� Even when using seven shots, fault delineation is not completely successful if the
maximum offset is less than 1500 m.

� The fault is well delineated using nine shots or more with the maximum offset of
2000 m or more (to be compared to the target depth, in fact, the rule of thumbs is:
maximum offset should be around the target depth).

� Increasing the number of shots in the same inversion is not necessarily the best way
to go. For instance, the results are improved from experiment 5 to 6 but not between
experiments 6 and 7, where the maximum offset of 2 km is the same for both. This
means that the included model-part during the inversion which affects really the data
is the same for both experiments. Even though the model complexity is the same
between these experiments, we improved only the results of experiment 5. We also
remember that parameters affecting the data, for instance attenuation, noise level
(here free noise), diffractions, etc., are the same.

� It is important to make a balance between the number of shots and the maximum
offset which should be used to accurately delineate the fault.

� The lower part of the fault is always less resolved as the downgoing scattered field
has only the converted P-to-S converted wave while the upgoing scattered field is
made of two phases, the reflected P-wave and the reflected P-to-S converted wave.

Note that the inter-shot spacing of the experiments discussed above is 500 m, while
the number of shots and the maximum offset is varying. The shots at large offsets clearly
provide more information through the scattered field. This is not the case with real data as
the shots at large offsets exhibit low S/N ratios.

We would like also to quantify the effects of the number of sources for a constant
maximum offset. We set the maximum offset to 2000 m and consider various numbers of
shots. The number of shots of experiments 5, 6 and 7 (Table 1) are respectively 5, 9 and 17.
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This means that the inter-shot spacing is different between these experiments, from 1000 m
for experiment 5, to 500 m for experiment 6 and down to 250 m for experiment 7.

Slight or non-negligible improvement can be observed between experiments 5 and
6 in all recovered physical parameters. We recovered better the lower part of the fault in
experiment 6. This is the direct effect of the number of shots and the intershot distance.
Where a non-negligible effect is observed between the results of experiments 5 and 6, no
visible effect was observed between the results of experiments 6 and 7. The reason is that for
our target, the minimum inter-shot spacing is already reached in experiment 6 and even if
we increase the shots number, and decrease the inter-shot distance, the imaging results are
not improved. For real noisy data, a smaller inter-shot spacing distance and more sources
should be needed, depending strongly on the noise level and the depth of the target. For
a real case, a sensitivity analysis could be performed including different noise types and
amplitudes to quantify their effect and then choose the optimizing acquisition geometry.

We conclude from these experiments that the number of shots and the inter-shot
spacing are both important. It is not appropriate to use several sources with kilometric
inter-shot spacing or inter-shot spacings smaller than 250 m (for a 3 km depth target fault
and data main frequency of 50 Hz). We observed that using a small number of shots
does not allow us to recover accurately our target fault, especially its lower part (e.g.,
Figure 6a,b), but also that using more shots with non-adequate inter-shot spacing do not
improve the results (e.g., experiment 7, Table 1). We should define an appropriate distance
from a sensitivity analysis, which could change according to the depth, thickness, dip,
azimuth, and so on, of the target. According to the faults which could be met in the granite
of Soultz-sous-Forêts, the best parameters deduced from the sensitivity study are: (i) the
optimized number of shots is 9, (ii) the intershot distance is 800 m, and (iii) the maximum
offset is 4000 m.

We recall also that these conclusions hold for noise-free data and for a 2D seismic
modelling. For noisy data, the number of required shots would increase. And for a 3D
model with azimuth coverage, the number of necessary shots N should be around πn2/4,
where n is the number of shots needed for 2D.

5. Sensitivity Analysis of the Fault Parameters

We now use the best acquisition geometry parameters determined in the previous
section and study the seismic effect of the fault features: (i) the fault geometry (length,
dip, distance from the receiver) and (ii) the fault physical characteristics (P- and S-wave
velocities, density contrasts and thickness). The thickness of the fault zone is a geometrical
parameter but as this parameter is related to the ability of the FWI to retrieve the true values
of the physical parameters inside the fault zone, we consider it as a physical parameter.
The ability to retrieve the true values of the physical parameters (fault characterisation) is
also related to the main frequency of the seismic data.

5.1. Fault Geometry Parameters

We consider a fault with the same features as that described in the single-shot problem
(Section 4.1). We vary the fault dip (0◦, 30◦, 60◦, 75◦, −75◦ and 90◦)) and the fault distance
from the well: fault crossing the well, or horizontally shifted by 600 m or 1000 m from
(Figure 7). The same inversion parameters were used: 20 m for the spatial correlation
length, and without polarization. Concerning the correlation between the physical param-
eters contrasts, Vp, Vs and density, we consider two cases: (i) a strong correlation, i.e.,
crosscorrelation coefficients of 0.9 for the three couples of parameters) and (ii) a moderate
to strong correlation, i.e., 0.8 for the (Vp, Vs) couple and 0.6 for the two other couples (Vp,
density) and (Vs, density). We used the best geometrical data acquisition recovered in
the previous sensitivity study (Section 5.2), namely (i) 800 m for the inter-shot spacing,
(ii) maximum offset of 4000 m, and (iii) eleven shots located at the following offsets: −4000,
−3200, −2400, −1600, −800, 0, 800, 1600, 2400, 3200 and 4000 m (Figure 7).
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shifted 800 m to the left, (4) 60° dip, (5) 60° dip, shifted 700 m to the left, (6) 30° dip, (7) -75° dip, 
shifted 650 m to the left, (8) vertical, shifted 200 m to the left and (9) horizontal, crossing the well at 
3000 m. The stars show source locations and the reverted triangles, the receivers. 
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the well and the receivers. We can observe that the fault dip is not an issue even at high 
dips (>75°). Generally, the higher the fault dips the better the FWI retrieves the whole fault 
shape and contrasts. This is true except for a horizontal fault, where the fault parts close 
to the receivers are accurately recovered, but not the faraway parts (Figure 8d). 
Nevertheless, the physical parameters for the parts closest to the receivers are accurately 
recovered. We note that for high dip faults, i.e., >60° (Figure 8a,b), we recovered accurately 
the entire upper part of the fault, but not completely the lower part, as in the previous 
experiments (see Section 5). This is due to the scattered field, as already explained. The 
worst cases are for shallow dipping faults, probably between 10° to 40° more or less (e.g., 
Figure 8c). We note also the presence of some artefacts in the recovered density field, but 
again we can observe that for a horizontal fault (Figure 8d) and for high dip faults (e.g., 
Figure 8a), the retrieved density field is better than the retrieved P- and S-wave velocity 
field. 

Figure 7. Different faults used in the sensitivity analysis with different dips shown on the P-wave
velocity model. The center of the fault is at 3000 m depth. The faults are: (1) 75◦ dip, (2) 75◦ dip,
shifted 600 m to the left (the lower part of the fault is about 200 m from the receivers), (3) 75◦ dip,
shifted 800 m to the left, (4) 60◦ dip, (5) 60◦ dip, shifted 700 m to the left, (6) 30◦ dip, (7) −75◦ dip,
shifted 650 m to the left, (8) vertical, shifted 200 m to the left and (9) horizontal, crossing the well at
3000 m. The stars show source locations and the reverted triangles, the receivers.

We have summarized in Figure 8 the sensitivity to fault dips for the faults crossing
the well and the receivers. We can observe that the fault dip is not an issue even at high
dips (>75◦). Generally, the higher the fault dips the better the FWI retrieves the whole fault
shape and contrasts. This is true except for a horizontal fault, where the fault parts close to
the receivers are accurately recovered, but not the faraway parts (Figure 8d). Nevertheless,
the physical parameters for the parts closest to the receivers are accurately recovered. We
note that for high dip faults, i.e., >60◦ (Figure 8a,b), we recovered accurately the entire
upper part of the fault, but not completely the lower part, as in the previous experiments
(see Section 5). This is due to the scattered field, as already explained. The worst cases are
for shallow dipping faults, probably between 10◦ to 40◦ more or less (e.g., Figure 8c). We
note also the presence of some artefacts in the recovered density field, but again we can
observe that for a horizontal fault (Figure 8d) and for high dip faults (e.g., Figure 8a), the
retrieved density field is better than the retrieved P- and S-wave velocity field.

In a second step, we have considered the case of the distance of the fault from the
well. What is the maximum distance where a fault could be accurately imaged or even
detected? The results of the FWI for the faults 2, 3 and 5 are shown in Figure 9 and for
the faults 7 and 8, in Figure 10. The FWI can accurately detect and delineate the fault even
when it is far away from the receivers. The maximum distance varies from 500 m for
the lower part of the fault to 1000 m for the upper part (e.g., Figure 9). This maximum
distance decreases when the dip decreases. When the fault dip decreases from 75◦ to 60◦,
the farthest part of the fault is not detected (compare Figure 9a,c). When the fault dip
decreases, we delineate with more accuracy the closest part than the furthest part, this can
be noticed when comparing faults 2 and 5. This is expected, because when increasing the
fault dip, we increase the distance between the upper part of the fault and the receivers, for
the same fault length. We note also that the density field is recovered with some artefacts,
and its physical values were recovered accurately. We recall that the inverted data are free
of noise, and we expect these maximum distances to be smaller with real noisy data.
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Figure 8. Sensitivity analysis results obtained for dip faults crossing the well at 3000 km depth. We
show P-wave velocity (left), S-wave velocity (center) and density (right) fields for fault dips of (a) 75◦,
(b) 60◦, (c) 30◦ and (d) 0◦. These results correspond to faults 1, 4, 6 and 9 showed in Figure 7. We
show only the interest area showed by the white rectangle in Figure 2c.
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observed that the higher the fault dips, the better we can delineate the fault and recover 
the contrasts in the physical parameters. This is the case even for a vertical fault (Figure 
10b). In this case, the fault is accurately delineated, and the P-wave velocity and the 
density fields are recovered with a good precision. The S-wave velocity field show a 
correct delineation, but the contrasts are not well estimated in the deeper part of the fault. 
The reason is that in this part, the P-to-S reflected (from right side sources), or the 
transmitted converted S waves (from left side sources) provide information only at a few 
receivers (the deepest). Even for a vertical fault, the FWI shows a high potential to 
accurately recover its shape and the physical contrasts, which is not the case to the classical 
VSP processing approach (see discussion below).  

The challenging fault shape is for a dip of −75° when the fault is far away from the 
receivers and when reflected waves cannot reach the receivers. We can notice that for the 
P-wave velocity field (Figure 10a), only a small upper part is recovered, whereas for both 
the S-wave velocity and density fields, the whole fault is correctly delineated, but with 
underestimated contrasts. The S-wave velocity field is better estimated due to the P-to-S 
converted waves of the scattered field (Figure 11). Notice that in the well vicinity (distance 
less than 300 m) the FWI has accurately recovered the shape and the physical contrasts of 

Figure 9. The retrieved P-wave velocity field (left), S-wave velocity field (center) and density field
(right) for faults (a) 2, (b) 3 and (c) 5 (Figure 7). The faults 2 and 5 are 200 m far from the closest
receivers whereas fault 3 is 500 m far from the closest receivers in the lower part of the fault. We
show only the target area showed by the white rectangle in Figure 2c.

The conclusions of the previous section concerning the fault dip remain true. We
observed that the higher the fault dips, the better we can delineate the fault and recover the
contrasts in the physical parameters. This is the case even for a vertical fault (Figure 10b). In
this case, the fault is accurately delineated, and the P-wave velocity and the density fields
are recovered with a good precision. The S-wave velocity field show a correct delineation,
but the contrasts are not well estimated in the deeper part of the fault. The reason is that
in this part, the P-to-S reflected (from right side sources), or the transmitted converted S
waves (from left side sources) provide information only at a few receivers (the deepest).
Even for a vertical fault, the FWI shows a high potential to accurately recover its shape and
the physical contrasts, which is not the case to the classical VSP processing approach (see
discussion below).

The challenging fault shape is for a dip of −75◦ when the fault is far away from the
receivers and when reflected waves cannot reach the receivers. We can notice that for the
P-wave velocity field (Figure 10a), only a small upper part is recovered, whereas for both
the S-wave velocity and density fields, the whole fault is correctly delineated, but with
underestimated contrasts. The S-wave velocity field is better estimated due to the P-to-S
converted waves of the scattered field (Figure 11). Notice that in the well vicinity (distance
less than 300 m) the FWI has accurately recovered the shape and the physical contrasts of
the fault. The tendency is that the physical parameter contrasts are more underestimated
when moving down and away from the well.
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a high potential to accurately recover its shape and the physical contrasts. In this case, the fault is 
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Figure 10. The retrieved P-wave velocity field, S-wave velocity field and density field for faults
(a) 7 and (b) 8 (Figure 7). The fault 7 is 200 m far to the closest receivers in its upper part. We show
only the interest area showed by the white rectangle in Figure 2c. Even for a vertical fault, the FWI
shows a high potential to accurately recover its shape and the physical contrasts. In this case, the
fault is accurately delineated, and the P-wave velocity and the density fields are recovered with a
high precision. The S-wave velocity model show a correct delineation, but the contrasts are not well
estimated in the deeper part of the fault, which could be explained by a low P-to-S reflected or less
transmitted converted S-waves.

An interesting comparison could be made between the FWI technique and the stan-
dard OVSP data processing technique for their ability to detect and characterize faults in the
granites. This sensitivity study shows us that we can fairly to accurately detect, delineate,
and characterize fault zones in the granite context (in the well vicinity). Experiments show
also that the higher the fault dip, the better is the fault delineation and also the better we
characterize the physical parameter contrasts. A standard approach, where OVSP data
are processed classically by separating the recorded field to up- and down- going fields
and where only the first seismic order (primaries) of the upgoing fields is used, would
fail for faults with high dips. Reiser et al. [10] obtained accurate fault imaging for faults,
especially those with a shallow dip, and demonstrated that the Kirchhoff migration cannot
provide accurate fault imaging for high fault dips: the faults dipping at 30◦ are, for instance,
better imaged than those at 70◦ (also in a granite context). The authors have also noted the
presence of important artefacts that cannot be removed even when they increase the source
number due to the diffraction hyperbola. For the FWI method, the most challenging fault
dip could be found for dip angles of 10–40◦. For fault dips between 45 and 90◦, which are
the most frequently found in deep geothermal crystalline contexts, the FWI show a fully
accurate fault imaging result. Very few faults may present this maximum dip (i.e., 90◦), but
the idea here is to check the ability of the applied method in very steepest contrasts. Addi-
tionally, the observed artefacts are removed when increasing the number of shots to seven,
and completely removed with nine shots, because the multiple diffractions or high order
scattered field constitutes useful information. In other words, as the full wave equation
reproduces these phases, we can invert this part of the wavefield, introducing constraining
information and helping the inversion to provide an accurate and realistic underground
image. However, we recall that these FWI synthetic experiments have been performed
for perfect data (noise free) and for a 2D world (i.e., the fault is always perpendicular to
the propagation plane). We recall also that the aim of this study is to demonstrate the
ability of the FWI to recover accurately faults with realistic parameters and characteristics,
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besides the real data complications (for instance attenuation, 3D effects, alterations and
anthropogenic noise) which could not affect considerably the results of this study, because
their effects (e.g., attenuation) do not play a major role in the FWI.Geosciences 2021, 11, x FOR PEER REVIEW 23 of 36 
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Figure 11. Seismograms recovered from the FWI of fault number 7 (for location, see Figure 7) for
X (horizontal) component (left) and Z (vertical) component (right) obtained for zero offset source
location. (a) observed X and Z components, (b) inverted X and Z components and (c) X and Z
differences between (a) and (b).

We have performed an additional sensitivity study regarding antennae length. We
have found as expected that we recover only the fault part located at the receiver depths.
This means that when a fault is detected and delineated, its length could not be the complete
length if the recovered fault length and the antennae are comparable.

The sensitivity analyses described and discussed above have been performed for a
fault thickness of 30 m. What is the minimum fault thickness which can be recovered in
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the granites using the FWI technique? Even if the thickness is a geometrical parameter of
the fault, its estimation is related to the physical parameter contrasts and the frequency
content of the seismic signal (interaction between the wavelength of the P- and the S-wave
and the fault thickness); this is why we have considered this parameter separately.

5.2. The Fault Thickness Issue

We start by analysing the quantitative parameters recovered in the previous experi-
ments. For instance, we focus on the horizontal profile of the estimated physical parameters
for fault no. 4 (see Table 1, Figure 8b), which represent a fault crossing the well at 3000 m,
showing a dip of 60◦, a thickness of 30 m and 20, 20 and 7% for P- and S-wave velocity
and density contrasts, respectively. Qualitatively, remember that the upper part of this
fault was accurately imaged by the three parameters (i.e., P-, S-waves and density), but its
lower section was partly imaged. The contrast analysis (Figure 12) provides a quantitative
view. The fault contrasts in its upper part before crossing the well is fully recovered where
at least 97% of the maximum contrast is retrieved. Some oscillations can be observed for
the density.Geosciences 2021, 11, x FOR PEER REVIEW 25 of 36 
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The physical parameter contrasts for the lower part of the fault are poorly recovered 
in the P-wave velocity field where 400 m below the receivers (i.e., at 3400 m depth), only 
40% of the maximum contrast has been recovered (Figure 12d), whereas 70% of the S–
wave contrast has been obtained, and an overestimation of 120% for the density. 
Considering the lower fault extremity (Figure 12e), less than 10% of the P-wave velocity 
contrast has been retrieved and around 45% for the S-wave velocity and 75% for the 
density. Note that the density provides better results for free noise data, and it is more 
sensitive to noise as the obtained results quality decreases when increasing the noise 
(Figure 12).  

To quantitatively address the fault thickness, we consider the geometry data 
acquisition as that shown in Figure 7, and we consider the fault (1), dip of 75° with 
different thicknesses. We have studied the following fault thicknesses: 5, 10, 15, 20, 30 and 
50 m. Both acquisition geometry and inversion parameters remain unchanged, for 
comparison with the previous images obtained for a fault thickness of 30 m.  

We can notice that the fault contrasts have been accurately estimated by the FWI 
(Figure 13). Qualitatively, the fault has been accurately retrieved in all experiments. The 

Figure 12. The estimated P- (right) and S-wave (middle) velocities and density (right) contrasts for
five representative depths; (a) at the upper extremity (2200 m), (b) at 2600 m, (c) crossing the well at
3000 m, (d) at 3400 m and (e) the lower fault extremity at 3800 m. The fault no. 4 has been modelled
and inverted (Figure 7), where the FWI image is shown in Figure 8b. Note that the true curves has no
rectangular shape, because we smoothed the model to reduce diffractions arising from the model
pixels. A filter smoothing 4 × 4 pixels (i.e., 20 × 20 m) have been applied to smooth the final physical,
P-, S- waves and density models.
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The physical parameter contrasts for the lower part of the fault are poorly recovered
in the P-wave velocity field where 400 m below the receivers (i.e., at 3400 m depth), only
40% of the maximum contrast has been recovered (Figure 12d), whereas 70% of the S–wave
contrast has been obtained, and an overestimation of 120% for the density. Considering the
lower fault extremity (Figure 12e), less than 10% of the P-wave velocity contrast has been
retrieved and around 45% for the S-wave velocity and 75% for the density. Note that the
density provides better results for free noise data, and it is more sensitive to noise as the
obtained results quality decreases when increasing the noise (Figure 12).

To quantitatively address the fault thickness, we consider the geometry data acqui-
sition as that shown in Figure 7, and we consider the fault (1), dip of 75◦ with different
thicknesses. We have studied the following fault thicknesses: 5, 10, 15, 20, 30 and 50 m.
Both acquisition geometry and inversion parameters remain unchanged, for comparison
with the previous images obtained for a fault thickness of 30 m.

We can notice that the fault contrasts have been accurately estimated by the FWI
(Figure 13). Qualitatively, the fault has been accurately retrieved in all experiments. The
fault location was rightly estimated, even for the very narrow fault of 5 m thickness. It is
also important to quantitatively assess the FWI estimated contrasts especially for narrow
faults, i.e., fault thickness less than 20 m (see discussion below).
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Figure 13. P-wave velocity estimated field for faults with different thicknesses: (a) 5 m, (b) 10 m,
(c) 15 m, (d) 20 m, (e) 30 m and (f) 50 m. We show only the P-wave velocity in the target area limited
by white block in Figure 2c. The quality results of the S-wave velocity and density are comparable to
the P-wave velocity results.

In the granite, the P-wave velocity value is around 6000 m/s as showed by sonic
logs acquired in GPK1 borehole (e.g., [48]. For a central frequency of 50 Hz, as is the
case for our experiments, the seismic wavelength for P-waves is 120 m (i.e., λ = 120 m)
and about half for the S-wave (70 m). Barnes and Charara [13] show that for OVSP data,
when the scattered S-wave field is energetic (as often when offset is sufficient), the S-wave
velocity estimated field provides a better spatial resolution than the P-wave velocity field,
even when S-wave suffer from seismic attenuation because the scattered S-wave field is
mainly generated in the well vicinity implying small propagation distances. Moreover, and
because it deals with the complete wave equation, the FWI can detect and delineate faults
even for thicknesses of λ/10 (i.e., for λp = 12 m, and λs = 7 m). In a sedimentary context,
thin beds can also be detected with thicknesses of λ/1 [13] However, as the scattered
energy decreases with the fault thickness, in the real world, the scattered energy from a
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thin fault can easily be covered by ambient noise. Therefore, for real data, the detection,
delineation, and characterization of thin faults depend strongly on the data quality and on
the S/N ratio.

As the seismic wavelength is around 120 m (70 m for S-waves), we observe also
that either for faults of 5, 10 and 15 m thick (Figure 13a–c), we accurately recovered their
locations and dips, but what about the recovered contrasts?

The obtained contrasts compared to the true contrasts are shown on Figure 14 for
several experiments, including different fault thicknesses (5, 10, 15, 30 and 50 m) and at a
particular depth of 3000 m. It was clear that the FWI will provide precise faults geometries
and their characteristics, i.e., velocities and density contrasts, for thick faults (>30 m). Con-
trasts of these thick faults have been accurately retrieved, especially for P- and S-wave fields
but less resolved for density fields, with some artefacts (Figure 14e,f). Surprisingly, precise
contrasts have been recovered for very narrow faults of 5 and 10 m (Figure 14a,b). When
comparing the FWI estimated contrasts to the true contrasts (Figure 14), precise values have
been obtained for all thicknesses (Table 2), where the worst recovered contrast is 97% of
the maximum true contrast, which is very satisfactory for fault thickness characterization,
especially for narrow faults (i.e., fault thickness less than 15 m).

Table 2. The recovered contrast according to the maximum true contrasts, where True means the
physical parameter contrast for the fault in the reference or True model and FWI means the physical
parameter contrast for the fault in the models estimated by the FWI. Note that these contrasts are
relative to the background values.

Fault Thickness
[m]

P-Wave Velocity
Contrast [m·s−1]

S-Wave Velocity
Contrast [m·s−1]

Density Contrast
[kg·m−3]

True FWI True FWI True FWI

50 −1031 −1089 −557 −492 −135 −189
30 −972 −839 −525 −456 −128 −188
20 −778 −603 −421 −327 −102 −141
15 −635 −501 −343 −279 −83 −64
10 −443 −373 −240 −203 −58 −78
5 −238 −198 −129 −111 −31 −34

5.3. The Multi-Faults Experiment

We now consider four faults with different lengths and thicknesses, and a deviated
well. We thus mix different challenges in the same inversion experiment to explore the
ability of the FWI method to separate and interpret the scattered fields of the different
faults. The modelled fault features are shown in Table 3. The faults a, c and d cross the well,
whereas fault b is located in the vicinity of the well at the right side, under the receivers.

Table 3. Fault features of the multi-fault experiment. The VC. Stand the Velocity Contrast (idem to
C). The fault locations are shown in Figure 15.

Features
Faults

a b c d

Thickness [m] 20 50 25 40
Dip [◦] −60 −60 75 80
P-wave VC. [%] 25 20 25 20
S-wave VC. [%] 25 20 25 20
Density C. [%] 10 7 10 7
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For acquisition geometry parameters, a total of 21 sources have been used with
increasing inter-shot spacing from 250 m, around the well, to 500 m at intermediate
distance (between 1 and 3 km away) to reach 1000 m at large offsets. The maxim offset
used is 5000 m. The deviated well is inspired by GPK4 at Soultz-sous-Forêts. We do not
add noise. The obtained P- and S-wave velocity and density estimated fields are shown
in Figure 15 after 100 iterations. The FWI accurately recovers the fault locations and their
shapes except for the deepest part of the faults c and d, as was observed in the previous
experiments. These deep parts are better recovered for the S-wave estimated field than for
the P-wave field and density as in previous experiments.
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Figure 15. P- and S-wave velocity and density estimated fields from experiment with several faults
having different features. The features of the modelled faults are shown in Table 3. The inverted
triangles showed the receivers in the deviated well. We show the results only around the faults. The
black polygon shows the location of the true modelled faults.

From the estimated fields, we can observe that the most important parameters affecting
the results are the dip and location of the faults according to the receivers (Figure 15). We
also notice that even if the fault does not cross the well, the FWI can retrieve accurately the
fault characteristics. From the P-wave velocity estimated field, we can notice that the fault
b is better resolved, then d, then c and finally a. The major difference between the resulted
fault features for fault a and b, which have the same dip, is mainly their thickness, where
the fault b thickness is 50 m, and only 20 m for fault a (Table 3).

The main result from the multi-fault experiment is that (i) the overall conclusions
are the same as for previous synthetic FWI experiments and (ii) the presence of several
faults does not affect the accuracy of results for each fault independently, at least in 2D and
using noise-free data. In addition, we have understood from this experiment, that the FWI
can provide a clear underground image of faults network, at least for fault zones having
average characteristic values as those modelled here. For instance, fault a, which is only
20 m thick, is recovered in the right location and shape, but its thickness is underestimated.
Undoubtedly, the narrow faults, typically with a thickness of less than 20 m, will be
more challenging.

During the FWM, we can record the waves’ propagations through the entire experi-
ment. Figure 16 shows snapshots at times 2 ms, 660 ms, 850 ms and 1050 ms. The P- and
S-wave front can be followed and their interactions with the faults are visible. P-to-S and
S-to-P wave conversions are also visible. Combining these screen shots, we built a movie
(see the Supplementary Material to watch it). Analysing continuously the seismograms and
the movie, we better understand the different phases in the seismograms and their origins.
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Figure 16. Representative snapshots for the multi-faults experiment at different times; (a) 2 ms, (b) 660 ms, (c) 850 ms and
(d) 1050 ms. The divergence of displacements (P-waves) are shown in bleu (negative) and green (positive), and the curl of
displacements (S-waves) are shown in red (negative) and yellow (positive). Notice the S-wave generated from the faults
(i.e., panels c and d), the reflected and the converted waves from the top basement (e.g., panel b) and the multiples in the
sedimentary layers (panel c and d), and several other waves.

6. Results and Discussion on the FWI Robustness for Noisy Data

In order to demonstrate the FWI ability for fault delineation and characterization, it
is important to separate the data quality issue (information content of the data) and the
starting model issue (non-linearity) from the imaging issue. This is why we have performed
sensitivity analyses using noise-free data in the above sections (even the numerical noise is
negligible as it is the same in the observed data and in the calculated data). We now test
the FWI performance with moderate and high noise in the data using experiment 5 as a
reference (Table 1). We considered the noise with the following characteristics:
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� Additive Gaussian noise,
� Noise has the same f-k amplitude spectrum than the data,
� Ambient noise is unlocalized,
� Coda noise is localized a few periods after energetic phases.

We show in Figure 17 the Z-components for the three experiments namely Ref, MN
and HN (Table 4). We can observe that for free noise data, we identify clearly the arrivals
crossing the first arrival from −2000 m, whereas in MN these arrivals are more difficult to
identify. For HN, these arrivals cannot be identified. We focus on these arrivals, because
they are generated from our target (i.e., the fault).
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Table 4. The two noise parameters, ambient and coda, used in the noise study. The reference
experiment is experiment 5 (Table 1).

N/S Amplitude Radio Ambient [%] Coda [%]

Noise free (Ref) 0 0
Moderate noise (MN) 15 25

High noise (HN) 30 50

We have run the FWI for these three experiments, as shown in Figure 2. The outcomes
are shown in Figure 18. As expected, the estimated fields are noisy. The FWI detects the
fault and retrieve quite accurately the shape and the location of the fault as well as its dip,
even for noisy data (e.g., Figure 18b). The contrasts in the physical parameter are not well
estimated. As previously observed, the lower part of the fault is partly recovered for both
the P- and the S-wave velocity fields. This is due to the short maximum offset used in these
experiments (2000 m) which is less than the optimal one (4000 m). Several artefacts can
also be observed implying ambiguities in the interpretation (e.g., Figure 18c).

For the case of the moderate noise experiment (MN), the FWI is able to provide an
accurate fault detection, delineation, and characterization (Figure 18b).

In the high-noise experiment (HN, Figure 18c), the upper part of the fault in the
P-wave velocity field is recovered, but it is less well defined in the S-wave velocity field
(and not well retrieved in density field, not shown here). The lower part of the fault is
recovered partially in the P- and S-wave velocity fields, the delineation can be obtained
but not the physical parameter contrasts. This HN experiment illustrates the capability of
the FWI to detect and delineate faults, even for noisy data in the granite context. We recall
here that this noise, even high, is structured, additive and Gaussian, which is theoretically
compatible with the least square method used in the FWI. The application to real data is not
as straightforward as in a sedimentary context. Effectively, the FWI needs a precise starting
model including a complex rheology in order to account for the main heterogeneities
(structures), the travel times of the main downgoing waves, and potentially, anisotropy or
attenuation effects in the data. Some experiment parameters have to be inverted (as the
source function for instance). Finally, the noise characteristics, depending on the dataset,
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should be carefully studied as the seismic data quality is always a key issue when using the
FWI technique. All these issues have been already addressed with success in sedimentary
contexts for oil and gas applications. The present results prepare the application of the FWI
method to real borehole data in a crystalline basement and we hope that they will ease the
interpretation of its outcomes.Geosciences 2021, 11, x FOR PEER REVIEW 32 of 36 
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7. Conclusions

We have performed several sensitivity analyses of the full wave inversion (FWI)
method using numerical full wave modelling (FWM) in order to assess the capabilities of
the FWI method for the purpose of detection, delineation, and characterization of faults
in a crystalline basement. By adopting the following simplifications, we are somehow
assessing the maximum capabilities of the FWI:

� Seismic modelling is performed in 2D using an elastic isotropic rheology. We do not
address the attenuation and anisotropy issues. 2D modelling implies that the propaga-
tion plane is parallel to the dip direction of faults, therefore, the azimuthal dependency
of the inversion results is not addressed (this would require 3D modelling).

� The starting model issue is not addressed.
� The acquisition geometry and experimental parameters for the source and receivers

are perfectly known.

Most of the experiments are performed using noise-free data, i.e., perfect data. This
allows us to check the method independently of the noise characteristics, i.e., the capabilities
of the FWI methods when data conditions are perfect.

We have studied several sets of parameters: (i) the inversion algorithmic parameters
for the crystalline basement context, (ii) the acquisition geometry parameters, and (iii) the
fault characteristics parameters. For algorithmic parameters, the goal was to tune the
inversion process in the FWI in order to optimize the results, and improve the final quality
of the recovered underground images (i.e., the physical estimated fields). For instance, and
contrary to sedimentary contexts, considering the data polarization increases the artefacts in
the estimated fields. We have also tested several spatial correlation ranges. We have found
that a range of 20 m, i.e., a little less than the fault thickness, yields the best results according
to the thickness of the fault target. We have also tested the crosscorrelation between the
P-, the S-wave velocities and the density parameters as strong positive correlations are
noticeable in well logs, and we have found that the obtained images are improved, and the
artefacts are clearly attenuated.

In the second step, we have studied the effect of the acquisition geometry: (i) the
number of shots, (ii) the inter-shot distance and (iii) the maximum offset, which could be
used to improve the final FWI results. Using a single shot in the granite is more challenging
for the FWI to accurately characterize the fault. The presence of important artefacts in the
estimated fields creates ambiguities in the interpretation of the fault images. As expected,
these artefacts are attenuated when increasing the number of shots. With three shots, the
quality of the retrieved images is improved but the estimated fields remain perturbed by
artefacts. With five shots, we obtain better estimated fields and from seven shots and up,
we accurately retrieve the fault with negligible artefacts. For a given number of shots, small
inter-shot spacing (around 250 m) and large inter-shot spacing (around 1000 m) do not
give suitable results. A reasonable intershot distance should be defined according to the
depth of the target and to the seismic main frequency. Shots at far offsets (once to twice the
target depth) provide constraining information to the FWI method. However, the quality
of real, noisy data at far offsets is often not sufficient. The optimal acquisition geometry
parameters depend on the S/N ratio. Of course, these conclusions have to be adapted
when considering a 3D domain.

Considering the fault delineation and characterization goals, we studied the effect of
the fault thickness and its dip in both configurations: a fault crossing the receivers in the
well, and a fault far away from the well. The obtained spatial resolution is good even for
a very thin fault of 5 m, where about 98% of the physical parameter contrasts have been
recovered. This result stands for noise-free data but, as the energy of the scattered field
decreases with the fault thickness, the S/N ratio is critical for thin fault zones. We can
accurately detect, delineate and characterize faults with high dips (60◦ to 90◦). Horizontal
faults and their features were also retrieved accurately. The dips ranging between 10◦

and 40◦ remain a challenge. This may not be a critical problem because this fault dip
range seems uncommon in granite, judging by the Soultz-sous-Forêts and Rittershoffen
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geothermal sites (e.g., [26,27,29]. The multi-faults case was also studied and the FWI
showed a noticeable robustness and ability for delineation and characterization objectives.
The delineation and characterization of a fault network could be considered in future
applications. This capability of the FWI method has to be investigated further, especially in
3D, by studying the azimuthal effect for noisy OVSP data.

For a moderate noisy data, the FWI showed a high potential to detect, delineate and
even characterize faults in the crystalline context. This opens new perspective for its future
application on real data.

Supplementary Materials: Supplementary Materials: Video: Seismic wave propagation in a simpli-
fied elastic model of Soultz-sous-Forêts. Available online at https://www.mdpi.com/article/10.3390
/geosciences11110442/s1. Description: Seismic wave propagation in a simplified elastic model of
Soultz-sous-Forêts: Seismic wave propagation in a 2D earth model extracted from a 3D simplified
elastic model of Soultz-sous-Forêts. The divergence of the displacement (P-waves) is indicated
in blue/green while the curl of the displacement (S-waves) are in red/yellow. We can notice the
complexity of the wavefield and the clear interaction with the faults. The calculation is performed
using an elastic fullwave modelling code based on the finite difference method.
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Abstract: Only few data from geothermal exploited reservoirs are available due to the restricted
accessibility by drilling, which limits the understanding of the entire reservoir. Thus, analogue
investigations are needed and were performed in the framework of the H2020 MEET project. The
Noble Hills range, located along the southern branch of the Death Valley pull-apart (CA, USA), has
been selected as a possible granitic paleo-reservoir. The aim is to characterize the pervasive alteration
processes affecting this granite, away from the influence of the faults, in terms of mineralogical,
petrophysical and chemical changes. Various methods were used as petrographic, geochemical and
petrophysical analyses. Mineral changes, clay mineralogy, bulk rock chemical composition, calcite
content and porosity were determined on different granite samples, collected in the Noble Hills
granite, far from the faults and in the Owlshead Mountains, north of the Noble Hills, considered as its
protolith. In order to complete the granite characterization, the metamorphic grade has been studied
through the Noble Hills granite body. This complete characterization has allowed distinguishing
the occurrence of three stages of alteration: (1) a pervasive propylitic alteration characterized by
calcite-corrensite-epidote-K-white mica assemblage, (2) a more local one, only present in the Noble
Hills granite, producing illite, kaolinite, illite/smectite, calcite and oxides, characteristic of the argillic
alteration, which overprints the propylitic alteration and (3) weathering evidenced by the presence
of montmorillonite in the Owlshead Mountains, which is considered as negligible in both granites.
Alteration was also outlined by the correlation of the loss on ignition, representing the hydration rate,
to porosity, calcite content and chemical composition. Moreover, the Kübler Index calculated from
illite crystals allowed to identify a NW-SE temperature gradient in the Noble Hills.

Keywords: Noble Hills granite; Owlshead Mountains granite; metamorphic grade; fluid/rock
interactions; newly formed minerals; element variations; geothermal reservoir

1. Introduction

Geothermal systems occur in different geological settings such as active volcanic
fields, plutonic provinces, extensional domains, intracratonic basins and orogenic belts, i.e.,
anywhere with heat and fluids that are able to flow through the rocks [1]. The exploitation of
geothermal energy is expanding worldwide due to the abundant resources and the progress
of the technology that lead to Enhanced Geothermal Systems (EGS). EGS (1) defines
a reservoir where the natural permeability of the rocks needs to be enhanced through
stimulations in order to obtain a sufficient temperature/flow rate ratio [2] and (2) aims
at transforming efficiently the geothermal resource into heat and electricity for human
consumption [3].
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The present study is part of the MEET H2020 project (Multidisciplinary and multi-
context demonstration of EGS exploration and Exploitation Techniques and potentials) [4].
One aim of this project is to provide a characterization method of a geothermal granitic
reservoir in a geological extensive context, such as the Great Basin region (USA), where
normal fault zones also act as the most favorable structural setting for geothermal fluid
flow [5]. In the Great Basin, other notable structural settings control fluid flow such as
the intersection between normal faults and other structures like strike-slip faults (~22%),
as well as pull-apart structures (4%) [5]. The fluid-rock interaction along and inside
fracture zones results in hydrothermal alterations. They lead to geochemical, mineralogical
and petrophysical (porosity and permeability) modifications of the rocks [6]. In granitic
rocks, fluid circulations usually occur through the fracture network at different scales [6,7]
involving a pervasive alteration which may influence up to cubic kilometers of rock [8].
Thus, an intense fluid/rock interaction [9] can significantly change the mineralogy, the
chemistry and the texture of the bulk-rock [7] among which the common formation of clay
minerals, including illite. Exploited geothermal reservoirs are located at depth, and the
only and limited available data come from drillings (cores, cuttings) and seismic surveys.
Studying exhumed geothermal reservoirs allows better understanding of the 3D features
of the reservoir. To do so, the Noble Hills range (NH, Death Valley, CA, USA) has been
selected as a possible granitic geothermal reservoir in a trans-tensional context. The NH
are located in the southwestern part of the Great Basin region along the Southern Death
Valley Fault Zone (SDVFZ), which constitutes the southern branch of the Death Valley
pull-apart [10]. They extend over an area of 7 km long and 2 km wide and contain a part
of the Cretaceous granitic pluton (~95 Ma) forming the Owlshead Mountains (OM) [11].
The arid climate prevents from a thick vegetal cover and the deep canyons that crosscut
the range allow a thorough 3D investigation in order to characterize the evolution of the
granite at the kilometer scale.

This paper aims at characterizing the pervasive alteration processes affecting the NH
granite. This massif is considered as a possible paleo-geothermal reservoir. The study
is based on the analysis of (1) rock mineralogical and related petrophysical properties
changes and (2) associated chemical transfers between host rock and percolating fluids. All
samples have been collected away from fractures described by [12] (this issue) in order
to avoid the influence of strain and massive fluid flow. This sampling strategy ascertains
the preservation of the protolith initial magmatic texture and mineralogy. A second paper
(Klee et al., this issue) focusses on the role of deformation on hydrothermal alteration
close to fractures. Data collected from the NH granite samples are directly compared to
those obtained for the granite samples collected in the OM pluton, which is considered
as the protolith. Analyses performed on targeted areas include macroscopic and micro-
scopic petrographic studies, mineralogical characterization by X-ray diffraction (XRD) on
whole rock and clay minerals, bulk rock chemical characterization by Inductively Coupled
Plasma (ICP)—Mass Spectrometry (MS) and—Atomic Emission Spectrometry (AES), Scan-
ning Electron Microscopy coupled with Energy Dispersive Spectrometry (SEM-EDS) for
structural observation and local chemical analyses, as well as calcimetry and porosimetry
analyses. To help at the granite characterization, the metamorphic evolution can be esti-
mated through the Kübler Index (KI). Indeed, the temperature range of illite formation
can be estimated thanks to the KI [13,14] based on illite “crystallinity” (IC). Temperature
is thought to be the main factor controlling the IC evolution, but the lithology also has
important effects [15–18]. Working at constant lithology, here granitic rock, allows us to
avoid this effect. During the NH range formation, minerals could be transformed similarly
as diagenetic reactions observed in feldspathic sandstones [19]. Inoue (1995) [9] has also
shown that the rock alteration resulting from hot fluid storage during a long geological
period, heated in-situ and in equilibrium with the surrounding rock is usually considered
as diagenesis or metamorphism. Therefore, the terms defined by [13] for each diagenetic
and metamorphic zones are considered in this study as eligible for granitic context.
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2. Geological Setting
2.1. Death Valley

The area of interest for this study is the southern part of the Death Valley (DV)
region, which extends for about 200 km. It is located southwest of the Basin and Range
province [20], in the Eastern California Shear Zone/Walker Lane Belt (ECSZ/WLB) [21–23]
(Figure 1a). DV is considered as one of the youngest regions where strike-slip deformation
contemporaneously occurs with large-scale crustal extension within the Basin and Range
province [24–26]. This extensional basin formation accompanying normal and associated
strike-slip faulting would be active since 15 Ma according to [24]. It corresponds to a
structural depression between the Panamit Range and the Black and Funeral Mountains [27]
(Figure 1b), generally NNW-SSE oriented. This depression is related to tension along a
segment of two strike-slip faults. Those two strike-slip faults consisting in the Northern
Death Valley Fault Zone (NDVFZ) and the Southern Death Valley Fault Zone (SDVFZ),
are characterized by en echelon traces [28] (Figure 1b). They have a general right-lateral
movement, NW-SE oriented, from which results a “pull-apart” structure forming a N-S
oriented basin [10] (Figure 1b).

The SDVFZ is composed of several branches. The SDVFZ formed the NH, at its
southernmost part, by vertical displacement [29,30] (Figure 2a). It intersects the east-
trending left lateral Garlock Fault Zone (GFZ), which ends at its western termination by
the northwest-striking San Andreas fault zone [28] (Figure 1a). Recently, [11] suggested a
net dextral slip along the SDVFZ of 40–41 km based on the offset positions of the granite-
basement contact from the OM to the Avawatz Mountains. Much of the dextral slip,
occurring before the deposition of the 6–8 Ma Neogene cover, is indicated by stratigraphic
overlaps on fault rocks. This suggests an occurrence of the dextral slip during the main
extension. The authors challenge the young feature of the DV pull-apart [25], by opting to
a long-lived pull-apart which is consistent with regional evidence of the initiation in the
middle Miocene of the dextral trans-tension in the ECSZ/WLB [31].
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Figure 1. (a) Simplified tectonic map of the Great Basin region (western U.S. Cordillera) showing the tectonic provinces
(modified after [32]). WLB—Walker Lane Belt; ECSZ—Eastern California Shear Zone; GFZ—Garlock Fault Zone. The Basin
and Range Province is represented in dark grey and the WLB/ECSZ in light grey. The red dashed line marks the limit
between these both domains. The dark lines within the Basin and Range Province and in the WLB-ECSZ zone represent the
main faults. (b) Structural setting of the Death Valley region (modified after [33,34]. AM—Avawatz Mountains; BM—Black
Mountains; BMF—Black Mountains Fault; CM—Cottonwood Mountain; FM—Funeral Mountains; GM—Grapevine Moun-
tains; OM—Owlshead Mountains; PM—Panamint Mountains; GFZ—Garlock Fault Zone; NDVFZ—Northern Death Valley
Fault Zone; SDVFZ—Southern Death Valley Fault Zone.
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2.2. Noble Hills

The NH extend 14 km northwest of the northern Avawatz Mountains [30] (Figure 2a,b).
A first general geological map of the NH was provided by [35], and later completed
by [29,36–38]. They show that Precambrian gneiss covered by Crystal Spring Formation
(CSF), a siliclastic-carbonate unit [39] of the Pahrump Group, were first intruded by 1.1 Ga
diabase sills then by Mesozoic granitic rocks. All of these facies form the axial crystalline
ridge defined by [29].

The NH granite was poorly studied previously. It is part of the calc-alkaline granitoid
intrusion related to the emplacement of the Sierra Nevada batholith, which was formed due
to the eastward dipping subduction of the Pacific plate under the North American conti-
nent [40]. It was only defined as both quartz monzonite [35] and leucocratic adamellite [41].
Brady (1986) [29] completed the description as a medium to coarse equigranular grained to
slightly porphyritic leucocratic rock containing few biotite and little or no hornblende. The
presence of sporadic mineralization due to hydrothermal alteration was also raised by [38].
After the emplacement of the granite and its exhumation, ~3.34 Ma Pliocene sediments of
the Noble Hills Formation (NHF) were deposited [38]. The NHF consists in interbedded
fine-grained clastic and evaporitic rocks, alluvial conglomerates, minor limestone and
megabreccia. Recent work done by [42] in the NH has shown a more complex geometry of
the axial ridge than described until now (Figure 2c). The undifferentiated Precambrian and
Paleozoic rocks facies were described by [42] as a stacking of different CSF series, intruded
by the Mesozoic granite. They seem to be dragged and stretched southeastward against
the granite following the SDVFZ trend. Tertiary volcanism was also highlighted at the back
of the range.

Based on the geology along the SDVFZ trace, Pavlis and Trullenque (2021) [11] sug-
gests that the NH axial crystalline ridge must be a transported part of the Cretaceous
granitic pluton (~95 Ma), forming the OM [34], which is relatively weakly deformed inter-
nally at its southern part [26]. This piece would have moved a minimum of 8 km according
to [29,37] and around 28 km according to [43] along the SDVFZ (Figure 2b). Brittle shearing
and large-scale boudinage characterize a brittle deformation, showing generally subhori-
zontal axes, which is prevalent within the Cretaceous granitic intrusion and Precambrian
roof pendants (Figure 2c). Contractional deformation involving all members of the NHF is
characterized along the NH and increases in intensity southeast toward the intersection
with the GFZ [38].
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3. Material and Methods
3.1. Material and Sampling Strategy

Fifteen samples from the NH granite and three samples from the OM granite (Figure 2)
were collected in order to perform petrographical, mineralogical and geochemical charac-
terizations. Hand specimens of centimetric size were collected in the two granite bodies
(OM and NH) in order to characterize their mineralogical changes.

The selection of those samples through the NH was done under one scope, consisting
of target zones away from the faults in order to avoid their influence. In that case, the mag-
matic texture is preserved. These faults are striking mainly NW/SE (SDVFZ direction) ([12],
this issue). In order to be more precise in the sample selection, this latter was also based
on the degrees of microfracturing defined by [44], from microscopical observations. This
scale was improved by attributing a value of fracture density, based on scanlines realized
on thin section mosaics, for each degree of microfracturing, which is described in the
Methods section.

All the samples are georeferenced for database supply as well as located precisely
(Figure 2). The OM being considered as the same batholith as the NH granite [11], samples
were collected in an area unaffected by the SDVFZ activity in order to have a reference
protolith of the studied area. Thin sections as well as powders were prepared to perform
the following analyses.

3.2. Methods
3.2.1. Microscopic Observations

A petrographical study performed on covered and polished thin-sections of 15 sam-
ples from the NH and two samples from the OM (OM_1 and OM_3), was realized at
Institut Polytechnique UniLaSalle in Beauvais, using a Leica DM4500-P optical microscope
equipped with a Leica DFC450C camera. Images were acquired thanks to the software Leica
Application Suite (LAS) v4.11.0. The system is also equipped with a multistep acquisition
program to perform thin section mosaics. It consists in the acquisition of several photos
that follow each other in order to scan the whole thin section. At the end, the pictures
are merged to obtain the mosaic. All the mineral abbreviations used in this paper refer
to mineral symbols defined by [45]. The degree of mineral transformation into secondary
minerals was defined based on optical observations.

3.2.2. Fractures Density

The studied samples were selected away from fracture zones, but also according to
a certain degree of microfracturing based on the scale defined by [44]. For this study,
fractures density values were calculated for each degree of microfracturing by using thin
section mosaics. For each mosaic, two scanlines [46,47] perpendicular to the main fractures
were realized by digitalizing fractures along both lines. The P10 [46] has been calculated
for each scanline. It consists in the number of fracture intersects per line length of scanline.
The average was calculated to obtain a value of fracture density attributed to each thin
section mosaic and corresponding to each microfracturing degree defined by [44]:

Fd0 < 1687 fracs/m—no to very low microfracturing
Fd1 = 1687 fracs/m—microfracturing of order less than the grain size
Fd2 = 2694 fracs/m, with a multiplicator factor of 1.6—microfracturing of grain size order
with interconnections
Fd3 = 3549 fracs/m, with a multiplicator factor of 1.3—abundant microfracturing
Fd4 ≥ 5140 fracs/m ([12] this issue), with a multiplicator factor of 1.4—very abundant
microfracturing
Samples selected for this study have so a fracture density lower or equal to Fd2.

3.2.3. SEM-EDS

Scanning Electron Microscope (Hitachi S-3400N SEM) equipped with a Thermo Ul-
tradry Energy Dispersive X-ray Spectrometer (EDS) probe was used on two polished
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thin sections and one hand specimen at Institut Polytechnique UniLaSalle in Beauvais.
It aimed at analyzing the microstructure characteristics and to perform qualitative and
semi-quantitative chemical analyses of various selected mineral phases.

A NORAN-type correction (©Thermo Fisher Scientific, Waltham, MA, USA) procedure
was used for all data and all Fe was assumed to be ferrous for simplification. Polished thin
sections were analyzed using a 50 µA beam current, an accelerating voltage of 20 kV and
an acquisition time of 30 s.

3.2.4. X-ray Diffraction (XRD)
Experimental Conditions

XRD analyses were performed at Institut UniLaSalle Beauvais on the 15 samples from
the NH and one sample from the OM (OM_2) using a D8-Advance Bruker-AXS (Siemens,
Munich, Germany) diffractometer with a Ni-filtered CuKα radiation at 40 kV and 40 mA,
a primary soller slit of 2.5◦, divergence slit of 0.6 mm and a secondary soller slit of 2.5◦,
with a detector slit of 0.1 mm and an antiscattering slit of 0.6 mm. Samples were crushed
with an agate pestle and mortar. Quantitative phase analysis based on Reference Intensity
Ratio values were performed on randomly oriented bulk rock powders with a step length
of 0.5◦ and a scan speed of 0.014◦/s over the range 3◦–70◦2θ for bulk rocks composition.
The uncertainty is estimated to be around 5%.

Determination of Illite Crystallinity and Kübler Index

XRD investigations were carried out on bulk rock powder specimens and clay fractions
of 16 samples in order to identify and determine the relative abundance of mineral phases
(semi-quantitative, around 3–5%) observed upstream under the optical microscope and the
SEM. Clay mineral separation was conducted using techniques described by [48], following
the recommendations of [49], and according to the standard techniques suggested by [50].
It consists into the collection of the <2 µm and 2–6 µm fractions from the sample powders
put in suspension into water in decantation tubes. Oriented slides were then prepared by
pipetting suspension onto glass slides (5 mg/cm2) and air-drying. XRD measurements
were then performed at air dried, solvated with ethylene glycol, and after heating (550 ◦C)
conditions with a step length of 0.5◦ and a speed of 0.01◦/s per step over the range 3◦–35◦2θ.
The clay minerals identification, which is based on d-values and the relative intensity of
their 00l peak reflections, was undertaken referring to [51,52]. The illite “crystallinity”
(IC), defined as the full width at half maximum (FWHM) of the 10 Å (001) peak of illite,
was calculated using the software DIFFRAC EVA v 4.2 (by ©Bruker AXS, Billerica, MA,
USA). The obtained values were standardized using the crystallinity index-standard (CIS)
samples of [53] in order to calculate the Kübler Index (KI). The KI values of raw data
expressed in ∆◦2θ, were measured into three slots, corresponding to different campaigns,
inducing the three following standardizations:

KI(ULS1) = 1.6987 × ICmeasured − 0.0842 (R2 = 0.9724) (1)

KI(ULS2) = 1.5501 × ICmeasured − 0.0512 (R2 = 0.9944) (2)

KI(ULS3) = 1.5337 × ICmeasured − 0.0498 (R2 = 0.9975) (3)

KI was used to define the limits of metamorphic zones [54], following the recom-
mendations for Kübler-Index calibration of [50] and the CIS-KI transformation formalism
of [55]. In siliciclastic rocks, the transitions from non-metamorphic to low-grade (referring
to the term greenschist facies [56]) and from the very low-grade (chlorite zone [57]) to
low-grade metamorphic zone (biotite zone [58]) take place through three zones defined
by [13]: the diagenetic zone, the anchizone and the epizone. The zone boundary values are
presented in Table 1. The smallest FWHM able to be measured by our diffractometer (limit
detection) is 0.08∆◦2θ.
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Table 1. Metamorphic zone boundaries [59] for Kübler Index (KI) values [55] and temperatures [60].

Metamorphic Zone KI (∆◦2θ) Temperature (◦C)

Low Diagenesis >1 ~100
High Diagenesis 0.42–1

~200Low Anchizone 0.30–0.42
High Anchizone 0.25–0.30

~300Epizone <0.25

3.2.5. ICP-MS—ICP-AES

The analyses of major, trace and rare earth elements were completed on five selected
samples from the NH (NH_1, NH_2, NH_3, NH_4 and NH_12) and one from the OM
(OM_3) by Bureau Veritas Minerals (Vancouver, Canada) using ICP-ES and ICP-MS.

Samples were crushed and mixed with LiBO2/LiB4O7 flux. Crucibles were fused in
a furnace at 980 ◦C. Then, the cooled bead was dissolved in ACS grade nitric acid and
analyzed by ICP-AES and/or ICP-MS. Loss on ignition (LOI) was determined by igniting
the samples split then measuring the weight loss.

3.2.6. Manocalcimetry

Calcite contents were determined using an OFITE 152-95 manocalcimeter. The analy-
ses were performed on 15 samples from the NH and one sample from the OM at CY Cergy
Paris University in the Geosciences and Environment Cergy (GEC) laboratory. It provides
an indication of the total carbonate content in a sample and allows to assess the influence
of calcite on permeability of the fluid pathways. This is achieved by measuring the rate
of response of 10% hydrochloric acid on the samples. Calcimetry has also proved to be
an efficient, easy and low-cost method to better understand the hydrothermal sealing of a
reservoir [61].

Manocalcimetry consists into the measurements of CO2 partial pressure when calcite
is dissolved by HCl. The reaction that occurs is:

CaCO3(s) + 2HCl(l) � CO2(g) + H2O(l) + CaCl2 (4)

The calcimeter, composed of a glass flask and a high precision manometer calibrated
with pure calcite reduced into fine powder. This allows us to determine the calcimeter
coefficient. Variation of temperature and pressure can cause uncertainty on measurements,
which was considered to obtain high quality results with a precision around 0.5 wt.%.

Prior to measurements, sample preparation was done according to [61]. The samples
were reduced into powder in an agate mortar and put in the oven at 60 ◦C for 24 h. Then,
1.000 g of each sample was weighed and put in a sample holder, itself put in the calcimeter
with a little glass filled with HCl. The amount of HCl is in excess in order to dissolve all
the calcite present in the sample. The maximum value reached during the measurement
was read on the manometer and the CaCO3 percentage was determined as follows:

%CaCO3 = (Measured value × 100)/Calcimeter coefficient (5)

Two replicates were performed for each sample in order to check the reproducibility
of the results, which is considered as good when the difference between the two results is
lower than 0.5 wt.%, corresponding to the precision interval mentioned above.

3.2.7. Ethanol Saturation Porosimetry

The estimation of available volume for fluid storage is fundamental and can be
quantified by porosity measurements [62]. The connected porosity was measured on 6
samples from the NH and one from the OM by the triple weighing method [63] defined
by the RILEM standard (test n◦I.1, 1978). It consists in the saturation of the samples after
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vacuum degassing. The measurements were carried out at CY Cergy Paris University in
the Laboratory of Mechanics and Materials for Civil Engineering (L2MGC).

In this study, ethanol has been chosen instead of water, as used in classical methods,
in order to avoid possible clay swelling [64], which could lead to the destruction of the
sample and biased results. Even though ethanol (0.469 nm) is a molecule larger than that
of water (0.343 nm), the pore volume is not estimated to be under-evaluated, as the pore
size is much larger than that of ethanol molecules. The samples were first oven-dried at
approximately 40 ◦C until obtaining a constant weight (W1). Samples were then soaked
by capillary action with ethanol after staying for 12 h under a vaccum. When the samples
were completely immersed, the vacuum was stopped and the samples left in the ethanol
for 24 h. Finally, they were weighted twice: (1) weighing of saturated samples, W2; and (2)
weighing of samples under “ethanostatic” conditions (suspended into ethanol under the
balance), W3. The connected porosity φ is then calculated:

φ(%) = (W2 − W1/W2 − W3) × 100 (6)

4. Results
4.1. Petrographic Description
4.1.1. The Owlshead Granite

Samples of the OM granite appear rather fresh, meaning that primary minerals seem
not transformed into secondary ones and present no sign of deformation. They show a light
grey/whitish and yellowish granite (Figure 3a) with equant medium-size grains (0.1–1 cm).
Primary assemblage is composed of plagioclase, quartz, K-feldspar and biotite. Biotite is
generally surrounded by a yellowish oxide halo, showing its incipient alteration.

OM granite microscopic observations (Figure 3b,c, Table 2) confirm the freshness of the
rock as well as the very low to absent microfracturing. Figure 3b shows a microfracturing
around Fd1 (Table 2). Most of the fractures are open and a few of them are filled by calcite.
Calcite is also present at the grain boundaries (Figure 4a,b).

Regarding mineralogical composition, plagioclase (35%, modal composition) occurs
subautomorphous crystals, up to 5 mm, of oligoclase composition with an oscillatory
zonation [65] (Figure 3b). Quartz (35%) forms up to 2 cm polycrystalline clusters of
anhedral crystals which range up to 1 cm and present a slight rolling extinction. K-feldspar
(25%) occurs as centimetric subautomorphous crystals of microcline and orthoclase with
a Carlsbad twin, rich in perthites (albite vein or braid/patch shape [65] (Figure 4a,b). K-
feldspar crystals can contain plagioclase and biotite inclusions. Biotite (5%) of around 2
mm in length is euhedral. Primary opaque minerals (<1%) are also found in this granite.

The core of plagioclase is slightly transformed into K-white mica (Figures 3c and 4c,d).
They will be represented as Wm. Quartz and K-feldspar are not affected by the alteration
and are only little undeformed as seen on quartz showing undulatory extinction (Figure 4a).
Biotite can be slightly altered. Few epidotes are present nearby the biotite (Figure 4e,f).

Microscopic observations of samples OM_3 and OM_1 are consistent with whole rock
XRD analyses performed on the sample OM_2 from the OM granite. The three samples
have a similar mineralogical composition and are grouped together in Table 2.
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optical microscope in polarized—analyzed light and showing the difference in terms of grain size and microfracturing. 
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optical microscope in polarized—analyzed light and showing the difference in terms of grain size and microfracturing.
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formation of K-white mica. (e,f) Incipient biotite alteration associated to hematite and epidote 

formation. Abbreviations (except for “Wm”) after [45]: Bt—Biotite, Cal—Calcite, Ep—Epidote, 
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Figure 4. Photomicrographs of the Owlshead granite in polarized-analyzed and polarized—non-
analyzed light showing (a,b) perthitic and unaltered orthoclase, unaltered quartz presenting a slight
undulatory extinction and calcite veinlets at grain boundaries. (c,d) Plagioclase alteration with
the formation of K-white mica. (e,f) Incipient biotite alteration associated to hematite and epidote
formation. Abbreviations (except for “Wm”) after [45]: Bt—Biotite, Cal—Calcite, Ep—Epidote,
Hem—Hematite, Kfs—K-feldspar, Wm—K-white mica, Pl—Plagioclase, Qtz—Quartz.

4.1.2. The Noble Hills Granite

Far from the major faults, the NH granite appears, as a whole, microfractured and
altered. with preserved “fresh” zones. The collected hand specimens (Figure 2b) are equant
to slightly porphyritic and display a pinkish color (Figure 3d) or a whitish color for the
samples with evidences of alteration. Primary assemblage, as for the OM granite, is made
of plagioclase, quartz, K-feldspar and biotite.

At the microscale, the degree of microfracturing ranges from Fd0–1 to Fd2 (Table 2).
As for the OM granite, the microfractures can be opened or filled by carbonates. As
regards mineralogical composition, plagioclase (~35%, oligoclase in composition) occurs as
sub-anhedral to euhedral crystals (up to 5 mm in length) showing growth zonation (see
Figure 3f and [65]). Quartz (~30%) forms polycrystalline euhedral clusters of around 1 cm
in size made of 3-mm-wide crystals with sometimes a slight undulatory extinction linked
to low deformation. K-feldspar (~25%) is made of sub-anhedral to euhedral orthoclase
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(up to 1 cm in length) with vein shaped perthites [65]. Microcline is only present in the
samples NH_12 and NH_14, in the southern part of the range (Figure 2 and Table 2). Some
K-feldspar crystals contain inclusions of plagioclase or/and biotite. Depending on the
samples, the amount of plagioclase can be equivalent to that of K-feldspar (~30% each), but
most of the time, plagioclase dominate. Myrmekite can be observed at the interface between
plagioclase and K-feldspar. Biotite (~10%) appears euhedral with crystals ~2 mm in length.
Accessory minerals (<1%) as apatite are also observed. More rarely, primary muscovite,
as well as primary opaque minerals (oxides) are observed in the granite. A comparison
between the NH and the OM granites highlights a grain size difference. Quartz and K-
feldspar crystals are smaller in the NH granite (up to 3 mm and 1 cm respectively, Figure 3e)
than in the OM granite (up to 1 cm and centimetric crystals respectively, Figure 3b).

Primary minerals, function of their sensitivity to alteration [65], recrystallized into
secondary minerals which are shown in Table 2. This is related to differences into chemical
properties [66]. In the plagioclase, which is the most altered mineral (Figure 5), recrystal-
lization propagate from the core of the crystal to the more albitic rim (Figure 5a) [67]. When
alteration is intense, plagioclase is entirely replaced by newly formed minerals leaving only
the pseudomorph of the plagioclase to subsist (Figure 5d). The newly formed minerals are
the following:

• Illite is the most frequent and occurs as tiny flakes or needles 0.5 to 8 µm width and
up to 40 µm long [68] (Figure 5b,c).

• Kaolinite is present as fan shape (Figure 5e,f) of 25 µm to 40 µm in diameter. Under
SEM (Figure 5f), well crystallized kaolinite presents a porous structure which can
contribute to the porosity of the rock. It is only present in the NH granite (Table 3)
indicating that the NH granite has undergone a different alteration from that of the
OM granite.

• Calcite, which occurs as small spots, is mainly associated with kaolinite (Figure 5d,e).
It crystallizes in the porosity created by plagioclase dissolution.

Illite and kaolinite can be present together in the same sample (Figure 5d).
The K-feldspar remains always unaffected (Figure 5d), but when the alteration is

relatively pronounced, perthites can be altered as well as the mineral inclusions like in
sample NH_3 Table 2). Biotite is progressively replaced by K-white mica (illite) as compared
to the biotite in the OM granite (Table 2). K-white mica crystallizes along the cleavages
and can be associated to the crystallization of oxides, as hematite, also along the cleavages
(Figure 6).

Table 3. List of samples with their respective clay minerals composition, FWHM and Kübler Index (KI) for the frac-
tions < 2 µm and 2–6 µm. Abbreviations (except for “Cor”) after [45]: Ill—Illite, Kln—Kaolinite, Cor—Corrensite, I/S—
Illite/Smectite, Vrm—Dioctahedral Vermiculite, Bt—Biotite, Mnt—Montmorillonite, AD—Air-dried.

Sample ID
<2 µm 2–6 µm <2 µm (AD) 2–6 µm (AD)

Ill Kln Cor I/S Bt Ill Kln Cor I/S Mnt Bt FWHM KI FWHM KI
OM_2 no material − + 0.18 0.22
NH_1 + − ++ − + ++ 0.48 0.69 0.34 0.46
NH_2 −− − ++ −− − ++ 0.31 0.43 0.32 0.44
NH_3 + + ++ + + ++ 0.63 0.92 0.59 0.87
NH_4 ++ + − ++ + − 0.81 1.29 0.73 1.16
NH_5 + − − − − − + 0.69 1.09 0.37 0.55
NH_6 + ++ − + ++ − 1.37 2.25 1.15 1.87
NH_7 + + − + + − + 1.01 1.63 0.71 1.13
NH_8 + + + + ++ + 1.10 1.79 1.18 1.93
NH_9 + + ++ + + ++ 0.85 1.36 0.56 0.87
NH_10 + − ++ + − ++ 0.46 0.65 0.51 0.73
NH_11 ++ − + ++ + + 0.67 1.05 0.62 0.97
NH_12 ++ + − ++ + − 0.57 0.89 0.46 0.69
NH_13 + − + + − + 0.46 0.69 0.38 0.56
NH_14 + −− − + + −− − + 0.59 0.92 0.44 0.66
NH_15 + − + + − − 0.69 1.08 0.50 0.77
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Figure 5. Photomicrographs showing the plagioclase transformation progress in the Noble Hills granite. (a) Progressive
illitization of plagioclase initiating in the core of the mineral under optical microscope in polarized—analyzed light. (b)
Needles shape illite replacing plagioclase in polarized—analyzed light under optical microscope. (c) Back-scattered electron
image of needles/flakes shape illite replacing plagioclase. (d) Plagioclase completely replaced by illite, kaolinite and calcite
and non-altered K-feldspar under optical microscope in polarized—analyzed light. (e) Back-scattered electron image
showing a fan shape kaolinite, calcite and oxide veinlet. (f) Back-scattered electron image showing a magnified view of a
single mineral of kaolinite under SEM. Abbreviations (except for “Ox”) after [45]: Ap—Apatite, Bt—Biotite, Cal—Calcite,
Ill—Illite, Kln—Kaolinite, Kfs—K-feldspar, Ox—Oxides, Pl—Plagioclase, Qtz—Quartz.
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Clay minerals from the <2 µm and 2–6 µm fractions were separated. The clay 

composition of both fractions of each studied sample (OM and NH) is given in Table 3, 

based on [51]. 

Figure 6. Photomicrographs showing a biotite completely altered and replaced by oxides and K-
white mica (essentially illite) according to the cleavage planes (a) in polarized—analyzed light under
optical microscope and (b) in polarized—analyzed light under optical microscope. Abbreviations
(except for “Ox and Wm”) after [45]: Bt—Biotite, Cal—Calcite, Kfs—K-feldspar, Wm—K-white mica,
Ox—Oxides, Pl—Plagioclase, Qtz—Quartz.

All the samples are plotted in the Streckeisen ternary diagram (Figure 7) [68]. The
OM and NH granites of this study are both defined as monzogranites. The OM sample
analyzed by [34] (Figure 2a, blue star) shows a different composition (Figure 7, blue star).
It is rather a monzonite, as defined by [34], than a monzogranite, as defined in this study.
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Figure 7. Normative composition of one sample from the OM and 4 samples from the NH in a QAP
(Quartz-Alkali-feldspar-Plagioclase) ternary diagram [68].

4.1.3. Clay Minerals Identification and Kübler INDEX

Clay minerals from the <2 µm and 2–6 µm fractions were separated. The clay com-
position of both fractions of each studied sample (OM and NH) is given in Table 3, based
on [51].

Owlshead Mountains

The OM sample clay analyses confirm the presence of illite observed under optical
microscope. They also reveal the pattern of montmorillonite (Mnt) [51], a common smectite
(Figure 8). Its very intense 001 peak allows the determination of its amount representing
15% of the clay fraction. This peak is characterized by a shift from 14.87 Å (air-dried) to
16.90 Å after glycol solvation and it collapses at 10.09 Å after heating. After glycol solvation,
new peaks appear at 5.61 Å and 8.46 Å.
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Noble Hills

Two typical XRD patterns of clay minerals are identified in the NH samples for the
<2 µm fraction (Figure 9):

• Corrensite, kaolinite and illite are identified in the first pattern, where corrensite is well
known as the trioctahedral variety of regular 50:50 mixed-layer chlorite/smectite [69]
(Figure 9a). It is characterized by (1) the peak at 13.60 Å in air-dried conditions,
shifting to 15.62 Å after glycol solvation and collapses to 11.72 Å after heating, and
(2) new peaks at 7.78 Å, 5.15 Å and 3.44 Å appear after glycol solvation and disappear
after heating. The corrensite found in the NH granite is considered as a low charge
corrensite after [51].

• Illite/smectite (I/S) mixed-layer, kaolinite and illite (Figure 9b) are identified in the
second pattern, where I/S is illite-rich (R3), with more than 90% of illite and R repre-
senting the Reichweite parameter [70]. I/S is characterized by a large peak at 10.08 Å
in air-dried, becoming narrower when it collapses to 9.93 Å after glycol solvation and
by a peak at 5 Å swelling after glycol solvation.
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In the NH KI values range from 2.25Δ°2θ to 0.43 Δ°2θ for the <2 µm fraction and 

from 1.93Δ°2θ to 0.44Δ°2θ for the 2–6 µm fraction (Table 3). The spatial distribution of the 

samples and the KI values are shown in Figure 10. A NW to SE decrease in KI values in 

the main granitic body is distinguishable in the <2 µm fraction (Figure 10a) and confirmed 

in the 2–6 µm fraction (Figure 10b). 

Figure 9. XRD patterns obtained for the clay fraction < 2µm in Air-Dried (AD), Glycolated (G) and Heated (H) for the
NH granite and showing the clay composition of the samples in the NH granite: (a) corrensite (Cor), a chlorite/smectite
mixed-layer, and (b) illite/smectite mixed-layer (I/S). Abbreviations (except for “Cor and I/S”) after [45]: Bt—Biotite,
Kln—Kaolinite, Qtz—Quartz, Ill–Illite.

In the NH KI values range from 2.25∆◦2θ to 0.43∆◦2θ for the <2 µm fraction and
from 1.93∆◦2θ to 0.44∆◦2θ for the 2–6 µm fraction (Table 3). The spatial distribution of the
samples and the KI values are shown in Figure 10. A NW to SE decrease in KI values in the
main granitic body is distinguishable in the <2 µm fraction (Figure 10a) and confirmed in
the 2–6 µm fraction (Figure 10b).

148



Geosciences 2021, 11, 325
Geosciences 2021, 11, 325 18 of 34 
 

 

 

Figure 10. Geological map (see Figure 2b) representing the Kübler Index (KI) in air dried conditions of each sample and 

the corresponding metamorphic zone showed by the color of the dots for (a) the fraction < 2µm and (b) the fraction 2–6 

µm. 

Figure 10. Geological map (see Figure 2b) representing the Kübler Index (KI) in air dried conditions of each sample and the
corresponding metamorphic zone showed by the color of the dots for (a) the fraction < 2µm and (b) the fraction 2–6 µm.

149



Geosciences 2021, 11, 325

4.2. Geochemical Analyses
4.2.1. Major Element Bulk Rock Chemistry

Major element geochemistry (Table 4) allows classifying the granite samples in differ-
ent diagrams (Figures 11 and 12).

Table 4. Major elements of the Owlshead and Noble Hills granites.

Sample ID OM_3 NH_10 NH_1 NH_2 NH_3

Oxides (weight %)
SiO2 74.65 68.54 69.56 68.69 68.78

Al2O3 12.90 15.36 14.93 14.53 14.99
Fe2O3 1.83 3.02 2.83 4.29 2.95
MgO 0.31 0.57 0.56 1.15 0.78
CaO 1.09 2.62 2.20 2.50 1.99

Na2O 3.51 3.31 3.42 3.19 2.78
K2O 4.43 4.31 4.10 3.60 4.22
TiO2 0.20 0.29 0.26 0.46 0.28
P2O5 0.07 0.14 0.13 0.20 0.14
MnO 0.08 0.09 0.08 0.12 0.08
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classification diagram established by [73]. (c) A/CNK (Al2O3/(CaO + Na2O + K2O)) versus silica diagram. The blue star 

corresponds to a sample from the OM analyzed by [34].  

In the Na2O + K2O versus SiO2 classification (called TAS) diagram of [71], modified 

after [72] for plutonic rocks, all the samples plot in the sub-alkalic domain. They all have 

a granite composition close to the granodiorite zone (Figure 11a). However, the sample 

from [34] plots in the syenite field, while it plots in the monzonite field in the Streckeisen 

diagram (Figure 7). The AFM triangular plot classifies all the samples as calc-alkaline 

(Figure 11b). The silica content of the OM granite 74.65 wt.% is higher than that of the NH 

Figure 11. (a) Total alkali versus silica diagram ([71] adopted for plutonic rocks by [72]). (b) AFM (Alkali-Fe2O3-MgO)
classification diagram established by [73]. (c) A/CNK (Al2O3/(CaO + Na2O + K2O)) versus silica diagram. The blue star
corresponds to a sample from the OM analyzed by [34].

In the Na2O + K2O versus SiO2 classification (called TAS) diagram of [71], modified
after [72] for plutonic rocks, all the samples plot in the sub-alkalic domain. They all have
a granite composition close to the granodiorite zone (Figure 11a). However, the sample
from [34] plots in the syenite field, while it plots in the monzonite field in the Streckeisen
diagram (Figure 7). The AFM triangular plot classifies all the samples as calc-alkaline
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(Figure 11b). The silica content of the OM granite 74.65 wt.% is higher than that of the
NH granite which ranges from 68.54 to 69.56 wt.%. According to the SiO2 versus A/CNK
diagram (Figure 11c) [74], all the samples are peraluminous rocks, and are found rather far
from the boundary with metaluminous S-type granites, with a A/CNK between 1.4 and
1.6 wt.%. Harker diagrams complete the information by showing a high content of K2O
ranging from 3.6 to 4.43 wt.%, and plot the samples in the high-K calc-alkaline domain
(Figure 12a) which limits where defined by [75]. However, the OM sample has a lower
Al2O3 content (12.9 wt.%) than the NH samples (14.53–15.36 wt.%) forming a separate
cluster (Figure 12b). Again, the sample from [45] (DVB-114A—blue star) shows a large
difference in composition compared to OM_3.
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from the OM analyzed by [34] is represented by the blue star.

The loss on ignition (LOI) is of 0.7 wt.% for the OM granite and ranges from 1.1 to
2.8 wt.% for the NH granite (Table 5), showing that the OM granite contains less volatile
elements than the NH granite, even for the freshest samples (NH_10, NH_1 and NH_2).
By comparing the alteration degree of each sample estimated from optical observations of
plagioclase and biotite (Table 5) and the LOI values, we note that a low LOI corresponds to
a slight alteration, e.g., OM_3 or NH_2 and a high LOI corresponds to a more pronounced
alteration, e.g., NH_3.

Table 5. Loss on ignition values compared to the alteration degree of plagioclase and biotite estimated
under optical microscope.

Sample ID OM_3 NH_10 NH_1 NH_2 NH_3

Loss on ignition (LOI) (wt.%) 0.7 1.5 1.7 1.1 2.8
Alteration degree (%) 2 10 9 4 18

Plagioclase alteration (%) 5 20 20 10 40
Biotite alteration (%) 0 15 10 0 20

In diagrams representing selected major elements versus the LOI (Figure 13), LOI
values of NH samples show a positive correlation with K2O and a negative correlation with
Na2O and CaO. SiO2 and Al2O3 contents are approximately constant, 68.54–69.56 wt.%
and 14.53–15.36 wt.% respectively. MgO content varies a lot (0.56–1.15 wt.%) showing
no clear correlation with the LOI. K2O and Na2O contents of the OM granite are equiva-
lent to those of the freshest NH granites (NH_2, NH_10 and NH_1). However, the OM
granite sample presents a higher amount of SiO2 and a lower amount of Al2O3, CaO
and MgO. The chemistry of the OM granite seems different from that of the NH granite
regarding Figures 12 and 13 even though, according to [11], the NH granite derived from
the OM granite.
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4.2.2. Trace Element and REE Bulk Chemistry

Trace elements and Rare Earth Elements (REE) (Table 6) analyses were performed on
the same samples as for major elements.

Table 6. Trace elements chemical composition of the Owlshead and Noble Hills granites.

Sample ID OM_3 NH_10 NH_1 NH_2 NH_3

Trace elements (ppm)

Be 2 2 2 3 2
Co 1.5 4.2 2.9 6.4 3.5
Cs 1.6 2.4 1.1 3.4 1.8
Ga 15.6 16.7 16.0 17.2 14.1
Hf 4.3 3.6 4.1 4.6 4.6
Nb 22.3 13.8 11.4 18.9 10.5
Rb 154.7 144.9 103.0 139.9 115.7
Sn 2 1 <1 2 <1
Sr 116.2 275.2 237.5 268.2 182.7
Ta 1.6 0.9 0.7 1.3 0.6
Th 19.3 11.4 10.2 9.0 11.0
U 1.8 2.2 1.5 1.4 1.5
V 16 33 22 40 25
W <0.5 <0.5 0.7 <0.5 <0.5
Zr 139.8 134.2 156.6 180.6 159.0
Y 19.7 22.5 17.5 21.4 17.0
Ba 554 1009 845 704 772
Ni <20 <20 <20 <20 <20
Sc 4 5 4 8 4

Cr2O3 <0.002 <0.002 <0.002 <0.002 <0.002
Be 2 2 2 3 2
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Table 6. Cont.

Sample ID OM_3 NH_10 NH_1 NH_2 NH_3

Rare Earth Elements (ppm)

La 52.1 28.3 26.2 21.7 26.8
Ce 97.0 53.0 48.1 40.8 52.2
Pr 9.97 5.93 5.31 4.59 5.62
Nd 31.7 20.6 18.8 16.6 19.5
Sm 5.29 3.82 3.51 3.56 3.48
Eu 0.53 0.89 0.89 0.81 0.81
Gd 4.24 3.66 3.14 3.60 3.22
Tb 0.65 0.59 0.51 0.59 0.51
Dy 3.66 3.63 3.05 3.65 2.96
Ho 0.69 0.78 0.62 0.73 0.59
Er 2.05 2.25 1.87 2.18 1.81
Tm 0.30 0.33 0.28 0.33 0.27
Yb 2.08 2.32 1.77 2.16 1.86
Lu 0.33 0.37 0.28 0.36 0.28

TOT/C 0.02 0.14 0.21 0.04 0.26
TOT/S <0.02 <0.02 <0.02 <0.02 <0.02

Chondrite-normalized REE patterns (Figure 14a) present enriched samples in light
rare earth elements (LREE) relative to heavy rare earth elements (HREE) in both granites.
However, the OW granite shows a higher abundance of LREE and a stronger negative
Eu anomaly than the NH samples. In spite of different degrees of mineral alteration, all
the NH samples follow the same trend. The primitive mantle-normalized multi-element
diagram (Figure 14b) is characterized by distinct negative anomalies for Nb and Sr and
high Th and U contents, typical for upper crustal composition [76]. They also show variable
but high Cs, Rb and Ba contents. More generally, samples are relatively rich in large-ion
lithophile elements (LILEs) such as Rb, Ba, Th and U, with Sr having the greatest depletion
relative to the LILEs. High field strength elements (HFSEs) such as Ta, Nb, Zr and Hf are
depleted compared to the LILEs. The OW granite shows, once again, a different trend
compared to the NH samples. It has higher Th, Ta, Nb, La, Ce, Nd and Sm contents and
a lower Ba content. On both diagrams of Figure 14, the sample DVB-114A [34] shows a
different pattern compared to OM_3.
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4.3. Calcimetry and Porosimetry

Calcite is present in all the samples, essentially linked to the alteration of the plagio-
clase. The calcite content is of 0.55% for the OM granite and ranges from 0.55 to 6.53% for
the NH granite, with an average of 2.2% and a standard deviation of 1.64%. The porosity is
of 2.28% for the OM granite and ranges from 2.21 to 5.17% for the NH granite. A clear posi-
tive correlation can be seen between the calcite content and the LOI (Figure 15a). Positive
correlations are also visible between the porosity and the LOI and between the porosity
and the calcite content (Figure 15b,c). However, the sample NH_7 in Figure 15c is different.
Having a low calcite content, it presents a higher porosity compared to the others. Those
diagrams show that a low LOI corresponds to a low amount of calcite and a low porosity
and that a low amount of calcite fits with a low porosity except for NH_7.
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5. Discussion
5.1. Petrogenesis of the OM and NH Granites

Bulk rock analyses of the OM and NH granites indicate for both of them a calc-alkaline,
monzogranite composition, S-type in character (Figure 11). Rämö et al. (2002) [34] also
investigated the OM in the same batholith, but south of our sampling area (blue star
in Figure 2a). The comparison of geochemical data from their sample with the samples
studied here, shows differences in terms of chemical composition (Figures 7, 11, 12 and 14).
The OM seems to be a heterogenous pluton.

Chondrite-normalized REE patterns for the NH granite samples show the same trend
(Figure 14a), but are different from the OM granite one. REE are relatively immobile during
low-grade metamorphism and hydrothermal alteration [76]. The enrichment of the LREE
and the depletion of Eu indicate the degree of magmatic differentiation the rock underwent.
The Eu negative anomaly is attributed to the plagioclase fractionation involved in the
setting of granites [80]. However, the breakdown of plagioclase and biotite can release
some REE except Eu, which can be accommodated by illite formation [81].

The same observations were done through the primitive mantle-normalized spider
diagrams, which shows variations in Ta and Nb contents of the NH samples (Figure 14b).
Those variations are in good correlation with the LOI: the higher the LOI, the lower the Nb
and Ta contents. Li et al. (2013) [82] observed Nb/Ta ratios in altered domains in granitic
rocks due to the Nb and Ta decreasing content during the illitization stage. The LOI is
directly related to the percentage of alteration, the same phenomenon is observed in our
samples. The depletion of Sr in the NH granite might be due to the alteration of magmatic
primary plagioclase [82]. However, Sr content in OM is relatively low.

Those diagrams show and confirm the difference in terms of chemical composition
between the NH and the OM, which was suspected during thin sections observations. A
comparison between our own chemical data within the OM and the data presented by [34]
show substantial differences meaning that the OM granite is not homogeneous. Given the
fact that the NH granite is considered as a transported part of the OM [11], it is therefore
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not surprising that the NH granite presents local composition variations. The OM samples
are considered as representing the protolith prior to the mineral transformations identified
in the NH granite.

Microcline was identified in the OM granite and only in the southern part of the NH
indicating that this part of the range might have undergone a slower cooling than the
northern part of the range or a warming.

5.2. Thermal Evolution of the NH Granite

Petrographic investigations have shown that plagioclase and sometimes biotite are
replaced by illite. A recent study from [83] has confirmed that IC provides a useful method
for characterizing regional grades of diagenesis and low-grade metamorphism. As already
mentioned, in some conditions the alteration of a granite, resulting from fluid circulation,
shows similarities with diagenetic reactions present in feldspathic sandstones [19], meaning
that it is possible to characterize a regional grade by using the KI values obtained in
granitic rocks.

As shown in Figure 2, the NH range is a structure stretched NW-SE. The KI values
display a trend following this direction with decreasing values towards the south-east
(Figure 10). KI values can be associated to different metamorphic zones corresponding to
ranges of temperature (Table 1, [60]). The northwestern part of the range, characterized
by high KI values, reveals mostly low-grade diagenesis tending progressively to high-
grade diagenesis roughly toward the SE. A decrease of KI values indicates an increase in
temperature [59]. Thus, this tendency reflects a temperature gradient increasing from the
NW toward the SE. The elevation being higher in the south-east, with a higher temperature
in this zone might indicate that the southern part of the range was more buried than the
rest of the range and has been exhumed. A northeast-vergent contractional deformation is
well expressed along the NH range in addition to the strike-slip deformation. It increases in
intensity where the NH range converges with the Avawatz mountains ([38] and references
therein), at the intersection between the SDVFZ and the GFZ [30]. Chabani et al. (2021) [12]
have identified E-W structures in this area and they suppose that these structures are
linked to the activity of the GFZ and the convergence of the Avawatz and the NH range.
It is tempting to propose that this convergence implied the elevation of the topography
at the southern part of the NH range. A work is in progress about exhumation history
reconstruction by means of isotopic dating.

5.3. Alteration Parageneses

The OM and NH granites characterization reveals the presence of various secondary
minerals as oxides, epidote, corrensite, K-white mica, calcite, kaolinite, illite/smectite
mixed-layer and montmorillonite. Those minerals are well known as being the product of
alteration processes due to the interaction of a circulating fluid with the surrounding rock.
They are in equilibrium with the new environment in response to temperature, pressure and
composition of the altering fluid [6,84–86]. In the OM and the NH granites, only plagioclase
and biotite are affected. In the case of intense circulation, some primary minerals like
plagioclase or biotite may be completely replaced. The newly formed minerals consist
mainly in clay minerals [9]. According to optical observations, SEM-EDS and XRD analyses,
two types of alteration processes have been identified in the OM and NH granites which
are classified as (1) propylitic alteration and (2) argillic alteration. The characterization of
the paragenesis and the alteration processes of the granites investigated in this study help
to refine a part of the history of the OM and NH granitic basements (Figure 16).
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5.3.1. Propylitic Alteration

The newly formed minerals depend on the composition of the host mineral. Corrensite,
epidote, K-white micas, calcite and iron oxides were identified in the OM and NH granites
(Figure 16) by means of optical observations, SEM-EDS and XRD analyses:

1. The calcite as in the OM granite occurs as infills of the microcracks without interacting
with the surrounding rock, as well as at grain boundaries.

2. Mixed-layer clay minerals are the intermediate products of reactions involving end-
member clays [87]. Corrensite, a chlorite/trioctahedral smectite mixed-layer phyl-
losicilate is considered as a stable mineral and also as an indicator of propylitic
alteration [86,88,89]. It replaces partially biotite and occurs between 160–250 ◦C in
geothermal fields [6,84,90].

3. Epidote crystallization occurs around 220 ◦C [86]. It is also one major indicator of the
propylitic alteration with corrensite [89].

4. The presence of K-white mica flakes allows to fix temperatures around 230 ◦C up to
350 ◦C [84,91].

All those secondary minerals occur at temperatures between approximately 160 ◦C
and 350 ◦C. The presence of corrensite and epidote is the major indicator of a stage of
propylitic alteration. The propylitic alteration (Figure 17b) is considered as an earlier
pervasive alteration stage. It is common at the margins of alteration zones produced at low
fluid/rock ratio [6] and it takes place at the end of the crystallization of the granite [92].
The propylitic alteration results in the partial recrystallization of primary minerals (biotite
and plagioclase) in secondary propylitic assemblages by interstitial fluids trapped into the
grain boundaries during the cooling of the pluton [88]. Its effects are discrete, but both the
OM and NH massifs are affected.

5.3.2. Argillic Alteration

Other newly formed mineral assemblages were identified only in the NH granite.
They consist in illite + kaolinite + mixed-layers as illite/smectite (I/S) + calcite and oxide
(Figure 16):

1. Illitic minerals are well known to be indicators of fluid circulation as well as paleo-
circulation systems [93]. [19,94] show that illite crystallization episodes can occur,
for example, in a temperature range of 120 to 160 ◦C, corresponding to the argillic
alteration facies. The illitization process mainly develops in plagioclase and biotite.
It is a form of alteration product found extensively in granitoids, and felsic rocks,
whereas K-feldspar remains relatively unaltered [8,67,85].

2. According to [84], the presence of kaolinite in alteration paragenesis indicates a fluid
temperature lower than 200–150 ◦C. Kaolinite is stable under more acidic conditions
than illite, with pH values ranging from about 4.5 to 6. It also represents a more
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advanced product of hydrolysis reaction due to a high H+ activity in hydrother-
mal fluids.

3. The illite-rich (R3) I/S mixed-layer form around 150 ◦C [84,87], with more than 90%
of illite based on [51].

4. Plagioclase, oligoclase in composition, presents patches of calcite. Those patches are
interpreted as a product of Ca release due to plagioclase alteration.

5. Oxides can be present along the cleavages of the altered biotite. They are interpreted
as the result of Mg and Fe release during biotite alteration.
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Figure 17. Schematic representation of the different alteration processes which can be observed in the OM and NH granites.
(a) Fresh granite non-affected by alteration. (b) Granite affected by the propylitic alteration showing the slight chloritization
of biotite and the crystallization of K-white micas in the core of plagioclase. (c) Granite affected by the argillic alteration and
localized along fractures where fluid has circulated. Biotite are locally completely transformed into illite and plagioclase
into illite, calcite and/or kaolinite. Perthites and inclusions in K-feldspars can also be altered. Abbreviations (except for “Ox
and Wm”) after [45]: Bt—Biotite, Cal—Calcite, Chl—Chlorite, Ep—Epidote, Ill—Illite, Kln—Kaolinite, Kfs—K-feldspar,
Ox—Oxide, Pl—Plagioclase, Qtz—Quartz, Wm—K-white mica.

Plagioclase and quartz form an interconnected skeleton through the texture. The
difference of physical and chemical behaviors between both minerals results in different
types of porosity. Quartz shows microcracks and plagioclase shows dissolution pits
(Figure 18). Ref. [95] observed the same in the Soultz-sous-Forêts granite. They also
showed that the exchange surface between plagioclase and a fluid is around 20 times
higher than in quartz. As a consequence, they assume that all the pores are interconnected
in plagioclase. They considered this mineral as the main path for fluid flow. Thus, this
can be also available in the NH granite. K-feldspar is not affected by the alteration, but
perthites and mineral inclusions present in the K-feldspars can be dissolved.
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The crystallization of these minerals occurs at temperature between 130 and 200 ◦C.
This range of temperature corresponds to the stage of argillic alteration [84]. The argillic
alteration (Figure 17c) consists into the chemical leaching and clay enrichment processes
produced at lower temperatures [19,88,96]. This alteration is known as a vein alteration
organized in the vicinity of fractures where fluids have circulated [86,88].

5.3.3. Evidences of Weathering

XRD analyses on an oriented sample of the clay fraction from the OM reveal the
presence of Montmorillonite (Mnt) (Figure 8). Mnt, a common smectite pattern, results
either from argillic (vein) alteration [84,89] or from weathering [97,98]. As described above,
the OM granite appears as “fresh” from (1) field observations: no veins were observed at
outcrop scale and macro-scale and the granite appears competent, (2) thin-section analyzes:
no veins or veinlets, calcite crystallizations are only present at grain boundaries, and
(3) geochemical analyzes, which indicate a very low LOI (0.7 wt.%). No vein was observed
at any scale and secondary minerals are all characteristic of propylitic alteration. Those
data show that the Mnt cannot result from argillic alteration. In the case of the OM granite,
the Mnt is interpreted as a signature of weathering. As its amount is low (15% of the
clay fraction), the global alteration of the granite is considered as being dominated by the
propylitic alteration. With the OM being considered as the protolith, weathering can be
considered negligible in both OM and NH granites.

5.3.4. Alteration Stage Occurrences

The OM granite presents evidence of propylitic alteration only, while the NH granite
presents both propylitic and argillic facies. The argillic facies seems most of the time to
overprinting the propylitic facies. However, some samples present only evidence of argillic
alteration. In those cases, either the propylitic facies have either completely disappeared, or
some zones were not initially affected by the propylitic alteration. Some minerals, such as
illite and kaolinite, crystallize during the argillic alteration under different conditions [84].
This suggests that several episodes of alteration could have occurred in the NH granite.
Afterward, weathering can occur at ambient temperature, when the granite was exhumed.
These alteration overprints result also in a retrograde evolution in terms of temperature (T)
withT propylitic > T argillic > T weathering.
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In the NH granite, the argillic alteration seems to be associated to fracturing. A
fresh granitic rock is not permeable enough to allow fluid circulation [6]. This suggests
that the development of fractures is an important factor allowing fluid to circulate [6],
the observation that the freshest NH granite is more altered than the one from the OM
(Figure 3) can be related to the fact that the NH lie along an important shear corridor. None
of NH samples considered in the present study are fracture free, even though they were
collected far from the faults, and each of them shows evidences of argillic alteration. In
spite of the low fracture density the existing number of microfractures is enough to allow
fluid to significantly percolate through the host rocks and chemically interact with it. A
second paper (PART 2, this issue) focusses on the role of the fracture system on the granite
alteration processes.

5.4. Effects of Alteration on Petrogaphic and Petrophysical Behaviour

Petrographic observations and the range of LOI (0.7–4.1 wt.%) values confirm that
the NH granite experienced alteration. LOI is so directly related to the degree of mineral
alteration as done by [99,100]. Mineral changes being related to the propylitic and argillic
alterations, the LOI can be defined in this study as a monitor for alteration processes. The
effects of alteration on element transfers can be evaluated thanks to the diagrams plotting
SiO2, Al2O3, CaO, K2O, Na2O and MgO against LOI (Figure 13). In Figure 13, the K2O,
Na2O, CaO and MgO define a broad correlation with LOI, indicating that they may have
been mobile during alteration [99]. The NH granite shows that Na2O and CaO have a
negative correlation which can be related to the alteration of the plagioclase (oligoclase
initial composition). Indeed, plagioclase can be depleted in Na and Ca mobile elements
when it interacts with a fluid [101]. Likewise, the K2O is observed in alteration products
of plagioclase as illite and shows an enrichment with the LOI increase. Newly formed
minerals, as presented above, are related to the recrystallization of the plagioclase as a
result of its interaction with the fluid. As for the CaO and MgO contents, they remain high
compared to the OM granite. This can be linked to an external contribution. In a whole,
the NH granite was affected by an alkali alteration, which results in major compositional
changes. Thus, all the elements, Si and Al excepted, have partly left the system, meaning
that the system is open. Their content differences in the NH granite compared to the
OM granite could be explained by the depletion of the most mobile elements during
the alteration of the NH granite. This can so influence the percentage of each element.
Otherwise, it can be suggested that the visible variations of SiO2 and Al2O3 were controlled
by protolith composition rather than alteration processes.

Link alteration degree and amount of calcite is difficult since petrographic analyses
of the samples is qualitative. However, Figure 15a shows a positive correlation between
LOI and calcite content. Ledésert et al. (2009) [61] show that calcite can be encountered
in high amount in altered zones. Thus, in the NH, the correlation shows that the higher
the calcite content, the higher the degree of alteration and vice versa. In the same way,
LOI can be related to porosity (Figure 15b) with a low LOI linked to low porosity (NH_1,
NH_2 and NH_10) and high LOI linked to as high porosity (NH_3). Therefore, the increase
of porosity is also linked to the increase of alteration. Studies [102,103] showed that the
porosity increases from unaltered to altered granite. Figure 15c shows a similar correlation
between the calcite content and the porosity. Samples having a low calcite content (NH1,
NH_2, NH_5 and NH_10) present a low porosity, while NH_3 has a high calcite content
associated with a high porosity. One exception can be observed. The sample NH_7 presents
a low calcite content for a high porosity. This can be explained by the presence of larger
microfractures compared to the other samples, which increase the porosity. Thus, it is
not always possible to link the porosity to the calcite content. According to [104], the
average calcite content of a fresh granite is 0.252 wt.%, and does not exceed 1.8 wt.%. As
a consequence, measurements over this last value can be regarded as a calcite anomaly,
and so are representative of a granite affected by argillic alteration, which may be a sign of
paleo fluid flow [94]. Ten samples out of fifteen from the NH have a calcite content higher
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than 1.8 wt.%. This suggests that the OM and some zones of the NH were not affected by
the argillic alteration, but only by the propylitic one. By considering the calcite content
average of 2.2% for the NH, those data also indicate that even if the samples were collected
far from the major faults, the granite can be affected by argillic alteration.

5.5. The NH: A Paleo-Geothermal Reservoir?

In the present contribution we have given numerous pieces of evidences for a perva-
sive alteration of the NH granite. Ubiquitous argillic alteration affecting plagioclase and
biotite is present. The K-feldspar being unaltered, potassium enrichment by incoming
fluids is necessary to produce abundant amount of illite. The high concentration of calcite,
in some samples, requires an external input of Ca, which cannot come only from the
plagioclase alteration. Due to this alteration, the rock porosity was drastically enhanced
by dissolution of the plagioclase. Porosity is also enhanced by the microfracturing well
visible in quartz and K-feldspar, which is related to the activity of the SDVFZ. It is believed
that this microfracturing drastically enhanced interaction surfaces between minerals and
fluids allowing chemical elements exchanges between hydrothermal fluids and the granite.
The strain is not homogeneously distributed in the NH. The NH granite is affected either
by non-localized deformation (samples from this study) or by strain concentrations along
fault zones that will be presented in the accompanying contribution (PART 2, this issue).

Our results have shown that an alteration of vast volumes of rocks is thus possible,
even outside localized high strain zones. All these data are in favor of a hydrothermal
fluid percolation, which is encountered in an exploited geothermal reservoir [6,19]. A
geothermal reservoir consisting into a flow system where a high amount of hot fluid is
stored and circulates through the rock, and our results encourage to consider the NH as a
paleo-geothermal reservoir.

6. Conclusions

The NH were chosen in the framework of the H2020 MEET project as being an opportu-
nity to characterize a granitic paleo-geothermal reservoir in a trans-tensional context. Arid
conditions and a 3D exposure were important criteria allowing the thorough characteriza-
tion of the granite. The aim of this study was to characterize the granite pervasive alteration
processes, away from the fractures, in terms of changes of mineralogical, geochemical and
related petrophysical properties.

Illite was identified by XRD in all the NH samples, allowing to obtain KI values
which revealed a NW-SE temperature gradient through the range. This gradient might be
considered as a sign of a possible exhumation of the southern part of the range due to the
interaction with the Avawatz Mountains.

The partial recrystallization of plagioclase and biotite into newly formed minerals,
due to fluid/rock interactions, was identified as reflecting three types of alteration:

1. A pervasive propylitic alteration. This alteration is present in the OM granite (the
freshest one considered as the protolith) and in the NH granite and characterized by
the presence of corrensite and/or epidote.

2. A local argillic alteration. This alteration was identified only locally in the NH granite
by the occurrence of clay minerals such as kaolinite, illite/smectite mixed-layers and
illite, all of which crystallize at a lower temperature than the propylitic alteration.
Kaolinite and illite might reflect a different amount of leaching or different pH,
meaning that several fluids have circulated.

3. Weathering identified in the OM granite by the presence of montmorillonite, thus
formed at surface temperature.

The NH granite alteration was highlighted by optical observations. In addition,
geochemistry also provided data to support them. Indeed, depletion of Na and Ca was
observed with the increase of LOI, considered as a good indicator of the amount of alter-
ation of plagioclase alteration. At the same time, K enrichment was observed with the
increase of LOI, and linked to illite crystallization. Calcimetry performed on the NH granite
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samples showed a calcite content often higher than the 1.8% value, admitted as being the
maximum in a fresh granite. These values tend to increase with the LOI, confirming that
the NH granite underwent alteration. Porosity also shows a positive correlation with the
LOI indicating that the porosity increases with the amount of alteration. However, its
correlation with the calcite content is less obvious, as calcite might crystallize in the porosity
and thus reduce it.

The NH granite underwent up to two stages of alteration before being exposed to
surface conditions, showing a retrograde evolution. It was observed petrographically that
the argillic alteration overprinted the propylitic alteration, until its signature is lost. The
weathering signal is low (~15% of the clay fraction) and considered as negligible in the
OM. The OM being considered as the protolith of the NH, the contribution of weathering
is also considered as negligible in the NH granite, where no montmorillonite was found.
The newly formed minerals are thus considered as being the product of hydrothermal
alteration and not of weathering.

This study provides multiple evidence allowing the consideration of the NH granite
as a paleo-geothermal reservoir.

The activity of a geothermal reservoir is a combination of pervasive circulation within
nearly strain-free zones (as shown in the present contribution), as well as fractured domains
where high strain is accumulated. Our study is therefore completed by a PART 2 (this
issue), in which the same investigation approach is dedicated to samples taken within
visibly fractured zones.
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Abstract: Fracture connectivity within fractured granitic basement geothermal reservoirs is an
important factor controlling their permeability. This study aims to improve the understanding of
fluid–rock interaction processes at low to moderate regional strain. The Noble Hills range (Death
Valley, CA, USA) was chosen as a naturally exhumed paleo geothermal reservoir. A series of
petrographic, petrophysical, and geochemical investigations, combined with a fracture distribution
analysis, were carried out on samples collected across fracture zones. Our results indicate that several
generations of fluids have percolated through the reservoir. An increase of (1) the alteration degree;
(2) the porosity values; and (3) the calcite content was observed when approaching fracture zones.
No correlation was identified among the alteration degree, the porosity, or the calcite content. At a
local scale, samples showed that the degree of alteration does not necessarily depend on the fracture
density or on the amount of the strain. It is concluded that the combined influence of strain and
coeval fluid–rock interaction processes drastically influence the petrophysical properties of fracture
zones, which in turn impact geothermal production potential.

Keywords: fracturing processes; fluid circulation; granite alteration; low to moderate regional strain;
geothermal reservoir

1. Introduction

Long-term exploitation of geothermal resources is closely linked to reservoir rock
petrophysical properties and regional geological settings [1]. Due to the low matrix poros-
ity and permeability of granitic rocks, underground granitic units are considered as a
reservoir only when fractures are present. These fractures provide the essential reservoir
permeability and porosity for fluid flow [2,3] and are therefore of primary importance
regarding geothermal exploitation [4–8]. These structures control the deep flow at the
reservoir scale, in case of good connectivity [2,3,9–11], which is one of the most important
controls on the permeability [12]. Several granitic reservoirs, as Soultz-sous-Forêts in the
Upper Rhine Graben, France [6,13] or the Cooper Basin in Australia [14], give invaluable
experience in terms of exploration and exploitation feedback. In addition to these datasets
gained from data limited to boreholes and indirect geophysical methods, studies of surface
reservoir analogues are common [15–17]. The MEET H2020 project (Multidisciplinary
and multi-context demonstration of EGS exploration and Exploitation Techniques and
potentials) [18] aims to develop enhanced geothermal systems throughout Europe. Within
this project, the Noble Hills (NH) range, located in the southern termination of the Death
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Valley (DV, CA, USA), has been chosen as an analogue of fractured granitic basements in a
context of transtensional deformation [19]. Klee et al. (2021) [19] highlighted numerous ev-
idences of hydrothermal alterations: (1) a propylitic alteration affecting pervasively a large
volume of rock during the cooling of the pluton and (2) an argillic alteration, also called
vein alteration [19–23], inducing changes of the bulk-rock chemical and mineralogical
compositions and of physical properties [7,24].

A vast amount of literature [9,11,25] has proven that increasing amounts of strain
within fault zones drastically change their petrophysical properties. The present paper
focuses on the influence of fractures on the fluid circulation and alteration processes at low
to moderate regional strain.

The present study aims to:

1. Characterize the relations among the varying amounts of strain, fracture densities,
and alteration degrees at the NH scale, as well as the sample scales through the
case studies.

2. Characterize the variations in (1) chemical elements concentrations; (2) calcite content;
(3) porosity; and (4) temperature condition variations when approaching fracture zones.

3. Identify the different fluid circulation episodes through the granite body.

Macroscopic and microscopic petrographic studies, XRD mineralogical characteriza-
tion of whole rock and clay minerals, bulk rock chemical analyses by inductively coupled
plasma (ICP), mass spectrometry (MS), atomic emission spectrometry (AES), scanning
electron microscopy coupled with energy dispersive spectrometry (SEM-EDS) for struc-
tural observation and local chemical analyses, mass balance calculations, fracture density
calculations, calcimetry, and porosimetry, were performed on samples collected in the
vicinity of fracture zones within areas of the NH affected by low to moderate regional
transcurrent strains. The results will be discussed and compared with the protolith studied
by [19].

2. Geological Setting

The Death Valley (DV, Figure 1a) is located in the core of a Cenozoic distributed system
of dextral strike-slips, about 700 km long, comprising the Walker Lane Belt and the Eastern
California Shear Zone (ECSZ/WLB) [26–29]. This narrow northwest-trending system, lying
between the Basin and Range region to the east and the Sierra Nevada batholith to the
west [28], today accommodate ~25% of the Pacific-North America relative motion [26,30].
DV is a structural depression, NNW–SSE oriented, bounded by the Black and Funeral
Mountains to the west and by the Panamint Range to the east [31]. It has been formed by a
right-lateral movement giving a pull-apart structure [32].

The area of interest for this study is the Noble Hills range (NH, Figure 1b). It is
located in the southernmost part of the DV region and trends parallel to the NW-striking
SDVFZ at its southern end. Geological markers along the SDVFZ trace [33] suggest that the
NH correspond to a transported fragment of the frontal part of the Owlshead Mountains
(OM), a Cretaceous (~95 Ma, [34]) granitic pluton at a 40–41 km distance to the SE. Several
attempts have been made and discussed in the literature to give insight to the geological
setting of the NH and structural relationships between SDVFZ and GFZ [35–37]. Particular
emphasis has been given to a detailed description of sedimentary sequence deposits on
each side of the NH Crystalline Bedrock Slice (CBS) [38,39]. The CBS is composed of
Proterozoic sediments with upward younging direction the Crystal Spring (CS) quartzite,
CS dolomite, detrital flysh, and carbonate sequences possibly part of the Pahrump Group,
intruded by 1.1 Ga diabase sills, the whole intruded by Mesozoic granite [40]. However,
a detailed structural analysis of the CBS itself is missing. Thus, Section 4.1 of this study
will give new elements, improving the observations made by [38,41] concerning the NH
structure. A precise fracture pattern characterization of the NH was performed by [42],
through a wide-ranging analysis scale from the microscopic scale to the regional scale.
These authors showed that the NH fracture network geometry has been controlled by the
SDVFZ and the GFZ.
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Figure 1. (a) Location of the Noble Hills on the western USA satellite map. SAFZ—San Andreas Fault Zone, GFZ—Garlock
fault zone, and DV—Death Valley. (b) The geological map of the Noble Hills range, modified after [19,38,41]. The quaternary
is not displayed, but available on the map provided by [38]. Sample locations are represented by the white dots. The asterisk
shows the samples used as case studies in this work. NHF—Noble Hills Formation.

The NH granite was poorly studied in terms of microstructure, petrography, and
geochemistry. A recent study conducted by Klee et al. (2021) [19] characterized the granite
as a leucocratic equigranular monzogranite (S-type), ranging in the high-K calc-alkaline
and peraluminous domains. The NH granite is composed of primary plagioclase, quartz,
K-feldspar, and biotite. Klee et al. (2021) [19] have also shown that the NH granite
underwent two alteration stages, forming secondary minerals that recorded the chemical
and paleo-thermal conditions of the system: (1) a pervasive, propylitic alteration linked
to the cooling of the pluton; and (2) a more local alteration corresponding to the argillic
alteration (illitization and sometimes kaolinitization), which overprints the propylitic
alteration. Among the primary minerals, optical observations and geochemical data show
that only plagioclase and biotite are affected by those alteration processes.

3. Materials and Methods
3.1. Material and Sample Selection

Digital field mapping techniques have been used in the field; these include the use
of portable rugged tablet laptop with internal GPS. The QGIS software has been used for
sample location, geological digitization, and structural data acquisition. Georeferenced
topographic maps and ortho-imagery were the initial input of the database.

A detailed petrographic, mineralogical, geochemical, and petrophysical character-
ization was conducted on 25 samples from the NH granite, based on fieldwork and
laboratory analyses.

Samples were selected by targeting fracture zones located in CBS areas that have been
affected by low to moderate strain, aimed at characterizing the influence of fracturing on
fluid circulations and the associated argillic alteration, mentioned only by [19] until now.
Thus, the collected samples consisted of altered granite presenting open fractures, veins,
reactivated veins, and breccias. All samples were georeferenced for precise locations as
well as database supply (Figure 1b). The selection took into account ranges of fracture
density (Fd) defined by [19] from scanlines realized on thin sections, based on [43]:
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Fd 0 < 1687 fracs/m—no to very low microfracturing;
Fd 1 = 1687 fracs/m—microfracturing of order less than the grain size;
Fd 2 = 2694 fracs/m, with a multiplicator factor of 1.6 compared to Fd1—microfracturing

of grain size order with interconnections;
Fd 3 = 3549 fracs/m, with a multiplicator factor of 1.3 compared to Fd2—abundant

microfracturing;
Fd 4 ≥ 5140 fracs/m ([42] this issue), with a multiplicator factor of 1.4 compared to

Fd3—very abundant microfracturing.
Samples selected for this study had a fracture density higher than 2694 fracs/m,

meaning they fell into categories from Fd2 to Fd4. Fd4 corresponds to highly strained
zones in which granite becomes a breccia. In order to correlate the fracture density with the
amount of alteration, three hand specimens and seven thin sections, located in the granite
body, were used for fracture extraction and analysis. These fracture characterizations are
based on the scanline method, described in Section 3.1. Data from Chabani et al. (this issue,
under review) [44] will be used to complete the characterization.

3.2. Methods
3.2.1. Fracture Network Parameters

Fracture networks can be characterized by their spatial arrangements [45]. The fracture
network geometry is used to predict fluid circulation [45] and evidence of structural growth
processes [46]. Spacing measurements through the 1D-scanline method are widely used
to characterize arrangements [47–50]. They consist of the digitization of fractures along
those lines, in order to calculate the linear fracture density P10 characterized by the number
of fractures per length calculated along the scanline [47,48]. The Terzaghi correction
has been applied [51]. Two parallel scanlines were performed on the hand specimens,
perpendicular to a major fracture. For each oriented thin section mosaic, two scanlines were
realized perpendicular to the main structures. For each scanline, stick plots and cumulative
frequency diagrams were realized to describe the fractures spatial distribution [50]. A
coefficient of variation Cv was computed for each scanline in order to quantify the fracture
distribution [48]: Cv < 1 indicates a regular fracture spacing, Cv~1 indicates a random
distribution, and Cv > 1 indicates a clustered distribution. Fracture density data obtained
by [42] on selected samples will be used in this study.

3.2.2. Petrographic Characterization

Twenty-four samples were selected to prepare thirty-one covered and polished thin
sections, for petrographic observations. Optical microscopy was used to study the min-
eralogical assemblage, the alteration paragenesis, the microfabric, and the degree of mi-
crofracturing. The thin sections were observed under a Leica DM4500-P optical micro-
scope, equipped with a Leica DFC450C camera at Institut Polytechnique UniLaSalle (ULS,
Beauvais, France). Large field area imaging under polarized-analyzed and polarized-non-
analyzed light was conducted using Leica automatized stage facility and Leica Application
Suite (LAS) v4.11.0 software [19].

Based on optical microscopical observations, microsites were selected on 9 thin sections
for energy dispersive X-ray spectrometry (EDS) analyses [52] performed at ULS. These
were conducted with a Hitachi S-3400N scanning electron microscope (SEM) equipped with
a Thermo Ultradry EDS [53] and associated with NSS thermal scientific software. These
analyses aimed to obtain qualitative and semi-quantitative chemical compositions and
to characterize the microstructure of different selected phases. The analytical conditions
consisted of a 50 µA beam current, an accelerating voltage of 20 kV, and an acquisition time
of 30 s. A NORAN-type correction procedure was used.

In addition, cathodoluminescence (CL) analyses [54] was performed on 8 thin sections
from 4 samples. CL imaging was performed (1) at the University of Göttingen using a
“hot-cathode” cathodoluminescence microscope HC3-LM apparatus and (2) at CY Cergy
Paris University in the Geosciences and Environment Cergy (GEC) laboratory, using a
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cathodoluminescence Olympus BX50. CL of minerals is predominantly a “defect lumi-
nescence”. This allowed the detection of distribution patterns of certain trace elements,
such as iron (Fe), which is the most efficient quencher element and manganese (Mn),
which is the most important activator element. Many minerals show visible CL colors
like quartz (blue-purple), K-feldspar (blue when fresh and brownish when weathered),
plagioclase (green and blue–purple when highly affected by hydrothermal alteration),
calcite (yellow or yellow–orange when resulting from hydrothermal alteration), dolomite
(orange–red), magnesite (red), apatite (yellow), kaolinite (dark blue) [54,55]. Illite shows
no luminescence [54,55].

Most of the mineral abbreviations used in this paper refer to [56] mineral symbols and
only a few others were defined by the authors.

3.2.3. X-ray Diffraction (XRD)

XRD analyses were carried out to identify and determine the mineral phases (semi-
quantitative, around 3–5%). The analyses were performed at (1) ULS using a D8-Advance
Bruker-AXS (Siemens) diffractometer with a Ni-filtered CuKα radiation at 40 kV and
40 mA, a primary Soller slit of 2.5◦, divergence slit of 0.6 mm, and a secondary Soller slit
of 2.5◦, with a detector slit of 0.1 mm and an anti-scattering slit of 0.6 mm; and (2) the
University of Göttingen, using a PHILIPS PW1800 diffractometer with a Cu-anode and
an automatic divergence slit. Whole rock powders and oriented clay fractions (2–6 µm
and <2 µm) analyses were performed on 12 samples. Quantitative phase analysis based on
reference intensity ratio values were performed on randomly oriented whole-rock powders
with a step length of 0.5◦ and a scan speed of 0.014◦/s over the range 3◦–70◦2θ for whole
rocks composition. The uncertainty is estimated to be ±5%. Clay mineral separation was
conducted using a technique described by [19], based on [57,58], according to the standard
techniques suggested by [59]. For the XRD analyses of both fractions, oriented specimens
were measured at air-dried (AD), solvated with ethylene glycol (G), and after heating at
550 ◦C (H) conditions. These three analytical steps were routinely used to better determine
clay minerals content and swelling properties [7]. The clay minerals identification, which
is based on d-values and the relative intensity of their 00l reflections, was undertaken,
referencing [60,61]. These measurements were performed with a step length of 0.5◦ and
a speed of 0.01◦/s per step over the range 3◦–35◦2θ. The interpretations of the data
obtained at ULS were performed using the DIFFRAC EVA v4.2 (©Bruker AXS) software.
Two fractions were collected in order to (1) separate the last produced or neoformed
clay minerals (fraction <2 µm), which could be assimilated to the result of the last fluid
circulation event, from the fraction 2–6 µm assimilated to old grain recrystallization or to a
possible mix between detrital and neoformed clay mineral; (2) obtain the respective clay
composition; and (3) obtain the temperature conditions.

Kübler Index and Kaolinite Crystallinity Index determination

The Kübler Index (KI) was used to define the limits of metamorphic zones (diagenetic
zone, anchizone, and epizone) [19,62], following the recommendations for Kübler Index
calibration of [59] and the CIS-KI transformation formalism of [63], as well as the tempera-
ture of illite formation [64,65]. The KI was calculated from the illite crystallinity (IC), which
is defined as the full width at half maximum (FWHM) of the (001) 10Å peak of illite, on the
AD oriented clay fractions. A recent study [66] has confirmed that IC provides a useful
method for characterizing regional grades of diagenesis and low-grade metamorphism.
Temperature is thought to be the main factor controlling IC, but other parameters, such
as lithology, also have important effects [67–69]. Working at constant lithology allows
this effect to be avoided. In some conditions, an altered granite shows similarities with
diagenetic reactions present in feldspathic sandstones [20]. Thus, it is possible to charac-
terize temperature ranges by using the KI values obtained for granitic rocks. The values
obtained by IC were thus standardized using the crystallinity index-standard (CIS) samples
provided by [70] in order to calculate the KI. The KI values of raw data expressed in ∆◦2θ,
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were measured into three slots, corresponding to different campaigns, which induced three
standardizations given by [19]. The Kaolinite Crystallinity Index (KCI) was calculated
and put in parallel with the KI in order to identify any correlation between both, and
to determine temperature evolution as an indicator for samples free of illite. The KCI is
defined as the FWHM of the (001) 7Å peak of kaolinite on the AD oriented clay fraction.

3.2.4. Manocalcimetry

Manocalcimetry is used as an indicator of the total calcite content in a rock sample and
to assess its possible influence on permeability and consequently better understand the
hydrothermal sealing of a reservoir [71]. Calcite content was determined using an OFITE
152–95 manocalcimeter composed of a glass flask and a high precision manometer. The
analyses were performed on 15 samples at CY-GEC. High quality results were obtained
with an accuracy of ±0.5 wt.%. Prior to measurement, sample preparation was conducted
according to [71]. Two replicates were performed for each sample, following the protocol
described by [19], in order to check the reproducibility of the results. This procedure
was considered to be good when the difference between the two results was lower than
0.5 wt.%, corresponding to the precision mentioned above. The CaCO3 percentage was
calculated according to [19]. The average calcite content of a fresh granite is 0.252 wt.% and
does not exceed 1.8 wt.% [72]. As a consequence, measurements above this last value can
be regarded as a calcite anomaly [71], due to hydrothermal alteration.

3.2.5. Ethanol Saturation Porosimetry

Porosity measurement quantify the available volume for fluid storage [73]. The con-
nected porosity was measured on three samples by the triple weighing method [19,74]
defined by the RILEM standard (test n◦I.1, 1978). The measurements were carried out at
CY Cergy Paris University in the Mechanics and Material for Civil Engineering laboratory
(L2MGC). They consist in the saturation of the samples after vacuum degassing. The
analyses and calculations were conducted using the technique described by [19]. Ethanol
has been chosen instead of water in classical methods, in order to avoid possible clay
swelling [75], which could lead to the destruction of the sample and bias to porosity values.
Even though ethanol (0.469 nm) is a larger molecule than water (0.343 nm), the pore volume
is not estimated to be under-evaluated, because the pore size is likely much larger than
that of ethanol molecules.

3.2.6. Bulk Rock Geochemical Analyzes

Chemical analyzes of the major element oxides, rare earth elements, and trace ele-
ments were conducted on five samples, selected as case studies in this paper. Analyzes
were performed at the Bureau Veritas Minerals (Vancouver, BC, Canada) using inductively
coupled plasma emission spectrometry or mass spectrometry (ICP-ES and ICP-MS, respec-
tively). Samples were crushed and mixed with LiBO2/LiB4O7 flux. Crucibles were fused
in a furnace at 980 ◦C. The obtained cooled bead was dissolved in ACS grade nitric acid
and analyzed. Loss on ignition (LOI) was determined by igniting the samples split then
measuring the weight loss. These chemical analyses were performed in order to determine
the element transfers and the degree of alteration.

3.2.7. Mass-Balance Using Gresens’ Method

Bulk-rock mass-balance were used to establish element transfers during hydrothermal
alteration by applying Gresens’ mass-balance procedure [76], consisting of the quantifica-
tion of gains and losses of major elements by comparing unaltered and altered samples.
NH_2 is considered as the reference because it is the freshest sample collected in the area
by [19] and 3 altered samples were selected from this study (NH_20, NH_28, NH_32_3,
and NH_37). The following equation defined by [76] relates the composition and volume
of altered rocks to unaltered/fresh rocks:

Xn = Fv × (dA/dF) × Cn
A − Cn

B (1)
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With Xn corresponding to the gain or loss of a considered element n (absolute mobility
(%)), Fv the volume factor, dA and dF the density (in g/cm3) of the altered (A) and the fresh
(F) rocks, respectively, and Cn

A and Cn
B, the oxide percentage of the element n for the

altered (A) and the fresh (F) rocks, respectively, which were given by the bulk geochemical
analyses, recalculated without the LOI. The densities were calculated from the sample
masses obtained during the porosity measurements. The Fv was calculated for each altered
sample by considering XAl2O3 = 0 following the analysis of the values. Xn was calculated
for each element. Then, the obtained Fv values being very close to 1, the Xn values were
recalculated by considering Fv = 1 (constant volume). Hence, Xn values > 0 (positive
values) represent the gains and Xn values < 0 (negative values) represent the losses for the
considered elements. This calculation was applied for the major elements in each sample.

4. Results
4.1. Noble Hills Structural Overview

We investigated the geometry of outcropping Proterozoic sequences between Pipeline
and Cave Spring washes (Figure 2a) and confirm at first the plutonic nature of the contact at
the base of the Proterozoic sequence with the underlying Mesozoic granite by metamorphic
halos [40]. The whole architecture of the NH presents signs of deformation affecting both
Proterozoic and granitic units. Proterozoic units present much evidence of deformation
with (1) several tectonically induced duplications of the stratigraphic sequence (Figure 2b)
and (2) a lateral bending, stretching, and boudinage of this Proterozoic cover nappe
stack [41]. Boudinage was identified in the field and in map view where progressive
dismantling of stratigraphic markers is observed. (Figure 2b,c). Development of synthetic,
oblique dextral shears (Figure 2c), offsetting along the CBS strike and accommodating the
deformation, have also been identified. The age and tectonic significance of the nappe
stack described in (1) is still unclear at present and possibly predates Mesozoic magmatic
intrusion, as it does not appear intensively deformed along the basal contacts of the
nappes. Lateral bending and stretching mentioned in (2) and depicted in Figure 2b,c are
related to SDVFZ activity, since all kinematic indicators are consistent with progressive
southeast oriented dextral shearing. This feature is ubiquitous within the NH as described
by [33]. Given these new findings dealing with internal CBS structural organization,
it is expected that areas along the rear southern limit of the CBS have recorded less
transcurrent shear compared to areas situated along its northern front. Thus, the CBS
gives an opportunity to study the effects of progressive transcurrent shearing within a
granitic geothermal analogue. The above considerations have important implications
regarding strain distribution within the NH and, in turn, concerning the sampling strategy.
Given the above-mentioned findings, we consider the CBS as an exceptional example
of large-scale cataclastic flow in which rock masses of the northern domain are dragged
as a continuous body into a transcurrent deformation corridor (Figure 2a). No signs of
a discrete, large-scale deformation structure appear on the map presented in Figure 2,
where yellow dashed lines show instead a continuous flow accommodated by brittle
deformation processes.

4.2. Petrographic Description

As described by [19], the primary assemblage of the NH granite is made of plagioclase
(mainly oligoclase in composition), quartz, K-feldspar (perthitic orthoclase and sometimes
microcline), and biotite. The granitic samples collected for this study show strong evidence
of intense alteration, especially on plagioclase and biotite. Plagioclase transformed into
illite, kaolinite and/or calcite and biotite into illite and oxides. In rare samples, K-feldspar
perthite could be partially altered into illite. However, the magmatic texture is almost
preserved, except in the case of breccias, which are not necessarily highly altered. For
all samples, the alteration product is always the same, but the relative proportions of the
different secondary phases might vary. The mineralogical composition and the degree of
fracturing of each sample is given in Table 1.
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Figure 2. (a) Satellite view of the NH range showing a deformation gradient increasing southeastward, represented by the
yellow dashed lines. (b,c) Map view zooms on the Proterozoic units along the NH strike showing the strain increase from
(b) to (c), where basal CS sedimentary sequence appears increasingly stretched and boudinated.

The clay mineral composition of some samples has been precisely determined for the
<2 µm and 2–6 µm (Table 1). It reveals the presence of illite/smectite (I/S) mixed-layers in
three samples (NH_17, NH_24, and NH31_1_2) in both fractions when it was measurable.
The I/S identified is always illite-rich (R3), with more than 90% of illite [60], where R
represents the Reichweite parameter [60]. A small amount of corrensite (trioctahedral
variety of regular 50:50 chlorite/smectite mixed-layer (C/S) [77]) was also identified in
the samples NH_16, NH_27, and NH_32. Both mixed-layers (I/S and C/S) were already
identified by [19] in the sampled granite away from the fracture zones. Two new patterns
were identified in this study (Figure 3):

• The first pattern (Figure 3a) shows illite characterized by peaks at 10.1 Å and 4.99 Å,
which support the previous results [19]. Illite is present in almost all the samples
except NH_28, NH_36, NH_38, and NH_39. Kaolinite is also present and could be
associated to illite or not.

• The second pattern (Figure 3b) shows the presence of dioctahedral vermiculite. It
is characterized by a peak at 14.32Å in air-dried condition, which slightly swells up
to 14.59Å after glycol solvation and slightly collapses to 12.26Å after heating. It was
identified only in samples NH_24, NH_26, and NH_33, where it is associated to illite
and kaolinite.
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Figure 3. Two examples of XRD patterns obtained for the clay fraction <2 µm in air-dried (AD–dark),
after glycol solvation (G-blue) and heated (H-red) conditions for the NH granite, which were not
identified in the fresh granite described by [19], and showing different clay compositions. (a) Illite,
kaolinite, and quartz. (b) Vermiculite, illite, kaolinite, and quartz.

The high proportions of illite and kaolinite are characteristic of the argillic alter-
ation [19]. Argillic alteration is prevalent in the vicinity of fracture zones (Table 1). Ver-
miculite can be interpreted as either hydrothermal alteration or weathering. This will be
discussed in Section 5.1.

Microscopic observations and SEM-EDS analyses have shown that, in almost all the
samples, carbonates (dolomite, siderite, ankerite, and calcite) and oxides were present as
veins and or in replacement of plagioclase. Moreover, XRD analyses revealed the presence
of gypsum and/or halite in minor amounts in few samples (Table 1). Halite only occurred
in sample NH_36 and gypsum was found in samples NH_17, NH31_3, NH_34, and NH_36.

4.3. Fracturing and Fluid Circulation

The NH granite presents ubiquitous signs of both fracturing and alteration, due to
its location along the SDVFZ major fault corridor. The area lies along a deformation
corridor governed by transcurrent deformation along the SDVFZ. In addition to the present
contribution, Klee et al. [41] argue in favor of a deformation gradient affecting the CBS.
At low to moderate strains, the system presents fracture zones composed of a fault core
in which fractures are branching and where most of the displacement is concentrated
(Figure 4a). These fracture zones affect the surrounding rock, creating an important fracture
network (the damage zone, DMZ). Open fractures and veins are observed in this DMZ
(Figure 4b).

Fault zones may act as a channel when connected and open fractures are present or as
a barrier when fracture are sealed by mineralization. The distinction is made between (1)
zones of opening related structures (i.e., where no signs of displacement are recognized
between the two borders of the vein, Figure 4b); and (2) zones of lateral displacement
(i.e., indicative of a shear displacement is observable) through three samples used as case
studies (NH_31 (Figure 5a), NH_36, and NH_23 (Figure 5b)). Note that these samples are
spaced at 2 m and are almost perpendicular to each other.
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Figure 4. (a) Photograph and digitization showing representative hydrothermalized fracture zones observed on the field.
(b) Photograph and digitization of granite crosscutting by multiple carbonate veins (veins network) altering pervasively
the rock.

Figure 5. (a) Photograph and digitization of a brecciated and recrystallized vein also developing a gradient of alteration.
Location of the sample NH_31 used as a case study in this section. (b) Photograph and digitization of a mylonitic vein
developing a gradient of alteration. Location of the sample NH_23 used as a case study in this section.
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4.3.1. Opening Related Structures with Minimum Shear Displacement

A significant number of veins, veinlets, and microfractures were identified in the
different samples and outcrops investigated. Veinlets of various mineralization natures
(≤100 µm wide) were also identified in the samples. This variety of fracture infills shows
different fluid circulation episodes. Rare veinlets of quartz were observed and intersected
by illite veinlets (Figure 6a), which can be contemporaneous to kaolinite veinlets. Illite
development is dependent on host mineral properties in terms of mechanical resistance
and chemical stability. In that sense, quartz and K-feldspar, which remains unaltered,
presents sharp open fractures in which illite precipitates (Figure 6b). Plagioclase, which
is altered, presents blurred vein borders and start to spread out pervasively, due to the
secondary porosity created by the alteration process (Figure 6b). These veinlets are gen-
erally intersected by carbonate veins (Figure 6c). These veins, the sizes of which range
from 500-µm widths up to centimetric scales, are composed of dolomite, siderite, ankerite,
and calcite. Most of the time, dolomite and ankerite appear contemporaneous. When
siderite is present, it alters dolomite borders and crystallizes in it or crosscut it (Figure 6d).
Then, calcite veins intersect the dolomite/ankerite and siderite veins (Figure 6d). Calcite
can crystallize around angular clasts arranged in a fan shape characteristic of hydraulic
fracturing (Figure 6e). Open microfractures present in the samples can show altered walls
with kaolinite (Figure 6f) and/or illite (Figure 6g) indicating an influence of microfractures
on mineral alteration.

Figure 6. (a) Photomicrograph of a quartz veinlets intersected by an illite veinlets under optical microscope in polarized–
analyzed light. (b) Photomicrograph showing an illite vein crosscutting K-feldspar and illitized plagioclase under optical
microscope in polarized–analyzed light. (c) Back-scattered image showing the different phases presented in (b). (c) Pho-
tomicrograph showing dolomite intersecting illite under optical microscope in polarized–analyzed light. (d) Back-scattered
image of a dolomite, siderite, and calcite showing their chronology. (e) Hydraulic fracturing with calcite precipitating
around clasts of quartz placed like a fan under optical microscope in polarized–analyzed light. (f) Photomicrograph under
optical microscope in polarized–analyzed light of a microfracture intersecting an altered plagioclase which borders are
made of pure kaolinite, whereas the plagioclase was recrystallized into kaolinite and illite. (g) Photomicrograph under
an optical microscope in polarized–analyzed light, showing illite developing on the walls of an open microfracture and
dolomite filling this open space.
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4.3.2. Infill of Fractures Developed with a Confirmed Lateral Shear Displacement

The previous section shows that all of the samples in the area present many fractures
where fluid has circulated, precipitating or not various secondary minerals. However, the
area is constrained by a shear component. Three samples were selected in order to describe
the relationship between the amount of the strain and fluid circulation.

Sample NH_31

The outcrop of the sample NH_31 (Figure 5a) presents a vein around 10 cm thick
crosscutting the granite and with a pinkish halo developed on each border. This halo
represents the hydrothermalized zone of the granite. The sample NH_31 (Figure 7a) is
composed of (1) a brecciated vein presenting brecciated quartz remnants, which were
overprinted by a carbonate matrix and granitic clasts transported by the carbonate matrix;
(2) a hydrothermalized zone, which corresponds to the pinkish halo; and (3) the porphyritic
granite crosscut by veinlets filled by carbonates coming from the brecciated vein. Quartz
veins are scarce in the NH granite. Fractures are dominantly rich in carbonates. It can be
observed through this sample that carbonates crosscut the quartz.

• Spatial fracture distribution: two scanlines were realized in the granitic part of the
sample (Figure 7a), from the brecciated vein towards the host rock, in order to evaluate
the evolution of the fracture density along those two profiles. The spatial analysis is
summarized in Table 2.

The cumulative frequency plotted against the fracture-projected position is presented
in Figure 7b. The fracture frequency regularly and slowly increases over the first half part
of the diagram curve, then increases regularly but more significantly. The Cv of 0.67 and
0.60 for each scanline shows a regular to random fracture arrangement, which is confirmed
by the stick plots in Figure 7c. Both scanlines present an equivalent fracture density of 829
and 882 fracs/m.

Moreover, three thin sections were gained from the sample and one scanline was
realized for each thin section (Figure 8a,b). As for the sample scanlines, the thin section
scanlines were realized perpendicular to the vein and towards the host rock (Figure 8c).

SL_NH_31_1 shows a fracture frequency that increases following a random arrange-
ment (Cv = 1.03) (Figure 8c,d).

The SL_NH_31_2, parallel to the previous scanline, also presents an irregular distribu-
tion. The frequency increases slowly at the beginning, followed by a high fracture density
zone around 0.7–1.05 (fracture cluster), then a more significant increase comprising a new
fracture cluster around 2–2.2 (Figure 8c). The slightly higher Cv compared to the previous
scanline (Cv = 1.07) and the fracture distribution (Figure 8c) indicate a random to clustered
arrangement of the fractures.

The last scanline SL_NH_31_3, which is the furthest from the vein, shows a greater
overall increase of the fracture frequency compared to the two previous scanlines (Figure 8c).
Only one fracture cluster was identified around 1.7–1.9 cm even if the Cv is higher
(Cv = 1.11). The fracture arrangement is again considered as random to clustered.

Cv values, as well as fracture density values, increase from the vein towards the host
rock, from 1.03 to 1.11 and from 2997 to 5084 fracs/m, respectively (Figure 8d).

By comparing fracture analyses between sample scale and thin section scale, a clear
difference is observed among P10, the mean spacing, and Cv values (Table 2). At thin
section scale, the fracture density is significantly higher (×4.7) than at sample scale and the
mean spacing is six times lower. At sample scale, the Cv is lower than 1 indicating an almost
regular spacing between the fractures, even if there is a change of the slope (Figure 7c).
Whereas, at the thin section scale, the Cv is around 1 or slightly higher, indicating a global
random distribution of the fractures along the scanlines with the appearance of a few
clusters (Figure 7c). For both, differences in the fracture distribution can be linked to a
subjective bias during the data collection [78], but also to the image resolution, which
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prevents from seeing all the fractures and so induced a bias. Thin section fracture analyses
are, thus, more precise.

Figure 7. (a) Photo and the respective digitalization of the sample NH_31, gathering NH_31_1_2 and NH_31_3, showing
the different compartments that compose it, as well as the two scanlines realized in the host rock of the vein. (b) Plots of
the cumulative frequency percentage against distance percentage for both scanlines. The diagonal represents a uniform
distribution. (c) Stick plots showing the fracture position along the scanlines and for which the fracture density (P10) and
the coefficient of variation (Cv) are given.
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Table 2. Spatial fractures analysis. Scanline length: total length of each scanline; fracture number, mean spacing, P10, and
Cv value by scanline and fracture distribution tendency by scanline.

Sample
Name Scale Scanline

Name
Scanline

Length (cm)
Fracture
Number

Mean
Spacing (cm)

P10
(fracs/m) Cv Fracture

Distribution

NH_31

Sample SL1_NH_32 13.51 111 0.12 829 0.67 Regular—Random
SL2_NH_32 16.44 144 0.11 882 0.60 Regular—Random

Thin
sections

SL_NH_32_1 1.60 47 0.03 2997 1.03 Random
SL_NH_32_2 2.21 87 0.02 3988 1.07 Random—Clustered
SL_NH_32_3 2.34 118 0.02 5084 1.11 Random—Clustered

NH_36

Samples SL_NH_36 15.8 53 0.3 342 1.03 Random

Thin
sections

SLH_NH_36_1 2.87 153 0.02 4636 1.49 Clustered

SLV_NH_36_1 2.06 133 0.02 6312 1.01 Random

SLH_NH_36_2 3.35 184 0.02 5231 1.11 Random—Clustered

SLV_NH_36_2 1.88 74 0.03 3930 0.92 Regular—Random

NH_23
Sample SL1_NH_24 14.33 197 0.07 1382 0.68 Regular—Random

SL2_NH_24 12.93 170 0.07 1322 0.66 Regular—Random

Thin
sections

SL_NH_24_1 2.48 117 0.02 4798 0.77 Regular—Random
SL_NH_24_2 2.37 91 0.02 3879 1.19 Random—Clustered

• Petrographic and petrophysical characterization: the brecciated vein presents a large
variety of mineralogical phases. As shown in Figure 7a, this zone shows a carbonate
matrix containing clasts of granite, which overprints a brecciated quartz vein remnant
showing an undulatory extinction but no evidence of dynamic recrystallization. The
carbonate matrix is complex, composed of several phases (Figure 9a–g).

Focusing on the veins crosscutting the quartz porphyroclasts, three phases are identi-
fied (Figure 9a–e):

1. Phase 1 is composed of calcite veins crosscutting the quartz. These veins, appearing
as a single phase under SEM and optical microscope (Figure 9a,c), present two phases
under cathodoluminescence (CL): a dark phase (Cal A) in the center of the vein and
an orange bright phase (Cal B) (Figure 9b,d). Cal B phase seems to dissolve or corrode
the Cal A phase (Figure 9b,d). A zonation corresponding to calcite growth halos are
visible in the phase A, which are used as weakness zones in which the phase B can
penetrate by dissolving the phase A.

2. Phase 2 is composed of a matrix rich in carbonates (calcite, dolomite, ankerite) trans-
ported clasts of quartz, K-feldspars and few biotite, but also presents barite precipita-
tion patches (Figure 9e). This phase crosscuts the quartz and the calcite veins.

3. Phase 3 consists again of calcite veins. However, they crosscut the whole rock, and
appear as a dark single phase (Cal C) under CL (Figure 9b).

Evidence of hydraulic fracturing, as presented in Figure 6e, have also been observed
in this part of the sample.

By focusing in the carbonate matrix, at the contact with the granite, a new phase is
observed, composed of dolomite embedding small clasts (mainly quartz). This phase is
intersected by the phase 2, which is intersected by the phase 3 (Figure 9e,f). Examining the
hydrothermalized granite along the brecciated vein (NH_31_1 and NH_31_2), the granite
shows a preserved magmatic texture with plagioclase fully altered into illite, ± kaolin-
ite, and calcite, completely altered biotite into illite and oxides, and unaltered perthitic
K-feldspar (Figure 9h,i). Hematite and numerous dolomite/ankerite and calcite veinlets
are present. Moving away from the brecciated vein (NH_31_3), the granite appears less
affected by the alteration. Plagioclase and biotite are only partially altered and K-feldspar
and quartz are unaltered (Figure 9j,k). Unlike the hydrothermalized zone, the granite
presents only a few veinlets of calcite.
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Figure 8. (a) Thin sections location on the sample NH_31. (b) Thin section mosaics showing the position and orientation of
the scanlines. (c) Plots of the cumulative frequency percentage against distance percentage for each scanline. The diagonal
represents a uniform distribution. Dashed lines indicate a zone where a rapid increase of the number of fractures is observed
(slope threshold >2). (d) Stick plots showing the position of the fracture along the scanlines and for which the fracture
density (P10) and the coefficient of variation (Cv) are given.

Bulk chemical analyses were performed on the granitic part of the sample and show a
low LOI of 2.5%, a porosity of 10.1%, and a calcite content of 1.86%, close to the brecciated
vein (NH_31_1_2), and a calcite content of 1.37% away from it (NH_31_3).

Sample NH_36

This sample (Figures 1b and 10a) shows a fractured granite with a preserved magmatic
texture intersected by brecciated zones. As for sample NH_31, the fracture distribution
analyses, as well as a petrographic description, were realized.

• Spatial fracture distribution: the spatial fracture distribution analysis was realized
based on data from [42]. One scanline was realized through the sample in order to eval-
uate the evolution of the fracture distribution and density (Table 2, Figure 10a). The
cumulative frequency against the fractures projected position presented in Figure 10b
shows a fracture frequency slowly increasing, as well as a fracture cluster. The Cv of
1.03 indicates a random arrangement of the fractures along the scanline (Figure 10c).
A fracture density of 342 fracs/m was compiled (Figure 10c).
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Two thin sections were made from the sample (Figure 10a,d). Two perpendicular
scanlines were realized on each thin section (Figure 10d).

Figure 9. Photomicrographs of the different compartments of the sample NH_31 and their locations in the sample.
(a,b) Respectively back-scattered image and CL images of calcite veins composed of two phases (Cal A and Cal B) cross-
cutting quartz, crosscut by a phase made of a carbonate/oxide matrix (calcite, dolomite, ankerite) with barium patches
and transported clasts of quartz, K-feldspars, and few biotites, crosscut by later calcite veins (Cal C). (c,d) Zoom on the
first generation of calcite vein and crosscutting quartz under optical microscope in polarized–analyzed light and showing
two phases under CL. (e) A chemical quantification map realized under SEM of the carbonate/oxide matrix with barium
and clasts. Different colors show a relative abundance of specific chemical elements (counts). (f,g) A photomicrograph
under optical microscope in polarized–analyzed and under SEM, respectively, of the contact with the granite showing a
dolomite matrix with transported clasts intersected by a calcite vein, the whole intersected by a carbonate/oxide matrix with
transported clasts and barium precipitation patches. (h) The altered granite close to the brecciated vein showing a completely
altered plagioclase replaced by calcite, kaolinite, and illite, a completely altered biotite replaced by illite and oxides and
non–altered K-feldspar and quartz under an optical microscope in polarized–analyzed light. (i) The altered granite close to
the brecciated vein presented in (h) under CL showing illite with no luminescence, in light blue an unaltered K-feldspar, in
red some calcite and apatite in yellow. (j) The altered granite, away from the brecciated vein, showing a plagioclase partially
replaced by calcite, kaolinite, and illite, biotites partially replaced by illite, and oxides, and unaltered quartz under optical
microscope in polarized–analyzed light. (k) The altered granite away from the brecciated vein presented in (j) under CL
showing kaolinite in dark blue, calcite in red, apatite in yellow and illite, quartz and biotite with no luminescence.
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Figure 10. (a) Photograph of the sample NH_36 showing the scanline and the emplacement of the two thin sections made in
the sample. (b) Plot of the cumulative frequency percentage against distance percentage for the scanline. The diagonal line
represents a uniform distribution. Dashed lines indicate a cluster, meaning a zone where a rapid increase of the number of
fractures is observed (slope threshold >2). (c) Stick plot showing the fracture position along the scanline and for which the
fracture density (P10) and the coefficient of variation (Cv) are given. (d) Thin section mosaics showing the position and the
orientation of the scanlines. (e) Plots of the cumulative frequency percentage against distance percentage for each scanline.
The diagonal line represents a uniform distribution and the dashed lines delimit a fracture cluster. (f) Stick plot showing the
fracture position along the scanline and for which the fracture density (P10) and the coefficient of variation (Cv) are given.
Data were provided by [42].
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Regarding the thin section NH_36_1, the scanline SLH_NH_36_1, perpendicular
to the main fractures, shows a fracture frequency increases slowly the first 30%, then
increases more strongly by presenting five fracture clusters (Figure 10e). This fracture
distribution is highlighted by a Cv = 1.49, confirming a clustered arrangement of the
fractures (Figure 10f). The fracture clusters are respectively comprised between, 0.9–1.2 cm,
1.4–1.5 cm, 1.55–1.6 cm, 1.7–1.85 cm, and 2.05–2.1 cm intervals (Figure 10e,f). The scanline
SLV_NH_36_1, parallel to the main fractures, shows a different trend. The fracture fre-
quency increases slowly and irregularly (Figure 10e). This distribution is highlighted by a
Cv = 1.01, indicating a random arrangement of the fractures (Figure 10f). Considering both
scanlines, the average fracture density is of 5474 fracs/m.

Regarding thin section NH_36_2, the scanline SLH_NH_36_2, parallel to the main
fractures shows a fracture frequency trending similarly to SLV_NH_36_1. Four fracture
clusters were identified (Figure 10e), also visible in the stick plot between 0.95–1.3 cm,
1.85–2.05 cm, 2.5–2.7 cm, and 3.1–3.2 cm (Figure 10f). The Cv = 1.11 confirmed a random
to clustered arrangement of the fractures. The scanline SLV_NH_36_2, perpendicular to
the main fractures, crosscut the magmatic preserved texture of the granite and a breccia. A
change of the curve inclination is visible around 65% of the scanline, where the fracture
frequency strongly increases (Figure 10e). It corresponds to the limit between both zones
(Figure 10d). The Cv = 0.92 indicates a global regular to random fracture arrangement
along this scanline (Figure 10f). Considering both scanlines, the average fracture density is
of 4581 fracs/m.

Because fractures are difficult to recognize in the breccia of the sample NH_36_2, the
fracture density calculated for both thin sections may be underestimated.

As for sample NH_31, an important difference between the P10 values of the sample
and the thin sections is observed. However, a global random arrangement of the fractures
at both scales is observed. Only SLH_NH_36_1 presents a clustered distribution.

• Petrographic and Petrophysical Characterization

The two thin sections (Figure 11a–c) allow petrographic characterization of the sample.
The first thin section, NH_36_1 (Figure 11a,b), shows a breccia of the granite with significant
variations of the grain size. No crystallographic preferential orientation (CPO) is observed.
Some zones show brecciated minerals with small precipitation of carbonates as calcite and
dolomite in the microfractures (Figure 11d). Primary minerals are only slightly altered
but intensively deformed. Quartz shows a pronounced undulatory extinction and starts
to dynamically recrystallize by means of sub-grain rotation processes (Figure 11d). Other
zones show preserved minerals, but also a significant amount of carbonate, mainly calcite,
between the clasts (Figure 11e). The second thin section, NH_36_2 (Figure 11c), shows
a granite with a preserved magmatic texture, but fractured, and a breccia composed of
a carbonate matrix and transported clasts coming from the granite with no CPO. The
preserved granite part shows a low alteration degree. Quartz, K-feldspars (orthoclase
and microcline), and biotite are fractured and unaltered. Plagioclase is fractured, slightly
altered, and replaced by kaolinite (Figure 11f). The breccia shows a matrix composed of
dolomite and calcite flowing through transported clasts of unaltered quartz and feldspar
and lenses of kaolinite (Figure 11g).

Bulk analyses show a low LOI (2.6%), a calcite content of 5.95%, and a porosity of
11.5%. XRD bulk and clay fraction analyses also reveal the presence of gypsum and halite.

Sample NH_23

At outcrop (Figure 5b) and sample (Figure 12a) scales (Figure 1b), three compartments
were identified: (1) a vein composed of a microcrystalline quartz-feldspathic unit, showing
signs of foliation with clear shear sense indicators, bordered by a calcium rich mylonite
and containing clasts of it, (2) a hydrothermalized zone in the granite along the vein,
represented by a pinkish halo and (3) the porphyritic granite (Figure 12a).
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Figure 11. (a) Sample NH_36 collected close to a fault zone showing the location of the two thin sections. (b) A mosaic of the
thin section NH_36_1 showing a breccia. (c) A mosaic of the thin section NH_36_2 showing the limit between a breccia and
the almost preserved granite. (d) A microphotograph of the NH_36_1 thin section showing a brecciated and slightly altered
plagioclase, a brecciated quartz with a significant undulatory extinction, starting to recrystallize into subgrains, a brecciated
biotite, and calcite crystallizing in the microfractures. (e) A micrograph of thin section NH_36_1 showing brecciated and
non-altered K-feldspar and quartz with dolomite and calcite deposits between the clasts. (f) A microphotograph zooming in
the preserved granitic zone visible of the thin section NH_36_2 and showing a brecciated and partially replaced plagioclase
into kaolinite and brecciated, but unaltered, quartz and biotite. (g) A microphotograph zooming in the brecciated part of the
thin section NH_36_2 and showing a carbonate matrix composed of dolomite and calcite transported clasts from the granite.

• Spatial fracture distribution: two scanlines were realized in the granitic part of the
sample NH_23 to evaluate the fracture arrangement from the vein towards the host
rock (Figure 12a). The spatial analysis is summarized in Table 2. Fracture distributions
presented in Figure 12b,c for each scanline show an evolution in two steps of the
fracture cumulative frequency (Figure 12b).

Along the SL1_NH_23 scanline, the frequency slowly increases and shows a regular
fracture distribution. At 40% of the scanline, the frequency slightly increases, with a regular
arrangement of the fractures. The stick plot Figure 12c highlights this distribution. The
SL2_NH_23 scanline presents a similar evolution as SL1_NH_23 scanline, with an increase
in the frequency at 3/4 of the scanline. This slope change is expressed at the end by a
fracture cluster around 8.7–10 cm, clearly visible on the stick plot (Figure 12c). The Cv of
0.68 and 0.67 for each scanline shows a regular to random arrangement of the fractures
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along both scanlines (Figure 12c, Table 2). Both scanlines fracture densities are equivalent,
with respectively 1382 and 1322 fracs/m (Figure 12c, Table 2).

Figure 12. (a) A photo and the corresponding digitalization of the sample NH_23 showing the different compartments that
compose it, as well as the two scanlines realized in the host rock of the vein. (b) Plots of the cumulative frequency percentage
against distance percentage for both scanlines. The diagonal represents a uniform distribution. Dashed lines indicate a
zone where a rapid increase of the number of fractures is observed (slope threshold >2). (c) Stick plots showing the fracture
position along the scanlines and for which the fracture density (P10) and the coefficient of variation (Cv) are given.

In order to complete the dataset, the method was repeated on two thin sections
from the granite. One is at the border of the vein (NH_23_1) and the second away from
it (NH_23_2) (Figure 13a). A scanline was realized in both thin sections (Figure 13b),
perpendicular to the major vein. The spatial analysis is presented in Table 2.

Along the SL_NH_23_1 scanline (Figure 13c), a low fracture density zone is present at
the beginning of the scanline, then there is an increase of frequency between 0.9–1.4 cm
(fracture cluster, Figure 13d), followed by an irregular fracture distribution until the
0.4 last cm where a fracture cluster was identified. Three fracture clusters are present
in the SL_NH_23_2 scanline around 1.5 cm, between 1.7–2.1 cm, and around 2.3 cm. From
the first fracture cluster, the frequency increases significantly and irregularly. The scanline
SL-NH_23_1, with the Cv = 0.77, shows a regular to random arrangement of the fractures,
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while the Cv = 1.19 of the scanline SL_NH_23_2 indicate a random to clustered arrangement
(Figure 13c). The fracture distribution varies with the position of the scanline and shows
a P10 slightly higher close to the vein (4798 fracs/m) than away from it (3879 fracs/m)
(Figure 13d).

Figure 13. (a) Thin section location on the sample NH_23. (b) Thin section mosaics showing the position and orientation of
the scanlines. (c) Plots of the cumulative frequency percentage against distance percentage for each scanline. The diagonal
represents a uniform distribution. Dashed lines indicate a zone where a rapid increase of the number of fractures is observed
(slope threshold >2). (d) Stick plots showing the position of the fractures along the scanlines and for which the fracture
density (P10) and the coefficient of variation (Cv) are given.

• Petrographic and petrophysical characterization: the vein of the sample NH_23 con-
sists of two parts. The major part is mainly composed of quartz, few feldspars, and
oxide minerals having no CPO. Ankerite veinlets crosscut it, and are also intersected
by calcite veinlets (Figure 14a,b). This vein includes clasts of carbonates having the
same characteristics as the carbonate vein at the contact with the granite (Figure 12b).
This thin carbonate vein is composed of ankerite layers and granite lenses (Figure 14c).
By zooming in on the ankerite layer, some part of it appears as lenses with auto-
morphic crystals in the swell, which are crushed and stretched through the pinches
(Figure 14d). Granite is pinched between these ankerite layers. Quartz clasts present
in the granite lenses show an undulatory extinction, as well as some evidences of
subgrain rotation phenomena. Carbonates can deform plastically and accumulate
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large amount of strain at relatively low P–T conditions, from a minimum temperature
of 180 ◦C [78–81]. Quartz crystal plastic deformation is dominant from 600 ◦C [82].
Hence, in the present situation, carbonates accommodate large amounts of defor-
mation by means of crystal plasticity, while granite is being deformed by cataclastic
flow, i.e., a process accommodated by brittle processes. A localized and significant
amount of deformation occurred in this vein. The major vein of this sample is thus
composed of (1) a highly deformed zone made of ankerite and granite lenses and (2) a
siliceous vein, which contains clasts of similar composition to the carbonate vein. We
suggest that the carbonate vein was the first event, which was intensively deformed,
and then intersected by the siliceous vein, tearing off pieces of the carbonate vein.
Calcite and ankerite veins identified in Figure 14a,b intersect the carbonate vein and
the siliceous vein.

Figure 14. Photomicrographs of the different compartments of the sample and their location in the sample. (a) Veins
of ankerite and calcite crosscutting the major quartzitic/feldspathic vein of the sample under optical microscope in
polarized–analyzed light. (b) Back-scattered electron image of the photomicrograph (a). (c) Photomicrograph of the
ankerite–granite interlayering zone under optical microscope in polarized–analyzed light. (d) A zoom image of the ankerite
vein, under optical microscope in polarized–analyzed light, presented in (c) and showing a sigmoid of ankerite with a swell
of automorphic crystals crushed and stretched in the pinches. (e) The altered granite close to the vein showing a completely
altered plagioclase and biotite both replaced by illite and oxides and partially altered K-feldspar under optical microscope
in polarized–analyzed light. (f) The altered granite away from the vein showing a completely altered plagioclase replaced
by illite and kaolinite, biotite partially replaced by illite and oxides, an unaltered K-feldspar, and calcite veinlets under
optical microscope in polarized–analyzed light.
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As presented above, the magmatic texture of the granitic part of the sample is pre-
served. However, a color change of the granite is observed close to the vein. At a sam-
ple scale, the granitic part along the vein (NH_23_1) shows a pronounced pinkish color
(Figure 13a). In the thin section, the granite appears almost completely altered. Plagioclase
and biotite are no longer recognizable and are replaced by illite and oxides. Perthitic
K-feldspar are not completely affected by the alteration, but are partially replaced by illite
(Figure 14e). Away from the vein (NH_23_2), the granite appears whitish at a sample scale
(Figure 13a). Compared to NH_23_1, plagioclase are completely replaced by illite and
kaolinite, but biotite are only partially altered and K-feldspar are unaltered (Figure 14f).
This indicates that the granite is more affected by the alteration along the vein, in the
hydrothermally altered zone. Bulk analyses performed on the granitic part of the sample
show a LOI of 5.2%. In all the granite, calcite veinlets are observed coming from the
major vein.

4.4. Geochemical Analyses

The geochemistry of major elements, presented in Table 3, allows establishing dia-
grams representing selected elements versus LOI (Figure 15) in order to study the alteration
degree of the selected samples.

Table 3. Major elements and loss on ignition (LOI) weight percentage (wt%) for the NH granite.

Sample ID NH_19 NH_23 NH_27 NH_31_3 NH_36

SiO2 67.18 60.84 56.26 69.29 66.67
Al2O3 15.03 17.31 14.05 15.42 15.30
Fe2O3 2.93 4.61 3.17 2.69 3.65
MgO 0.71 1.06 0.89 0.24 0.97
CaO 1.81 2.83 9.10 2.34 3.80

Na2O 2.20 2.45 0.27 2.89 3.12
K2O 5.45 4.69 4.48 4.05 3.05
TiO2 0.23 0.39 0.29 0.24 0.34
P2O5 0.12 0.18 0.14 0.13 0.17
MnO 0.11 0.23 0.23 0.06 0.12
LOI 4.10 5.20 10.90 2.50 2.60
Sum 99.91 99.88 99.90 99.88 99.87

The LOI ranges from 2.50 to 10.90 wt% with an average around 5 wt%. The LOI values
show a negative correlation with Na2O and SiO2 and a positive one with K2O. The CaO
content varies slightly between 1.81 wt% and 3.12 wt%, except for the sample NH_27,
which CaO content is about 9.10 wt%. Al2O3, MgO, and Fe2O3 content vary more widely
in the ranges 14.05–17.31 wt%, 0.24–1.06 wt%, and 2.69–4.61 wt%, respectively. However, a
positive correlation is observed between Al2O3 and LOI if the sample NH_27 is rejected.
These diagrams show that carbonate (represented by Ca and Mg) and oxide (represented
by Fe) precipitations do not depend on the LOI.

4.5. Calcite Content

Calcite is present in the majority of the samples. Samples homogeneously distributed
in the studied area were selected for calcite content analyses. The calcite content is repre-
sented on the map in Figure 16 by the white dots and figures. The values range between
1.2% and 8.7%. Fracture zones, as well as the surrounding granite, present variable calcite
content. However, the calcite content appears higher in the southeastern part of the range
than in the northwest. All of the samples, except NH_17, NH_26, and NH_31_3, have a cal-
cite content higher than 1.8%, meaning that they were affected by hydrothermal alteration,
according to White et al. (2005) [72].
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Figure 15. Plot of selected major element oxides (Na2O, K2O, Al2O3, CaO, MgO, Fe2O3, and SiO2) versus loss on ignition
(LOI) of samples from this study in orange and from [19] in grey. The dashed arrows show the different trends observed.

4.6. Porosity and Mass-Balance

Porosimetry measurement was only performed on samples NH_27, NH_31_3, and
NH_36 (Table 4). NH_36 is the closest to a fracture zone and has the highest porosity
(11.5%). This suggests that the porosity increases with proximity to fracture zones. Porosity
measurements were used to better decipher the petrophysical properties of the rock for
geothermal purpose and to realize mass-balance calculations. The chemical compositions
recalculated after suppression of the LOI, the densities, and volume factors (Fv), assuming
XAl2O3 = 0 of the rock samples used for mass balance calculations, are given in Table 4. The
Fv shows values very close to 1, indicating a small change in volume between the freshest
sample and the altered ones.

The results of mass-balance calculations, corresponding to the absolute mobility values
of each element for each sample, are given in Table 5, by considering a constant volume,
Fv = 1, as exposed by [76]. Positive values represent the gains and negative values the
losses of the considered elements. Absolute mobility values indicate almost immobility of
Al2O3, TiO2, and MnO. They also show losses of SiO2 and Na2O, which are three times
more important in NH_27 than in NH_31-3, and twice that of NH_36. The losses of Fe2O3
and MgO are more important in NH_31_3 and less important in NH_36. CaO losses
are observed in NH_31_3, whereas CaO gains are observed in NH_36 and a high gain
is observed in NH_27. Finally, the results show a gain of K2O in samples NH_27 and
NH_31_3 and a loss in NH_37.
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Figure 16. NH geological map showing the location and the associated calcite content of samples
from this study represented by the white dots and of samples from [19] by the grey dots.

Table 4. Porosity values, recalculated bulk-rock major element weight percentage, altered rock
density/fresh rock density ratio, volume factor (Fv) assuming the immobility of Al2O3 (XAl2O3 = 0).

Sample ID NH_2 1 NH_27 NH_31_3 NH_36

Porosity (%) 2.29 10.1 10.1 11.5

Oxides (weight %)
SiO2 69.57 63.3 71.18 68.6

Al2O3 14.72 15.81 15.84 15.74
Fe2O3 4.35 3.57 2.76 3.76
MgO 1.16 1 0.25 1
CaO 2.53 10.24 2.4 3.91

Na2O 3.23 0.3 2.97 3.21
K2O 3.65 5.04 4.16 3.14
TiO2 0.47 0.33 0.25 0.35
MnO 0.12 0.26 0.06 0.12

Density ratio (dA/dF) 0.93 0.92 0.92

Fv (XAl2O3 = 0) 1.00 1.00 1.01 1.02
1 Geochemical data recalculated from [19].
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Table 5. Results of mass-balance calculations assuming Fv = 1.

Sample ID NH_27 NH_31_3 NH_36

Absolute mobility (%)
SiO2 −10.39 −3.54 −5.32

Al2O3 0.06 −0.18 −0.29
Fe2O3 −1.01 −1.77 −0.82
MgO −0.23 −0.92 −0.22
CaO 7.04 −0.30 1.10

Na2O −2.95 −0.47 −0.22
K2O 1.06 0.20 −0.70
TiO2 −0.16 −0.24 −0.14
MnO 0.12 −0.06 −0.01

4.7. Temperature Conditions

The clay composition of the fractions <2 µm and 2–6 µm was given in Table 1. For
some of the samples containing enough illite, Kübler Index (KI) was measured for both
fractions (Table 6). The fraction <2 µm likely is supposed to represent neoformed clay
minerals, thus corresponding to the youngest event. By contrast, the fraction 2–6 µm might
contain either more developed illite crystals by inherited grains recrystallization, or a mix
of detrital and neoformed minerals. The KI gives information concerning the degree of
metamorphism for each fraction. In some fraction, it was not possible to measure the KI
due to the too low amount of illite.

Table 6. List of samples with their respective FWHM and Kübler Index (KI) values in air-dried (AD)
conditions for the fractions <2 µm and 2–6 µm. n.m.—not measured.

Sample ID
Illite Peak (10) <2 µm Illite Peak (10) 2–6 µm

FWHM AD KI AD FWHM AD KI AD

NH_16 0.62 0.97 0.43 0.65
NH_17 n.m. 0.80 1.27
NH_18 0.41 0.61 0.34 0.49
NH_19 0.52 0.75 0.51 0.74
NH_22 0.53 0.78 0.58 0.84
NH_24 0.83 1.32 0.70 1.11
NH_25 0.59 0.59 0.63 0.63
NH_27 0.65 0.96 0.55 0.80

NH_31_1_2 0.72 1.14 0.64 1.01
NH_31_3 n.m. 0.34 0.50

NH_32 0.29 0.29 0.21 0.21
NH_34 n.m. 0.28 0.39

KI values range from 1.32∆◦2θ to 0.29∆◦2θ for the <2 µm fraction and from 1.27∆◦2θ
to 0.21∆◦2θ for the 2–6 µm fraction (Table 6). The spatial distribution of the samples and
their associated KI values are shown in Figure 17 by the dots. In both fractions, most of the
samples present KI values corresponding to the diagenetic zone, except for two samples
(NH_32 and NH_34). These samples are located in the northwestern part of the main
granitic body (Figure 7a,b), at the contact with the Proterozoic basement. They present
lower KI values of low anchizone and epizone. No significant variations in KI or trends are
observed between both fractions.
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Figure 17. Geological map representing the Kübler Index (KI) in air-dried conditions of each sample
from this study (dots) and from [19] (triangles) and the corresponding metamorphic zone represented
by the different colors indicated in the legend for (a) the fraction <2 µm and (b) the fraction 2–6 µm.

Some samples contain only kaolinite and no illite. Positive trends have been identified
between KI and KCI for both clay fractions <2 µm and 2–6 µm (Figure 18). Samples
NH_6, NH_8, and NH_31_1_2, with out of range values, due to the presence of I/S and/or
corrensite interfering with the 7Å peak, were excluded from the correlation. The trends
observed in the two different fractions are similar and give more confidence into the
concomitant evolution of KI and KCI. The correlation provides temperature indications for
illite-free samples. Thus, samples NH_26, NH_33, and NH_36 show values equivalent to
diagenetic zone and anchizone conditions.
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Figure 18. (a) Diagrams showing Kübler Index (KI) values versus the Kaolinite Crystallinity Index (KCI) for the clay
fractions <2 µm and 2–6 µm. (b) Diagram showing positive correlations between KI and KCI for the clay fractions <2 µm
and 2–6 µm, excluding samples NH_6, NH_8, and NH_31_1_2.

5. Discussion
5.1. Argillic Alteration Dominance

The characterization of the NH granite alteration processes in the vicinity of fracture
zones reveals the presence of various secondary minerals, such as clay minerals (kaoli-
nite, illite, I/S mixed layer, corrensite, and vermiculite), carbonates (calcite, dolomite,
ankerite, siderite), and oxides. Thus, two successive types of hydrothermal alteration
events, characterized by [19] in the protolith, were observed:

1. The propylitic alteration, which is an early stage of alteration affecting pervasively
the granite during the cooling of the pluton [83]. It involves mainly the formation
of corrensite and epidote considered as the major indicators of the propylitic alter-
ation [19,22,84]. Only plagioclase and biotite are partially affected.

2. The argillic alteration, associated with fluid circulation through a fracture network.
Thus, the argillic alteration is also called “vein” alteration [13,21,85]. It is characterized
by (1) a high water/rock ratio in the fractures/veins walls, due to fluid circulating
within the fracture network [20,21,24,86–89]; and (2) illite + kaolinite + illite/smectite
mixed layers + carbonates + oxides replacing plagioclase, biotite and, more rarely, par-
tially K-feldspar [19]. Fractures enhance the fluid circulation and, thus, the fluid–rock
interaction. Alteration gradients are visible, increasing toward the fracture (Figure 7a,
Figure 9h–k, Figures 12a and 14e,f). An alteration zoning around microfractures is
also presented in Figure 6f,g, which could correspond to a time dependent process
controlled by a sequence of interrelated mineral reactions [15].

However, compared to [19], the samples are more altered and corrensite is not as evi-
dent as in the samples from this study. Kaolinite and illite are the prevailing clay minerals.
This confirms a significant fluid–rock interaction near fractures and a predominant argillic
alteration, which has overprinted almost completely the propylitic alteration. Kaolinite,
being the dominant clay mineral, indicates either a more important leaching of the rock or
the circulation of a more acidic fluid [90].

The samples NH_24, NH_26, and NH_33 contain a small amount of vermiculite, which
can be associated to hydrothermal alteration at low temperature or to weathering. It is com-
monly thought that most of the vermiculite is formed under supergene conditions [91,92].
In these samples, the amount of vermiculite is low and the weathering contribution already
discarded by [19].
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5.2. Thermal Evolution toward Fracture Zones

Studied samples present KI values characteristic of the diagenetic zone, meaning
temperatures lower than 200 ◦C [93]. However, KI values of samples NH_32 and NH_34
have lower KI values with anchizonal to epizonal conditions, meaning temperatures around
300 ◦C [93]. These two samples present the highest fracture density (Fd4) suggesting that
shear heating could contribute to a local increase of temperature [94]. Moreover, KI values
are similar between both clay fractions indicating the predominance of neoformed illite
crystallization close to fracture zones. It is highlighted by the presence of illite veins
observed microscopically. By comparing KI values from this study and from [19], the KI
tends to decrease approaching fracture zones. Thus, the greater the fracturing, the higher
was the temperature, except for NH_31_1_2 and NH_24. These two samples present higher
KI values, meaning lower temperatures. It can be explained by the presence of I/S and
vermiculite, forming at lower temperature than illite and kaolinite [91,92,95]. The samples
NH_26, NH_33, and NH_36 present only kaolinite. KCI values correlating with KI values,
these samples show temperatures estimated to be around 200 ◦C or less, which correspond
to the temperature obtained for the other samples. Likewise, the presence of kaolinite in
hydrothermal alteration paragenesis indicates temperature lower than 200 ◦C [90].

5.3. A Multi-Stage Paleo-Fluid Circulation

Hydrothermal alteration in crystalline basement rocks induces the precipitation of
secondary minerals that can seal the fractures [2]. The argillic facies, described above, is
also characterized by fractures filled by various kinds of secondary minerals, as a result of
different fluid generations. Veins are formed from fluids that had reacted with granite [96]
and transported various chemical elements. Through the petrographic analyses of the
whole samples, a relative chronology between the different veins can be determined. Six
vein generations, following each other, were identified (Figures 6 and 9):

1. Quartz veins resulting in the precipitation of secondary quartz due to primary silicate
partial dissolution.

2. Illite veinlets, which have different behaviors, according to the mineral crossed. In-
deed, as presented by [19,97], plagioclase is the main pathway for fluid flow due to
their abundance in the rock and to dissolution pit porosity, allowing the intercon-
nection between the pores. In quartz and K-feldspar; however, only microfractures
create the porosity allowing the fluid to circulate. This explains why veinlets look like
straight lines in quartz and K-feldspar and are twisted and blurred lines in altered
plagioclase. Illite veinlets can be contemporary to kaolinite veinlets.

3. A dolomitic brecciated vein embedding essentially quartz clasts, such as in sample NH_31.
4. Carbonate veins with different compositions: contemporary ankerite/dolomite veins,

intersected by siderite veins and the whole intersected by later calcite veins. They are
preferentially oriented NW–SE, according to the direction of the NH. It is suggested
that the fluids, having precipitated these carbonate veins, have circulated through the
fracture network formed by the activity of the SDVFZ.

5. A carbonate brecciated vein that is likely to have transported clasts of quartz, K-feldspar,
and biotite, and is presenting precipitations of barite. This phase, but also barite itself,
is only present in sample NH_31. This phase was probably due to a later event that
reactivated the main fracture composing the sample and let a new fluid circulate.

6. Calcite veins, as shown in the sample NH_31, which are of a different compositions
from generation 4.

Two types of calcite veins and the carbonate vein of phase 5 were, thus, identified
through the sample NH_31, allowing the definition of two generations of calcite. However,
they do not allow a decision on if the calcite veins identified in the other samples correspond
to the generation 4 or 6. CL analyses are ongoing to identify the type of calcite generation.
Sample NH_31 and the multiple vein generations show how complex the fluid circulation
history was in this area.
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5.4. Fluid Circulation and Argillic Alteration Effects on Petrographic and Petrophysical Behavior

The effects of the alteration on the element transfers are described by the diagrams
plotting major element oxides against LOI (Figure 15) and by mass-balance calculations
(Table 5) using the Gresens method [76] to quantify the losses and gains of elements during
hydrothermal alteration. To this end, data from this study and from [19] were used. LOI
has been defined as an indicator of the alteration degree [19,98,99] supporting optical
observations. In this study, LOI values range from 2.5% to 10.9% (Table 3), whereas, Klee
et al. (2021) [19] obtained values from 1.1% to 2.8% for the protolith. These values confirm
a more pronounced alteration of the granite in the vicinity of fracture zones.

Concerning element transfers, only minor variations of Al2O3 were observed com-
pared to the LOI, also confirmed through mass-balance calculations. Al is thus considered
as immobile. This study has shown a significant SiO2 negative correlation with LOI. This
loss is confirmed by mass-balance calculations. It indicates the partial silicate alteration,
explaining the presence of quartz veins and veinlets through the granite. A negative
correlation with LOI was observed for Na2O, confirmed by the loss of Na2O obtained by
mass-balance calculation. Indeed, altered plagioclase are depleted in Na2O. No Na-bearing
newly formed minerals (except a little I/S and C/S) was encountered. It is likely that
Na was exported out of the alteration zone. When the alteration of plagioclase is less
pronounced, as in samples NH_31_3 and NH_36 (Table 3), the Na2O depletion is lower.
However, a global enrichment of K2O is observed linked to illite crystallization. A positive
correlation is observed between the amount of alteration and illite formation. K-feldspar
being rarely altered, chemical modelling would be necessary to determine whether the
amount of K release by biotite alteration would be sufficient to allow the rather important
formation of illite. MgO and Fe2O3 present no clear correlation with LOI. However, low
depletion of Fe2O3 and MgO compared to the protolith were identified by mass-balance
calculations. It is suggested that these depletions are linked to the alteration of biotite but
they are compensated by their precipitation as oxides or in carbonates. Thus, it is likely
that no Fe or Mg is exported out of the alteration zones. CaO and calcite content present no
correlation with the LOI. Samples NH_19, NH_36 (this study), and NH_3 (in [19]) present a
similar calcite content, respectively, of 6.3%, 6.0%, and 6.5%, whereas they present different
LOI values (4.1%, 2.6%, and 2.8%, respectively). The case of a high calcite content associated
to a low LOI can be explained by (1) physicochemical fluid composition bringing Ca, and
not allowing a complete alteration of plagioclase and biotite into clay minerals [100]; (2) the
residence time of the fluid not being sufficient [101]; or (3) a non-sufficient amount of fluid
to allow the transformation of plagioclase and biotite into clay minerals. CaO losses are
attributed to the alteration of plagioclase. However, the amount of Ca released by the
alteration of plagioclase is certainly not sufficient to explain the crystallization of large
amounts of carbonate into the granite veins. We infer that Ca is related to an external
source as it is gained by the system (open system). As carbonate veins are related to the
SDVFZ activity, we suggest that the source of the Ca is the Proterozoic series, which contain
dolomite and carbonate sequences.

Fracture zones created porosity through microfractures and spaces between secondary
minerals (Figure 6f) precipitated during primary mineral alteration. When fracturing
increases, alteration increases too, as well as porosity [10]. However, the subsequent
mineralization and chemical alteration can either decrease or increase the porosity of the
rock [2]. For a similar LOI, porosity values vary significantly (e.g., NH_3 [19], NH_23, and
NH_31_3). No correlation is visible between porosity and alteration or calcite content.

5.5. Relation among Fluid Circulation, Alteration, and Fracture Density

It is expected that areas along the rear southern limit of the CBS have recorded less
transcurrent shear than areas situated along its northern front (Section 4.1). Recent work
by Chabani et al. (2021) [42] has shown a structural compartmentalization occurring at
the NH scale with a varying intensity that may influence fluid flow through the fracture
network. Likewise, they identified a complex network of joints at outcrop scale, also
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encountered in this study at the sample and thin section scales, playing a key role in the
fracture connectivity. The authors identified several fracture sets, among which, the NW/SE
and the E/W oriented sets are predominant. The NW/SE trend, following the SDVFZ
direction, controls the geometry in the whole range, whereas the E/W set, characterized
by several short fractures, is mostly present in the central and southeastern part of the
NH. The geometrical analysis of both fracture sets showed that the connectivity is ruled by
fractures of different sizes. Regarding the fracture distribution, the highest fracture density
is recorded within the rear southern part with values five times higher than in the northern
part. This can be explained by the complex tectonic setting and the gradient of deformation
observed in the entire NH range, with evidence of extreme shearing in the southern part
as already presented. Moreover, through scanline analyses along drone photogrammetric
outcrop profiles and ground outcrop profiles, Chabani et al. (this issue, under review) [44]
show a clear correlation between fracture density and distance from a fault zone. The closer
the fault zone, the greater the fracture density. There is no straightforward correlation
between amounts of deformation and fracture density. Fracture density depends on a
series of parameters notably rock competence, anisotropy of units and possible presence of
detachment zones concentrating deformation in narrow areas.

This study, together with that of Klee et al. (2020) [19], confirm the increase of fracture
density towards fault zones through several samples collected at different distances from
the faults. Moreover, at the NH scale, the LOI increases as the fracture zones are approached
(Section 5.4). The more intense the fracturing, the higher the alteration. Likewise, porosity
values obtained for samples from Klee et al. (2021) [19] range from 2.2% to 5.2%, whereas,
porosity values for this study samples range from 10.1% to 14.0%. Close to fracture zones,
samples have more than twice the porosity than the samples away from them. Calcite con-
tent (Figure 16) also show higher values near to fracture zones, highlighting the importance
of the presence of fractures allowing fluid circulations and thus carbonate precipitation,
which mainly filled and sealed the fractures [71,102]. Carbonate veins are present in the
whole range, preferentially orientated following the NH strike, probably related to the
SDVFZ activity. However, calcite content is generally higher in the southeastern part of the
range. This part is characterized by a high fracture density due to complex tectonic setting,
related to the GFZ activity [42]. The connectivity within this part is ruled by the small and
large fractures, and an additional complex joint network leading the fluid supply toward
the fault zone.

The comparison of the data from Klee et al. (2021) [19] with those in this study at
the NH scale shows that the increase in fracture density is correlated with the increases
in alteration degree, porosity, and calcite content, respectively. However, no correlation
is observed between alteration, porosity, and calcite content all together. The sample
NH_36 (Figure 11) has shown that calcite content is not related to the intensity of alteration
(Section 5.4). This highly fractured sample has been characterized by a specific fracture
arrangement, composed mainly of fracture clusters, following the SDVFZ direction. It
allows the fluid to circulate following these clusters, and then creating a flow anisotropy.
However, only a low alteration degree is observed, which can either be due to (1) specific
physicochemical fluid composition [100]; (2) an equilibrium between the fluid and the
surrounding rock; (3) an insufficient residence time of the fluid [101]; or (4) a non-sufficient
amount of fluid. Fracture density increase does not necessarily induce the increase of
alteration (Figure 19a,b), whereas at the NH scale, a general correlation between fracture
density and alteration was shown. Sample NH_36 shows that fluid can circulate through a
highly fractured granite without necessarily producing alteration (Figure 19b).

Numerous fractures and veins, showing a high fluid–rock ratio, crosscut the granite
altering it consequently (Figure 20a,b). Faulkner et al. (2010) [11] have shown that within
crystalline rocks, the flow can be ruled by a small number of fractures within the rock
surrounding a fracture zone. The fracture interconnections constitute the main parameter,
which can enhance the fluid circulation. Samples NH_31 and NH_23 showed the relation
between fracturing and alteration at local scale (Section 4.3.2). Thin section fracture analyses
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showed that the fracture density average is similar in both samples. NH_31 consists of a
brecciated vein developing an alteration gradient but no fracturing gradient (Figure 20c),
while NH_23, perpendicular to NH_31, consists of a mylonite developing an alteration and
a fracturing gradient (Figure 20d). Regarding the stress axis orientation, it is suggested
that the main stress axis σ3 is at a very high angle to the NH_31 initial quartz vein. The
close to normal angle between the initial quartz vein and the stress axis σ3 was favorable
to reactivation, inducing a brecciated vein without developing a significant additional
fracture gradient in the surrounding rock (Figure 20c). It has been shown that remnants of
a quartz vein composed the NH_31 brecciated vein. This quartz vein, developed during a
past event of unknown age and origin, possibly magmatic (last crystallization fluids). It
is suggested that this vein was reactivated, letting a new fluid rich in Ca circulates. Then
carbonates crystallized giving a brecciated vein as a final product. The alteration gradient
observed in the wall rock is especially pronounced at the borders of the brecciated vein.
The proximity with the main fluid pathway induced an important leaching by the fluid.
Within NH_23 (Figure 20d), it is supposed that the quartz-feldspathic unit was initially a
dyke crosscutting the granitic pluton. Such dykes have been observed in the surroundings.
During SDVFZ activity, reactivation of this zone of weakness permitted percolation of
a Ca-rich fluid. An intensive shearing induced dynamic recrystallization developing a
mylonite in the borders and its associated fracturing gradient in the wall rock. In that case,
the main stress axis σ1 would be characterized by an intermediate angle to the shear plane.
A fracturing gradient is observed in the surrounding rock. The fracture density induced in
the surrounding rock does not further increase. Asymmetric clasts and shear bands are
observed within this mylonitic layer.

Figure 19. Synthetic scheme showing, from low to moderate strain, the interaction between the
fluid and the granite in the cases of a very low fluid/rock ratio. (a) Open fractures with an incipient
alteration of the surrounding rock. (b) Brecciated zones with a carbonated matrix and no change of
alteration degree. No scale is given for this scheme, because it can represent fracture zones of several
order of magnitude.

Fluid circulation and induced fracturing have promoted fluid–rock interactions and the
granite alteration, which is more pronounced in NH_23 than in NH_31 (Figures 9h–k and 14e,f).
Those two samples showed that at sample and outcrop scales, fracturing and alteration
are heterogeneous, but also that the alteration degree is not always related to the fracture
density (Figure 20c,d).
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Figure 20. Synthetic scheme showing, from low to moderate strain, the interaction between the fluid and the granite in
the cases of a high fluid/rock ratio observed in the field. (a) An open fracture with an incipient alteration gradient at the
border. (b) A sealed fracture with a slight alteration gradient. (c) A brecciated vein induced from fracture reactivation and
showing an alteration gradient, but no fracturing gradient. (d) A mylonite made of carbonates and granitic lenses showing
an alteration gradient and a fracturing gradient. NH_31 and NH_23 show a similar fracture density (Fd). No scale is given
for this scheme, because it can represent fracture zones of several order of magnitude.

These sample analyses allowed us to study a fault zone development depending
on strain, fluid–rock ratio, and material rheology. It is shown that at low to moderate
regional strain, incipient local high strain concentration is present (Figure 20). It has been
observed that:

1. The fluid interacts with the surrounding rock, altering it pervasively, and fractures
are sealed by secondary minerals (Figure 20a,b). Those veins can be reactivated by
shearing [103]. Thus, it creates a brecciated vein (e.g., NH_31) or even a mylonite
(e.g., NH_23), developing an alteration gradient. Sample NH_23 shows that my-
lonitic deformation appears at low to moderate regional strain when carbonates are
involved. Fault reactivation tends to cause a mineral fill breakage and reopens the
fracture [2,104].

2. Open fractures let fluid circulate without interaction with the surrounding rock.
Shearing creates a breccia without further alteration within the granite, such as in
NH_36 (Figure 19).

At any scales, fracture density promotes fluid flow through the fracture network
provided a fluid is present [5,11]. However, the alteration degree is not correlated to the
fracture density.

5.6. Implication of Alteration in Terms of Geothermal Reservoir Properties

Fresh granite has a very low initial matrix porosity (<1%), which “does not allow” the
fluid circulation, hence inducing a low permeability [9]. A granitic geothermal reservoir
is considered as exploitable when it presents a connected fracture network increasing the
permeability and in which a sufficient amount of hot fluid circulates [2,3,9,11]. By flowing
through fractures, the fluid interacts with the rock, increasing the matrix porosity and
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permeability promoted by the dissolution of the primary minerals and crystallization of
newly-formed phases [13]. However, newly-formed minerals can also crystallize in the
fractures and seal them, reducing the porosity and the permeability [105,106]. Thus, sealed
fractures are transformed from conduits into barriers to fluid flow [83,107,108] and impact
the geothermal production by decreasing the connectivity between the fractures and hence
the permeability [2,109].

The NH altered granite shows an important fracture network and a high matrix
porosity, which allowed fluids to circulate and to interact with the surrounding rock. Indeed,
numerous veins with various infills crosscut the granite indicating several successive fluid
circulation events. Carbonates occupy a prominent part of the fracture system, which can
be easily dissolved thanks to acid injections in order to connect the boreholes to major
conductive fractures for geothermal exploitation. It is suggested that, when NH were
an active reservoir at depth, fractures were only partially filled, and the fluid could flow
through the fracture network. It has been seen that the stress field has a major impact on
the fluid circulation. Indeed, drilling into fractures at a very high angle from the main
stress axis σ1, such as exposed by sample NH_31, is favorable to allow fluid to circulate. In
the event of geothermal exploitation, only minor chemical stimulation, if any, would have
been necessary [13,71,110]. Moreover, the alteration amount is not necessarily related to
the degree of fracturing and, therefore, the fracture network influence on fluid circulation
is hardly predictable. Thus, due to the conduit-barrier role, the deformation gradient, the
degree of fracturing, the alteration processes, and the relationship between them, have a
large impact on geothermal production [109].

6. Conclusions

Noble Hills (NH) is a newly studied area, in terms of an exhumed granitic geothermal
reservoir. It provides an excellent opportunity to give fundamental scientific input in 3D,
allowing for better understanding of granitic reservoir behavior in a trans-tensional con-
text. This analogue shows how complex a granitic reservoir can be, in terms of structures,
fluid circulation, and fluid–rock interactions. This study proposes a geometric, petro-
graphic, petrophysical, and geochemical description in order to characterize the influence
of fracturing on fluid circulation and alteration processes.

Approaching fracture zones at large scale, the NH granite shows signs of several
generations of fluid circulations resulting in successive veins of various mineralization.
Fluid circulation being more important in the vicinity of fracture zones, a stronger fluid–
rock interaction is observed. Thus, argillic alteration prevails compared to in the protolith.
It is highlighted by the increase of the LOI correlated to a Na depletion due to plagioclase
alteration and a K enrichment associated to illite precipitation. Likewise, the porosity,
the calcite content, and the temperature increase nearer to fracture zones. However, no
correlation exists among LOI, porosity, and calcite content altogether. Moreover, a high
fracture density does not necessarily imply a strong alteration (e.g., sample NH_36).

This relation among fluid circulation, alteration, and fracturing is also visible at a
sample scale. The higher the fracture density, the more pronounced the alteration. However,
samples NH_31 and NH_23 showed how complex this relation could be:

• NH_31 shows a reactivated vein giving a brecciated vein (quartz and granitic clasts in a
carbonate matrix), which induced no fracture gradient in the surrounding porphyritic
granite, but developed an alteration gradient.

• NH_23 shows a carbonate mylonite creeping around deformed granite lenses, which
induced a fracture gradient, as well as an alteration gradient in the surrounding
porphyritic granite.

These two samples, showing different deformation features as a result of a different
orientation within the stress field, present a similar fracture density. Strain was accumu-
lated within a carbonate mylonite within sample NH_23. The alteration gradient is more
pronounced in this sample, but the fracture density does not change. Sample NH_36,
consisting of a granite composed of a cohesive breccia, whose matrix is made of dolomite,
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shows a low alteration. Even locally, alteration does not always depend on the deformation
gradient or on the fracture density.

This study shows that the deformation gradient observed at a large scale is also visible
locally in the context of a low to moderate strain. It also highlights the importance of
mineral crystallization in a geothermal reservoir. Fluid flow depends on a connected
network of open and permeable fractures. In reservoirs at depth, fractures can be sealed
and act as a barrier. Stimulation techniques are needed in order to reopen them so that a
drain allowing a new fluid circulation is created. The influence of fracture zones on fluid
flow and alteration is difficult to predict and yet impacts the production from the reservoir.

In order to complete this work, a future study will focus on the influence of a fault zone
on fluid circulation and alteration processes, in the NH, at high strain conditions. More-
over, laboratory investigations could be performed to better understand the controlling
parameters of the ongoing processes and fracturing of rocks.
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Abstract: Scanlines constitute a robust method to better understand in 3D the fracture network
variability in naturally fractured geothermal reservoirs. This study aims to characterize the spacing
variability and the distribution of fracture patterns in a fracture granitic reservoir, and the impact
of the major faults on fracture distribution and fluid circulation. The analogue target named the
Noble Hills (NH) range is located in Death Valley (DV, USA). It is considered as an analogue of the
geothermal reservoir presently exploited in the Upper Rhine Graben (Soultz-sous-Forêts, eastern
of France). The methodology undertaken is based on the analyze of 10 scanlines located in the
central part of the NH from fieldwork and virtual (photogrammetric models) data. Our main results
reveal: (1) NE/SW, E/W, and NW/SE fracture sets are the most recorded orientations along the
virtual scanlines; (2) spacing distribution within NH shows that the clustering depends on fracture
orientation; and (3) a strong clustering of the fracture system was highlighted in the highly deformed
zones and close to the Southern Death Valley fault zone (SDVFZ) and thrust faults. Furthermore,
the fracture patterns were controlled by the structural heritage. Two major components should
be considered in reservoir modeling: the deformation gradient and the proximity to the regional
major faults.

Keywords: fracture network variability; Death Valley; granite; spacing distribution; fracture intensity
P10; geothermal reservoir characterization

1. Introduction

In deep geothermal systems, many studies have been undertaken to better understand
the importance of the natural fractures in various contexts [1,2]. In granitic basement
rocks, the permeability is mostly increased by the fracture network and faults [3–7], while
the porosity is increased by both the alteration (e.g., dissolution of primary minerals)
and the proximity to fracture zones ([8], this issue). The low rock matrix permeability
and porosity allow the fluid flow within fracture networks [9–11]. The understanding of
the spatial arrangement of the fracture network constitutes the main issue in fractured
reservoirs [1,3,7,12,13].

A fracture network is characterized by geometrical parameters such as lengths, spac-
ings, widths, orientations, fracture distributions, and the relationships between them
significantly affect the connectivity within the reservoir [9,14–17]. Among these param-
eters, spacing between fractures is a well-considered parameter, because it controls the
probability of intersecting fractures during drilling [18]. Statistic parameters that describe
fracture spacing include: (1) The mean, which characterizes the global expected frequency
of fracture intersection, and (2) the standard deviation, which describes the distribution of
the fractures around the mean.
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Regarding the spacing distribution, fractured zones can be classified into: (1) Fracture
corridor, a term usually used for a dominant set of fractures displaying an important
variation of fracture intensity. It can represent the main drains for fluid circulation in
various reservoir contexts such as geothermal fields [19]; (2) fracture arrays, a term generally
used to define a dominant set of fractures which forms an angle to the swarm (area in
which any kind of fracture appears) [20]; (3) shear zone, which is defined as a continuous
deformed zone with a high strain [21], accommodated by a cataclastic process in granitic
rocks and crystalline plasticity in (e.g., carbonate rocks); and (4) fault zone characterized
by a fault and its associated damage zone which can act as a barrier or a drain for flow,
depending on its intrinsic properties [5,20,22]. In crystalline basement rocks, the fracture
distribution within the damage zone is influenced by the distance from the fault core
and its displacement along the fault plane [23]. Indeed, the strong variation in fracture
distribution (fracture densities) is commonly observed near active faults. Ostermeijer
et al. [23] add that the pattern is mainly ruled by the distribution of macro-damage induced
on shear-accommodating subsidiary fractures.

Spatial organization of fracture systems became an important studied topic in the
recent decades because of the necessity to better understand the architecture of fractured
reservoirs [7,24–26]. The spatial arrangement can be quantified using statistical laws
(e.g., power law, log normal, and exponential law) [24,27,28] or statistical parameters,
such as the coefficient of variability (Cv) along 1D [20] and the normalized correlation
count method [27]. The main goal is to enhance the fracture distribution understanding
(clustered, random, or uniform distribution) and its effects on connectivity [29]. In that case,
many studies are focused on fracture networks characterization in various settings and at
different scales [3,12,16,20,30,31]. They commonly used field analogues at surface to resolve
the challenge of lack of sub-surface information in reservoirs [32]. The characterization
of heterogeneity of the fracture spacing and the fracture abundance at any scale may
be performed using line sampling method along one dimension (1D) named scanline
(e.g., [26]). The present study combines the spacing data of joints (opening-mode fractures),
veins (partially or fully filled), and faults to highlight the spatial arrangement of the fracture
patterns in granitic rocks and the influence of the regional major faults. In the present
study, the measured fractures, whatever their filling have been classified according to
their orientation.

The present work is part of the European MEET project (multidisciplinary and multi-
context demonstration of EGS exploration and exploitation techniques and potentials, [33]).
This study proposes to (1) describe fracture system distribution at outcrop scale, based on
fracture network parameters; (2) shows the role of the regional major faults proximity on
the fracture patterns evolution in the basement rocks; and (3) highlights the impact of the
deformation at outcrop scale. The present study was performed in the desert environment
of Noble Hills (NH) fractured granitic basement, located in the southern termination of
Death Valley (Death Valley, CA, USA), and is considered as a paleo geothermal analogue
of the Upper Rhine Graben (URG, Alsace area situated in the eastern of France) ([25,34,35],
this issue) geothermal systems producing electricity, because of the similarities in the
basement rock nature (granite), hydrothermal alterations and the trans-tensional tectonic
setting [25,34–36]. However, the geological history of the NH range is rather different
from that of to those in the URG, but numerous pieces of evidence of analogy have been
highlighted by recent work of Klee et al., [37], which addressed a list of similarities between
the URG reservoir targets (exploited geothermal present-day reservoir) and the NH ranges:

• Pervasive alteration of the NH granite;
• Ubiquitous argillic alteration affecting plagioclase and biotite is present;
• Unaltered K-feldspar;
• Porosity is enhanced by the alteration and microfracturing;
• Evidence of the hydrothermal fluid percolation, as identified in an exploited geother-

mal reservoirs;
• Fluid circulation in open system such as in EGS systems (input of potassium and carbonates).
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Based on scanline methodology (e.g., [26]), this work has been performed using a
spacing measurement, compiled from four different canyons located in the central part
of NH. This central part has been characterized as having a distinct spatial arrangement
of fractures at different scales in comparison with the northeast and southeast parts (for
additional explanations, see [25]). The scanlines are located in the granitic part of the NH
range, the so called crystalline basement slice (CBS) according to Brady et al. [38]. Some
of the measures were acquired directly from the field and others from virtual scanlines
(method detailed in Section 3.2). Apertures of fractures have also been measured directly
in the field. Numerous fractures were filled by newly formed minerals such as carbonates,
oxides, and sometimes barite.

In this study, scanline methodology and statistical tools are used to better understand
the fracture spacing variability and the distribution of fracture patterns at depth. This al-
lows better characterizing reservoirs in response to the developing geothermal exploration
and exploitation by EGS in basement rock context. This study was conducted:

1. Through a description of the fracture system using orientation, density, spacing and
aperture parameters;

2. By highlighting the role of the proximity to the regional major faults on the
fracture patterns;

3. By highlighting the role of the deformation gradient and structural heritage at
outcrop scale.

2. Geological Setting

The NH structurally belongs to the DV region (Figure 1a), which is characterized
by a complex tectonic history (e.g., [39]), starting with late Cenozoic extensional and
trans-tensional structures which overprint the Mesozoic to Early Cenozoic contractional
structures [39–41]. The extensional regime of the DV has begun around 16 Ma [42,43], and
is shifted to a trans-tensional regime around 5 Ma [39,44–46]. Recent work by Pavlis and
Trullenque, [36] reconsider the age of the transcurrent deformation in DV around 12 Ma.

The NH ranges forms the principal physiographic feature aligned with segments
of the right-lateral Southern Death Valley Fault Zone (SDVFZ) [25,47] (Figure 1b). The
SDVFZ net dextral strike-slip displacement has been estimated around 40–41 km [36]. A
whole compressional region was created by the interaction between the SDVFZ and the
Garlock Fault (GF) system (see Figure 1b for location), which leads to shortening within
the Avawatz Mountains (Figure 1b) [48–50].

The exhumation history of NH range is poorly described in the literature. Based
on KI/temperature of illite crystals, recent work by Klee et al. [37] highlighted that the
southeastern of NH is much elevated, with a higher temperature which could indicate
that the south-eastern part of NH was buried deeper than its north-western part and has
been exhumed.

Recent work by Chabani et al., [25] highlights the structural organization of the NH
range according to the orders of fault magnitude classification by analyzing 2D maps
at different scales. These orders consist in (1) second order scale, referring to the faults
comprised between 20 and 30 km length; (2) third order scale, referring to faults around
10 km length; and (3) fourth order, referring to the faults under 1 km length. The first
order referring to the crustal faults (higher than 100 km length) is not observed within the
NH range.
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Figure 1. (a,b) Location and geological setting of DV and NH studied area modified after [50],
NDVFZ: Northern Death Valley Fault Zone, SDVFZ: Southern Death Valley Fault Zone, GFZ: Garlock
fault zone, CA: California, NV: Nevada, IH: Ibex Hills, SPH: Saddle Peak Hills. (c) Structural
scheme of the NH range performed thanks to high-resolution digital mapping techniques (see below)
modified after [34,47]. Additional digitized fractures were obtained using orthophotos. NHFs: Noble
Hills formations.
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The SDVFZ trending NW/SE and the GFZ trending E/W controlled NH range geom-
etry. Indeed, the SDVFZ controls the NH geometry at large scale within the second order
scale, while the GFZ trending E/W controls the NH geometry within the third order scale.
Chabani et al., [25] add that the NH are divided into three internal structural domains:
(1) Domain A, to the north, is characterized by the dominance of the NW/SE direction at
the fourth order scale; (2) domain B, central, is marked by the dominance of the E/W and
the NW/SE directions at respectively the fourth and third order scales; and (3) domain C,
to the south, is also characterized by the E/W and NW/SE directions dominance but at the
third and fourth order scales, respectively.

Numerous episodes of deformations have been highlighted during the fieldwork
campaigns. Indeed, the SDVFZ fault segments act with a dextral movement (black lines in
Figure 2b), highlighting an intense deformation with local evidences of extreme shearing.
These structures are contemporaneous with the syn-kinematic dextral strike faults (orange
lines in Figure 2b), highlighted in the recent work done by Klee et al. [8]. In addition,
compressional structures like thrust faults crosscut outcrops 6 and 8 (red lines in Figure 2b).
A clear overprinting has been recognized between SDVFZ (which also crosscut the OT2,
OT6, and OT7) and the compressive structures are due to the GFZ, which acts with a
sinistral movement. Furthermore, the thrusting highlighted in the present study postdates
the activity of the SDVFZ. According to Chabani et al. [25], it is tempting to relate the
thrust structures to the activity along the frontal termination of GFZ. Furthermore, the
compressive structures are related to the interaction of the NH ranges with the Avawatz
mountains during the GFZ movement.

Figure 2. (a) Map highlighting the structural position of the central part of NH, including the
outcrops (OT) location and (b) SDVFZ segments position in black, syn-kinematic dextral strike slip
faults in orange, sinistral strike-slip faults in green lines, and thrust faults in red. Dextral strike slip
faults are syn-kinematic with SDVFZ episode, those systems are followed by thrust faults, which are
contemporaneous with the GFZ orientated globally E/W.
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A gradient of deformation has been highlighted in the central part of NH, with
evidence of extreme shearing, close to OT6 and OT7. Boudinage structures and brittle
shearing are highlighted within the Crystal Spring series (pCu, Figure 1c). In that case, the
new geological map (Figure 1c) built using the high-resolution mapping techniques on
the ground, using a tablet and QGIS software by Klee et al. [34] revealed a stacking of the
Crystal Spring series, intruded by the Mesozoic granite (Mzla, Figure 1c). Laterally, the
thickness of Crystal Spring series was reduced, as they were dragged and stretched against
the granite due to the SDVFZ activity, especially in OT6 to OT8 areas.

Cenozoic volcanic series have also been highlighted in the southeastern end of the
NH [47]. Cenozoic formations have been characterized by Niles, [47] outside the center
part of the NH. They are mainly composed of fanglomerate, alluvial fan deposits, lacustrine
deposits, sabkha, evaporitic rocks, carbonate units, and megabreccia.

3. Methodology

Scanlines are commonly used to describe the reservoir properties and the fracture
systems from analogues of hydrocarbon and groundwater reservoirs [20,30,51–54], and of
geothermal reservoirs [55]. The scanline methodology, widely described in the
literature [2,26,54,56], helps the understanding of the fractured reservoir geometry.

3.1. Scanline Data Acquisition

In the present work, the geometrical parameters of fractures, such as orientation,
spacing, and aperture, were acquired directly from scanlines in the field. A decameter was
installed horizontally along the outcrop (Figure 2a). Note that data about every fracture
(e.g., joint, vein or fault) intersected by the scanline were collected, whatever its orientation
class or filling. The cross-cutting relationships between the studied fractures are difficult
to observe in the field, as intersections rarely occur along the scanline. Then, the fracture
parameters were acquired by reporting the successive position of each fracture along the
scanline. The projected positions were then collected and reported in Excel software v.2019.
The spacing between two consecutive fractures is given by [20]:

SA = Pn − Pn–1 (1)

SA is the apparent spacing of fractures calculated from the fracture positions measured
from field, Pn refers to the position of fracture n, and Pn–1 refers to the position of fracture
n–1, both expressed in meters, the location of the beginning of the measurement line being
the reference. During the data analysis step, the fractures were filtered by orientation classes
in order to discuss the effect of the regional directions on the local fracturing heterogeneity.

One to two scanlines were acquired from each outcrop. Five scanlines were performed
along the outcrops OT 1, OT2, and OT3.

Fracture spacings were also calculated from virtual scanlines based on photogram-
metric models and on fracture maps. The photogrammetric models were performed using
two drones: 3DR Solo drone and DJI Phantom. These drones were loaned by University of
Texas at El Paso (UTEP), TX, USA. The videos were recorded between the late morning
and the early afternoon during seven consecutive days using a manual mode camera
setting to reduce the effects of lighting condition. Then, pictures were extracted from the
recorded videos. To provide a sufficient overlapping, pictures were extracted every second
using ffmpeg software v.4.5 (Grenoble, France). The alignment of the pictures was done
in Agisoft Metashape software 2020, v.1.6.5. (Saint Petersburg, Russia). Regarding the
picture resolution, we ensured that every picture had a resolution of 300 dpi (300 pixels per
300 pixels). That permitted us to digitize the maximum number of fractures of decimeter
length. The size of the pixel is 10 cm per pixel.

Several processing steps were needed to build the 3D models, starting by sky removal
to reduce the noises, and the creation of different picture chunks (Figure 3). The 3D models
were georeferenced and then imported in open access QGIS® software 2018, v.2.18.17
(Beaverton, OR, USA) to start the fracture extraction process. To improve the accuracy,

212



Geosciences 2021, 11, 520

ground control points (GCP) put in the field, using differential global positioning system
(DGPS) and global positioning system (GPS) integrated directly in the drones, have been
used. The georeferencing of each outcrop was realized independently using DGPS. The
extraction of fractures was done manually by tracing every plane from the 3D outcrop.
The orientation of every extracted trace plane was done automatically, and then compiled.
For further explanation, the methodology of the modeling and the fracture extraction is
detailed in Chabani et al. [35]. The digitized fractures were projected on a 2D map in order
to keep data consistent among the whole datasets.

Figure 3. Workflow illustrating the different steps to build the 3D photogrammetric models, georef-
erencing, and fractures detection and extraction. Modified after Chabani et al. [35].

Two-dimensional fracture maps OT4 and OT5 (Figure 2) were performed from the
field using a DSLR high resolution camera, with fixed focal (50 mm) in order to reduce
the distortion. Furthermore, to avoid light effects, pictures were taken in the absence
of direct sunlight (e.g., [16]). Several pictures were taken vertically, with the same dis-
tance, and with a sufficient overlapping. These pictures were then aligned using Agisoft
Metashape software 2020 v.1.6.5 with the procedure detailed in Chabani et al. [35]. Outcrops
OT6 to OT8, also located in the central part of NH, were analyzed by photogrammetric
technology, and are also located in the central part of NH. In total, five scanlines were
performed (Figure 4e–i).
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Figure 4. Visualization of the eight outcrops studied in this work, including the scanlines (SL)
location. (a) Outcrop 1 trending SW/NE shows heterogeneity of fracture orientation distribution.
(b,c) Outcrop 2 trending E/W shows large NE/SW and NW/SE fracture planes crosscut by SL2a and
SL2b. (d) Outcrop 3 trending NW/SE shows large E/W fracture planes crosscutting SL3a and SL3b.
(e) Outcrop 4 consists in a fracture map; 2 scanlines were traced perpendicular to the main structures,
recording then large E/W and N/S fracture planes for SL4 and SL5 respectively. (f) Outcrop 5 also
consists in a fracture map; 2 scanlines were traced perpendicular to the main structures, crosscutting
mainly fracture planes orientated NW/SE for SL6 and E/W for SL7. (g) Outcrop 6 consists in a
canyon perpendicular to the SDVFZ segments, which crosscuts a large E/W fracture plane. This
outcrop shows the transition between granitic basement and Crystal Spring sedimentary rocks.
(h) Outcrop 7 trending NE/SW records a several fracture plane orientations. (i) Outcrop 8 trending
NW/SE highlights mainly NE/SW and E/W fracture planes. SDVFZ: Southern Death Valley Fault
Zone. For outcrops location, see Figure 2. Note that the OT6, 7 and 8 cross some major talus
slopes. These outcrops have been modeled in 3D, making the fracture digitation possible to do in
CloudCompare software. Then, the planes have been projected in 2D to keep data homogeneous
from all fracture sets.
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The fracture maps and the photogrammetric models were georeferenced and then
used to extract the fractures in QGIS® software 2018, v.2.18.17. In this study, the fracture dig-
itization was performed manually by tracing every detected fracture because of insufficient
contrast between the fractures and the surrounding rock. Each digitized fracture became
a georeferenced lineament in QGIS®. In the case of fracture maps, note that the fractures
extending out of the sampling area were considered as one continuous feature [57–59]
(Figure 2b). In QGIS®, the procedure of digitization consisted in an extraction of the end
point coordinates of each fracture. Each fracture contained X and Y coordinates of each
of the two end points, which helped to compute the spacings along a virtual scanline
according to the following procedure:

1. Digitized fractures are loaded in shapefile format (e.g., shp format);
2. Virtual lines are traced along the georeferenced outcrop, and the intersection between

the digitized fractures and the virtual line are collected. Note that, the intersection
point ID must be the same as that of digitized fractures;

3. X and Y coordinates are added to the intersection points file, computed directly
in QGIS®;

4. Values are classified according to X coordinate in Excel software, to ensure the right
position of each intersected fracture;

5. Spacings are computed following [17]:

||AB|| =
√

(xb − xa)2 + (yb − ya)2 (2)

The calculated spacing in Equation (2) is not adjusted by Terzaghi correction. Ac-
cording to the scanline orientation, fracture orientations, and the position of scanline
intersections for each fracture set, the fractures spacing were adjusted by applying the
Terzaghi correction following [60]:

S = SA × cos θ (3)

S is the true mean spacing of fractures in a set, SA is the apparent mean spacing of
fractures in a set and θ is the acute angle between the direction normal to fractures and
the scanline.

Orientation bias can be minimized by drawing a scanline parallel to the normal to a
fracture set, such that θ is close to 0◦. All fractures intersected by scanlines were acquired.
Then, all measured fractures were filtered by orientations during the analysis in order to
describe the patterns of spacing according to each fracture set.

3.2. Fracture Orientation Analysis

In this study, the orientation is the first parameter analyzed to classify the fractures
into fracture sets. As described before, from virtual scanlines, the fracture dip was not
obtained from virtual scanlines, while it was measured for each fracture on field scanlines.
The fracture dip has been measured for each fracture. Here, the classification into fracture
sets is based only on strike orientation without considering the variation in dip to preserve
data homogeneity. Note that, from field scanlines, the dip direction for each fracture is
however provided in the Schmidt canvas.

Several software packages such as Win-tensor [61], Stereonet [62], and Digifrac [63]
have been developed in order to project the structural data. Fisher distribution [64],
Fisher-Bingham distribution [65], and von Mises distribution [66] are commonly used to
describe symmetrical distributions of orientations in 2D, and sometimes in 3D in case of
Fisher distribution. However, these distributions do not describe complex asymmetrical
data. Then, the classification was performed using the mixture of von Mises distribution
(MvM) [67], which is adapted to describe complex circular data and then seem relevant to
model larger complex fracture networks. The methodology consists in a semi-automated
approach based on appraisal tests to avoid any subjectivity in fracture set analysis. This
distribution is based on three parameters: (1) Mean orientation (µ◦), around which the
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distribution is centered; (2) kappa (κ), which controls the concentration of the orientation
values around the mean; and (3) weight (ω), corresponding to the relative contribution of
each fracture set to the model. In addition, the best number of fracture sets is approved
using the goodness of fit parameters (e.g., likelihood). The degree of precision of each mean
fracture orientation is computed using the standard deviation (SD), which is of +/−10◦.
For further explanations, see Chabani et al., [68], which described and adapted the MvM
methodology for structural data. To plot the orientation data in the current study, we used
a rose diagram for describing data which only contain dip direction measurements, and
Schmidt canvas for describing data which contain strike and dip measurements.

3.3. Analysis of Spacing

Numerous statistical tools have been developed in the recent decades specially to
analyze the facture parameters such as spacing, width, length, orientation [26,51–53], and
its spatial distribution (e.g., clustered, random, or uniform distribution) [26]. For spacing
parameter, a coefficient of variability (Cv) has been widely described in the literature, that
provides an indication of the fracture distribution [20,26,54,69]. It is given as:

Cv = σs/S (4)

σs and S represent, respectively, the standard deviation and the mean spacing. When
Cv ≈ 1, the fractures intersected by the scanline are distributed randomly. When Cv < 1,
fractures are more regularly spaced, while Cv = 0 represents uniformly spaced fractures,
and Cv > 1 indicates fractures that are more irregularly spaced. Each Cv value can provide
information about the degree of fracture clustering [26].

The heterogeneity of fracture distribution based on cumulative distribution has also
been quantified using the V′ statistic of [70], applied to structural geology by [20,30,31]. In-
deed, the heterogeneity of distribution of the fractures and associated parameters (aperture,
spacing, thickness, etc.) may be characterized from the cumulative frequency using the
method described by [70]. Then, V′ is defined as the measure of the heterogeneity within
the scanline, which is given as:

V′ = |Dmax| + |Dmin|/A (5)

Dmax and Dmin are the cumulative frequency at that point if the fracture parameter
was uniformly distributed [30]. Dmax and Dmin are positive and negative respectively. A is
the total cumulative frequency of the analyzed parameter. In the present study, the V′ will
be used on aperture parameter in order to evaluate the strain heterogeneity. This strain
heterogeneity depends on the amount of displacement (aperture or heave) and the spatial
distribution of the fractures [31]. Analogical tests have been illustrated by Putz-Perrier
and Sanderson [31] for two examples of the same population of extensional fractures, with
different spatial arrangement, but with same strain. They obtained a fracture network
uniformly distributed for the first example, and strongly clustered for the second one. Then,
aperture parameter helps us to better characterize the degree of heterogeneity of every
analyzed area. A perfect regular fracture distribution produces a V′ ≈ 0 as fracture sizes
decrease, while the maximum heterogeneity of fractures distribution would produce a
V′ = 1 value. For further explanations, see Putz-Perrier and Sanderson [31].

3.4. Fracture Density P10

The position and spacing of a set of fractures are considered whatever of their type
(e.g., normal, reverse, etc.) [20]. A scanline normal to a set of fractures would intersect N
fractures (number of fractures) over a length. The fracture density (P10) is defined as the
number of fracture intersections (N) per unit length (L) [58], following:

P10 = N/L (6)
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3.5. Cumulative Frequency Diagrams

The spacing distribution and arrangement were analyzed by using cumulative fre-
quency. As recommended by [20,26], stick plots were used, in which the location of each
fracture intersected by the scanline is mentioned. This allows to better visualize the frac-
ture distribution. Furthermore, a plot of cumulative frequency versus distance along the
scanline (from the beginning to the end) was used, in which P10 is proportional to the
slope of the cumulative curve. The cumulative plot is normed by the maximum value,
expressed in percentage (%) and it always starts at the origin (0, 0) and ends at (dN − d1),
(N − 1). The parameters d1 and dN represents respectively the first and the last fracture.
The cumulative frequency (%) against distance along the scanline provides a rapid visual
comparison between datasets for each scanline and between those scanlines whatever their
lengths [71].

4. Results
4.1. Description of Fracture Systems Acquired from NH Range

The studied outcrops reported in the Figure 2 were distributed homogenously within
the entire central part of the NH (CBS). The structural position of each outcrop is
described below.

4.1.1. Fieldwork Scanlines

The fracture network parameters were compiled from the field (Figure 2). The mea-
surements were performed within OT1 using a scanline 1 (SL1 orientated N010) of 13.45 m
length (Figure 4a), intersecting a total of 324 fractures, with a mean space of 0.04 m (Table 1).
The orientation, spacing and aperture data were acquired along two scanlines with different
orientations in OT2 (Figure 4b,c). The SL2a (orientated N160) of 7.5 m length intersected
109 fractures, with a mean space of 0.07 m, while the SL2b (orientated N070) of 1.64 m
length intersected 37 fractures, with a mean space of 0.04 m. Within OT3, the fracture
spacing and aperture were also acquired along two different orientation scanlines: SL3a
and SL3b orientated N055 and N160 respectively (Figure 4d). Both scanlines intersected
respectively 31 and 47 fractures, with a mean space of 0.03 and 0.06 m.

Table 1. Characteristics of the fractures acquired from each studied outcrop, along the scanlines. Outcrop 1 to 3 (without
asterisk) show the characteristics of the fractures acquired directly from field scanlines. Outcrop 4 to 8 (with asterisk)
show the data extracted from aligned photographs using Metashape Software v.1.6.5, with a virtual scanline. For each
outcrop, number of scanlines are indicated with: Number of fractures intersected, orientation and length of scanlines, mean
fractures space, density (frac/m), coefficient of variability (Cv), and V′ statistic fom [70]. The proximity to the major faults is
mentioned. Mean spacing and Cv are computed with Terzaghi correction. Sgmt: segments.

Outcrop SL Number of
Fractures

Proximity to Major
Fault Segments

SL
Orientation Length (m) Mean

Spacing (m)
Density
(frac/m) Cv V′

(95%)

1 SL1 261 10 m to SDVFZ sgmt N010 13.45 0.04 19.4 1.2 0.29

2
SL2a 80 Crosscut by SDVFZ sgmt N160 7.50 0.07 10.6 14.4 0.42
SL2b 32 Crosscut by SDVFZ sgmt N070 1.64 0.04 19.5 1.1 0.50

3
SL3a 27 40 m to SDVFZ sgmt N055 0.85 0.03 31.8 0.7 0.32
SL3b 38 42 m to SDVFZ sgmt N160 4.50 0.06 8.4 1.7 0.57

4 *
SL4 28 6 m to SDVFZ sgmt N163 0.80 0.02 42.1 0.82 /
SL5 46 6 m to SDVFZ sgmt N073 1.72 0.04 26.7 0.84 /

5 *
SL6 26 4 m to SDVFZ sgmt N074 1.50 0.05 17.2 0.93 /
SL7 31 4 m to SDVFZ sgmt N157 0.70 0.02 44 0.89 /

6 * SL8 171 Crosscut by SDVFZ
sgmt and thrust fault N020 109 0.64 1.55 3.22 /

7 * SL9 188 Crosscut by SDVFZ sgmt N132 82.22 0.5 2 3.26 /

8 * SL10 258 Crosscut by SDVFZ
sgmt and thrust fault N154 97.50 0.4 2.66 1.67 /
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4.1.2. Virtual Scanlines

The fracture variability analysis was further conducted by creating, fracture maps
with a resolution of 2 × 10−4 m, OT4 and OT5. OT4 is sized 1.7 m per 1.6 m and is located
in the granitic facies close to the SDVFZ segments (Figure 4e). Two scanlines: SL4 and
SL5, orientated, respectively, N163 and N073, were traced perpendicular to each other in
order to intersect the maximum number of fractures and avoid angular bias (e.g., [26]). In
total, 28 fractures were intersected along SL4 of 0.80 m length, with a mean space of 0.02 m.
Regarding the SL5, 46 fractures were intersected, with a mean space of 0.04 m (Table 1).
OT5 is sized 1.8 per 1.7 m and is also located in the granitic facies, close to the SDVFZ
segments (Figure 4f). Here again, two scanlines: SL6 and SL7 were traced, orientated
respectively N074 and N157. They intersected, respectively, 26 and 31 fractures. The mean
spacing is of 0.05 and 0.02 m for SL6 and SL7, respectively.

To perform the fracture variability study in 1D, three photogrammetric models local-
ized only in the granitic facies were added to the present work. They are located close to
the major fault segments. The fractures extracted from these models ranged from 10−2 to
20 m in length.

The drone photogrammetric model displayed in OT6 is sized approximately 110 per
45 m (Figure 4g); 171 fractures were traced and are intersected by the SL8. Note that OT6
presents various lithologies including granitic rocks, gneiss, gabbro, and sedimentary rocks.
This may influence the spatial variability of the fractures in this area, as it will be discussed
below. The drone photogrammetric model presented in OT7 is sized approximately 82 per
45 m. In this model, 188 fractures were traced and intersected by the SL9 (Figure 4h).
Finally, drone photogrammetric model displayed in OT8 is sized approximatively 100 per
25 m. In total, 258 fractures were traced and intersected by SL10 (Figure 4i).

4.2. Fracture Orientation Distributions

The data acquired from scanlines in the central part of the NH show a heterogenous
fracture distribution. SL1 is located near (around 10 m) a SDVFZ major segment (bold black
line in Figure 2b), which acts following dextral strike-slip movement. Several lineaments
are identified from the high-resolution field mapping, striking E/W (GFZ signature) to
NW/SE (SDVFZ signature). From the SL1, the mean fracture orientations (µ) are striking
N026, N062, N092, N130, and N171 (Figure 5a, Table 2). Fracture abundances for each
fracture set are characterized by a slight dominance of the N062 and N092 fracture set
with, respectively, 21% and 37% (Table 2). N026, N130, and N171 fracture sets represent,
respectively, 17%, 15%, and 10% of the whole fracture set. Then, NE/SW trend appears at
outcrop scale and is equivalent to E/W fractures in term of density. However, SL2a crosscut
by SDVFZ major segment and close to thrust fault (Figure 2b), and a significant difference
was observed in terms of fracture abundance with respectively 80 fractures in comparison
with SL1 (261 fractures). The most recorded fracture sets are striking N014, N025, and
N102 with, respectively, 18%, 46%, and 27%. The other fracture sets do not exceed 10%
(Figure 5b, Table 2). N152 is the most dominant fracture orientation highlighted along the
SL2b, representing 38%. N003 and N112 both represent 31% (Figure 5c, Table 2). Both
SL3 scanlines are located far from the influence of the SDVFZ segments, thrust faults and
sinistral strike-slip faults (Figure 2b). Then, SL3a, much smaller in length, intersected three
fracture sets: N077, N098, and N135 with, respectively, 49%, 25%, and 26% abundances
(Figure 5d, Table 2). Three fracture sets were also highlighted from the SL3b striking N040
(24%), N081 (65%), and N150 (11%). The orientations of fractures detected in SL3 scanlines
are less heterogenous than in SL2 and SL1. The structural position of SL3 far from major
faults (around 40 m in distance) very likely impacts the fracturing at outcrop scale.
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Figure 5. Fracture orientation distributions of the NH studied outcrops (a–l). (a–e) The fracture
orientation distributions are represented into Schmidt canvas, lower hemisphere because they contain
strike and dip measurements. (f–l) Fracture orientation distributions are represented by rose diagrams
because they contain only dip direction measurements. Each direction rose diagram of direction is
expressed with classes of 5◦. The dashed lines indicate the direction of the scanline. n: Number of
data. See legend in the figure for colors.

Regarding the virtual scanlines, the structural position of SL4 (OT4 orientated N163)
and SL5 (orientated N073) is the same as SL1. Indeed, both scanlines are located near
SDVFZ major segment (around 6 and 4 m in distance, respectively), highlighted by domi-
nance of NW/SE and E/W structures. SL4 intersected much less fractures in comparison
with the perpendicular SL5 (Table 1). SL4 displayed three fracture sets striking N034 (34%)
and N086 (53%), and N123 (13%), while SL5 highlighted five fracture sets striking: N001
(39%), N018 (12%), N040 (14%), N113 (9%), and N144 (26%) (Figure 5f,g, Table 2). SL6 and
SL7 orientated, respectively, N074 and N157, acquired from OT5, showed a heterogeneous
fracture set, and are located near SDVFZ segments (4 m distance). Indeed, SL6 highlighted
three fracture sets striking N004, N100, N161 with, respectively, 35%, 49%, and 16%, while
SL7 highlighted N053, N087, and N116 fracture sets with, respectively, 13%, 81%, and
6% (Figure 5h,i, Table 2).
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Table 2. Output parameters obtained from the MvM distribution fitting to fracture orientation data.
Each scanline dataset was analyzed separately. Each simulation provides the number of fracture
sets with their corresponding mean orientation µ (◦), kappa (κ) which corresponds to the orientation
variance around the mean, and weight (ω) corresponding to the proportion of each fracture set. Cv:
Coefficient of variability.

Number of
Fractures in

Each Set
Parameters

Number of
Fractures in

Each Set
Parameters

µ (◦) k ω (%) Cv µ (◦) k ω (%) Cv

SL1 SL5

44 N026 5.07 17 1.03 18 N001 44.83 39 0.79

55 N062 11.30 21 0.53 6 N018 57.7 13 0.79

97 N092 5.73 37 1.44 6 N040 31.58 13 0.86

39 N130 6.77 15 1.43 4 N113 4.95 9 0.74

26 N171 5.11 10 1.37 12 N144 15.13 26 0.95

SL2a SL6

14
35
8

18
5

N014
N025
N050
N102
N143

27.98
1.19
29.67
4.21
8.91

18
46
8
27
1

1.97
1.67
1.26
1.12
1.35

10
13
4

N004
N100
N161

23
6.91

29.66

35
49
16

0.54
1.35
0.83

SL2b SL7

10
10
12

N003
N112
N152

11.4
0.09
18

31
31
38

1.05
1

0.9

4
22
5

N053
N087
N116

3.54
46.2
33.5

13
81
6

0.88
0.83
0.84

SL3a SL8

13
6
8

N077
N098
N135

12.06
14.22
14.1

49
25
26

1.07
0.6
0.8

54
61
54

N058
N090
N132

10.09
21.05
3.1

32
36
32

1.3
3.45
2.82

SL3b SL9

9
25
4

N040
N081
N150

4.57
5.05
1.47

24
65
11

1.23
1.23
1.04

34
46
15
38
38

N029
N060
N096
N132
N176

7.17
10.45
6.25
9.85
5.38

20
27
9

22
22

2.97
1.93
3.83
2.31
2.62

SL4 SL10

11
18
5

N034
N086
N123

2.18
11.4
11

34
53
13

0.82
0.85
0.7

8
18
189
44

N004
N040
N091
N118

75
75

43.23
35.3

3
7

73
17

0.81
1.68
1.7

1.35

Crosscutting the NW/SE thrust faults (in red lines, Figure 2b) and SDVFZ segment
faults (in black bold lines, Figure 2b), the OT6 to OT8 displayed heterogeneous fracture
orientation distribution from scanline measurements. SL8 scanline acquired within OT6 is
characterized by a special geological setting. Indeed, compressional structures like thrust
faults crosscut this outcrop (Figure 2b), close to the Canadian Club Wash (Figure 1c). SL7 is
however crosscut by 2 SDVFZ major segments. Regarding the orientation distributions,
SL8 of 109 m length, orientated N020, recorded three fracture sets, striking N058, N090, and
N132 with an equivalent fracture abundance (between 32% and 36%) (Figure 5j, Table 2).
However, five fracture sets were highlighted from SL9, striking N029 (20%), N060 (27%),
N096 (9%), N132 (22%), and N176 (22%) (Figure 5k,l). SL10 recorded N004 (3%), N040 (7%),
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N091 (73%), and N118 (17%) fracture sets. This scanline crosscut a thrust fault and several
secondary SDVFZ segments (Figure 2b).

4.3. Spatial Distribution of Fractures

The spatial organization of fractures was highlighted from scanlines, whatever the
fracture orientation, and is summarized in Table 1. In addition, the spatial organization
was also studied following the fracture orientations in order to determine the impact of
some regional directions on the NH structural organization.

From SL1, fracture density (P10) and Cv are around, respectively, 19.4 frac/m and 1.2,
indicating a random fracture distribution. Equivalent P10 and Cv were measured from
SL2b with, respectively, 19.5 frac/m and 1.1, also indicating a random distribution. While
SL2a recorded a P10 of 10.6 frac/m and Cv of 14.4, indicating a less abundant and highly
clustered fracture system. Values of P10 of 31.8 and of 8.4 frac/m, Cv of 0.7 and 1.7 were
highlighted from SL3a and SL3b, respectively, (Table 1), indicating very abundant fractures
with a random distribution.

Three different spacing organizations were identified from fracture sets in SL1 (Table 2):

• Fractures distributed randomly in fracture set N026 with Cv = 1.03;
• Fractures uniformly spaced in fracture set N062 with Cv = 0.53;
• Fractures more irregularly spaced or clustered in fracture sets N092, N0130, and N171

with, respectively, Cv = 1.44, 1.43, and 1.37.

The fracture distribution presented in Figure 6 shows the layout of fractures and their
location along each scanline. For SL1, the fracture distribution is showed using a cumulative
frequency plot against the position of fractures along the scanline for each fracture set
(Figure 6a). Two major trends are distinguished: (1) Regular fracture distribution from the
beginning to the end of the scanline especially for fracture sets N026 and N171 (respectively
in black and orange colors with diamond and square symbols in Figure 6a); and (2) a regular
fracture distribution at the beginning, then clustered (increased frequency), followed by
another regular distribution at the end for fracture sets N062, N092, and N130 (respectively
in red, green and purple colors in Figure 6a). Three fracture clusters having a slope higher
than 2 are highlighted in N062 fracture set, around 5.5, 8, and 10 m (Figure 6a), highlighting
a clustered spacing. Note that, this slope corresponds to the shape of the cumulative
frequency compared to the uniform distribution highlighted in the plots below (Figure 6).
The cumulative frequency plot highlighted one fracture cluster around 12–13 m in the N092
fracture set. Within the N130 fracture set, two fracture clusters are characterized around
3–4 and 10 m.

SL1 is in moderate deformation zone, affected mainly by SDVFZ major segment
and some E/W fault segments. The position of SL1 close to SDVFZ major segment,
trending NW/SE creates these irregularities in fracture distribution. Indeed, the NW/SE
(N130) fracture set is one of the most clustered fracture sets. The intermediate (in term of
length) E/W segments shown in the Figure 2b have a strong impact on N092 fracture set
distribution, making it the more clustered distribution with Cv = 1.44.

A high fracture density is observed in the central part of the SL2a profile (Figure 6b).
Indeed, five fracture clusters were identified in which the fracture density is increased
around 3–4 m in N143 fracture set (purple color in Figure 6b), 4.5 m in N014 and N025
fracture sets (black and orange colors, respectively, for N014 and N025 in Figure 6b), and
around 6 m in N014 and N050 fracture sets, displayed, respectively, in black and red colors
for N014 and N050 in Figure 6b. The SDVFZ crosscuts the SL2a profile and introduces
some irregularities in fracture distribution since the beginning, mainly in N143 and N014
fracture sets, highlighting then an anisotropy following some directions.
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Figure 6. Cumulative frequency diagram along each scanline and following each fracture set (in colors). Plot of cumulative
frequency expressed in % versus distance along scanline for: (a) SL1, (b) SL2a, and (c) SL2b. Dashed lines indicate a potential
cluster for each fracture distribution, indicating a rapid increase in the number of fractures with slope threshold > 2. The
diagonal line in each plot of cumulative frequency defines a uniform or regular distribution. Visual location of fractures
expressed in stick plots for each fracture set distribution, highlighting the fracture position along the scanline, including the
fracture density (P10) and the coefficient of variation (Cv) values. The structural position is done in each diagram. See the
color legend for the orientation of fracture sets.
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Fractures intersected by the SL2b are distributed randomly whatever the direction
with Cv close to 1 (Table 2). N098 and N0135 fracture sets intersected by SL3a displayed a
Cv of 0.6 and 0.8, indicating a uniform spacing organization, while Cv of 1.07 measured
from the N077 fracture set indicates a clustered organization. However, the beginning
and the end of the SL2a profile showed a regular fracture distribution. Along SL2b, a
random fracture distribution was observed whatever the fracture orientation with Cv
around 1 (Figure 6c). Three fracture clusters are, however, detected within N003, N112, and
N152 fracture sets (displayed respectively in black, green, and purple colors), respectively,
around 0.4–0.6, 0.8–1, and 1.2 m (Figure 6c).

A regular fracture distribution was highlighted within fracture orientations N098 and
N135 along SL3a profile, with Cv of 0.6 and 0.8, respectively (Figure 7a). For N077 fracture
set (red color with triangle symbol), a clustered distribution was shown with two fracture
clusters around 0.3–0.4 and 0.7–0.8 m. However, along SL3b scanline profile, one fracture
cluster which corresponds to an increase in fracture density was shown around 2 and
2.25 m, respectively, in N040 and N150 fracture sets (respectively in red and purple colors
in Figure 7b). Only three fracture clusters were identified around 1.5, 2.5–3, and 4 m in
N081 fracture set (green color). A regular fracture distribution was characterized outside
these fracture clusters. Located away from major fault segments, around 40 m distance, the
SL3a and SL3b profiles displayed a very poor fracture system organization and fracture
density. In addition, these profiles are in a moderate deformation zone, which can impact
drastically the fracture distribution and density. Boudinage structures and brittle shearing
are not observed within this area.

OT4 and OT5 are in a moderate deformation zone, affected mainly by SDVFZ major
segment and some E/W fault segments. From virtual scanlines, three fracture sets were
recorded in SL4. The N034 fracture set highlighted one fracture cluster around 0.5–0.6 m
(red rectangle in Figure 8a). However, four fracture clusters were highlighted at the
beginning and at the end of the SL4 profile within N086 fracture set (green color with
cross mark symbol in Figure 8a), around 0.01, 0.25, 0.65, and 0.7–0.8 m. The rest of the
intervals are characterized by a regular fracture distribution. The SL5 scanline recorded
five fracture sets and are characterized by a regular fracture distribution whatever the
fracture set (Figure 8b). An increased fracture density is identified within the N001 fracture
set (black color) around 0.7 and 1.2 m.

Fractures detected within SL6 are mainly distributed regularly for N004 and N161
fracture sets (displayed respectively in black and purple colors in Figure 8c), with Cv of
0.88 and 0.84, respectively. Cv of 1.35 was, however, computed from the N090 fracture
orientation (green color with cross mark symbol, Figure 8c), indicating highly clustered
fractures. Then, one fracture cluster was identified around 0.5–0.6 m (Figure 8c). The three
fracture sets striking N053, N087, and N132 are recorded mainly with fractures regularly
distributed along the SL7, with Cv ranging from 0.83 to 0.84 (Figure 8d). Two fracture
clusters are then identified within the N087 fracture set (green color with cross mark symbol
in Figure 8d) around 0.5 and 0.6–0.7 m.

The influence of the regional directions was observed on E/W fractures orientation,
with a higher density and clustering within this fracture set (Table 2). However, the NW/SE
direction is less expressed in comparison with SL1 and SL2. The small length of OT4 and
OT5 scanlines may influence the result and then introduce some bias to the analysis.
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Figure 7. Cumulative frequency diagram along each scanline and following each fracture set (in colors). Plot of cumulative
frequency expressed in % versus distance along scanline for: (a) SL3, and (b) SL3a. Dashed lines indicate a potential cluster
for each fracture distribution, indicating a rapid increase in the number of fractures with slope threshold > 2. The diagonal
line in each plot of cumulative frequency defines a uniform or regular distribution. Visual location of fractures expressed in
stick plots for each fracture set distribution, highlighting the fracture position along the scanline, including the fracture
density (P10) and the coefficient of variation (Cv) values. See the color legend in Figure 6.

Near the Canadian wash (see Figure 1c for location), OT6 is located close to the highly
deformed zone (for location, see Figure 2). Two major faults crosscut this outcrop: SDVFZ
major fault segment and thrust fault. SL8 intersected three fracture sets with a high fracture
density interval (Figure 9a). Three fracture clusters were identified in N058 fracture sets,
respectively, around 10–20, 40, and 75 m (red color with triangle symbol legend, Figure 9a).
The fracture clusters in N090 fracture set (green color with cross mark symbol, Figure 9a)
are around 40, 50–60, 75, and 80 m. Finally, within N132 fracture set (purple color with
strikethrough cross, Figure 9a), two fracture clusters comprised between 10–15 and 50–70 m
were identified. We are fully aware that the canyon presents a complex structuration due
to various lithologies and the overprinting faults.
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Figure 8. Cumulative frequency diagram along each scanline and following each fracture set (in colors). Plot of cumulative
frequency expressed in % versus distance along scanline for: (a) SL4, (b) SL5, (c) SL6, and (d) SL6. Dashed lines indicate a
potential cluster for each fracture distribution, indicating a rapid increase in the number of fractures with slope threshold > 2.
The diagonal line in each plot of cumulative frequency defines a uniform or regular distribution. Visual location of fractures
expressed in stick plots for each fracture set distribution, indicating the fracture position along the scanline, including the
fracture density (P10) and the coefficient of variation (Cv) values. The structural position is done in each diagram. See the
color legend in Figure 6.
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Figure 9. Cumulative frequency diagram along each scanline and following each fracture set (in colors). Plot of cumulative
frequency expressed in % versus distance along scanline for: (a) SL8, (b) SL9, and (c) SL10. Dashed lines indicate a potential
cluster for each fracture distribution, indicating a rapid increase in the number of fractures with slope threshold > 2. The
diagonal line in each plot of cumulative frequency defines a uniform or regular distribution. Visual location of fractures
expressed in stick plots for each fracture set distribution, showing the fracture position along the scanline, including the
fracture density (P10) and the coefficient of variation (Cv) values. See the color legend in Figure 6.
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Additionally located in the highly deformed zone, SL9 is crosscut by two SDVFZ
major segments. Several fracture clusters are observed as following (Figure 9b):

• N029 fracture set with one fracture cluster identified around 20 m;
• N060 fracture set with four fracture clusters characterized around 20, 42, 47, and 80 m;
• N096 fracture set with one fracture cluster identified around 15–20 m;
• N132 fracture set with five fracture clusters identified around 15–20, 35, 40–45, 55,

and 80 m;
• N176 fracture set with four fracture clusters identified around 20, 25, 35–40, and 55 m.

SL10 scanline crosscuts several secondary SDVFZ segments and a thrust fault, in
moderate deformation domain. A regular distribution of fractures was encountered in
N004 fracture set (black color with diamond symbol legend in Figure 9c). Three fracture
clusters were detected around 30–40, 55–65, and 80–90 m in N040 fracture set (data in red
with triangle symbol legend, Figure 9c), while in N091 fracture set, the fracture clusters are
around 10–20, 28, 40, 60–70, and 90 m (green color with cross mark symbol, Figure 9c). The
E/W and NE/SW fractures orientations are more expressed in terms of fracture density
which can be enhanced by the position of the major faults in this area.

4.4. Fracture Aperture Distribution

The heterogeneity of the fractures distribution and associated parameters (e.g., aper-
ture, spacing, etc.) can be determined using the Kuiper’s method [20,30,31,70]. In this
study, the V′ is used to better precise the degree of heterogeneity of aperture distribution
along scanlines. V′ values are summarized in Table 1 for only data acquired from the
fieldwork. Confidence interval of 95% was used to compile V′. Then, a cumulative aperture
was plotted against fracture location along the scanline (Figure 10). Application of the
Kuiper test shows V′ = 0.29 for SL1, meaning that the apertures are distributed randomly
(Figure 10a). For SL2a and SL2b, V′ is, respectively, 0.42 and 0.50 despite the difference in
term of scanline length and orientation (Table 1, Figure 10b,c). These values indicate that
the apertures are distributed randomly along each scanline. The same result of aperture
distribution is shown along the SL3a and SL3b (Figure 10d,e), with V′ of 0.32 and 0.57,
respectively. The fracture aperture distribution is more heterogeneous in SL3b and SL2b,
than in SL1, SL2a, and SL3a.

The possibility of any correlation between the fracture orientation and the aperture
was tested using a plot of aperture against fracture set for each scanline (Figure 11). The
mean fracture aperture in SL1 is about 2.5 mm and, therefore, lower than in fractures of SL2a
and SL2b at, respectively, 2 and 1.7 mm. In SL1, the widest fracture apertures are around
10 mm, and occurred in fractures orientated N092 (Figure 11a). The most common observed
fractures in the field were affected by mineralization of carbonates mostly (Figure 12). The
widest fracture apertures detected in fracture orientation N092 are classified as fully sealed
by carbonates (Figure 12a). In SL2a, the maximum fracture aperture is also 10 mm and
belongs to the N050, N150, and N170 striking sets (Figure 11b). The widest fracture
apertures are classified as fully sealed by carbonates and oxides (Figure 12a,b). In SL2b,
the maximum fracture aperture does not exceed 8 mm, and occurred in fractures striking
N009 and N090 (Figure 11c) and classified as fully sealed by carbonates and oxides.
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Figure 10. Plot of the sum of all apertures (cumulative fracture aperture) intersected along a scanline to show V′ for
(a) SL1, (b) SL2a, (c) SL2b, (d) SL3a, and (e) SL3b. The diagonal of each plot (black line) represents the uniform distribution
linking the origin to the cumulative aperture to the end of the scanline (for further explanations, see [20,30]). Dmax and
Dmin correspond to the maximum and minimum difference between the cumulative aperture and the uniform strain line,
respectively. V′ quantifies the heterogeneity of the strain distribution, varying from 0 (uniform distribution) to 1 (maximum
possible hetrogeneity).

228



Geosciences 2021, 11, 520

Figure 11. Half circular diagram showing the relation between fracture strike and apertures. (a) SL1, (b) SL2a, (c) SL2b,
(d) SL3a, and (e) SL3b. Apertures from SL4 to SL10 are not available. Rose diagram scaled for mean aperture with classes
of 5◦.

Figure 12. Illustration of the observed fractures observed in the field, mostly affected by mineralization. (a) Picture taken
near OT6 illustrating veins fully sealed by carbonates. (b) Picture taken near the Canadian Wash illustrating open and
partially open fractures. The carbonates are ubiquitous following SDVFZ trend (i.e., NW/SE). The fractures striking E/W
have been observed with a wider aperture and were filled by barite and oxides.
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The mean fracture aperture in SL3a and SL3b is about 0.9 and 2.8 mm, respectively.
The maximum fracture apertures are around 10 mm. They occur in fractures striking N162
and N150 for SL3a and SL3b, respectively (Figure 11d,e). The maximum fracture apertures
identified in SL3a occurred in fractures classified as partially open (Figure 12b), while in
SL3b, the maximum fracture apertures occurred in fractures classified as fully sealed by
carbonates and oxides. The fracture aperture distribution are more heterogenous in SL3b
than in SL3a, in which apertures are generally lower than 2 mm.

As a summary, the distribution of the apertures in the central part of NH is ruled
by a random behavior. Regarding the relationship between apertures and the orienta-
tions, an anisotropy was observed following E/W trend, which presents fractures with a
wider aperture.

5. Discussion
5.1. Representativness of the Fieldwork and Virtual Scanlines

The present study covers a sampled fracture network from fieldwork and virtual
scanlines obtained from photogrammetry. The moderate linear density compiled from
the virtual scanlines, especially in SL8, SL9, and SL10, does not exceed 3 frac/m. The
highest linear density is detected in SL4 and SL7 with, respectively, 42.1 and 44 frac/m.
From fieldwork scanlines, the linear densities ranged between 8.4 frac/m in SL3b and
31.8 frac/m in SL3a.

Regarding the sampling resolution, in case of virtual scanlines, the shorter fracture
measurement is around the decimeter to meter and depends on the photogrammetric
image resolution, while in the case of fieldwork scanlines, the measurement resolution is
around the millimeter. The difference in resolution strongly impacts the fracture density
and its representativeness. The low density of the fractures detected from virtual scanlines
might not be fully considered as representative of the whole granitic rock. However, it is
very useful in zones with difficult access.

In the case of sampling in 1D, a scanline perpendicular to the fractures will detect a
maximum of sub-set of all fractures. Then, the probability that a fracture is detected within
a scanline is proportional to the fracture surface area [72]. In basement rocks, fractures
that span the sampling study area limits whatever its lengths and heights will reflect 3D
sampling. The same case is observed in sedimentary rocks when fractures span the layers
and the limits of the studied area [72].

5.2. Consistency of the Recorded Fracture Sets

The main dominant orientations recorded from the different scanlines displayed in the
central part of the NH highlight the fact that NH geometry is controlled by NE/SW, E/W,
and NW/SE trends (Figure 13). From fieldwork scanlines, the E/W and NW/SE fracture
sets are the most consistent orientations whatever the scanline. The N/S, NNE/SSW, and
NE/SW fracture sets are only recorded in the SL1 and SL2a fieldwork scanlines (Figure 13).
SL2b, SL3a, and SL3b detected mostly E/W and NW/SE directions with a heterogeneous
recording (Figure 13). The E/W is the most dominant trend within SL3b, while the
NW/SE trend dominates within SL2b, and constitutes the second and third dominant
fracture sets within SL3a and SL3b, respectively. The variability in fracture orientation
may be related to the influence of the major faults. Indeed, as showed in Figure 2, the
position of SL1 and SL2a close to the SDVFZ segment interfering with the thrust fault
induces an additional complexity in the structural signature. As mentioned before, a clear
overprinting has been recognized between primary SDVFZ and syn-kinematic dextral
strike slip faults related to the transcurrent movements followed in time by compressive
structures. Thrusting is postdating the activity of the SDVFZ, and it is tempting to relate
the thrust structures to activity along the frontal termination of GFZ which acts with a
sinistral strike slip movement.
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Figure 13. Plot displaying the mean orientation with arrows of each collected fracture set from NH
scanlines. Each arrow was characterized by its own length, which corresponds to the fracture set
abundance. The horizontal line above each arrow corresponds to the standard deviation of each
fracture set, using an interval of confidence of 75% (see [68] for more explanations). Each color arrow
corresponds to a fracture set. Orange arrow: NNE/SSW fracture set, red arrow: NE/SW fracture set,
green arrow: E/W fracture set, yellow arrow: NNW/SSE fracture set, purple arrow: NW/SE fracture
set, and black arrow: N/S fracture set.

In the southern end of the NH central area, E/W trending structures showing evi-
dences of compression again possibly related to GFZ activity are even clearer.

Regarding the fracture orientations highlighted from the virtual scanlines, a repro-
ducible and consistent NE/SW, E/W, and NW/SE fracture sets are encountered (Figure 13).
The GFZ is confirmed as a major fault which influences the NH geometry and induces
the E/W fractures which are more expressed in SL4, SL6, SL7, SL8, and SL10. According
to Chabani et al. [25], who describe the spatial organization of a NH fracture network at
different scales from 2D maps and previous works [47–49,73], the compression episode at
the southeastern end of the NH and at the front of the Avawatz mountains plays a key role
in the increase of the fracture intensity in the central domain of NH, and can explain the
consistency of the E/W direction in the whole internal NH domain.

The NW/SE direction is the second most reproducible direction recorded along the
internal part of NH (Figure 13), related to SDVFZ activity, which acts with a dextral move-
ment. This direction is more expressed especially near the Canadian wash, where the de-
formation is important, following a second order scale as described by Chabani et al. [25].
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The N/S and NE/SW fracture sets are also highlighted from the virtual scanlines but
are less consistent than the E/W and NW/SE directions. These directions are heterogeneous
with more than 25◦ (dispersion of the mean orientation) of variability in case of the NE/SW
fracture set (Figure 13). These trends are highly dependent on the scale of observation and
have no influence on the NH geometry [25].

As mentioned before, a recent study by Chabani et al., [25] revealed the same influence
of the E/W and NW/SE fracture sets in the central part of NH. Indeed, E/W and NW/SE
trends control the NH geometry within the third and fourth order scale. In addition, the
major faults played a key role in the fracture density increase following different areas
inside the central part of NH. The gradient of deformation shown in Klee et al. [34] and
Chabani et al. [25] induced fracturing notably near OT6 and OT7, in which the strain
gradient is the highest.

5.3. Clustering of Fractures in Central Part of NH

Figure 14a highlighted the Cv for the relative spaces between adjacent fractures for
each studied scanline, by plotting the values against the overall fracture intensity. This
correlation helps to better compare the Cv values and assess the spatial organization of
the fractures. A large range of behaviors were observed. A regular spacing distribution
(Cv < 1) was highlighted especially from SL3a, SL4, SL5, SL6, and SL7 (Figure 14a, Table 1).
However, a more clustered distributions (Cv > 1) was observed in the SL1, SL2a, SL2b,
SL8, SL9, and SL10. This large variation is probably related to the prominent influence
of the thrust faults and the SDVFZ major segments close to SL8, SL9, and SL10, and
only the influence of the SDVFZ major segments in the case of SL1 and SL2 profiles.
However, the location in moderate deformation zone and away from major faults of SL3
scanlines highlight the absence of any organization in the fracture systems. They confirm
the key role of the structural heritage (regional directions) in fracture patterns at outcrop
scale. Recent study by Franklin et al. [74] highlighted and confirmed that the clustered
spacing distribution is pronounced at the outcrop scale and is related to the influence of
the major faulting.

From all the analyzed datasets, note that the outcrops with the greatest numbers of
fractures are most usually characterized by random patterns. This observed relationship
could be interpreted as the result of the increasing spatial heterogeneity of the fracture
pattern with increasing strain. In that case, OT6 to OT8 highlighted that the greatest number
of fractures, the fracture density, and the strong clustering within fracture sets can be related
to the intensity of deformation in this area and the proximity to the SDVFZ major segments
and thrust faults. Indeed, the new geological map displayed in Figure 2b highlighted
a stacking of the Crystal Spring series, intruded by the Mesozoic granite. In addition,
the thickness of Crystal Spring series was reduced, as they were dragged, and stretched
laterally against the granite due to the SDVFZ activity, especially in OT6 to OT8 areas.
This intense deformation affected the entire NH range with local evidences of extreme
shearing. However, we are aware that the presence of several different lithologies with
varying competences within OT6 may bias the fracture distribution and its interpretation.
In addition, the structural architecture of this area is the most complex within NH range
as it includes overprinting deformation phases. A future publication dedicated to these
overprinting issues is in preparation.
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Figure 14. (a) Coefficient of variability (Cv) plotted against fracture intensity (P10) of the NH studied
outcrops. SD: Standard of deviation of spacing measured from each scanline; mean: Mean spacing
measured from each scanline. (b) Coefficient of variability (Cv) plotted against fracture number
normalized by the scanline length.

Another approach approved by Hooker et al. [30] consists of cross-examining the low
number N of datasets. Cv values are commonly indistinguishable from random for low-N
sets. Then, Cv increases with increasing fracture abundance (Figure 14b). This observation
reflects an increase in fracture clustering with fracture abundance only in case of fracture
sets detected from virtual scanlines (SL8, SL9, and SL10, Figure 14b). In case of fractures
detected from fieldwork scanlines, the trend is more unclear since the Cv evolution is still
comprised between 0.5 and 1.5, whatever the fracture abundance (Figure 14b). Once again,
the proximity to major faults in case of SL8, SL9, and SL10 may play a key role in the
fracture patterns growth. For SL1 to SL7, the fracture organization may be perturbed by
the abundance of the E/W facture orientation, which can increase drastically the fracture
abundance following E/W fracture set trend. This may be related to the scanline orientation
which cannot intersect the rest of the fracture sets. From SL1 to SL7, fracture set trending
E/W is more expressed than the rest of the sets except for SL2a, SL2b, and SL5 (Table 2).
Then, the complexity in fracture orientation recording has a strong impact on the spacing
variability and fracture patterns evolution, evolving a random state. In case of SL8, SL9,
and SL10, the fractures are distributed homogenously following the orientations outside
the fracture clusters (see Table 2 for proportion).
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Regarding the clustering, relative spacing analysis shows that fracture clusters have
been detected in the whole profiles, except for SL3 profiles, in which very few clusters were
detected (Figure 8). Clustering depends on the fracture orientation. Two major factors are
responsible for this clustering:

• Crosscutting or location close to major faults segments: This observation is supported
essentially by OT1, OT6, OT7 and OT8 fracture distribution, in which SDVFZ and
a thrust fault proximity enhance the considerably clustering and fracture density of
each fracture set.

• The deformation gradient: Based on fieldwork observations, the most deformed zone
is located close to OT6 and OT7 and strongly impacts the fracture distribution. Indeed,
the fracture density is much higher in these areas, and the fracture patterns is arranged
into clusters following E/W and NW/SE directions.

The regular spacing distribution exist whatever the analyzed direction. This observa-
tion is more highlighted within SL4, SL5, and SL7 profiles (Figure 8a,b,d). In these cases,
clustering depends on the orientation. Few fracture clusters were detected within the E/W
direction (data in green color with cross mark symbol, Figure 8).

However, the lower fracture density compiled from SL8, SL9, and SL10, due to the
sampling bias relative to the virtual scanlines, nuances the real influence of this clustering
on the anisotropy of the possible flow.

To summarize, clustering is mostly observed for scanlines orthogonal to the observed
fractures close to the major faults, such as SDVFZ and thrust faults, except for SL3 profiles
which can be biased due to their small length and their location away from major faults
(Figure 14a). In contrast, scanlines sub-parallel to the main trend of the major faults have a
rather random distribution pattern (Figure 14a).

5.4. Conceptual Model of NH Paleo Geothermal Analogue

In fractured reservoirs, the main challenge is to understand the fracture variability
from only 1D data obtained from wells. The 3D fracture networks commonly show a
strong spatial heterogeneity, related in several cases to geological features, such as faults,
folds, stress fields, or lithological trends, which impact large scale fracture networks [75].
The central part NH studied here is an appropriate case study to test these assumptions,
such as size distribution (e.g., length, spacing, aperture etc.), fracture trends record, and
the relationship between them. In the present study, the 1D measurements which can be
assimilated to synthetic well data revealed the same density results as those obtained by
2D measurements in the central part of NH. Note that, the 2D study has been published in
previous work [25] for the entire NH range. This previous study concluded that the center
part of NH is ruled by fracture networks dominated by E/W (GFZ trend) and NW/SE
(SDVFZ trend) directions. This result is also observed in this present study based on 1D
measurements. Indeed, the main dominant directions (e.g., E/W and NW/SE) are also
recorded at outcrop scale, meaning that independently of well measurement, whatever
any sampling bias and statistic uncertainties resulting from the data measurements, the
well (in case of a reservoir) or the scanline (in case of an analogue) is representative of the
heterogeneity at outcrop scale and reservoir scale.

The main directions that follow the regional trend and then control the NH geometry
are commonly characterized by clustered fractures. Close to the major faults, the fracture
network arrangement is more clustered, especially in the high strain zone near OT6, OT7,
and OT8. Then, the fracture system is marked by a strong clustering within its organization
following most of the recorded fracture sets, except for NW/SE and N/S fracture sets of
OT8. This clustering impacts the reservoir behavior in that fluid circulation is influenced by
the role of the major faults. Outside these major faults and their associated fracture clusters,
a secondary fracture network was characterized by a random distribution, which plays a
key role in the fracture connectivity leading to the fluid supply toward the fractured zone.

Evidences of fluid circulations have been identified by Klee et al. (2021a) [37] and
Klee et al., 2021b [8] through (1) the alteration processes that occurred in the whole granite
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body (propylitic and argillic), and (2) the fracture infills. Among the different natures of
fractures infills that have been identified in the granite, carbonates are omnipresent [8].
They mainly filled the fracture following the SDVFZ direction (i.e., NW/SE), which is
the main fracture orientation in the area. However, as presented above, E/W-oriented
fractures have also been observed with a wider aperture. These fractures, related to the
activity of the GFZ [25], are often filled with barite and oxides, especially at the southern
rear part of the range, close to the Avawatz Mountains. This difference of infills according
to two different fracture sets shows two different episodes of fluid circulation through the
granite body.

Furthermore, fluid–rock interactions investigations through the NH area, by collecting
samples according to profiles approaching major fault segments, have been conducted
in recent previous works [8,37]. These major segments consist of the SDVFZ segments,
the same ones considered in this present study, since we considered the same faults
interpretation in both works based on fieldwork mapping. Porosity measurements were
realized on five samples away from fracture zones and on three samples in the vicinity of
fracture zones. It aimed at evaluating a possible correlation with the amount of alteration.
The authors showed that the porosity increases with proximity to fracture zones. It is
known that alteration can create some porosity by the dissolution of primary minerals like
plagioclase and biotite. However, these studies have shown that porosity does not always
correlates with the amount of alteration. Indeed, microfracturing also creates porosity.

The argillic alteration related to hydrothermal fluid circulations through the fracture
network affects dominantly the NH granite [8,37]. During this fluid–rock interaction
process, plagioclase and biotite are replaced by secondary minerals, such as illite and
kaolinite, which crystallize between 120 and 200 ◦C [8]. Such temperatures are also
confirmed by the Kübler Index measured from the illite crystallinity. To know more
precisely the fluid temperature that has circulated, fluid inclusions measurements are
required, which will be published in the future work.

As introduced before, NH is considered as an exhumed analogue for Soultz-sous-
Forêts and Rittershoffen geothermal reservoirs. Both sites display a similar alteration and
hydrothermal activity [8,76]. For example, the reservoir volume in Soultz-sous-Forêts
is around 12 km3 [77], and is crosscut by regional faults following the second and third
orders scale according to Morrelato et al. [78] classification. The order of faults magnitude
highlighted in the central part of NH is the same as that detected in the subsurface reservoirs
at Soultz-sous-Forêts and Rittershoffen. Indeed, the second and third order scales control
the geometry of the internal part of NH [25]. Then, the reservoir volume in case of
NH paleo geothermal analogue can be equivalent to that at those of Soultz-sous-Forêts
reservoir. Furthermore, during the Rittershoffen reservoir stimulation, a repercussion has
been recorded in the Soultz-sous-Forêts reservoir and confirmed the kilometer faults orders
(personal communication).

To further characterize a geothermal reservoir, it is important to determine the geother-
mal gradient and temperature at the targeted exploitation depth. However, the geothermal
gradient in the NH context is difficult to highlight. Some additional data likely provided
by fluid inclusion micro-thermometry and stable isotope analyses are needed to determine
this gradient. In addition, it would be important to take in consideration the present-day
stress field according to their orientation, the fractures might be open or closed and thus
favorable or not to fluid circulation.

6. Conclusions

The present work is part of MEET project and focused on the NH range, considered
as a paleo geothermal reservoir analogue, which offers a general overview of the structural
organization of the fracture networks at outcrop and wider scales. This study aims at
understanding the fracture spacing variability and the distribution of fracture patterns
in granitic rocks, and the impact of the proximity of major faults on fracture distribution
and fluid circulation. In the NH case study, the fracture patterns are controlled by the
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structural heritage. This heritage results from the activity of the SDFVZ and GFZ faults,
which strongly control the geometry of the entire ranges. The evidence of fluid circulations
has been highlighted in previous studies and consist in the granite hydrothermal alteration
(propylitic and argillic), and the fracture infills. The carbonate infill is associated to the
fractures striking NW/SE (SDVFZ direction), while the barite infill is related to the fractures
striking E/W (GFZ direction). Hence, at least, two episodes of fluid circulation have
occurred within NH ranges.

From fieldwork scanlines, the main dominant trends within the central part of NH are
the NW/SE and the E/W directions, well expressed whatever the scanline. The variability
between fracture orientations was probably related to the influence of the major faults.
From virtual scanlines, NE/SW, E/W, and NW/SE fracture sets were the most consistent
orientations. However, some sampling bias previously discussed, such as the absence
of dip in case of virtual scanlines and image resolution, which can impact the fracture
detection should be reconsidered in the methodological development of the future work.

The spatial organization of the NH fracture network reveals that fracture clustering
increases with fracture abundance only in the case of fracture sets detected from virtual
scanlines (SL8, SL9, and SL10) due to the proximity of major faults. However, from
fieldwork scanlines, the correlation seems not so clear. Furthermore, clustering depends on
the strike of the fractures:

• Three configurations (uniform, random and clustered distribution) were shown for
SL1 spacing fractures: Regular distribution within N062, uniform distribution within
N026, and clustered distribution within N092, N130, and N171 fracture sets;

• For SL3a and SL6, two configurations were identified: Uniform distribution within
respectively N077 and N100 trends, clustered distribution within N098 and N135 for
SL3a, and N004 and N161 fracture sets for SL6;

• SL2b, SL4, SL5, and SL7 profiles showed only one configuration, which consists in
uniform distribution, not dependent on the direction;

• SL2a and SL3b, SL8, SL9, and SL10 showed a high Cv whatever the direction, which
indicates a stronger clustering in the fracture system.

The most reproducible trends in the NH range are characterized by a clustered spacing
distribution. The most clustered systems were identified close to or crosscutting the major
faults which control the NH geometry. These faults are SDVFZ major segments and thrust
faults. In addition, the deformation gradient impacts strongly the fracture patterns. The
present paper highlighted that in a high deformation context, the spatial distribution of
fracture become clustered, while in moderate deformation context, the fracture patterns are
distributed randomly or regularly. These distributions considerably impact the fluid flow
within the reservoir. The forthcoming reservoir modeling should consider the deformation
gradient and the evolution of fracture patterns toward to major fault zones, as well as
present-day stress field.
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Abstract: In the basement fractured reservoirs, geometric parameters of fractures constitute the main
properties for modeling and prediction of reservoir behavior and then fluid flow. This study aims to
propose geometric description and quantify the multiscale network organization and its effect on
connectivity using a wide-ranging scale analysis and orders scale classification. This work takes place
in the Noble Hills (NH) range, located in the Death Valley (DV, USA). The statistical analyses were
performed from regional maps to thin sections. The combination of the length datasets has led to
compute a power law exponent around −2, meaning that the connectivity is ruled by the small and
the large fractures. Three domains have been highlighted in the NH: (1) domain A is characterized
by a dominance of the NW/SE direction at the fourth order scale; (2) domain B is characterized by a
dominance of the E/W and the NW/SE directions at respectively the fourth and third order scales;
(3) domain C is also marked by the E/W direction dominance followed by the NW/SE direction
respectively at the fourth and third order scale. The numerical simulations should consider that the
orientation depends on scale observation, while the length is independent of scale observation.

Keywords: fracture network; Death Valley; Noble Hills; power law distribution; multiscale analysis;
geothermal reservoir characterization

1. Introduction

Fluid flow in fractured rocks of very low matrix permeability is localized mainly
in few fractures [1]. The complex geometry of fracture and fault patterns is the main
cause of the complexity of fluid flow. In that case, numerous studies have been undertaken
worldwide to show the control of the fracture network on the fluid circulations especially in
hydrocarbon and aquifers reservoirs [2–5], in heat transfer [6], and thus also in geothermal
reservoirs [7–9].

A fracture system is characterized by geometrical parameters as fracture lengths,
spacings, orientations, and relations between them [1,10–12]. In order to access hierarchical
and mechanical relationships between fracture systems, many authors undertook a multi-
scale approach, in sedimentary [2,12–15], and in Crystalline [16–20] rocks. This approach
allows to model and predict hydraulic reservoir properties, by studying several geometric
attributes, such as the distribution of orientations, lengths, widths, spacings and densities
classically considered in spatial arrangement analysis [21–24].

The geometric parameters are commonly collected for (1) explicitly constructing deter-
ministic models (Discrete Fracture Network: DFNs, [2]) or (2) ensuring inputs of stochastic
simulations by determining fracture distribution functions from sampled fracture net-
works [23,25–27]. The main goal is to better understand the fracture network connectivity
and then the fluid flow patterns [3,22,28]. Subsequently, the main question is whether
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data correspond to scale-limited lognormal or exponential distributions, or scale-invariant
power laws, corresponding to fractal patterns? Several orders of magnitude based on
length and spacing characteristics are thus mandatory to establish scaling laws from sta-
tistical distributions [29]. These orders of magnitude have been widely described in the
literature in extensional [17,20,30] and trans-tensional [17] contexts. It consists of: (1) first
order scale related to the crustal faults larger than 100 km length, (2) second order scale
refers to the faults comprised between 20 and 30 km length, (3) third order scale refers to
faults around 10 km length, (4) and the fourth order refers to faults under 1 km length [20].
In the extensional regime, [30] having defined a spacing characteristic for the two first
order scales, with a 10 to 15 km spacing for first order and 3 to 8 km for the second order
scale; while [20] have defined 0.8 to 1.5 km spacing for the third order scale. However, the
fourth order spacing characteristic is not defined in the literature.

Fracture networks impact the fluid flow in reservoirs [23]. The 2D/3D seismic lines
and 1D borehole data cannot detect respectively the fracture geometries and the spatial
arrangement at the reservoir scale due to the lack of information [31]. Then, the spatial
arrangement of fracture networks are widely studied from field analogues [16,23,29,32], as
they give access to 2D and 3D distributions. In geothermal basement setting, the analogues
are chosen according to the lithology and geological context to get closer to the reservoir
conditions. Sometimes, the analogue is chosen in desert conditions, without vegetation,
perfectly suited for realistic multiscale fracture network reconstructions in 2D, and in 3D in
case of modeling canyons with photogrammetric [33] or lidar [34] approaches.

The present work is part of the MEET project (Multidisciplinary and multi-context
demonstration of EGS exploration and Exploitation Techniques and potentials, [35]), which
aims to develop geothermal exploitation at European scale by applying Enhanced Geother-
mal System (EGS) technology to different geological contexts. This study aims to propose
geometric description and quantify the multiscale network organization and its effect on
connectivity. A wide-ranging scale analysis from the microscopic scale to the regional
scale was conducted in the desert environment of Noble Hills (NH) fractured granitic
basement. It is located in the southern termination of Death Valley (DV, California, USA)
and assimilated to a paleo geothermal analogue. The NH range is considered as analogue
to the Soultz-sous-Forêts (SsF) geothermal electricity producing system, due to the granitic
nature, the alteration and the trans-tensional tectonic setting of the DV region [36,37].

Measurements have been performed at various scales using the DV regional map [38]
at 1:250,000, NH regional map based on previous studies undertaken by [37,39] and
orthophoto images taken for the present day. At outcrop scale, fractures are digitized
thanks to the photogrammetric models. Several 2D fracture maps are also used, as well as
additional scales on samples and in thin sections. This allows to integrate fracture lengths
ranging from micrometer to kilometer scales.

In this study, the multiscale approach is used to better understand the spatial ar-
rangement of the fracture networks which aims at producing the necessary data for DFN
modeling. This helps to better characterize reservoirs in response to the developing geother-
mal exploration and exploitation by EGS. This study is conducted through:

1. a 2D characterization of the NH fracture network;
2. a multiscale evolution of length distributions;
3. evaluate the fracture system in the complex tectonic and geometrical setting;
4. present a conceptual scheme of the NH fracture network organization, and the role of

each fracture order of magnitude on the connectivity.

2. Geological Setting

The present study takes place in the NH fractured granitic zone, located at the southern
termination of the Death Valley (DV, California, USA) (Figure 1a). The NH range is
assimilated to a paleo geothermal analogue [37]. Indeed, Reference [37] confirmed the
analogy between the DV region and Soultz-sous-Forêts reservoir (Rhine graben, East of
France), with many similarities, especially: (1) the trans-tensional tectonic setting of the DV,
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and (2) the granitic nature and hydrothermal alteration of the central part of the NH range.
Furthermore, the desert conditions of the NH range make this analogue perfectly suited
for multiscale characterization of fracture networks dedicated to the global understanding
of the spatial arrangement in granitic reservoir affected by trans-tensional tectonics [35].

Figure 1. (a,b) Location and geological setting of DV, NDVFZ: Northern Death Valley Fault Zone, SDVFZ: Southern Death
Valley Fault Zone; (c) Structural scheme of the NH range built using high-resolution digital mapping techniques modified
after [37,39]. Additional digitized fractures were performed using orthophotos. The aerial picture in (b) was extracted from
Google Earth®. The samples location was reported in the structural scheme. FM: fracture map.
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The DV region has been characterized by a complex structural and tectonic history
which includes the overprinting of Mesozoic to early Cenozoic contractional structures
by late Cenozoic extensional and trans-tensional features [40–42]. The northwest trending
contractional structures of the DV are at the origin of the Cordilleran orogenic belt of North
America, which extends more than 6000 km from southern Mexico to the Canadian Arctic
and Alaska [43]. Their age is estimated around 100 Ma and coincides with the Sevier
orogenic belt [43,44]. The northeast trend is related to a thrust faults system [41].

The Mesozoic period was marked by the beginning of pluton emplacement in DV
along the development of contractional structures. Then, during the Cenozoic period,
the DV extension episode occurred [45,46], but there is no general agreement about its
timing, e.g. [45,47]. The Miocene period was characterized by a trans-tensional regime.
The opening of the DV region as a pull-apart basin began around 5 Ma [41,48–50]. A
recent study done by [51] challenges this, mentioning that the opening of DV region into
pull-apart basin started around 12 Ma ago.

Located in the southernmost part of the DV, the NH range trends parallel to, and
then forms, the main topographic features aligned with components of the right-lateral
Southern Death Valley Fault Zone (SDVFZ) [37] (Figure 1b). This SDVFZ is part of the
Death Valley fault system (DVFS) [52], and its net dextral strike-slip displacement has been
estimated around 40–41 km [51]. The northeast-vergent contractional deformation has
been characterized along the length of the NH and constitutes the dominant structural
style [48,53,54]. In the NH foreland basin, compressional structures have been character-
ized by [39] near the Canadian Club Wash (Figure 1c). An entire compressional region
has also been created by the interaction between the SDVFZ and the GF zone, which is
responsible for shortening within the Avawatz Mountains [55,56]. Furthermore, the reverse
displacement of the GF was identified in the front of the Avawatz [57]. The E/W fractures
observed mainly in the southeast end of the NH show an identical orientation to GF. Given
this similarity in orientation and the close vicinity to the GF, it is tempting to relate the
E/W trending fracturing to GF zone activity.

Recent work by [37] using high-resolution digital mapping techniques reveals the dom-
inance of basement rocks in the central part of the NH (Figure 1c). Indeed, the granitic rocks
are mostly represented and related to the Mesozoic granitic intrusion (Mzla, Figure 1c) [58].
Proterozoic formations characterized by gneiss in the bottom have been defined in the
center part and the southeast end of the NH (pCgn, Figure 1c). The Proterozoic Crystal
Spring sedimentary series defined in the northwestern part of the NH are mainly composed
of carbonates and quartzites facies (pCu, Figure 1c). Some tertiary volcanic series have also
been mapped in the southeastern end of the NH.

Outside the center part, Reference [39] has widely studied the Cenozoic NH formations
mainly composed of Fanglomerate and alluvial fan deposits.

3. Materials and Methods
3.1. Materials
3.1.1. Large Scale Characterization

The analysis of large scale fracture attributes was performed on fractures digitized
from DV regional map at 1:250,000 scale (geological map of California, Trona Sheet [38])
(Figure 2a). In the central part of the NH range, the main structures were mapped during
2018 and 2019 field campaigns published by Klee et al. [37]. In addition, in this present
study, orthophoto images of 1 m resolution were used to digitalize and then complete the
fractures sampling (Figure 2b).
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Figure 2. Fracture traces, orientation, and boxplot distributions from (a) DV geological map and (b) NH range map (in red
rectangle for large scale location). The order of fractures magnitude were referred to the classification detailed in [30]. The
first order referred to the faults larger 100 km length is not detected in this study. Each fracture map dataset is expressed in
histogram for orientation distribution, and into boxplot for length distribution, according to the fracture orientations. Two
scanlines (SL) were taken for every map.

With the aim of pinpointing the likely fracture variability, the NH range map has been
divided into three domains (Figure 3). The sampling strategy along domains is detailed
below. In total, 1013 fractures are extracted from the DV geological map, 1434 fractures
from the NH map with 306 from domain A, 522 from domain B, and 606 from domain C.
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Figure 3. Fracture traces from the NH range divided into 3 domains. (a) NH domains: A, B, and C, (b) orientation
distributions, and (c) boxplot of length distributions according to the fracture orientations. Two scanlines (SL) were taken
for every domain. For boxplot and orientation distribution legend, see Figure 2.

Orientation and length distributions were collected and 1D/2D densities were calcu-
lated from them. All of these data are summarized in Table 1.
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Table 1. Spatial statistics of 2D samples acquired at large scale (DV and NH regional maps) and outcrop scale (Drone models).
Two Scanlines (SL) at least were generated for calculating the fracture density (P10). The length average is provided.

Nb of Fractures Mean Orientation Average SL Length
(m)/Area (m2)

Fracture Density
(P10) (frac/m)

Fracture Density
(P21) (m/m2)

DV regional map

133 N025

105/1.3 × 1010 2 × 10−4 3 × 10−4
188 N058
199 N096
248 N132
197 N167

NH regional map

97 N020

4.7 × 103/4.4 × 106 2.6 × 10−4 3 × 10−4
168 N054
535 N090
441 N126
192 N163

NH domain A

13 N010

1.5 × 103/1.9 × 106 2 × 10−2 2 × 10−226 N055
89 N091
168 N132

NH domain B

43 N050

1.7 × 103/1.2 × 106 4 × 10−2 3 × 10−2233 N088
164 N128
59 N171

NH domain C

113 N049

2 × 103/1.2 × 106 5 × 10−2 5 × 10−2
191 N085
119 N111
103 N141
77 N177

Drone model 1

235 N025

3.5 × 102/1.4 × 104 6.5 × 10−1 2 × 10−1

208 N055
183 N085
112 N115
281 N142
214 N174

Drone model 2

681 N022

1.7 × 102/5.8 × 103 1.28 7 × 10−1

767 N043
642 N085
616 N108
722 N142
637 N171

Drone model 3

2968 N018

2.8 × 102/1.7 × 104 9 × 10−1 1

2531 N038
1993 N079
2127 N109
2232 N140
3084 N169

3.1.2. Photogrammetric Study/Analysis

In order to combine the widest fracture network analysis, three photogrammetric
models, localized only in the granitic facies and alongside the major faults that structure
the NH range (see Figure 1 for the location), are considered in this study to extract the
fractures ranging approximatively from 10−2 m to 20 m. A photogrammetric campaign
was carried out in October 2018 with a high-resolution 3D point cloud and large collection
of photographs.

Drone model 1 is sized approximately 350 m per 46 m and is located in the granitic
facies (Figure 1); 1271 fractures are traced. Drone model 2 is located in the granitic facies
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within a high deformation zone, and is sized approximately 172 m per 44 m (Figure 1). In
total, 4196 fractures are traced. Finally, drone model 3 is located in the southeast termination
of NH, and is sized approximately 280 m per 70 m. 15,594 fractures are traced.

The main statistical characteristics are summarized in Table 1.

3.1.3. Fracture Map Characterization

To complete the multiscale analysis with the small fractures, fracture maps were
created with a resolution of 2 × 10−4 m. The fracture map 1 (see Figure 1c for location) is
sized at 3.4 m per 3.1 m and is located between the granitic facies and the tertiary sediments,
near the influence of the SDVFZ (see Figure 1b for the SDVFZ location). It is composed of
quartzite boudin facies (part of Crystal Spring series) and granitic rocks, which respectively
represent approximately 20% and 80% of occurrences.

In order to include the very small fractures in this study, additional fracture sets were
collected from this fracture map with sample 1-1 sized 17 cm per 12 cm (resolution of
10−4 m) and thin sections 1-1 and 1-2 (resolution of 10−5 m), both sized 3.5 per 2.5 cm
(see Figure 1c for location). Both sections are composed mainly of Plagioclase, Quartz,
K-Feldspar, and Biotite representing respectively 35%, 30%, 25%, and 10% of occurrences.

Fracture map 2 (Figure 1c) is sized 1.7 m per 1.6 m and is located in the granitic facies,
near the SDVFZ deformation corridor. This map includes sample 2-1 and thin section 2-1
which size respectively 15 cm per 5.2 cm and 3.5 cm per 2.5 cm. Thin section 2-1 represents
the same mineral composition as thin sections 1-1 and 1-2 with approximately the same
occurrences. Fracture map 3 (Figure 1c) is sized 1.8 m per 1.7 m and is located also in the
granitic facies.

Table 2 summarizes the main statistical characteristics.

Table 2. Spatial statistics of 2D samples acquired from outcrop scale (fracture maps) to thin section scale. Two Scanlines (SL)
at least were generated for calculating the fracture density (P10); the length average is provided.

Nb of Fractures Mean Orientation Average SL Length
(m)/Area (m2)

Fracture Density
(P10) (frac/m)

Fracture Density
(P21) (m/m2)

Fracture map 1 1133 N005
3.1/7.94 12 12631 N083

Sample 1-1

104 N018

15 × 10−2/2.2 × 10−2 184 118
115 N053
117 N090
51 N126

Thin section 1-1

723 N018

3 × 10−2/8 × 10−4 5140 715
754 N053
751 N090
730 N126

Thin section 1-2

612 N020

3 × 10−2/8 × 10−4 4525 702
659 N051
444 N088
512 N128
623 N162

Fracture map 2

36 N005

1.7/1.91 18 13
34 N038
98 N070
32 N110
83 N145
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Table 2. Cont.

Nb of Fractures Mean Orientation Average SL Length
(m)/Area (m2)

Fracture Density
(P10) (frac/m)

Fracture Density
(P21) (m/m2)

Sample 2-1

75 N017

10−1/10−2 177 240
145 N057
101 N092
116 N130
135 N157

Thin section 2-1

201 N014

3 × 10−2/8 × 10−4 517 1064
213 N059
170 N097
221 N140

Fracture map 3

149 N009

1.7/3 20 12
88 N033
119 N071
70 N104
146 N149

3.2. Methods
3.2.1. Fractures Acquisition

In this study, fracture digitization was performed manually by tracing every fracture
segment from entire 2D maps in QGIS® software v.2.18.17. Only fractures reported as full
solid lines on the DV geological map were considered for statistical analysis (Figure 2a).

Regarding the procedure of fracture digitization, the fractures extending out of the
sampling domain were considered as one continuous feature [16,23,59] (Figure 2b). The
digitization of fractures consists of an extraction of the end point coordinates of each
fracture using the QGIS® software v.2.18.17. Each extracted fracture is characterized by the
X and Y coordinates of each of the two end points, which help to compute the orientations
and the length of segments. In case of curved fractures, a straight segment line was
automatically traced between the end of point coordinates, and then the mean directions
and lengths were computed.

As described above, the NH fracture data were acquired during the field mapping
campaign and then completed by orthophoto image analysis. The data were analyzed
in the entire area (Figure 2b). However, the complexity in loading history within NH
widely discussed in the literature [48,54,60] makes the analysis of the fracture geometries
difficult. Furthermore, the field observations and the new geological map done by [37]
reveal additional complexities inside this area, and show a stacking of different Crystal
Spring series (pCu, Figure 1c), intruded by the Mesozoic granite (Mzla, Figure 1c). This
observation was highlighted in the northwest part of the NH. In center part, Crystal Spring
series thicknesses were reduced, dragged, and stretched against the granite due to the
SDVFZ activity (pCu, Figure 1c). The southeast of the NH is characterized by the absence
of the Crystal Spring series. To better characterize the fracture variability, it is prime of
interest to consider the facies variability and the deformation intensity within NH, because
they influence the fracture evolution [23,59]. In this sense, we decided to divide the NH
range into three domains according to the facies variability and change in range trend
orientation variation (Figure 3): (1) Domain A is located northwestward, highlighted by
thick Crystal Spring sediments and granitic rocks; (2) Domain B is in the central part of
NH, highlighted by reduced thickness of Crystal Spring sediments, granitic and gneissic
rocks, and (3) Domain C is located in the southeastern part of the NH and is characterized
by granite, gneiss, and Tertiary volcanism. Note that Domain B and C are composed
approximately of the same facies. However, range orientation in domain B is NW/SE,
while in domain C it is toward E/W. This general E/W trend is puzzling as it is similar
to the GF (see Figure 1b for location). Therefore, this difference in orientation constitutes
an additional argument to better delimitate domain B and C. Figure 3 shows the fracture
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distributions within each domain. Some more work based on field analyses could more
precisely delimitate the domains.

The photogrammetric models undertaken in this work were performed using a 3DR
Solo drone with 4k cameras and DJI Phantom drone provided by University of Texas at
El Paso (UTEP), Texas, USA. The videos were recorded between the late morning and the
early afternoon during seven days with a manual mode camera setting to reduce the effects
of lighting condition. Pictures were then extracted every second from the recorded drone
videos using ffmpeg software v.4.5. The extracted pictures with a sufficient overlapping
were aligned in Agisoft Metashape software (2020, Version 1.6.5). The obtained 3D models
are georeferenced and then imported in CloudCompare software (version 2.9.1; [GPL
software] (2017)) to begin the fracture extraction process. A workflow explaining the
procedure of the models construction and the fractures extraction is detailed in [36]. In this
study, the digitized fractures are projected on a 2D map to make the work only in 2D in
order to keep data homogenous at different scales.

The 2D fracture maps at outcrop scale were performed in the field using a DSLR high
resolution camera provided by UniLaSalle (Beauvais, France), with a 50 mm focal lens
to minimize distortion. Pictures were taken vertically, with the same distance, and in the
absence of sunlight to avoid the light effects in the fracture digitization [12]. From each
fracture map, several pictures were taken with a sufficient overlapping. Then, pictures
were aligned using the Agisoft Metashape software with the same procedure detailed
in [36]. The maps are georeferenced and then used to extract the fractures in QGIS® with
the same technique as for large scale maps.

Additional fracture datasets are used in this study by adding samples. These samples
were taken directly from fracture maps. Then, a high-resolution picture was taken for each
sample using a DSLR camera. With the same procedure as large-scale fractures acquisition,
the sample was added in QGIS® to extract the fractures.

Thin section mosaics are also added to this study, made from samples as described
earlier to keep a consistent sampling strategy. These mosaics were taken under an opti-
cal microscope Leica DM4500-P provided also by UniLaSalle (Beauvais, France), using
a ×5 magnification and polarized non-analyzed light mode. A Leica DFC450C high reso-
lution camera provided also by UniLaSalle (Beauvais, France) and Leica application Suite
v.4.11.0 were used to take pictures. Every mosaic was relatively oriented using the corre-
sponding sample. Then, with the same fracture digitization procedure described earlier,
fracture parameters were extracted under QGIS® v.2.18.17.

3.2.2. Fractures Analysis

Different geometrical parameters were then collected from each fracture database at
different scales. Detailed orientation distributions and classification into fracture sets were
performed using the mixture of von Mises distribution (MvM) [61]. This approach consists
of a semi-automated procedure based on appraisal tests in order to avoid any subjectivity
in fracture sets analysis. For each fracture set, three output parameters were considered:
(1) mean orientation (µ) around which the distribution is centered, (2) kappa (κ) which
controls the concentration of the orientation’s values around the mean, and (3) weight (ω)
corresponding to the relative contribution of each fracture set to the model. Then, we are
able to check the best number of fracture sets from the distributions using the goodness
of fit parameters (e.g., Likelihood). For more details, see [62] who describe and adapt the
methodology for structural data. The standard of deviation of +/−10◦ was calculated for
each given mean orientation value in this study.

Fracture length is the most used geometrical parameter to characterize the spatial
organization in the natural fracture networks [4,25,63]. This characterization is performed
using a statistical distribution as the Power law distributions widely used in structural data
from field analogue [4,25,26,63,64]. The power law is often used to describe the distribution
of fracture parameters such as length and aperture [25]. It is recognized that power
law and fractal geometry provide widely applicable descriptive tools for fracture system
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characterization. This is due to the absence of characteristic length scales in the fracture
growth process. The power law exponent α provides a real significance on the fracture
connectivity. Indeed, for an exponent comprised between 2 and 3, fracture connectivity is
ruled by both small and large fractures [65]. In addition, fractal analyses using Cantor’s
dust method allow the quantification of fracture distribution in clusters or, in the opposite,
with a homogeneous distribution [66] and prediction of the fracture occurrence [7]. The
exponential law is also used to describe the size of discontinuities in rocks [67–69], and
to incorporate a characteristic scale that reflects a physical length in the system, such as
thickness of a sedimentary layer [70].

However, fitting the geometric attributes to the statistical distributions suffers from a
lot of biases, such as truncation and censoring biases [25]. Truncation effects are caused by
resolution limitations of a field observation such as from satellite images, the human eye, or
microscopes [63]. Censoring effects are associated with the probability that a long fracture
intersecting the boundary of the sampling area is not sampled, and to the subjective choice
of the sampling area which tends to exclude very long fractures [63,71]. Then, censoring
effects cause an overestimation of fracture density. In this study, the truncation and
censoring effects were automatically excluded from the distributions. Length distribution
in Figure 4 shows the data excluded from the distribution (grey color) due to the impact of
truncation and censoring effects.

The fracture length distributions are analyzed using the cumulative distribution.
Statistical distributions used in this study were adjusted after corrections from the truncated
and censoring effects. Research for truncation and censoring thresholds was performed
using the « poweRlaw: Analysis of Heavy Tailed Distributions » package from Rstudio®

v.1.3.1056 [72]. We also used the coefficient of determination (R2) to estimate the goodness
of fit of the power law to the length distribution. This coefficient is comprised between
0 and 1. A high R2 for a given number of degrees of freedom means that the regression is a
statistically meaningful description of the data.

Fracture densities are computed in this study. They consist of fracture density (P10),
defined as the number of fracture intersections along a 1D virtual scanline traced on every
analyzed 2D map [59,73]. The scanline methodology is widely used to describe the fracture
variability in 1D [73]. In this study, the linear fracture density P10 was obtained from two
virtual scanlines, orientated perpendicular to the main structures.

Finally, the surface fracture density (P21) is defined as the total sum of fracture lengths
within the area [59,73].
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Figure 4. Fracture traces, orientation, boxplot length distributions from (a) drone model 1 and (b) drone model 2. Each
fracture map data is expressed into histogram for orientation distribution, boxplot of length distribution according to the
fracture orientations, and cumulative distribution function (CDF) of lengths. Two scanlines (SL) were taken along the left
and the right side of the canyon. For the boxplots and orientation distributions legend, see Figure 2.
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4. Results
4.1. Large Scale Domains

The mean orientation (µ) N095◦ (E/W trend) and N132◦ (NW/SE trend) trending
fractures occur at the largest length scale, with a 20 and 24% of whole fractures, and about
3300 to 4400 m mean length (Figure 2a). Both directions are well expressed following the
DV and Garlock strike slip trend faults (See Figure 1b for location) [39,48]. The largest
fracture length is recorded within the NE/SW fracture set with 65 km length. The other
recorded fracture sets are relatively equivalent (around 20%), except for the N025◦ fracture
set which is less dominant, with 13% and 1900 m mean length.

At NH scale, the same dominance of N090◦ and N126◦ fracture sets with respectively
37% and 31% are observed (Figure 2b). The other fracture sets are poorly expressed (<15%).
The boxplot distribution in Figure 2b showed also the dominance of the E/W and NW/SE
fracture sets with respectively 80 m and 125 m mean length. The other fracture sets did not
exceed the 50 m mean length.

The occurrence of two prominent fracture sets is shown in the NH domains A and
B (Figure 3a,b). Domain A is characterized by two main fracture sets striking N091◦ and
N132◦ representing respectively 29% and 55% of occurrences (Figure 3b). The N091◦

fracture set lengths range from 30 m to 300 m, while the N132◦ fracture set length ranges
from 5 m to 800 m, meaning that the NW/SE is the most dominant fracture set in domain
A (Figure 3b).

Orientation and length data of domain B shows an equivalent distribution as in
domain A (Figure 3b). Indeed, two main fracture sets striking also N088◦ and N128◦ are
mostly representative with respectively 45% and 31%. The fractures are much longer within
NW/SE trend, ranging from 2 m to 1300 m (mean is of 108 m). The other fracture sets show
an intermediate length with a 50 m mean value.

Fracture geometry in Domain C shows immediately a different distribution with
four main fracture sets striking N050◦ (19%), N085◦ (31%), N111◦ (20%), and N141◦ (17%)
(Figure 3b). The NW/SE fracture set mainly sampled and representative in the domain
A and B is split into N111◦ and N141◦ fracture sets in domain C, with respective lengths
ranging from 3 to 1600 m (mean is 190 m) and from 8 m to 730 m (mean is 65 m).

The fracture densities are increasing considerably from domain A to C with
2 × 10−2/3 × 10−2 m/m2 in the domain A and B, and 5 × 10−2 m/m2 in the domain C.

4.2. Photogrammetric Models

NH canyons modeled with photogrammetric method provide fractures from centimet-
ric to decametric scale. Fracture distributions are displayed by drone model 1 for both sides
of the canyon walls (Figure 4a). Six fracture sets are recorded and strike N025◦, N055◦,
N085◦, N115◦, N142◦, and N174◦. The N142◦ is also the most dominated fracture set with
22%. The E/W fracture set is the less expressed (14%) at outcrop scale. An equivalent mean
length of fractures is shown by the boxplot distribution graphic with 2.3 m, whatever the
fracture set (Figure 4a).

The exponent of power law (red line in the length distribution, Figure 4) is of α = −2.4
for length distribution of the drone model 1, outside lengths affected by truncation and
censoring bias (data mentioned in the length distribution graphic with grey color, Figure 4).
The range of length values performed by the power law is 1.85 m to 25 m.

Finally, fracture densities P21 and P10 are of respectively 2 × 10−1 m/m2 and
6.5 × 10−1 frac/m.

Fractures from drone model 2 are mainly distributed along the left side of the canyon
(Figure 4b). The same fracture sets as drone model 1 are recorded with an equivalent
percentage (between 15 and 18%) (Figure 4b). Fracture lengths are highlighted by the
boxplot distribution and are also equivalent with 1 m mean length, whatever the fracture
set. The largest fractures are recorded within the NW/SE fracture set (maximum of 8.5 m),
and then confirm the consistency of the NW/SE direction at outcrop scale.
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The fracture length range modeled by the power law is of 0.69 m to 8.5 m, for ex-
ponent α = −2.5 and R2 = 0.97 (Figure 4b). Fracture lengths under 0.69 m are excluded
automatically from the distribution (truncation effects).

Fracture densities are quite high in comparison with Drone model 1, with
7 × 10−1 m/m2 and 1.28 frac/m for respectively P21 and P10.

Drone model 3 is the largest studied model with 15594 traced fractures (Figure 5). Six
fracture sets are highlighted also in this canyon. Their proportions range from 13% (N079◦

and N109◦), 14–16% (N140◦ and N038◦), to 19–20% (N018 and N169◦). The fracture lengths
are equivalent, once again, with a 1.2 m mean length.

Figure 5. Fracture traces, orientation, boxplot length distributions from drone model 3. Different Datasets are expressed into
histogram for orientation distribution, boxplot of length distribution according to the fracture orientations, and cumulative
distribution function (CDF) of lengths. Two scanlines (SL) were taken along the left and the right side of the canyon. For
Boxplot and orientation distribution legend, see Figure 2.

The power law exponent for drone model 3 length distribution is of α = −2, outside
lengths affected by truncation and censoring effects (Figure 5). R2 value is of 0.97, indicating
a good fit of the power law to the data. Fracture density P21 is of 1 m/m2, increasing by a
factor 5 compared to drone model 1 fracture density.

4.3. Fracture Maps

Fracture map 1 is characterized by intense fracture areas, especially along the center
part (Highly fractured area, Figure 6). The high fracture density is located mainly in the
quartzite boudin, while the less fractured zone is related to the granitic rocks.
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Figure 6. Fracture traces, orientation and length distributions from fracture map 1. Different datasets are expressed into
histogram for orientations distribution, and into cumulative distribution function (CDF) of lengths. Two scanlines (SL) were
taken for every domain. For orientation distribution legend, see Figure 2.

For the rest of the fracture map, average P10 of 12 frac/m is computed from two
scanlines (SL1_map1 and SL2_map 2, Figure 6), while P21 is of 10 m/m2. Two main fracture
sets are highlighted: N005◦ and N083◦, with respectively 57% and 32% (Figure 6). Outside
fracture lengths affected by truncation and censoring bias, the power law exponent is of
α = −1.7 for values ranging from 6 × 10−2 m to 1.2 m.

Sample 1-1 is characterized by homogeneous fracture distribution with four main
fracture sets: N018◦, N053◦, N090◦, and N126◦ representing respectively 27%, 30%, 30%,
and 13% (Figure 7a). The largest veins visible in the sample map are characterized by
carbonate mineralizations in two directions: N053◦ and N126◦. P10 and P21 fracture
densities are of 184 frac/m and 118 m/m2 respectively. Regarding the length distribution,
the power law exponent is of α = −1.43, with thresholds of 3 × 10−3 m and 7 × 10−2 m.

Four main fracture sets are highlighted in thin section 1-1: N018◦, N053◦, N090◦,
and N126◦ with a comparable fracture proportion (around 25%). Additional fracture set
is detected in thin section 1-2: N162◦. Regarding the densities, P21 is of 715 m/m2 and
702 m/m2, while P10 is of 5140 frac/m and 4525 frac/m respectively for thin section 1-1 and
1-2 (Figure 7b,c). The power law exponents are quite higher with α = −1.95 (modeled range
from 2.2 × 10−4 m to 4.63 × 10−3 m) and α = −1.7 (modeled range from 2.2 × 10−4 m to
7 × 10−3 m) respectively for thin section 1-1 and 1-2.
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Figure 7. Fracture traces, orientation and length distributions from (a) sample 1-1, (b) thin section 1-1, and (c) thin section
1-2 sampled from fracture map 1. Different datasets are expressed into histograms for orientations distribution, and into
cumulative distribution function (CDF) of lengths. Two scanlines (SL) were taken for each map. For orientation distribution
legend, see Figure 2.
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Fracture densities of fracture map 2 are comparable with fracture map 1 with average
P10 = 18 frac/m and P21 = 13 m/m2 (Figure 8a). Five fracture sets are highlighted: N005◦,
N038◦, N070◦, N110◦, and N145◦. The N070◦ and N145◦ are the most recorded fracture
sets with respectively 32% and 27%.

Figure 8. Fracture traces, orientation, and length distributions from (a) fracture map 2, (b) sample 2-1, and (c) thin section
2-1, located in sample 2-1. Different datasets are expressed into histogram for orientations distribution, and into cumulative
distribution function (CDF) of lengths. Two scanlines (SL) were taken for each map. For orientation distribution legend, see
Figure 2.

257



Geosciences 2021, 11, 280

The power law exponent is also comparable to that of fracture map 1 (α = −1.59), with
the thresholds of 8 × 10−2 m and 1.43 m (Figure 8a).

Sample 2-1 is characterized by a fracture density of P10 = 177 frac/m and P21 = 240 m/m2

(Figure 8b). In total, five fracture sets are highlighted: N017◦, N057◦, N092◦, N130◦, and
N157◦. Three fracture sets are the most recorded: N057◦, N130◦ and N157◦, with 20%
to 25%. The power law exponent is of α = −1.66, thresholds from 1.6 × 10−3 m to
3.33 × 10−2 m.

Thin section 2-1 trans-cutting a large carbonate vein in the central part (Figure 8c), is
characterized by a fracture density P21 = 1064 m/m2 higher than in thin section 1-1 and
1-2. Only four fracture sets are highlighted: N014◦, N059◦, N097◦ and N140◦, with an
equivalent fracture proportion. Outside the lengths affected by sampling bias, the exponent
is of α = −2, thresholds of 7 × 10−4 m to 3.5 × 10−2 m.

Finally, fracture map 3 is characterized by a comparable fracture density as in fracture
map 2 with P10 = 20 frac/m and P21 = 12 m/m2 (Figure 9). Five fracture sets are also
detected with a high proportion of 26% for N009◦ and N149◦. Fracture sets N033◦, N077◦,
N104◦ showed an abundance of 15%, 21%, and 12% respectively. The power law exponent
is of α = −1.53 for lengths data ranging from 4 × 10−2 m to 1.21 m.

Figure 9. Fracture traces, orientation and length distributions from fracture map 3. The computed dataset is expressed into
histogram for orientations distribution, and into cumulative distribution function (CDF) of lengths. Two scanlines (SL) were
taken. For orientation distribution legend, see Figure 2.

5. Discussion

The combination of data at various scales in this study allowed to propose a new
interpretation of the fracture network in the NH range, based on multiscale evolution of
fractures length and orientation. A conceptual scheme of the NH structuration is created
and discussed in terms of fracture network connectivity and its influence of fluid flow.

5.1. Multiscale Length Characterization

The cumulative length distributions of each fracture map from the DV regional map
scale to thin section scale are plotted in Figure 10. All length datasets have been fitted to
the power law distribution, outside lengths affected by truncation and censoring bias.
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Figure 10. Fracture length distribution from (a) DV geological map, (b) NH range, (c) NH map domain A, (d) NH map
domain B, and (e) NH map domain C, and (f) Multiscale length distribution obtained from the combination of the whole data.

DV regional map exponent is quite low, around α = −1.40, and gradually increase
to around α = −1.62 in NH map (Figure 10a,b). The division of the NH into 3 domains
according to the facies variability and the change in range trend orientation showed a
disparity in power law exponent values. Indeed, the exponent α = −0.83 in the domain
A (values ranging from 21 m to 230 m), while α = −1.42 (values ranging from 25 m to
1283 m) and α = −1.52 (values ranging from 70 m to 1500 m) respectively in domain B and
C (Figure 10c–e). The lowest α value in domain A can be explained by the dependence
of fracture lengths on scale of observation for fractures ranging from 5 m to 870 m. In
addition, the domain A is composed of granitic rocks and Crystal Spring sedimentary
series with carbonates and quartzites (Figure 1), meaning that the sedimentary rocks can
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have a different behavior from that of basement rocks during the fracture growth and
propagation process.

Cumulative distribution of fracture lengths in the domain A showed also two different
trend slopes (Figure 10c), with a failure slope quantified around 230 m. Distribution into
two slopes has been largely discussed in the literature [25,67,70], and can be explained
by the fracture growth process which has been divided into two trends. However, this
result and interpretation cannot allow to determine if these two trends correspond to a
single or to two different regional directions. Cumulative distribution of fracture lengths
according to their orientations and the nature of rocks could help to resolve the episodes
of deformation challenge, together with some more work in the field (e.g., looking for
evidences of displacement).

The cumulative fracture length from all maps has been plotted in a single graphic,
normalized by surface area of each map [63] (Figure 10f). The power law distribution
included fracture lengths from 2.2 × 10−4 m to 65 km scale. Power law distribution was
performed over 6 orders of magnitude. Two length ranges were not represented in this
study. The first one corresponds to the fracture lengths over 100 km and related to the first
order fracture defined by [30]. This absence can be explained by: (1) a different evolution
stage and opening mechanism of faults [30,74], (2) a structural heritage which controls the
reactivation during the DV trans-tensional tectonic setting. The second one corresponds to
the length ranging from 1 km to 5 km length (Figure 10f). The Basin and Range regional
map and the geological map at 1:25,000 scale could help to resolve both gaps.

The power law distribution gives an exponent α = −2 for the whole 2D fracture
lengths analyzed in this study (Figure 10f), which suggests the 2D representation is self-
similar [4,16,23,26]. The probability to detect fracture of the size of the sampling window
is the same at all scales. Then, the fracture connectivity is ruled by the small and large
fractures [65], meaning that the large fractures detected and studied at large scale in the
NH play the same role as any fracture at millimeter scale in fracture network connectivity.

5.2. Spatial Organization of NH Fracture Network

The fracture densities and the main dominant orientations on the regional maps show
the control of NH geometry by NW/SE and E/W trends. Both trends are associated to the
second order scale faults over 20 km length, well expressed in terms of abundance (DV
regional map, Figure 11). The third order scale detected along NE/SW trend is character-
ized by faults around 10 km length. Spacing values were computed and correspond to
5 km and 1 km respectively for the second and the third order scale (Figure 12a). The same
geometrical characteristics (detailed in the introduction) were approved in the extensional
regime [20,30], meaning that the second and third order scale spacing classification can be
generalized to the trans-tensional regime studied in the present work.

At NH scale, the fracture densities and the main dominant orientations approve the
separation of the NH into three domains:

1. The first domain referred to the NH domain A is characterized by a specific spatial
arrangement with a NW/SE direction dominance (Domain A, Figure 11). This di-
rection is marked by the SDVFZ bordering fault of the strike-slip corridor, and is
mostly dominated the NH fracture network in terms of length and abundance. It
approved the importance of the NW/SE deformation episode at the fourth order scale.
These fractures are the longest ones and also control the internal structuration inside
the domain (Figure 12b). The E/W direction is less represented in comparison with
domains B and C (Figure 11), but still the second most dominated fracture set, with
less control on the NH geometry. Regarding the spacing characteristics, the NW/SE
fractures set are regularly spaced from 0.1 to 0.2 km, while the E/W fractures set did
not exceed 0.1 km spacing (Figure 12b).

2. The central domain (domain B, Figure 3) is characterized by several short segments of
fractures. Indeed, the E/W direction is also dominated by short fractures with 60 m
mean length, while the NW/SE direction is the second dominated system with long
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fracture of 100 m mean length (Figure 11). Then, NW/SE and E/W directions control
the NH geometry respectively following the third and fourth order scale length. In
this case, the spacing related to the third order scale is around 1 km between the
SDVFZ bordering faults and regularly spaced at 0.2 km (Figure 12b). A spacing of
0.05 km is defined along the E/W fracture set (Figure 12b).

3. The southeastern end area corresponding to the domain C (Figure 3) highlights a
specific spatial arrangement with an additional fracture set (yellow color, Figure 11),
the longest one with 200 m mean length. Indeed, the NW/SE direction is split into
N111◦ and N141◦ fracture sets thus highlighting the influence of both NW/SE and
E/W deformation episodes in this area. Once again, the E/W direction is more
expressed, with a 100 m mean length (Figure 11). The ENE/WSW, E/W and also
NW/SE directions control the NH geometry and structuration respectively following
the third and fourth order scale. The spacing of 0.3 km defined for the third order
scale in domain C between the SDVFZ bordering faults is under the third order
spacing characteristic. Indeed, the NW/SE direction has been deviated and then the
relative spacing is reduced. Regarding the internal organization, the NW/SE and
E/W fractures are also regularly spaced with 0.1–0.2 km and 0.05 km, respectively
(Figure 12b).

Figure 11. Orientation plot representing mean orientation of each fracture set from DV regional map, NH regional map,
NH domains and drone models at outcrop scale. Each arrow corresponds to the mean orientation. The length of each arrow
corresponds to the fracture set abundance. The horizontal line above each arrow corresponds to the fracture set standard
deviation within an interval of confidence of 75% (see [62] for more explanations). Each color arrow corresponds to fracture
set: Blue arrow corresponds to NNE/SSW fracture set, red arrow corresponds to the NE/SW fracture set, green arrow
corresponds to the E/W fracture set, yellow arrow corresponds to the NNW/SSE fracture set, purple arrow corresponds to
the NW/SE fracture set, and marron arrow corresponds to the N/S fracture set.
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Figure 12. Conceptual scheme presenting the spatial arrangement of the NH fracture network at (a) regional scale, (b) NH
scale, and (c) outcrop scale. The organization is based on scale orders referring to the [16,17,20,30] classification, and their
associated spacing characteristics referring to [20,30]. The picture presented in (c) is provided by GoogleEarth®.
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In the present work, the spacing characteristics of 0.05 km to 0.1–0.2 km computed
in the three internal domains are attributed to the fourth order scale (Figure 12b). These
values vary according to their directions and also lengths. Two spacing characteristics
can be highlighted from this study: (1) spacing of 0.05 km corresponding to the fractures
comprised between 0.1 and 0.35 km (percentile 90 values), (2) spacing of 0.1–0.2 m corre-
sponding to the fractures comprised between 0.35 and 0.5 km. Further work on the fourth
order scale spacing characteristics will obviously be needed in order to generalize them to
the trans-tensional regime.

At outcrop scale, the drone models highlighted the reproducibility and the consistency
of the whole fracture sets defined at large scale (Figure 11). However, N111◦ fracture set,
detected only in domain C, is less expressed in domain A (drone model 1, 9%) (Figure 11).
The E/W direction trend is more expressed in the drone models 2 and 3 respectively in
the domain B and C. This observation is confirmed by the fracture maps 2 and 3, sample
2-1 and thin section 2-1 (Figures 8 and 9), highlighting a consistent fracturing episode. In
the previous works, [39,55–57] mentioned the presence of the compression signature at the
southeastern end of the NH and the front of the Avawatz mountains. According to these
studies and our current observations, a hypothesis of fracturing intensity which affected
up to the internal domain can explain the consistency of the E/W direction.

A special fracture arrangement was observed in fracture map 1 (Figure 6). The length
distribution is characterized by a high density of short fractures in the quartzite boudin
rocks, while the granitic part is characterized by a lower density of long fractures. This
leads to a change in the power law and orientation distributions and then makes a bias.
Indeed, only N/S and E/W directions are recorded, while the sample 1-1, thin sections 1-1
and 1-2 have recorded the whole fracture sets.

Fractures are organized along SDVFZ direction as fault zone segments with a highly
mineralized (clay minerals) fault core (FC) which can act as a barrier and damage zone
(DZ), acting as a conduit (Figure 12c). A complex joint network that can play a key role in
the fracture connectivity is highlighted in the host rock. A petrographic study focusing on
these fault zones is required to better characterize the fluid circulation potential.

The N/S to NNE/SSW and the NE/SW fracture sets are less expressed and are
attributed to the fourth order scale with 40 m mean length on NH map, while they are still
very important and consistent at outcrop, sample, and thin section scales, regardless of
domain (Figures 2–5). These trends are highly dependent on the scale of observation and
have no influence on the NH geometry.

To summarize, a new spatial organization of the NH range based on second, third,
and fourth order scales has been proposed with length, spacing, density, and orientation
distributions. Each NH domain shows its own internal organization. Variability in between
recorded fracture sets from different areas is a marker of a complex tectonic and geomet-
rical setting. One main deformation episode played a key role in the NH structuration:
SDVFZ trending NW/SE affected whole NH and then controlled its geometry. The second
main deformation episode is in the GF system trending E/W, likely responsible for E/W
fracturing episode, and controlled the NH geometry mostly in its internal part and the
southeastern end.

The identical orientation of GF and the E/W structures could suggest that the GF
was responsible for the E/W fracturing in the internal and southeastern end domains
(Figure 12b). Furthermore, the E/W structures are characterized by a sinistral strike-slip
displacement, highlighted by the movement of the tertiary volcanic blocks in the back
of the NH. This sinistral strike-slip movement has been characterized along the GF zone,
widely described in the literature [55,57]. The similarities on the strike-slip nature can help
to consider that the E/W fractures are related to GF activity which plays a key role on the
NH geometry. In addition, the lower dominance of the NW/SE direction in the central and
the southeastern end of the NH can be explained by the overprinting of the E/W fracturing,
highlighting that these structures are posterior to the SDVFZ system (Figure 12c).
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Regarding the fracture distributions, the fracture density is higher in the domain C
with a factor 2.5 and 1.5, in comparison respectively with domain A and B (Figure 3). At
outcrop scale, fracture densities raise from domains A and B to domain C with a factor 05
and 1.4, approving the localization of the fracture intensity in this area due to the complex
tectonic setting [39]. Furthermore, a gradient of deformation has been observed in the
field along the entire NH length with evidence of extreme shearing, notably in the internal
domain. Boudinage structures and brittle shearing are prevalent within Crystal Spring
series. A future publication will be planned to better characterize this deformation.

5.3. Fracture Network Impact on Flow

The deformation occurred with a different intensity at the whole NH scale. This
can influence the fluid circulation through the fracture network following the domains.
Even if the connectivity in the reservoir analogue is ruled by the large and small fractures
(Figure 10f), some domains, such as domain A, had a different behavior insofar as the
connectivity was ruled by only the large fractures. A complex joint network is highlighted
at outcrop scale in the host rock and plays a key role in the fracture connectivity leading
the fluid supply toward the fault zone.

The fluid flow modeling in this reservoir analogue should consider that the orientation
parameter depends on scale observation and then should be modeled differently at each
scale, while the length parameter is independent of the observation scale in the case of NH
geothermal reservoir analogue.

Flow simulations will be planned in the future publications, based on photogram-
metric models acquired from different NH domains. This study can help to approve
the sensitivity of the fluid circulations to the gradient of strike-slip deformation and the
spatial arrangement of NH fracture network. The sensitivity of the deterministic models
on resulting permeability will be tested according to the directional dependence and their
corresponding length distribution.

6. Conclusions

This study is part of the MEET project (Multidisciplinary and multi-context demonstra-
tion of EGS exploration and Exploitation Techniques and potentials), aiming at developing
geothermal exploitation at European scale by applying Enhanced Geothermal System (EGS)
technology to different geological settings. NH range, assimilated to a paleo geothermal
reservoir analogue, gives an opportunity to study the basement rocks in trans-tensional
context. This study proposes geometric description and quantifies the multiscale network
organization and its effect on connectivity using a wide-ranging analysis scale from the
microscopic scale to the regional scale. We used 2D fracture maps at different scales. We
have shown a power law distribution for six orders of scales. Then, a power law exponent
of α = −2 was computed by combining the whole datasets, meaning that the connectivity
is ruled by the small and the large fractures.

A new spatial arrangement of the fracture network at different scales has been pro-
posed for the NH range, based on densities, spacings, orientations, and length distributions.
The SDVFZ controls the NH geometry at large scale within the second order scale, while
the E/W directions—whose origin remains to be determined—controls the NH geometry
within the third order scale. The spacing characteristics are of 5 and 1 km for respectively
the second and the third order scale, and correspond to the spacings highlighted in the
extensional regime.

The division into three domains according to the facies variability and the change in
range trend orientation has been approved by statistical analysis. Indeed, domain A is
characterized by a dominance of the NW/SE direction in terms of length and abundance
at the fourth order scale with a regular fracture spacing of 0.1–0.2 km. Then, NW/SE
direction controls the internal structuration of this domain. Domain B is structured by the
second and third orders of fractures scales following the E/W and NW/SE direction with
regular spacing of 0.2 km and 0.005 km, respectively. Domain C was also characterized by
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the structuration of a specific spatial arrangement with the dominance of short fractures
following E/W direction, which highlight the persistence of the E/W fracturing episode.
The ENE/WSW, E/W, and also NW/SE directions control the NH geometry and struc-
turation in this area. A regular spacing of 0.2 km and 0.005 km is computed inside the
domain at fourth order scale. Therefore, two spacing characteristics have been highlighted
in this study at fourth order scale: 0.1–0.2 km and 0.05 km spacing for fractures length of
0.1–0.35 km and 0.005 km, respectively.

Each internal domain described in this study proposes its own spatial arrangement of
fracture network. Indeed, two main deformation episodes referring to the SDVFZ striking
NW/SE and fractures system striking E/W play a key role in the structuration of the
NH range. However, the SDVFZ deformation affected the whole NH, whereas the E/W
fracturing affected only the central and the southeastern area.

Fluid flow modeling will be planned and will take into consideration that orientation
parameters should be modelled differently at each scale, while length parameters modelled
by the power law should be considered as homogenous at different scales.
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Abstract: A hydrothermal doublet system was drilled in a fault-related granitic reservoir in Cornwall.
It targets the Porthtowan Fault Zone (PTF), which transects the Carnmenellis granite, one of the
onshore plutons of the Cornubian Batholith in SW England. At 5058 m depth (TVD, 5275 m MD)
up to 190 ◦C were reached in the dedicated production well. The injection well is aligned vertically
above the production well and reaches a depth of 2393 m MD. As part of the design process for
potential chemical stimulation of the open-hole sections of the hydrothermal doublet, lab-scale
acidification experiments were performed on outcrop analogue samples from the Cornubian Batholith,
which include mineralised veins. The experimental setup comprised autoclave experiments on
sample powder and plugs, and core flooding tests on sample plugs to investigate to what degree
the permeability of natural and artificial (saw-cut) fractures can be enhanced. All samples were
petrologically and petrophysically analysed before and after the acidification experiments to track all
changes resulting from the acidification. Based on the comparison of the mineralogical composition
of the OAS samples with the drill cuttings from the production well, the results can be transferred
to the hydrothermally altered zones around the faults and fractures of the PTF. Core Flooding
Tests and Autoclave Experiments result in permeability enhancement factors of 4 to >20 and 0.1
to 40, respectively. Mineral reprecipitation can be avoided in the stimulated samples by sufficient
post-flushing.

Keywords: enhanced geothermal systems (EGS); fractured granite; core flooding experiments; auto-
clave experiments; Cornubian Batholith

1. Introduction

The geothermal doublet at United Downs in Redruth, Cornwall, consists of the pro-
duction well UD-1 and the injection well UD-2. UD-1 reaches a depth of 5058 m TVD
(true vertical depth)/5275 m MD (measured depth), with an approximately 1.2 km long
open-hole section, while the injection well UD-2 reaches 2214 m TVD/2393 m MD, with an
approximately 550 m long open-hole section. Geothermal Engineering Limited (GEL) plans
the establishment of a geothermal power plant with 1 to 3 MWel net energy production [1].
The reservoir rock is the fractured Carnmenellis granite, which is one of the onshore plutons
comprising the Cornubian Batholith. It is characterised by a strong geothermal anomaly
caused by radioactive decay of U, Th and K in the granite [2]. The geological target structure
is the Porthtowan fault zone (PTF), which vertically links the two wells [1]. Since a sufficient
reservoir temperature of ~190 ◦C was reached in the production well, the limiting factor
for the project is the hydraulic productivity of the reservoir. For this reason, the analysis of
permeability enhancement by chemical treatment in the fractured Cornish granite is the
prerequisite for an assessment of the potential effectivity of such stimulation in the pilot
project United Downs Deep Geothermal Power (UDDGP).
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Around fault zones, a complex permeability pattern develops, which is determined
by the characteristics of the fracture network. Permeability can vary by up to five orders
of magnitude between unaffected granite and fractured and altered granite [3]. Under
reservoir conditions, open fractures will be filled with secondary minerals over time if no
tectonic reactivation occurs. These (partly) mineralised fractures can be a relevant target
for chemical treatment.

Within the scope of the EU-Horizon2020-project Multidisciplinary and multi-context
demonstration of EGS exploration and Exploitation Techniques and potentials (MEET), the
elaborated results will be applied at transfer sites in similar geological settings within the
Variscan basement of Europe.

Geological Setting

The geology of Cornwall is dominated by the Cornubian Batholith, which intruded
into metasediments during the late phase of the Variscan orogeny in the Early Permian
period. The metasediments consist in Devonian and Carboniferous passive continental
margin successions, locally termed ‘Killas’, which were affected by regional low-grade
metamorphosis during Variscan shortening in early Carboniferous (prehnite–pumpellyite
facies [4]). During the succeeding post-collisional extension 292–270 Ma ago (Early Permian
period) the Cornubian Batholith was emplaced in at least two major phases. It is a peralumi-
nous S-type granite. The source rock of the melt is a meta-greywacke [5]. The emplacement
occurred mainly along preexisting fault- and weakness zones, possibly including fault
zones related to the extensional reactivation of the Rhenohercynian suture [6]. Whereas
the rock exposed at the surface was mapped in detail during the intense Cornish mining
activity of the last few centuries [7], the composition and fracturation of the granite in the
subsurface are the subject of current investigations. Detailed information can be found, e.g.,
in the work of Beamish and Busby, Shail and Leveridge, Willis-Richards, Edmunds et al.,
Yeomans et al., and Ghosh [2,6,8–12].

Simons et al. [5] have classified the intrusion stages of the Cornubian Batholith and
provide detailed information about the general mineralogical composition, possible ac-
cessory minerals and grain size distribution of the respective granite types (Figure 1).
The rock samples analysed in the present study were therefore classified according to
Simons et al. [5], although the samples are hydrothermally influenced. Information on the
mineralogical composition of the relevant samples is provided in Table 1 and Figure 1.

Table 1. Origin of the six analysed samples.

Sample No.
(MEETCW) 1 (001004) 2 (010003) 3 (010006) 4 (011003) 5 (017001) 6 (023001)

Granite Complex St. Austell Land’s End Land’s End Land’s End Tregonning
Godolphin Cligga

Granite Type,
after Simons

et al. [5]
G3/G4/G5 G3/G2 G3/G2 G3 (G2) G5 (G1) G2

Location Name
IMERYS China

clay mining area,
Karslake

Castle an
Dinas Quarry

Castle an Dinas
Quarry Rosewall Hill Rinsey Cove Cligga Head

Location
(Brit. Nat. Grid)

SW 98080
57596

SW 48662
34678

SW 48885
34735

SW 46973
38510

SW 59343
26881

SW 73799
53720

Sample Quality,
Alteration,
Weathering

Fresh quarry
sample

Fresh quarry
sample

Fresh quarry
sample, slightly

kaolinised, slightly
weathered

Boulders on
hill, close to

outcrop, partly
iron strained

Loose rocks

Loose rocks around
abandoned quarry,

weathered, greisenisation
present in outcrop
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Cornwall is intersected by several fault systems, such as the Porthtowan Fault Zone
(PTF), which are mainly strike slip faults, roughly trending NW–SE (NNW–SSE) and locally
referred to as ‘cross courses’ [9], connecting ENE–WSW-striking extensional faults [13] or
dykes, called ‘Elvans’.

The PTF is a NNW–SSE striking strike–slip fault zone (Figure 1). It consists of several
fault strands and thus is 200 to 500 m wide at the surface and assumed to be more than
15 km long [1]. The northwestern part was mapped geologically [14] and remotely [11],
while the southeastern part is not exposed at the surface and its extent is only presumed
from indirect hints (e.g., morphology).

Along the PTF, hydrothermal alteration has affected the mineralogical composition of
the reservoir rocks. Two main phases of alteration can be distinguished: younger alteration
related to circulation of (partly) meteoric water in structural discontinuities and older
alteration related to hydrothermal convection cells around the cooling granitic bodies, with:
(a) fluids possibly linked with the first marine incursions in late Triassic and (b) fluids with
magmatic origin [4].

Products of hydrothermal alteration are present, such as Kaolinite (likely Dickite
at reservoir depth [15–18], greisenisation (paired with tourmalinisation and cassiterite
veins [19], Tourmaline veins (related to the circulation of boron-enriched fluids in hy-
drothermal convection cells [20], Chlorite [20], hydrothermal W/Sn/Cu/As/Zn ore miner-
als (mainly in the metasediments [4,13] and Quartz, Fluorite or Barite veins [15,21].
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Figure 1. Simplified geological map of Cornwall, showing granite types after Simons et al. [5],
sampling locations and relevant project locations; PTF simplified after Reinecker et al. [22]; meta
sediments, dykes and non-magmatic geological units in grey.
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2. Materials and Methods

The analysed rock samples are outcrop analogue samples (OAS). They were collected
during fieldwork in June 2019 from six different locations of the Cornubian Batholith
(selected from a total of 47 samples from 35 different locations—sea cliffs, major and minor
natural outcrops, rock dumps and active and abandoned quarries) [23]. They have a
relatively high geochemical conformity with the Carnmenellis Granite (based on data from
Simons et al. [5]) and include mineralised veins, which allow analogies with hydrothermally
altered zones around the faults and fractures of the PTF encountered in UD-1. As a result of
a lack of sampling material from the granites of the Carnmenellis, Carn Marth or Carn Brea
plutons, which contain veins, the representativity for the Carnmenellis granite is limited to
far-field analogues (Land’s End, Tregonning Godolphin, Cligga and St. Austell plutons).
Nevertheless, the present samples display an analogy to the fault and fracture zone itself.
For analysis, the samples were cored into plugs 40 mm in diameter and ranging in length
from 20 to 80 mm. Each core targets a vein, with the core axis drilled parallel to the vein
(Figure 2). Cutoffs were ground to powder finer than 63 µm for chemical and mineralogical
analysis.

For comparison, drill cuttings from production well UD-1 from the open-hole section
between 4 and 5 km MD are analysed. The cuttings, which were sampled by GEL/
Geosciences Limited, represent 44 depth intervals of 10 m in length, between 4050 m TVD
and 4930 m MD.
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Figure 2. Top view on representative cores (40 mm diameter) from the six samples; the mineralogical
composition of the sample and the veins is given in Table 1.

Besides an accompanying petrophysical analysis, the effect of chemical treatment on
the permeability of the rock matrix and fracture systems due to acidification is investigated
under approximation of reservoir conditions. This implies the acidification of samples
using two methods (Core Flooding Tests, CFT; Autoclave Experiments, AE), a petrophysical
before/after comparison and a geochemical analysis of the fluid–rock interaction.

A set of different analytical methods, such as XRF, XRD, AAS, IC, ICP-MS, thermoscan-
ning, helium pycnometry, helium permeametry, water permeametry and sonic velocity,
is used to characterise the samples petrologically and petrophysically before and after
chemical treatment in AEs and CFTs at reservoir temperatures and pressures, as well as the
spent acids from the AEs (Table 2, Figure 3).

In the chemical treatment experiments (AEs), the samples are placed in autoclaves
together with acids at 150 ◦C for 24 h. The utilised acids are: (a) 15% HCl and (b) ‘white
acid’, which consists of 12% HCl and 3% HF and resembles Regular Mud Acid (RMA),
which is commonly employed in chemical well stimulation.
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In the CFTs, which were conducted at the labs of Fangmann Energy Services (FES), the
chemical blends SSB-007 and SFB-007 were circulated through the cores at a temperature
of 150 ◦C and a confining pressure of 172 bar (2500 psi). During the flow rate-controlled
tests, the differential pressure is logged to calculate the permeability development over
time [24]. SSB-007 and SFB-007 have relatively similar characteristics to the fluids used in
the autoclave experiments.
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Table 2. Applied methods and analysed sample sets. Abbreviations: CFT = core flooding tests;
AE = autoclave experiments; PEF = permeability enhancement factor; OAS = outcrop analogue samples.

Method Sample Condition Derived Parameters Analysed Sample Sets

Gas pycnometry Dry
Grain volume,
grain density,

porosity

All cuttings, all 8 cm cores,
all 2 cm plugs, before and after

acidification

Sonic Dry
Seismic velocities,
Young’s modulus,

Poisson ratio

All 8 cm cores,
all 2 cm plugs and CFT cores, before and

after acidification

Thermoscanning Dry
Thermal conductivity,

thermal diffusivity,
specific heat capacity

All 8 cm cores,
acidified 2 cm plugs

Gas Permeametry Dry Intrinsic permeability,
permeability enhancement factor (PEF)

18 plugs before acidification,
12 plugs after AE,
5 plugs after CFT

Water Permeametry Water-
saturated Permeability 5 plugs, sawn from the 3 acidised CFT

cores

CFT NH4Cl-saturated Macroscopic changes,
PEF 3 cores

AE: HCl, HCl + HF
(powder) HCl + HF saturated Weight loss of sample

1 OAS powder sample with HCl,
6 OAS powder samples with HCl + HF,

1 OAS power sample with HCl

AE: HCl (plugs) Partly HCl-saturated Macroscopic changes 6 OAS plugs + 1 Blank

AE: HCl + HF (plugs) Partly HCl + HF saturated Macroscopic changes 6 OAS plugs + 1 Blank

REE-Analysis: Digestion,
ICP-MS Fluid REE concentration 9 digested OAS powder samples +

2 Blanks + 13 Standards

AAS Fluid Element concentration 22 fluid samples (AE set 1, 2, 3)

IC Fluid Ion concentration 22 fluid samples (AE set 1, 2, 3)

Photometry Fluid Silicate concentration 22 fluid samples (AE set 1, 2, 3)

XRD Powder tablets Normalised mineralogical composition

9 representative OAS samples,
36 cuttings,

22 powdered samples after acidification
(AE set 1, 2, 3 and CFT)

XRF Pressed powder tablets Normalised weight % of element or
oxide concentration

9 OAS samples before acidification,
15 powdered plugs after acidification

(AE set 2, 3 and CFT)

2.1. Sample-Preparation

All samples were dried to mass constancy (cuttings at 105◦ for 24 h, OAS at 65 ◦C
for >48 h to avoid low-temperature alteration processes of clay minerals) and stored in
closed containers at ~20 ◦C with silica gel. OAS were cored, sawn and burnished at the
Institute of Applied Geosciences in Darmstadt. All cores have a diameter of 40 mm and
include veins of different mineralogical composition. The initial length of the ‘cores’ was set
to 80 mm (optimum: 2:1 length to width ratio), which had to be reduced to 20 mm ‘plugs’
for further experiments. The core axis was oriented parallel to the strike of the vein; the
cores had plan-parallel surfaces. Grinding was performed in a tungsten carbide disc mill
(two minutes at a speed of 1000 rpm) following Ferreiro Mählmann and Frey [25]. Grinding
was performed on cuttings and core-cutoffs from sawing, which allow best comparability
with OAS cores. The cutting samples lack the sub-63 µm-fraction, which includes the clay
minerals (due to washing at the project site: rinsing 2–3 times and decantation of excess
water through a 63 µm sieve without containment).

2.2. Petrophysical Methods

Gas pycnometry (determination of the effective porosity, which is an approximation
of the total porosity, due to He diffusion) was conducted on all samples according to
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the recommendations of Micromeritics [26] as described in Weydt et al. [27] with the
two-chamber systems AccuPyc 1330, AccuPyc II 1340 and CorePyc 1360 (Micromeritics,
Germany) using He. The bulk volume was calculated from the geometry of the cylindrical
cores.

Sonic measurements were conducted as described in Weinert et al. [28] with an ultra-
sonic pulse generator (USG40) (Geotron-Elektronik, Germany), a PicoScope Detector and a
UPG-S/UPE-S emitter/receiver set (pushed against the sample with a pressure of 1 bar,
coupled by Magnaflux 54-T04 shear gel) on 80 mm cores and 20 mm plugs to calculate the
dynamic Poisson ratio and dynamic Young’s Modulus.

Thermal conductivity and thermal diffusivity were measured as described by Mielke
et al. [29] on the 80 mm cores before treatment and on 20 mm plugs after treatment with a
Thermal Conductivity Scanner (Lippmann and Rauen, Germany), using gabbro standards
(TC) and Quartz/Titan and Titan/Steel standards (TD) [30]).

The permeability was analysed with a column gas permeameter (stationary air perme-
ameter with a Hassler type cell [31]). A verification of the results was performed with a
water permeameter.

The gas permeameter measurements were conducted according to Filomena et al. [31],
using the different pressure levels 1050–1250–1500–2000–3000–5000 mbar and a mantle
pressure of 10 bar for each experiment. The pressure difference was set between up
to 1000 mbar (samples with permeabilities in the range of 10−17 m2) and only 50 mbar
(permeabilities below 10−14 m2). Further information about the method is provided by
Weydt et al. [27]. Since the sample axis was parallel to the vein, the measured permeability
was a combined vein and matrix permeability and the permeability of the whole sample
was highly anisotropic.

2.3. Acidification

CFTs were conducted at the labs of Fangmann Energy Services, using a Manual
Reservoir Permeability Tester (OFI Testing Equipment) to induce and analyse changes to
the sample properties caused by acidification (Figure 4). The relative permeability changes
over time were analysed by the measurement of the pressure difference at the in- and
outlet of the sample (constant flow rate; measurement similar to a permeameter). The CFT
procedure can be summarised in the following steps:

1. 18 h pre-saturation of the core with NH4Cl (Ammonium-chloride solution with 50 kg
NH4Cl per m3 water) under vacuum conditions; installation of the sample in the
permeability tester.

2. Pre-flush: Core flooding with NH4Cl and initial permeability measurement.
3. Acidification 1: Core flooding with SSB-007.
4. Acidification 2: Core flooding with SFB-007.
5. Post-flush: Core flooding with NH4Cl (flushing the spent acid and particles out of the

core) and final permeability measurement.
6. Deinstallation.

The NH4Cl-brine was used because it has relatively similar flow properties compared
to the applied acids and does not react with the acids, cores or the device. Besides, since
NH4

+ is not included in the geochemical analysis (and would be falsified anyway by the
use of ammonium bifluoride as a constituent for the preparation of HF), the falsification of
the analytical results was limited to Cl−.

The composition of Fangmann’s acid blends SSB-007 and SFB-007 is confidential.
According to general information from Fangmann, SSB-007 is based on HCl or on a Strong
Organic Acid (SOA) with comparable reaction kinetics. SFB-007 contains additional HF
and is relatively similar to Regular Mud Acid (RMA) [24]. RMA is a common acid used for
sandstone matrix acidising [32]. Recalde Lummer and Rauf [24] state the applicability of
Fangmann’s product SFB-007 as well for granite.
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experiments (B).

The applied test conditions were temperatures of 150 ◦C, confining pressure (mantle
pressure, prevents lateral flow around the sample) of 172.4 bar and back pressure (system
pressure, prevents boiling of the fluids) of 34.5 bar. A drive pressure pushed the fluid
through the core and depended on the flow rate (sample 010006004: 0.9 mL/min through
artificial fissure; 017001005: 1.36 mL/min through artificial fissure; 23001002: 0.665 mL/min
through natural vein) and the permeability of the sample [24]. As the initial permeability
of two samples was too low for the circulation of the brine, those samples were sawn along
the original vein. This joint was compressed by the confining pressure. Further information
on the permeability measurement before and after the CFTs is given in Appendix A.

Due to cost- and time-intensity and unknown composition of the acids, only three
cores were analysed in CFTs and AEs were used to resemble the CFTs.

During the AEs, the acid and sample were encased in high-pressure autoclaves (Parr
Acid Digestion Bombs, 302AC T304, Bomb No. 4748, stainless-steel autoclave system with
a cylindrical Teflon (PTFE) container) and heated at 150 ◦C for 24 h (closed system). In
contrast to the CFTs, no circulation of fluids though the sample was realised, implying that
no pre- or post-flush was conducted to cleanse the samples of any reaction products after
reaction (Figure 4).

In the autoclave experiments, two different acids were used to resemble Fangmann’s
acid blends SSB-007 and SFB-007:

• 15% HCl.
• 12% HCl with 3% HF (White acid, common basis for RMA, produced by mixing

1000 mL HCl (15%) and 50 g ammonium bifluoride (ammonium hydrogen fluoride,
F2H5N, purchased as granulate) [33].

HF in a concentration range between 1 and 7% is dangerous to life in case of skin
contact, among other hazards, and is class 2 in the German Water Hazard Classification
System [34]. It is not biodegradable.

• For powder acidification experiments (set 1: 12% HCl + 3% HF) the autoclaves were
loaded with 6 g of powder (from ground OAS) and 60 mL of acid (ratio of powder
mass to acid volume: 1:10, assuming that the entire powder participates in chemical
reactions with the acid) and rotated and shaken carefully.

• For core acidification experiments (set 2: 15% HCl and set 3: 12% HCl + 3% HF)
the autoclaves were loaded with 40 mm diametral, 16–27 mm-high OAS plugs and
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a volume of acid corresponding to the surface area of the plug in a ratio 1:1. This
approach assumed that mainly the sample surface, plus permeable parts of the sample,
mainly along the vein–rock matrix interface, would contribute to chemical reactions.

• To saturate the samples with the acids, the loaded Teflon cylinders were evacuated in
a desiccator with a water-jet vacuum pump for 30 min.

After the heating phase, the autoclaves were cooled with wet tissue until they were
cold enough to be touched and opened (approximately one hour, but as short a time as
possible, to reduce precipitation). The liquid (spent acid) was then separated from the
solid sample remnants for AAS and IC analysis via pipetting. The plugs were then rinsed
with deionised water to allow safe handling and to reduce precipitation. For the powder
samples, the non-dissolved solid fraction of the sample was repeatedly centrifugated with
deionised water to increase the pH from pH < 1 to pH > 5, to allow safe handling of the
sample and enable further analysis.

The following bullet points summarise the most important conditions of the autoclave
experiments:

• Firstly, 15% HCl or 12% HCl + 3% HF.
• Plugs (surface to acid ratio 1:1) or powder samples (mass to acid ratio 1:10).
• 150 ◦C for 24 h.
• Ambient pressure (pressure increase only due to fluid expansion and reaction pro-

cesses).
• No flushing of the samples during the experiment.

As the applied acids, especially at high temperatures, are very corrosive, the materials
of the autoclaves and the Manual Reservoir Permeability Tester, as well as any used lab
equipment in contact with the acids, had to be chosen accordingly and all devices and
tools were visually controlled before and after use. With respect to the CFTs, the used acids
contained corrosion inhibitors.

2.4. Fluid Chemistry

Atomic Absorption Spectroscopy (AAS) was conducted with a ContrAA 300 (Analytic
Jena, Germany, Xenon continuum source lamp plus monochromator, PTFE impact bead;
acetylene/air-flame (2200 ◦C) or N2O/acetylene flame (2750 ◦C), measurement duration
(3 to 4 s), flame height and the characteristic lines used for analysis depend on the element
and are selected according to Analytic Jena recommendations, based on the software
database; software Aspect CS, version 1.5.6.0). Further details on the method can be found
in Broekaert, Skoog and Leary as well as Welz and Sperling [35–37]. The spent acids from
the autoclave experiments were diluted by a factor of 50 or 100 as a reasonable compromise
between the fitting with the calibration range and a reduction in the dilution error. This
affects the measurement quality for Si, Al, Fe and partly Ca, K and Na. A six (or seven)-
point calibration was conducted, with calibration standards from single-element standards
(Carl Roth) and a LaCl-CsCl-solution (Merck KGaA, Germany) in a 2% HCl (supra quality)
matrix.

Ion exchange chromatography was conducted with a Compact IC (Metrohm, Germany;
Compact IC autosampler plus, two separation columns for an- and cations with organic
polymer resin (both Compact IC plus; software MagIC Net™; cation-eluents: Pyridine-
2,6-dicarboxylic acid (C7H5NO4) and nitric acid (HNO3), anion eluent: Sodium carbonate
(Na2CO3)/Sodium hydrogen carbonate (NaHCO3). A 16-point calibration of the device
is performed every three to four months, a control measurement is conducted within the
analysis.

The silica content of the spent acid was determined with a Photometer Specord 200+
(Analytik Jena, Germany), and the reagents ‘Merck 14,794 (Silicate Test)’ using the software
WinAspect+, according to DIN 38405-21 [38]. A nine-point calibration (0, 0.5, 1, 2, 3, 4, 5, 6
and 7 mg/L) was performed. Although the spent acid had a yellowish colour, the optical
measurement was possible for set 1 and 3, as these samples were diluted by a factor of 1000;
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set 2 was not measured because the required dilution factor was too high, as the silicate
content is very low.

2.5. Mineralogy and Geochemistry

X-ray diffractometry (XRD) was conducted on powder tablets (low-texture samples)
by Dr. R. Petschick (Goethe University of Frankfurt) with a Panalytical X’Pert Pro Powder X-
ray-diffractometer (Kassel, Germany; Cu-ray tube with Cu radiation: 40 kV, 30 mA; Ni-filter
with λ(CuKα) = 1.542 Å (no separate α-peaks), automatic divergence slits, X’Cellerator line
counter) with the following goniometer settings: two hours per sample with a detection
angle from 2.5–70◦ 2θ, emitter and detector circuit step length of 0.0083◦ 2θ and 100 s
measurement time. The software X’Pert Data Collector (Panalytical, German<), X’Pert
Highscore Pro (Panalytical, Germany) and MacDiff [39] were used to evaluate the mea-
surements; measured intensities were normalised with an external standard (Corundum),
approximating the natural concentration. Fluorescence effects were reduced by a base-
line correction and a peak-position correction was conducted based on the Quartz peaks.
Further details on the method are described by Petschick [40].

For geochemical analysis the internal method ‘Quant Express, Best Detection’ (wavelength-
dispersive, no external standards) of the X-ray-fluorescence-spectrometer S8 Tiger 4 kW
(Bruker, Karlsruhe, Germany, scintillation counter for heavy elements, proportional counter
for light elements (Bruker [41]) was used. For the evaluation, the total sum of measured
elements was normalised to 100%.

For the powder tablets, a ground <63 µm sample was combined with Hoechst wax C
micro powder (C38H76N2O2) (Merck, Germany) in a ratio 1:4, homogenised in a rotator
mixer for 30 min and pressed to tablets in a stainless-steel cylinder under pressure of
160 bar.

3. Results

Both acidification methods, CFTs and AEs, were used to analyse the permeability
enhancement by chemical treatment (Appendix B, Figure A1) in samples from the Cornu-
bian Batholith. Additionally, mineralogical, geochemical, petro- and thermophysical rock
properties were determined, allowing before–after comparison and the quantification of
the acidification effects. The OAS from the Cornubian Batholith were selected with focus
on their comparability with the Carnmenellis granite and the presence of veins. The veins
allowed comparison with hydrothermally altered zones in the well. Additionally, cuttings
from the geothermal well UD-1 were used for a preliminary transfer of results from lab
scale to the reservoir.

3.1. Sample Composition

All six sampled outcrops or quarries were granitic. However, as veins (mainly filled
with Quartz) were targeted for sampling, all samples had elevated Quartz content compared
to the cuttings from UD-1 and the regional chemistry, as described by Simons et al., (2016).
In three cases the sample composition was classified as quartzolitic, as the volumetric
overrepresentation of the veins caused elevated Quartz (and Tourmaline) content (Table 3).
In relation to Plagioclase, the K-Feldspar content was also slightly elevated. As the resilience
of Plagioclase is usually lower, compared to K-Feldspar, this may be an indicator for
weathering effects on the samples. Macroscopically, Muscovite and Biotite were detected in
all samples (Ms ≥ Bt). As accessory minerals, Tourmaline, Chlorite and Cassiterite were
identified in the OAS and Hornblende and Chlorite in the cuttings. All veins consisted of
Quartz, plus Tourmaline in most cases and rarely ore minerals. The general mineralogical
evaluation of the samples with XRD confirms the macroscopically detected minerals, except
for Biotite, which is underrepresented in the XRD results. The conducted REE analysis [42]
generally correlates with the trends described by Simons et al. [5]. Detected deviations in
REE may also be explained by weathering processes in the samples, because an inverse
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Europium anomaly could be related to weathering of plagioclase. The REE evaluation
might thus be useable as a tool to detect weathering.

Table 3. Composition of the six analysed samples. Mineral abbreviations according to Kretz [43].

Sample No.
(MEETCW) 1 (001004) 2 (010003) 3 (010006) 4 (011003) 5 (017001) 6 (023001)

Minerals: ma-
trix(macroscopic)

Qtz + Kfs + Pl +
Ms + Bt

Qtz + Kfs + Pl +
Ms + Bt

Qtz + Kfs + Pl +
Ms + Bt + clay

minerals

Qtz + Kfs + Pl +
Bt + Ms

Qtz + Kfs + Pl +
Ms + Bt + Toz?

Qtz + Kfs + Pl +
Ms + Bt

Matrix grainsize fine to medium Fine fine fine fine fine to medium

Micas Ms + Bt Ms > Bt Ms > Bt Bt > Ms Ms + Bt Ms + Bt

Minerals:
Vein(macroscopic)

Qtz/Tur/(Hem,
reddish colour) Qtz + Tur Qtz Qtz + Tur Qtz (+ Tur) Qtz, ore mineral

(Cst)

Minerals: entire
sample (XRD)

Qtz > Pl > Kfs >
Ms > Tur

Qtz > Kfs > Ms >
Pl > Tur

Qtz > Kfs > Ms >
Pl > Tur

Qtz > Ms > Kfs >
Tur

Qtz > Ms > Tur >
Pl > Bt

Qtz > Ms > Bt >
Tur > Chl (> Cst)

3.2. Acidification

The CFTs, conducted and evaluated by Fangmann Energy Services [44], resulted
in a significant increase in permeability. To quantify the effectivity of the acidification,
we defined the permeability enhancement factor (PEF), which is the ratio between the
permeability before (Kpre) and after (Kpost) treatment:

PEF = Kpost/Kpre (1)

The CFTs resulted in a PEF between 4 and 50. On the treated samples, a white
precipitate was visible after the acidification.

In contrast to the CFTs, the trend in permeability variation was more ambiguous in
the AEs. The AEs induced a permeability variation by a PEF between 0.1 and 40 (for 15%
HCl: 0.8–39.44; for 12% HCl + 3% HF: 0.13–40.48). A permeability decrease (PEF < 1) was,
in most cases, accompanied by (and likely caused by) the precipitation of a yellowish and a
white mineral, which were macroscopically visible on the plugs (Figure 5). After treatment
with HCl + HF, the bottom of the samples showed more intense changes: a relief was
created, which was especially visible in samples 2, 3, 5 and 6 (Figure 5). In this relief, the
Quartz veins acted as the resistant parts and remained almost unaffected. In sample 3, this
effect was visible for the Quartz grains in the matrix. On the top of the sample, these effects
were less intense. In addition, samples 2 to 6 showed yellow or white precipitation, also
mainly on the bottom of the samples. After treatment with HCl, a relief was only created in
sample 2, 5 and 6, mainly close to the veins. No white precipitates were visible, but yellow
precipitates occurred on sample 2 to 6.

The yellow mineral does not resemble any original crystal structures and can partially
be dissolved or washed away, but reprecipitates during the drying process (65 ◦C). This is
most likely caused by the evaporation of the remaining pore fluid and indicates that the
acid penetrated the sample surface. This was confirmed by a reaction front, which was
visible in most samples in the cross section of the plugs after sawing them vertically. This
reaction front was commonly located around the vein (sample 1, 4, 5 and 6) or in the entire
sample (sample 2 and 3), but with a gradual increase towards the vein. The white mineral
mainly occurred on or along pre-existing minerals (Feldspars and Quartz), especially on the
bottom of the plugs. In difference to the yellow reaction front, it did not seem to be related
to the veins and occurred only on the outside of the samples. The precipitate occurred in
spent 15% HCl as well as 12% HCl + 3% HF.
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Figure 5. Photomontage of the plugs after acidification, combined with the permeability enhancement
factor resulting from treatment with the respective acids 15% HCl or 12% HCl + 3% HF in autoclave
experiments: top and bottom view of the sawn plugs after the autoclave experiments illustrating the
stronger degree of precipitation on the samples bottom surfaces.

In the fluid samples, no precipitation processes were observed, even after several
weeks of storage. During the AEs, the acid colour changed from clear transparent to an
intense yellow. Based on the hydrochemical analysis of the spent acid, showing elevated
iron concentrations, most likely these minerals were partly iron hydroxides (FeO(OH),
Goethite or Limonite). Macroscopically this was indicated by the yellowish colour of
the fluids, which could be interpreted as an indicator for hydrated trivalent iron, as the
iron(III)complex [FeCl(H2O)5]2+(aq) (ligand Cl−) was yellow [45]. The precipitate may
also include silica gel. According to Portier and Vuataz [46] this is formed by a secondary
substitutionary reaction of hexafluorosilicic acid (high solubility) (which is formed from
HF-acidification of Quartz) where Si ions are exchanged by Al3+ and precipitate as SiO2,
while the fluoaluminates remain in the solution. This reaction is triggered when HF is
nearly consumed. As clays or Micas are the main source for the Al3+, they increase the
probability of silica gel precipitation.

Permeability tracking during the CFTs, as displayed in Figure 6, shows the processes
during the acidification. Regarding the evaluation of the CFTs, the tracked pore volume
can be considered proportional to time, since the flow rate was constant. As visible in
Equation (A1) in Appendix A, the pressure difference was inversely proportional to the
permeability and the maximum measurement range of the device is approx. 19 bar. The
sudden drop in measured pressure difference at the transitions between the different
fluids, which was visible in all three CFTs, was caused by an inlet pressure drop when
the fluid valves were changed. Regarding sample 6 (Figure 6), the effect of SSB-007 was
insignificant in the sample (no calcite or well-soluble minerals), as the differential pressure
did not vary before and after SSB-007. During the application of SSB-007, differential
pressure decreased, implying a high efficiency of HF in this sample. The shape of the curve
resembled an exponential decrease, implying a fast efficiency decrease in HF. In the sample
this effect could be due to an initial dissolution phase, which mainly affects pore throats
and macropore contaminants. Combined with the flushing of the macropores and smaller
pores, now with extended pore throats, the removal of particles increases the permeability
with high effectivity in this initial phase. Another explanation might be that the exponential
decrease was an effect of grain integrity and grain size distribution. Because this samples
showed signs of weathering, the trend could express a significant reaction with fine- to
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very fine pre-damaged grains. After this, the grains with higher integrity showed a lower
reactivity with SFB-007. In the post-flush phase, the pressure difference increased after the
circulation of 22 pore volumes. This behaviour might indicate the collapse of a fracture
under the applied confining pressure during the flushing process. This implies the risk of
a permeability decrease by the reduction in rock stability during chemical treatment. In
further CFTs, permeability increased during the post-flush phase displayed the relevance
of the post-flush, which seemed to mobilise particles that cause pore clogging.
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In difference to sample 6, the samples 5 (Figure 7) and 3 (Figure 8) were sawn vertically
along the natural vein to increase the permeability, because the execution of the CFTs was
not possible as the initial permeability was too low for circulation of ammonium chloride.

The documented pressure differences in the CFT on sample 5 resemble sample 6. A
major difference is that during the long post-flush period, the pressure difference decreased
significantly after a total of approximately 275 PV of circulated fluids and the permeability
increased, respectively (doubling of the permeability from 1 mD (9.87 × 10−16 m2) to 4 mD
(3.95 × 10−15 m2)). This implies a high relevance of the post-flush, which seems to mobilise
particles, that cause pore clogging.

The evaluation of sample 3 shows major difficulties during the CFT. The permeability
of the sample, even after sawing an artificial vein, was too low to allow the analysis of
the pressure differences, because the device’s measurement range is exceeded. The given
diagram cannot be analysed with regard to the effectivity of the acid blends, but a general
statement about the acidification is still possible: the permeability increases significantly,
since a low-rate circulation of ammonium chloride becomes possible after the acidification.
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This implies a significant permeability increase in all three cases, which is almost
exclusively caused by SFB-007. The flushing of the pores was identified as an important
factor to increase the permeability after the acidification but may result in a pore collapse
due to the confining pressure.

The three CFT diagrams show that the permeability increase could account for the
HF-bearing acid blend SFB-007, while the effect of SSB-007 was insignificant in the samples.
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The relevance of SSB-007 was mainly as a pre-treatment to avoid unwanted chemical
reactions with HF, such as the precipitation of CaF2. In the AEs, the PEF was higher if HF
was involved, but the number of cases with permeability decreased as well. Hydrochemical
analyses, using AAS, IC and Si-Photometry, show that the total ion load of the spent
HF-based acid was far higher compared to spent 15% HCl. The precipitation of the iron
hydroxide was most intense in samples with the highest ion load in the fluid.

3.3. Petrophysical Methods

Permeametry, Sonic, Thermoscanning and Pycnometry were used to assess the petro-
and thermophysical rock properties before and after treatment. The initial gas-permeabilities
of the untreated samples ranged between 1.3 × 10−18 and 3.1 × 10−14 m2. After treatment,
the gas permeabilities ranged between 1.2 × 10−17 m2 and 1.8 × 10−14 m2. The permeabil-
ity correlated with the porosities, which ranged between 0 and 12.02% before treatment
and increased to 0.92 to 14.52% after treatment. The largest porosity increase was achieved
during the CFTs (max. plus 5.03%). In the AEs the treatment 12% HCl + 3% HF was more ef-
fective than 15% HCl. Thermal conductivity (2.5–4.5 W·m−1·K−1)) and thermal diffusivity
(1.2–3.9 × 10−6 m2/s) resulted in specific heat capacities between 572 and 827 J·kg−1·K−1)
and were not significantly affected by acidification. Sonic velocities (p-wave velocities
between 3095 and 6360 m/s, s-wave velocities between 1909 and 4447 m/s, mean value per
sample before treatment) resulted in high Young’s moduli and low Poisson ratios. These
deviated from the literature, possibly because Quartz veins provide preferential wave
propagation paths. While the Poisson ratio decreased after acidification, Young’s modulus
increased, indicating that precipitation might have increased the mineral interconnectivity.

4. Discussion

As a major difference between the CFTs and the AEs, in the CFTs the applied acids
SSB-007 (based on a strong organic acid), followed by SFB-007 (based on hydrochloric acid
plus hydrofluoric acid) were circulated through up to 80 mm long cores for up to 2.5 h
under approximation of reservoir conditions (150 ◦C, 172.4 bar confining pressure). In
contrast, in the AEs, the acids 15% HCl or 12% HCl + 3% HF, together with 20 mm long rock
plugs or powder from ground samples, were heated to 150 ◦C for 24 h without circulation.
This implies that no pre- or post-flush was conducted.

The analysis of the effectivity of the acids regarding different minerals, quantified by
using XRD and XRF as well as AAS, IC and Si-Photometry on the spent acids, displayed
similar trends, which generally correlate with earlier studies [46,47] as well as with results
from Economides and Nolte [48].

The most relevant chemical equations for reactions with HCl + HF are listed below
to give a preliminary understanding of the results discussed in the following section.
Chemical reactions with only HCl are not displayed separately since, chemically, Cl- has
comparable characteristics to F- and can therefore be involved in similar chemical reactions,
but with reaction rates that are several magnitudes lower. The following chemical equations
were documented by Economides and Nolte [48]:

• Quartz 4HF + SiO2 ⇔ 2H2O + SiF4 (silicon tetrafluoride)
• SiF4 + 2HF⇔ H2SiF6 (hexafluorosilicic acid)
• Na-feldspar NaAlSi3O8 + 14HF + 2H+ ⇔Na+ + AlF2

+ + 3SiF4 + 8H2O
• K-feldspar KAlSi3O8 + 14HF + 2H+ ⇔ K+ + AlF2

+ + 3SiF4 + 8H2O
• Calcite CaCO3 + 2HF⇔ CaF2 + H2O + CO2

Depending on the respective stoichiometry, clay minerals reacted with HF + H+ under
the creation of AlF2

+, SiF4 and H2O in different ratios. As the composition of Tourmaline is
extremely variable, no chemical reaction was provided.

While the reactions between HF and silicates generally resulted in the creation of
liquid hexafluorosilicic acid, which, depending on the pH of the resulting fluid, could
precipitate as amorphous silica gel, a reaction between HF and Calcite would immediately
result in the precipitation of CaF2 and cause pore clogging.
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The XRD results show that on ground samples 12% HCl + 3% HF, the Quartz content in
the treated samples increased to up to 100%. This implies that every other mineral reacted
entirely. An exception is Tourmaline (Schorl), which was partly persistent in samples with
an initial concentration above 5.5%. As a product of the HF acidification, Hieratite (K2[SiF6])
crystallised in several samples. In accordance with results from Sclar and Fahey [49], it
was most likely a product of the acidification of K-Feldspars, since it contains K and F and
was found in the samples with initially highest K-Feldspar concentrations. In the powder
samples, Micas and Plagioclase were dissolved completely, but no correlation reaction
products could be identified. The crystallisation of further minerals is indicated with
additional spectral peaks in the XRD-results, but those minerals could not be identified, as
well as amorphous phases. In the acidified rock samples (plugs) trends were less distinctive.
For 12% HCl + 3% HF as well as 15% HCl, Quartz and Tourmaline were least affected,
while Micas, especially Fe-Chlorite, were statistically most affected. The Feldspar contents
did not display clear trends, but in relative numbers Plagioclase seemed to be less affected
than K-Feldspar. If 15% HCl was applied, the effect on Quartz was insignificant. In all
samples the effectivity of the acidification regarding the relative mineral concentrations
increased if HF was involved. Comparing the SSB-007 plus SFB-007 acidification in CFTs
with 12% HCl + 3% HF in AEs, the trends were similar, except for Muscovite, which seemed
to be less affected. This may be related to additives with the purpose of inhibiting the
participation of clay minerals.

The XRD results were generally confirmed by the XRF results, which displayed low
to no effectivity regarding Quartz, depending on the acid, (relative SiO2 increase) and
higher effectivity regarding Micas and Feldspars or other Al-bearing silicates (relative
Al2O3, K2O or Na2O decrease). The effectivity regarding Schorl was low to intermediate
(Fe2O3 concentration decreased or did not change in samples without Fe-Chlorite and
Biotite). Again, the trends accounted for 15% HCl as well as for 12% HCl + 3% HF, but the
magnitude was larger for 12% HCl + 3% HF. Further trends in other main elements (TiO2,
MnO, MgO, CaO, Na2O, K2O, P2O5) or trace elements cannot be generalised.

In sample 6 (023001, Cligga granite), as an exception, indicators for Cassiterite, Galena,
Pyrite or other ore minerals were detected. This confirms the XRD results and macroscopic
observations for the specific sample.

The chemical analysis of the spent acids, using AAS, IC and Si-Photometry also
confirmed the trends from XRD and XRF. In most cases, relative concentrations can be
generalised as trends for the respective acidification set:

• 12% HCl + 3% HF, 150 ◦C, powder: Al > Si > Na > Ca > K > Ti > Mg > Fe > Mn
• 15% HCl, 150 ◦C, plugs: Mn > Al > Fe > Ti > Ca > K > Mg > Si
• 12% HCl + 3% HF, 150 ◦C, plugs: Al > Na > Fe > Si > Ca > K > Mg > Ti > Mn

Regarding 12% HCl + 3% HF as well as 15% HCl acidification on plugs, the relative par-
ticipation rates of Feldspars are low (relatively low K+, Na+ and Ca2+ concentrations), while
Micas, especially Muscovite, are strongly affected (relatively high Al3+-concentrations).
Tourmaline and other Fe-bearing minerals have intermediate relative participation rates,
if present (relatively high Mn2+ and Fe2+/3+ concentrations). If 15% HCl is used, Si is
absent in the fluid, implying zero participation of silicates. This is a contradiction to the
abovementioned results unless assuming precipitation of silica gel, as described above.
In contrast, applying 12% HCl + 3% HF (comparable trends on plugs as on powder), the
participation of Feldspars and Micas, as well as mafic minerals, is magnitudes higher
compared to 15% HCl (extremely high Al3+, high Si and high Fe2+/3+, Mg2+, Ca2+, Na+

and K+ concentrations). Total ion loads reach up to approx. 11,000 mg/L in spent 12%
HCl + 3% HF, but only approx. 550 mg/L in spent 15% HCl.

Comparing the acidification on plugs and powder (with 12% HCl + 3% HF in both
cases), the data show similar trends. In relative numbers, the ratio of the dissolved ele-
ments fits quite well between acidised OAS powder and plugs. The main difference is an
extremely low Fe2+/3+ concentration in the fluid from powder acidification experiments
(maximum Fe2+/3+ concentration in powder experiment: 16 mg/L; in plug experiment:
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1355 mg/L). This might indicate the precipitation of an iron mineral on the large powder
surface and separation during centrifugation of the powder sample. In XRD, the respective
mineral would likely not be detected as the precipitate would most likely precipitate as
an amorphous mineral. No XRF measurements of the powder samples were performed,
because the remaining material mass was too small for the method.

Summarising the effects on specific minerals, the effectivity of the acidification de-
pends primarily on the composition of the spent acid. Theoretically, the effect of the
temperature is relevant, but since all experiments were conducted at the same temperature,
this cannot be validated by the data. The effect of the grainsize is minor, as powder and
plug acidification had comparable effectivities regarding different minerals, although the
grainsize was homogenised by pulverisation. It also depends on geochemical variations in
the sample, such as varying concentrations of ore minerals, Chlorite, Muscovite and Biotite
or Tourmaline. Feldspars and Mica are mainly affected by the chemical reactions. The effect
on Quartz is far lower, even if HF is involved. Since the AEs last 24 h and near-equilibrium
conditions are established, reaction kinetics are not as important for the resulting effects
on the samples as they would be in a real stimulation or in CFTs, in which the reaction
time is much lower (0.5 to 6 h). However, since all relevant reactions imply an activation
energy threshold, reaction kinetics still influence the results. Equilibrium constants in a
multi-phase—multi-component system can be derived from reaction rate constants. Portier
and Vuataz [46] use respective parameters for a granite system and state that, using 12%
HCl + 3% HF, the reaction rates for Feldspars and Micas are two magnitudes higher than
for Quartz. Their results also confirm a higher reactivity of K-Feldspar compared to Plagio-
clase. Reaction rates for HCl and HCl + HF in varying concentrations are also provided by
Economides and Nolte [48] and confirm the present results. If the effectiveness of the acids
is summarised in terms of the estimated solubility of the minerals, which are predominantly
involved in the analysed samples, the following order can be derived:

• Micas (especially Fe-Chlorite) > K-Feldspar > Plagioclase > Tourmaline > Quartz

Further quantifications of the reaction kinetics in the autoclave experiments would
require a larger dataset and more detailed analysis. Regarding SSB-007 and SFB-007,
reaction kinetics are influenced by the addition of retardants and corrosion inhibitors. As
the exact composition of the acid blends has not been provided, no further interpretation of
the reaction processes during the CFTs is possible.

Regarding the comparability of the acidification methods (CFTs versus AEs; 15% HCl
versus SSB-007; SFB-007 versus 12% HCl + 3% HF), it is very important to consider the
different reaction times, as the SSB-007 flush lasted less than one hour in the CFTs, while
the AEs were conducted during 24 h. As a summarising comparison, 15% HCl has a
weak, but evident effect on the AE samples and in the fluid samples, while SSB-007 did
not cause any effect on permeability that could be identified during the CFTs. All effects
related to geochemical variations induced by the CFTs could solely account for SFB-007.
Comparing SFB-007 and 12% HCl + 3% HF, the effects seem to be quite comparable,
except for the slightly lower effectivity of SFB-007 on Micas, detected in the XRF data.
From several papers published by Fangmann Energy Services, only Recalde Lummer and
Rauf [24] unambiguously describe the application of SFB-007, stating that K-Feldspars of
the analysed samples are not affected by conducted experiments. This is not confirmed by
the present results. The absolute effectivity of both methods is not comparable due to the
differences in duration, pressure and the acid circulation in the CFTs.

The most important limitations of methods are related to the acidification experiments:
in the CFTs, no absolute permeability is measured since the fluid properties (viscosity of the
acid, as well as the exact composition of the acid blends) are unknown and likely change
during the experiment. Thus, unfortunately, the permeability determination is only reliable
during the ammonium chloride flush. The dynamic viscosity of ammonium chloride under
test conditions would need to be determined, as well as the fluid properties of SSB-007 and
SFB-007, which are required for hydraulic modelling. The flow behaviour, and thus also
the retardation and reaction behaviour, is highly dependent on viscosity and density. In the
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AEs, the quantification of the mineral dissolution is corrupted by precipitates, which do not
occur in the CFTs to a comparable extent and would not occur in the near-well regions of
the reservoir (metres to tens of metres), if an adequate post-flush is conducted to displace
the reaction products deeper into the formation. This displays the main limitation of the
AEs.

Indicators for the relevance of ore minerals in acidification are found in sample 6
(023001), where precipitates are most abundant. The thickness and the extent of the yellow
to white precipitate is highest. Uniquely, sample 6 contains macroscopically visible fine-
grained ore minerals. Cassiterite was identified by XRD; further ore minerals (possibly
Galena and Pyrite) are indicated in XRF data. The AEs on sample 6 result in a PEF of 0.8 for
15% HCl and 0.59 for 12% HCl + 3% HF. It is the only sample with a permeability decrease
after acidification with 15% HCl. Fe was identified to cause the yellow precipitate, which
occurs not only in the presence of ore minerals but also in samples that contain mafic or
Fe-rich minerals, such as Schorl, Hornblende or Fe-Chlorite. Assuming the presence of
Pyrite, the abundance of the precipitate can be explained. In the XRF data, the relative
Fe2O3 content increases, indicating that Fe-ions reprecipitate. To assess the presence of ore
minerals for a chemical stimulation, XRF is recommended instead of XRD, as XRD is not a
well-suited method to identify ore minerals.

Comparing OASs and cuttings, only limited transferability is given between the two
sample types. This highlights the significant effect of surface weathering or alteration
processes on the samples, which can be excluded by the drilling of Side Wall Cores for
a high-quality assessment of the reservoir. The reduced normalised Plagioclase content
in the OAS, in comparison to the cuttings, could be another indicator—besides the REE
pattern—for weathering, because Plagioclase has higher weathering rates than K-Feldspars.
Nevertheless, the mineralogical composition of the OAS resembles hydrothermally altered
fracture zones and is therefore a relevant approach for deep geothermal systems in fractured
granite.

5. Conclusions

Regarding the results of the present study, the most efficient acid for United Downs is
clearly HF-based. In other wells, when calcite is present in veins, HCl or an Organic Acid
is usually sufficient for stimulation, but this is not the case in UDDGP. In case chemical
treatment is not an option, e.g., due to due to regulatory requirements regarding the applied
acids, pulse fracturing treatment—as described by Tariq et al. [50]—might be an option.
Thermochemical acid fracturing, as described by Tariq et al. [51], which is based on the
pressure increase during specific chemical reactions and can be based on less hazardous
chemicals, may also display an alternative. HF is not biodegradable and not environmen-
tally friendly, although Recalde Lummer and Rauf state that the treatment system SSB-007
+ SFB-007 is biodegradable [24], which is confirmed by the safety sheets of the single
components. To reduce safety and environmental risks, the HF-based acid is prepared on
site from ammonium bifluoride and strong organic acids, which are less hazardous. This
allows safer handling and a demand-controlled preparation of the required acid volume.
Technical restrictions regarding the project site, such as swelling of clays and compatibility
with borehole and reservoir fluids, as well as casing steel and cements were analysed and
show no signs of incompatibility. Technical constraints from the environmental side include
the presence of a hydraulic barrier, such as a customised barrier (e.g., inert, impermeable
textiles or foils) on top of a concrete pad of sufficient extent around the well, the integrity
of the well cementation, the exclusion of any leaks in or around the well or project site and
the exclusion of any other hydraulic links between the reservoir and non-target areas.

The CFTs were conducted to approximate a chemical reservoir stimulation on lab scale.
A major difference between the lab-scale experiments and a reservoir stimulation is that
in a reservoir stimulation, chemical stimulation is accompanied by hydraulic and thermal
stimulation effects.
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As relatively cold fluids, compared to the reservoir temperature, are injected, thermoe-
lastic effects may cause fracture opening or fracturing as well, as significant contraction
effects may occur due to the large reservoir volume and will strongly be influenced by
injection volume and the duration of injection. In the CFTs, the sample is heated to 150 ◦C,
while the fluid is at room temperature before the contact with the sample. For the small
core volume, thermal contraction is not relevant. Effects of thermal contraction would most
likely occur during the ammonium chloride pre-flush but have not been detected.

The hydraulic pressure is at least the hydrostatic pressure of the fluid column in the
well, but may be artificially increased, depending on the stimulation approach.

Regarding the pressure conditions, the applied confining pressure in the CFTs was
set to 172.4 bar and a back pressure of 34.5 bar was applied to prevent boiling of the fluids.
The pore pressure was in a dynamic relation with the measured differential pressure and
depended on the pump pressure, which varied to maintain a constant flow rate (OFITE
2019). In comparison, the stress conditions in the production well were strike–slip stress
conditions (max. horizontal pressure > vertical pressure > min. horizontal pressure),
critically stressed for shearing on pre-existing fractures with matching orientation [22].
Indicators for a change of stress regime in the open-hole sections were found and are
described by Reinecker et al. [22].

While the CFTs affect a specific fissure or vein, a reservoir stimulation is conducted
with packers or coiled tubing, affecting entire well sections. The fluid follows preferen-
tial flow paths, which implies the risk of creating wormholes along the most permeable
fractures, while closed fractures might only be affected by the acid to a very low degree.
This issue should be investigated in further studies, e.g., by digital rock imaging, as well as
quantification of the changes in roughness.

In the CFTs, during the flushing process under the applied confining pressure, a
fracture collapse was detected, as described in Section 3.2. This risk is transferable to
the reservoir, as it implies the risk of a permeability decrease by the reduction in vein or
fissure stability by particle washout or during chemical treatment. In hydraulic stimulations,
proppants are commonly used to avoid fracture collapse. In the case of the granitic reservoir
rocks, the Quartz grains, however, might act as natural proppants and keep the fractures
open, while Micas and ore minerals in the fractures are preferentially dissolved.

The dissolution characteristics for a HF based acid are good, but imply the precipi-
tation of pore-clogging minerals. A post-flush needs to be executed, which ensures that
precipitation occurs only in the reservoir at greater distance of the well, minimising negative
hydraulic effects to the well productivity. As an attempt to quantify the required post-flush
volume for chemical treatment, it should correspond to at least one times the pore volume
of the sample. With respect to the possible fracture collapse and pressure limitations due to
technical and safety constraints, the maximum post-flush volume is limited as well. In view
of these limitations, a post-flush of three to five times the pore volume is recommended.

Chemical stimulation with HF is common in petroleum projects and has also been
applied in geothermal projects [52–54], but open-access datasets are scarce. HF-treatment
involves severe risks for human health and the environment. The company and operator
have to ensure that during chemical treatment, all risks to health and the environment
are considered. Procedures to handle the fluids have to be designed accordingly and
countermeasures need to be in place to be applied immediately if needed. The acid blend
SFB-007 has already been applied in geothermal projects with granitic reservoir rocks
as Soultz sous Forêts, Rittershoffen and Vendenheim [24]. An intense pre-stimulation
assessment of the reservoir is required to search for the optimum acid blends and to
define required volumes or technical alternatives. The presented research contributes to
the optimisation of stimulation pre-assessment, which is transferable to other projects in
fractured crystalline rock. The present work contributes significantly to the stimulation pre-
assessment for the United Downs Deep Geothermal Power project and therefore improves
the planning process of the reservoir treatment. It complies with the MEET project objective
to optimise chemical treatment and reservoir assessment. SSB-007 + SFB-007 are innovative,

287



Geosciences 2022, 12, 35

state of the art acid blends, which are applied internationally. The approximation of these
acid blends with 15% HCl and 12% HCl + 3% HF has proven to be a suitable approach.
Elaborated results from the selected samples can be transferred to further project sites
in a fractured granitic basement. The applied methods in the compiled workflow are an
innovative, well-suited tool set for a generalised approach to the lab scale assessment of
rock acidification, particularly for application in a crystalline basement.

Using a set of laboratory tests that, to our knowledge, have never before been per-
formed with similar acid combinations on granitic rocks for geothermal purposes, the
present study provides new insights into the efficiency as well as possible difficulties of
chemical stimulation in such rock types.
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Appendix A

Calculation of permeability from the measured pressure difference before and after
the CFTs: the differential pressure and the runtime, which—under constant flow rate—can
be expressed as multiples of the pore volume, are measured automatically during the CFTs.
The evaluation of the measured pressure difference (given in psi) is based on Darcy’s law.
An additional multiplication factor, which depends on the device and on the conversion
from bar (or Pa) to psi (1 bar = 14,504 psi), is used to calculate the permeability (OFITE,
2019). With k: permeability (mD); µ: viscosity of fluid (cP); Q: flow rate (cm3/s); l: core
length (cm); A: cross sectional area of the core (cm2); ∆p: differential pressure (psi), the
resulting equation is:

k = 14,700·µ·Q·l/(A·∆p) (A1)

As described in Section 3.2, the permeability can only be measured during the pre-
and post-flush. Since the viscosity of the brine (NH4Cl) is temperature dependent, it had
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to be determined in additional experiments, conducted by Fangmann Energy Services.
Nevertheless, to our knowledge, in the data provided by Fangmann Energy Services, which
are included in the Supplementary Materials, the viscosity of the fluid was set to 1 cP.

To avoid falsification of the results, our evaluation of the CFTs is based on the PEF,
which is introduced in Section 3.2 and allows a relative quantification of the permeability
increase. The permeability changes were verified by additional gas permeability measure-
ments, as described in Section 3.3.

The viscosity of the acids, considering the chemical reactions of the acids and under
the applied temperatures, is unknown. Therefore, the tracking of the differential pressure—
which is inversely proportional to the permeability—during the CFTs, as discussed in
Section 3.2, is only a qualitative approach to the permeability changes during the CFTs.
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Abstract: The United Downs Deep Geothermal Project (UDDGP) is designed to utilize a presumably
permeable steep dipping fault damage zone (constituting the hydrothermal reservoir in a very low
permeability granitic host rock) for fluid circulation and heat extraction between an injection well
at 2.2 km depth (UD−2) and a production well at 5 km depth (UD−1). Soft hydraulic stimulation
was performed to increase the permeability of the reservoir. Numerical simulations are performed to
analyze the hydraulic stimulation results and evaluate the increase in permeability of the reservoir.
Experimental and field data are used to characterize the initial reservoir static model. The reservoir
is highly fractured, and two distinct fracture networks constitute the equivalent porous matrix and
fault zone, respectively. Based on experimental and field data, stochastic discrete fracture networks
(DFN) are developed to mimic the reservoir permeability behavior. Due to the large number of
fractures involved in the stochastic model, equivalent permeability fields are calculated to create
a model which is computationally feasible. Hydraulic test and stimulation data from UD−1 are
used to modify the equivalent permeability field based on the observed difference between the
real fractured reservoir and the stochastic DFN model. Additional hydraulic test and stimulation
data from UD−2 are used to validate this modified permeability. Results reveal that the equivalent
permeability field model derived from observations made in UD−1 is a good representation of the
actual overall reservoir permeability, and it is useful for future studies. The numerical simulation
results show the amount of permeability changes due to the soft hydraulic stimulation operation.
Based on the validated permeability field, different flow rate scenarios of the petrothermal doublet
and their respective pressure evolution are examined. Higher flow rates have a strong impact on the
pressure evolution. Simulations are performed in the acidized enhanced permeability region to make
a connection between the ongoing laboratory works on the acid injection and field response to the
possible acidizing stimulation.

Keywords: United Downs; EGS; hydraulic stimulation; equivalent permeability field

1. Introduction

Petrothermal systems are reservoirs with preferably high heat flow, geothermal gradi-
ent, and temperature, but lack sufficient natural fluid flow (in most cases) and permeability
to accommodate flow rates required for economic geothermal systems. In such geothermal
play types, enhanced geothermal systems (EGS) can be implemented by creating new
fractures or stimulating naturally existing ones to achieve the permeabilities needed for
economical fluid flow. This is essential to create a connected network of pathways between
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the injection well and production well [1]. Achieving economic flow rates at wellhead is
the goal of any stimulation operation [2]. There are different techniques of stimulating
fractures: (i) hydraulic stimulation, where water is injected at high pressure to enhance
the permeability; (ii) chemical stimulation, where acids are injected to dissolve fracture
mineralization and thus increase the permeability; and (iii) thermal stimulation, where
cold water injection creates thermal stress in the reservoir rock which helps in increas-
ing the permeability of the fracture network [3]. The latter is usually best applicable in
very high-temperature reservoirs. In this paper, the impact of hydraulic stimulation on
the permeability enhancement of naturally occurring fractures in the fault zone through
Thermo-Hydraulic (TH) modeling of the United Down Deep Geothermal Project (UDDGP)
at Cornwall, UK, is discussed.

UDDGP is geographically located near Redruth in Cornwall, southwest England. This
project is the first in the UK where both injection and production wells are drilled into
the highly fractured and steeply dipping Porthtowan Fault Zone (PTF), cross-cutting the
Carnmenellis Granite of the Cornubian Batholith. For selecting the geological targets of
UDDGP, previous experiences from Rosemanowes HDR wells are considered where the
hydraulically active fractures are mainly oriented parallel or at an oblique angle to the
maximum horizontal stress direction (SHmax) oriented in the NW-SE direction. To use
these favorable flow paths, the geological target selection is focused on faults oriented
more or less parallel to SHmax. Furthermore, hot springs in mines confirm this fracture
permeability in the NW-SE direction [4]. Evidence from mining activities in the area of
interest covered only the top 400 m, but it provides insights regarding fault dip, direction,
damage zone thickness, displacement, and hydraulic activity. Combining these data with
surface geological maps, the fault model is generated [5]. For the well trajectories, two
criteria are considered: first, longer-length and larger displacement faults, because they
are most likely to penetrate to the deeper zones, and second, the selected area should be
underlain by granite with high heat production. Given the lack of available significant
geophysical data to detect the fault structures at depth, the combination of the surface
geology, mining data, few seismic profiles, and analog structures are used to make a drilling
prognosis [6–10]. The injection well UD−2 was drilled to a depth of 2393 m MD (2214 m
TVD), and the production well UD−1 was drilled to 5275 m MD (5058 m TVD) with a
horizontal spacing of 8 m between the two wellheads and a vertical spacing of around 2000
m between the ends of the wells (to prevent thermal short-circuiting). The production well
UD−1 is the deepest onshore well drilled in the UK. Both wells were directionally drilled
towards the WSW of the well heads to intersect the NW-SE striking PTF (Figure 1). The
bottom hole temperature at a depth of 5 km was found to be > 180 ◦C. The open fractures
in the PTF are considered to be the main pathways for fluid flow. However, only a small
group of fractures were proven to be hydraulically active by indicators, e.g., mud losses
during drilling, geothermal gradient anomalies, induced seismic events, and borehole
image analysis [11].

The geology of Cornwall is characterized by the Cornubian batholith, which can
be distinguished into several plutons. The Carnmenellis granite is one such pluton that
formed around 293 Ma ago [12]. The region also comprises metamorphosed Devonian
sediments, which are locally known as “killas”. Granites in this region have high contents
of uranium (U), thorium (Th), and potassium (K), which result in high heat flow values
and the high geothermal gradient. There are a few thermal springs in the vicinity of the
site. The granitic outcrops, mines with U deposits, and thermal springs, along with faults,
are shown in Figure 2. The Carnmenellis granite was estimated to be about 10 km deep,
and the temperature at that depth was 650 ◦C [11,13].

The PTF is a set of strike-slip structures with the strike in the NW-SE direction and
a width of around 300 m which can be traced as various fault segments on the surface
(Figure 1). The PTF accommodates periods of extensional (Devonian, Permo-Trias) and
compressional (Variscan, Alpine) tectonics of both dextral and sinistral movements. More
information on regional geology and tectonics is given in Reinecker et al. [11].
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Ultrasonic imaging of the wellbore has given a very reliable understanding of the natural
fracture distribution in UD−1 from 906 m to 5206 m MD (see Figure 3). The fractures can
be divided into two sets: fractures trending in the NW-NNW direction and the ENE striking
fractures. For more geological details, readers are suggested to read Reinecker et al. [11]. Both
these sets consist of mineralized and open fractures (a few of them are hydraulically active).
The probable number of fractures in the former set is higher than that of the latter set (based
on possible geometrical sampling bias from the log data). The intensity of both the fracture
sets generally decreases with depth, a behavior which has also been demonstrated for
comparably deep wells in the Upper Rhine Graben by Afshari et al. (2022) [14]. Fractures
favorably oriented with the in-situ stress field are critically stressed, and their permeability
can be enhanced by slip initiated through fluid-driven stimulation. The fracture sets were
further divided on the basis of orientation, intensity, and depth into four domains [11].
Additionally, two large-scale fractures were detected based on a combination of fluid losses
during drilling, geothermal anomalies in the temperature logs, by the borehole image
logs, and induced seismic events during drilling and subsequent hydraulic testing. Both
fractures are oriented more or less in parallel to another, but slightly oblique to the PTF,
and are critically stressed in the in-situ stress field [11].

In this study, the thermo-hydraulic process is numerically simulated based on the re-
ported fracture and hydraulic testing/stimulation data. The fractured reservoir for this study
is represented by a stochastic DFN-based equivalent continuum model with both homoge-
neous and anisotropic units representing the host rock and the fault zone, respectively. This
study was conducted within the framework of the EU-funded Horizon 2020 project MEET
(Multidisciplinary and multi-contact demonstration of EGS exploration and Exploitation
Techniques and potentials), which is described in general by Trullenque et al. [15]. The fluid
flow and heat transfer during the hydraulic testing and stimulation operations were numer-
ically simulated to estimate the permeability field. Furthermore, the pressure dependency
on different injection flow rates is presented and analyzed. Finally, a preliminary model
based on the conceptual impact of chemical stimulation on the reservoir permeability is
developed, and consequently, its impact on reservoir pressure development is estimated.

295



Geosciences 2022, 12, 296

Due to confidentiality clauses from the industrial partner, all data are reported based on a
function of x.
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H: Helston [11].
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Figure 3. Fracture distribution interpreted from ultrasonic logs in UD−1. Note that the depth scale
of the structural profile is the true vertical depth below sea level. Cumulative fracture distribution
and lithology log originally in measured depth below ground level are shifted and stretched to fit
the true vertical depth scale [11]. Two large-scale fractures were detected by induced seismic events
during drilling and subsequent injection testing.
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2. Methodology

Well data, seismological data, surface mapping, data from nearby mines, outcrop
analysis, and data from the Rosemanowes project, along with gravity analysis, are all used
to define the target faults, well trajectories, and fractures. For setting up a static structural
reservoir model, the Move 2018 software [16] developed by Midland Valley Explorations
Ltd. was used [11]. Fracture network data obtained from fieldwork, borehole logging, and
literature are summarized in Tables 1 and 2 for the unfaulted host rock zone and the fault
zone, respectively. Discrete fracture networks (DFNs) are generated for the host rock zone
and the fault zone using the FracMan 7 [17] software. Due to unavailability of mean fracture
half-length and mean hydraulic fracture aperture data for the fracture set 2, corresponding
data from fracture set 1 is assumed in Tables 1 and 2. Furthermore, this geometrical model
(see Figure 4) is imported into COMSOL Multiphysics [18] for the hydraulic stimulation
simulation.

To enhance the hydraulic connection of the open hole sections of both wells to the
fault-bounded reservoir, hydraulic stimulation operations have been performed on UD−1
and UD−2. The injectivity of UD−2 is within the targets set for the power plant operation.
To increase the hydraulic connectivity of UD−1 to the reservoir and the near wellbore
reservoir hydraulic conductivity, three stages of hydraulic stimulation were performed [11]:
(a) Phase 1—step rate injection testing during August 2020, (b) Phase 2—extended injection
testing between September and October 2020 and (c) Phase 3—low pressure extended
injection testing between October 2020 and February 2021. All phases can be characterized
as soft hydraulic stimulation operations due to the low injection volumes and flow rates but
sufficient pressures to induce micro-seismic events. Figure 5 shows the operational details
of phase 3 hydraulic stimulation for UD−1. This data is used to validate and adjust the
anisotropic permeability field of the stochastic DFN models based on the fracture network
characteristics for the UDDGP geothermal field. In this data, some changes need to be
highlighted: (i) in the first part, from steps 0 to 15, the injection volumes were increased
while flow rates and pressures were kept at a low level, followed by (ii) a set of injections
with significantly higher injection pressures and considerably higher flow rates from step
16 until step 21 accompanied by increasing induced micro-seismicity (not shown due
to confidentiality) leading into (iii) a third part where flow rates increase further with
significantly lower injection pressures. These changes indicate that the hydraulic injections
are increasing the reservoir injectivity and prove that they can be defined as soft hydraulic
stimulation.

Table 1. DFN characteristics of host rock zone.

DFN Parameter Fracture Set 1 Fracture Set 2 Comment Reference

Mean fracture orientation, strike
[deg] 130–310 50–230

Mean orientations from
Rosemanowes wells RH12 and

RH15; set 1 from approx. 80% of
the total fracture surface area

[19]

Mean fracture orientation, dip
[deg] 80–90 70–90 [20]

Mean fracture half-length [m] 5.5 Log-normal distribution with
µ = 1.7 and σ = 0.45 [ln(m)] [20]

Mean hydraulic fracture aperture
[µm] 59 Between 31 and 65 µm [19]

Fracture density [m−1] 5 0.8 Density is decreasing with depth [21]

Producing fracture spacing [m] 10 Spacing between producing
fractures is in the order of 10 m [21]

Fracture area density [m−1] 0.9 0.2 Only 10–15% of the fractures carry
appreciable flow
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Furthermore, the hydraulic testing/stimulation operational data for UD−2, conducted
from the 17th until the 20th of November 2020, is used to validate the calculated perme-
ability field (Figure 6). Based on this validated permeability field, different operational
scenarios of flow conditions were simulated to evaluate reservoir performance.
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hydraulically stimulated region is depicted by a cylinder around UD−1. Two critically stressed large-
scale fractures, subparallel to the PTF, are implemented based on the seismic events as documented
by, e.g., [11] and indicated with a disc shape.
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Figure 5. Daily flow rate, injection pressure, and injected volume of the hydraulic testing/stimulation
operation on UD−1 from September 2020 until January 2021. Here flow rate, pressure, and injection
volume are hidden for commercial issues. The black and blue colors indicate the pressure and volume
of the injected fluid.
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Table 2. DFN characteristics within the fault zone.

DFN Parameter Fracture Set 1 Fracture Set 2 Comment Reference

Mean fracture orientation, strike
[deg] 157–337 50–230 From UD−1 borehole logging,

Sub-parallel to the main fault

Mean fracture orientation, dip
[deg] 80–90 70–90 As above. [22]

Mean fracture half-length [m] 10 10 (assumed)
Meters to tens of meters; may
be scaled to the length of the

fault and offset
[22]

Mean hydraulic fracture aperture
[µm] 95 95 (assumed) assumed [23]

Fracture density [m−1] 6 0.8 assumed [23]

Fracture area density [m−1] 0.2 (assumed) 0.2

Using the following equation [18], heat and mass transfer in a porous media is coupled
to simulate the fluid flow during the hydraulic stimulation operation:

ρ1(φmS1 + (1− φm)Sm)
∂p
∂t
− ρ1(αm(φmβ1 + (1− φm)βm))

∂T
∂t

= ∇.
(

ρ1km

µ
∇p
)

(1)

In this equation, p, T, φm, km, S1, Sm, αm, β1 and βm are pressure, temperature, porous
media porosity, permeability, storage coefficient of rock, storage coefficient of fluid, Biot’s
coefficient of porous media, the thermal expansion coefficient of fluid, and thermal ex-
pansion coefficient of the porous medium, respectively. The fluid dynamic viscosity and
density are denoted by ρ1 and µ, respectively.
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Heat exchange between the rock matrix and water is modeled based on the local
thermal non-equilibrium approach, and the governing equation for the rock can be written
as:

(1− φm)ρmCp,m
∂Tm

∂t
= ∇.((1− φm)λm∇Tm) + qml(Tl − Tm) (2)

Here, Tm, Tl , ρm, Cp,m, λm and qml are rock temperature, fluid temperature, rock density,
rock-specific heat capacity, rock thermal conductivity, and the rock-fluid heat transfer
coefficient, respectively. If Cp,l and λl are the heat capacity and thermal conductivity of
fluid, then the governing equation of heat transfer for the fluid is:

φmρlCp,l
∂Tl
∂t

+ φmρlCp,l

(
− km∇p

µ

)
.∇Tl = ∇.(φmλl∇Tl) + qml(Tm − Tl) (3)

These equations are fully coupled and solved in COMSOL Multiphysics [18], where
the necessary thermophysical properties of water (dynamic viscosity (µ), specific heat
capacity (Cp), density (ρ), and thermal diffusivity (κ)) are given below:

µ = 1.38− 2.12× 10−2 × (T + 273.15)1 + 1.36× 10−4 × (T + 273.15)2 − 4.65× 10−7 × (T + 273.15)3

+8.90× 10−10 × (T + 273.15)4 − 9.08× 10−13 × (T + 273.15)5 + 3.85
×10−16 × (T + 273.15)6 (0− 140 ◦C)

(4)

µ = 4.01× 10−3 − 2.11× 10−5 × (T + 273.15)1 + 3.86× 10−8 × (T + 273.15)2

−2.40× 10−11 × (T + 273.15)3 (140− 280 ◦C)
(5)

Cp = 1.20× 104 − 8.04× 101 × (T + 273.15)1 + 3.10× 10−1 × (T + 273.15)2

−5.38× 10−4 × (T + 273.15)3 + 3.63× 10−7 × (T + 273.15)4 (6)

ρ = 1.03× 10−5 × (T + 273.15)3 − 1.34× 10−2 × (T + 273.15)2 + 4.97× (T + 273.15) + 4.32× 102 (7)

κ = −8.69× 10−1 + 8.95× 10−3 × (T + 273.15)1 − 1.58× 10−5 × (T + 273.15)2

+7.98× 10−9 × (T + 273.15)3 (8)

A finite element discretization approach is adopted for this simulation. The com-
plete mesh consists of 135,748 domain elements, 14,320 boundary elements, and 670 edge
elements. Backward Differential Formula (BDF) with variable time step is used. The
hydrothermal model used here is validated against Bai [24] in previous works by the
authors [25,26].

Table 3 shows the rock properties and operational conditions for the numerical simu-
lations of this study. These parameters are obtained from the experimental tests and field
works.

Table 3. Rock and fluid properties for the United Downs geothermal system, as defined for the
numerical simulations.

Parameter Value Parameter Value

Injection rate Case dependent Matrix porosity 0.005

Injection temperature 70 ◦C Matrix permeability Case dependent

Well diameter 0.2159 m Fault porosity 0.02

Fluid properties Dynamic (T) Fault permeability Case dependent

Side boundaries Open mass flux, open heat
flux Top and bottom boundaries No heat, No flow

Thermal Gradient 33.3 ◦C/km Pressure gradient 9.79 MPa/km

Rock density 2620 kg/m3 Rock thermal conductivity 3 W/(m× ◦C)

Rock specific heat capacity 960 J/kg/◦C
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3. Results and Discussions

The present section is organized in the following approach: initially, the equivalent
permeability field is calculated from the discrete fracture network, followed by updating
the permeability field with the operational data from UD−1. The reason behind this step is
to compensate for the permeability loss due to closed fractures or uneven morphology of
the fracture surfaces, or resulting error from the stochastic approach (from FracMan). Next,
the obtained permeability field is validated with the operation data from UD−2, assuming
a constant fracture density in the fault zone. Finally, simulations for the cold-water injection
for a longer time period are shown to capture the pressure evolution and temperature
reduction for different flow rates.

Within the fault zone, 10 million fractures were produced with FracMan based on
the fracture network characteristics presented in Tables 1 and 2. This output is difficult
to present in a DFN framework included in numerical simulation software. Hence the
upscaling of the permeability of the single fractures of the corresponding networks into an
equivalent permeability field becomes a necessity. To calculate the equivalent permeability
field, the Oda approach [27], as implemented in FracMan, was used. Oda [27] employed
the geometry of fractures to calculate effective permeability for a given grid with a given
pressure gradient. Inside the FracMan, Poiseuille law is used to calculate the fracture
permeability from the fracture aperture. The roughness of the fracture is considered
one. Using the orientation of individual fractures present in a grid cell and assigning
each fracture as a unit normal vector n, a tensor depicting the mass moment of inertia
of fractures normally distributed over a unit sphere was obtained through integration of
the fractures over all of the unit normal [17]. Figure 7 shows the equivalent permeability
field estimation using the Oda method, and it is obvious that the heterogeneity of the final
permeability field is a function of the grid size. A smaller grid size results in a more accurate
representation of the heterogeneous permeability distribution of the fractured rock mass
than a large grid size, where single permeable fractures are less well represented. However,
reducing the grid size increases the computational cost. While the permeability range of the
permeability field created with the fine grid size is larger than for the coarse grid size, the
mean permeability value is approximately the same. Therefore, the coarse grid size, which
still provides a sufficiently accurate representation of the fractured reservoir, is used in this
study to minimize the computational cost. The permeability field resulting from the Oda
methodology for the fault zone is a heterogeneous field that is implemented through the
TH calculations in the COMSOL. Consider that meshing for the equivalent permeability
from FracMan (structured rectangular mesh) is different than the simulation meshes in the
COMSOL (unstructured tetrahedral meshes). Therefore, permeability values mapped from
the structural rectangular to the unstructured tetrahedral inside the COMSOL. The average
value of the permeability field in anisotropic matrix is reported as below with the highest
value in the z direction and the second highest value in the y-direction, both subparallel to
the fault zone strike, which shows the effect of the fracture set orientation (see Table 2):




5.5× 10−15 0 0
0 1.7× 10−14 0
0 0 2× 10−14




The reported data from the field work, logging and literature (see Table 2) shows
that fractures are mainly vertically oriented, which aligns with higher permeability in
the z-direction. Strike values with the fracture orientation in the x-y space indicate that
their tendency towards the y-axis is greater, resulting in a higher permeability in the
y-direction. While the fracture density slightly decreases with depth, a single averaged
fracture density is used to simplify reservoir permeability for the entire fault zone. A
similar approach is used to obtain the host rock permeability, and the resulting value is
two orders of magnitude smaller than those of the fault zone. This limits the host rock’s
contribution to the convective heat and mass flux while its effects are still considered in
the numerical simulation. The possible discrepancy between actual field and simulated
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permeability fields is solved with a correction factor to the permeability fields of the Oda
methodology based on the hydraulic testing data. Technically, the permeability obtained
from the hydraulic test data could have been directly matched with the numerical model to
obtain a realistic value, but in this case, the resultant reservoir permeability from the Oda
method is heterogeneous. The DFN generation and Oda upscaling were chosen specifically
to better reflect the anisotropic permeability field for the faulted reservoir. From Figure 8, it
is clear that the pressure increases at a higher rate by increasing the peak flow rate until
step 21. The obtained permeability field till step 21 is:




5.5×10−15

38 0 0
0 1.7×10−14

38 0
0 0 2×10−14

38




The above permeability field is thus 38 times smaller compared to the permeability
obtained by the Oda approach. Possible differences between the actual fractures and the
stochastic fractures can be attributed to differences in the fracture aperture caused by
chemical reactions, physical precipitations, rough fracture surfaces, and stress reorientation
or the general share of open vs. closed fractures.

After reaching the maximum injection pressure at step 21, Figure 5 indicates that
the flow rates beyond step 21 do not increase the pressure in a similar magnitude with
respect to steps prior to 21. This suggests that some pre-existing fractures are propagated
to reduce the incremental pressure rate with increasing the peak flow rate. The initiation
of new fractures can be ruled out due to the injection pressure being too small to exceed
the tensile strength of the granite and due to the high fracture density of the formation.
Therefore, step 22 is seen as proof of a significant hydraulic stimulation of the reservoir.
Data matching is performed as shown in Figure 8 for two periods (before and after step
21), and the permeability tensor obtained by averaging the permeability field is 1.7 times
higher than the initial rock permeability:

1.7 ×




5.5×10−15

38 0 0
0 1.7×10−14

38 0
0 0 2×10−14

38




The obtained permeability field through the UD−1 well data is validated with the
hydraulic testing and stimulation data of well UD−2. Figure 9 demonstrates a good match
between the operational data and numerical simulation of UD−2 for the first three stages
of injection. However, there is a discrepancy between the measured and modeled data, as
shown in Figure 6 for 20 November. Based on this figure, the flow rate decreases to zero in
the middle of the test and increases afterward. The operational data shows that the injection
pressure increases following the initial trend without experiencing an impact due to the
intermittent flow rate breaks. The numerical simulation for UD−2, on the contrary, shows
that if the flow rate decreases only for a short time interval, pressure decreases for the rest
of the entire injection step and does not reach the previous pressure level. The observed
low pressure after a short gap in the injection is not due to the permeability change. Rather
the pressure diffuses inside the system leading to pressure drop. It, therefore, seems likely
that the flow rate stops and pressure drops are rather a measurement error while reporting
the pressure and flow rate data or that the wellbore effect [26] between the wellhead and
the reservoir section mitigates the flow rate and pressure drops.

It should be noted that these short-term hydraulic stimulation results are restricted
to the near wellbore area, and do not influence the far-field of the reservoir. Therefore,
uncertainty remains regarding the volume of the reservoir, which is affected by this opera-
tion. To examine the near wellbore effect, a cylindrical zone around UD−1 is considered in
which the permeability is changed by hydraulic stimulation. Two radii of 25 and 50 m are
considered for this zone, and the behavior of the system is modeled at three fluid rates of x,
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2x, and 3x L/s. Figure 10 shows the resulting pressure data on the bottom of the UD−1
and UD−2 based on different flow rates and hydraulically affected area radius. There is no
data to show which radius around the wellbore is affected by the hydraulic stimulation. By
comparing 25 and 50 m, it is shown that the region size is not important for the studied
time periods, but the amount of permeability changes is important. Another model without
considering this cylindrical region is run, and the results are different than the operational
observations (see Figure 8). This permeability variation importance around the production
wellbore is not exactly for this studied short time period, but for the long-term operation,
authors showed in another study that permeability around the production wellbore is an
important factor [26].
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Initially, the simulated pressures of the UD−1 are higher than UD−2 due to the hy-
drostatic pressure. By injecting fluid at UD−2 and producing from UD−1, they experience
pressure buildup and drawdown, respectively. Obviously, by increasing the flow rate, the
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pressure separation between the two wells increases at later times. Pressure changes are
greater at early times, and as time goes on, pressure show semi-steady behavior, and the
operator can decide regarding the optimal flow rate. For example, for the cases with 25
m of hydraulically stimulated area, the pressure after ten days reaches 4.78x, 7.39x, and
10.05x MPa with flow rates of x, 2x, and 3x L/s, respectively, whereas after 150 days it
becomes 5.8x, 9x and 12.1x MPa respectively. However, there is not much change between
150 and 300 days, where in the latter case, the final pressure values are 6.1x, 9.34x, and
12.6x MPa for the flow rates of x, 2x, and 3x L/s, respectively. Correspondingly for UD−1,
a decreasing trend is observed at a gentle gradient. For the flow rates of x, 2x, and 3x L/s,
observed pressure values after ten days are 4.05x, 3.72x and 3.38x MPa, respectively, which
becomes 3.38x, 2.86x and 2.35x MPa, respectively, after 150 days which finally reaches to
3.08x, 2.51x and 1.93x MPa, respectively, after 300 days. This analysis shows that pressure
differences between the two wells are 3.02x, 6.83x, and 10.67x MPa after 300 days for three
flow rates, x, 2x, and 3x L/s, respectively. It is interesting to note that from an economical
point of view, the higher flow rate is attractive, but it may eventuate the seismic events.
During the examined period, the radius of the hydraulically stimulated area near the UD−1
has a negligible effect on the pressure profiles in comparison to the flow rate. The pressure
differences between the wellbore for a 50 m radius of hydraulically stimulated zone reach
2.97x, 6.71x, and 10.56x MPa after 300 days for x, 2x, and 3x L/s injection rates, respectively.
Therefore, in the remaining parts, a small radius of 25 m is examined. Similar behavior is
recognized by Mahmoodpour et al. [26] that the permeability field in the vicinity of the
production well is an important factor.
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Figure 11 shows the pressure plume development at iso-surface of 3.5x MPa after 100,
200, and 300 days of the injection. At the early time, the pressure around the UD−2 is lower
than 3.5x MPa, and around the UD−1, pressure is higher than 3.5x MPa. Therefore, small
pressure iso-surfaces around the wells being observed. As time goes on, the pressure near
UD−2 increases and near the UD−1 decrease, and the trend of these changes in Figure 11
is clearly obvious. Obviously, with increasing the injection and production flow rates,
the plume size increases. Furthermore, due to the higher permeability of the fault zone,
pressure changes mainly happen inside the fault zone and two large-scale fractures, which
are detected through seismic events. These sharp pressure changes (and consequently the
stress changes not discussed in this paper) inside the fault zone requires special attention
to examine the possibility of the seismic events.
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During the 300 days, the temperature changes are limited near the injection well.
Therefore, to examine the effects of different flow rates on the temperature, temperature
changes alongside the open hole section of the injection well and inside the fault zone are
being considered, which is very close to the wellbore in Figure 12 for different flow rates.
On the horizontal axis, 0 m shows the top point of the open hole section of the injection
well, and 300 m shows the bottom point of this section. Initially (0 days in the graphs), the
temperature distribution follows up the temperature gradient of the system. As time goes
on, the cold front propagates to the deeper zones of the reservoir. An increase in the flow
rate increase the speed of the temperature front propagation in the farther regions, and
it shows that the heat transfer process is mainly controlled by the convective mechanism.
The possibility of higher fluid injection should be examined through the techno-economic
aspects. The increasing flow rate will increase the heat extraction rate at early times. On the
other hand, it increases the possibility of seismic events and early breakthrough time [25].

The acid injection may increase the permeability to a higher extent than the hydraulic
stimulation. Preliminary studies in the core scale samples from the rocks of this reservoir
show a good outcome of the acid injection and the possibility of permeability increase
between 4 and 50 times in core-flooding tests, but the autoclave experiments show this
increment between 0.1 (this shows that permeability decreases up to the 10 % of the initial
value and it explains the possible precipitation which is visible in the microscopic scale)
and 40 times [28]. Therefore, we assumed imaginary cases of permeability alteration by
ten times, and 100 times in comparison to the initial state due to the possible acid injection
process at the reservoir scale using a cylindrically affected region surrounding the wellbore
with a radius of 25 m. Figure 13 (left column) shows the results for ten times of the
permeability enhancement where the pressure of UD−2 after ten days reaches 2.92x, 3.22x
and 3.51x MPa with flow rates of x, 2x and 3x L/s, respectively, whereas after 150 days it
becomes 3.6x, 3.93x and 4.26x MPa, respectively. While, there is not much change between
150 and 300 days, where in the latter case, the final pressure values are 3.06x, 4x, and
43.3x MPa for the flow rates of x, 2x, and 3x L/s, respectively. Correspondingly for UD−1,
these values are 4.02x, 3.96x, and 3.9x MPa for the flow rates of x, 2x, and 3x L/s. After
150 days, pressure values are 3.32x, 3.26x, and 3.2x MPa, respectively, which becomes 3.34x,
3.28x, 3.22x and 3.22x MPa, respectively, after 300 days. Therefore, the pressure difference
between the two wells is 0.32x, 0.72x, and 1.11x MPa after 300 days for three flow rates,
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x, 2x, and 3x L/s. From this pressure behavior, it is clear that the acidizing process for
ten times permeability increment has a great potential to increase the flow rate with a
huge decrease in the pressure gradient between the two wells, compared to only hydraulic
stimulation. Experimental studies show that this permeability enhancement is attainable at
the core level [26]. For the case of 100 times in the permeability enhancement, all flow rates
show the same pressure behavior indicating the presence of a highly conductive region
between the injection and production wells, which has a significant impact on the pressure
gradient. At later times for both permeability enhancement scenarios, the pressure of
UD−1 increases, demonstrating the production of injected fluid rather than the production
of fluid initially residing in the fault zone.
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Figure 13. Simulated pressures at the injection and production wells for the injection flow rate of
(a1,a2) x L/s, (b1,b2) 2x L/s, and (c1,c2) 3x L/s after the permeability enhancement through the
considered chemical stimulation. The left column shows a permeability enhancement by a factor of
10, and the right column shows a permeability enhancement by a factor of 100 with respect to the
initial values.

4. Conclusions

In this study, hydraulic injection testing/stimulation operations for both the wells of
UDDGP are numerically simulated. Results are used to characterize the permeability field
of the system and examine pressure development based on different injection flow rates.
Results show that pressure changes are occurring primarily in the early time, with later
time showing a semi-steady pressure increase. With the current permeability field after
the hydraulic stimulation operation, huge pressure differences develop by increasing the
flow rates. The possible effect of chemical stimulation operation on the permeability is
considered through the data obtained from the lab-scale models, and reservoir response
after the permeability modification is numerically simulated. Results for the permeability
enhancement of the 10-time compared to the initial value due to the chemical stimulation
(it is attainable as shown by experiments) enable us to triple the flow rate with one-third
of the initial pressure difference without chemical stimulation. The reported values and
the reservoir characterization performed during this study will build a basis for future
numerical simulations for the United Down geothermal site.
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Abstract: Field exposures are often used to provide useful information about sub-surface reservoirs.
This paper discusses general lessons learnt about the use of deformed Devonian and Carboniferous
meta-sedimentary rocks in the Harz Mountains, Germany, as analogues for a proposed enhanced
geothermal reservoir (EGS) at Göttingen. The aims of any analogue study must be clarified, including
agreeing with people from other disciplines (especially reservoir modellers) about the information
that can and cannot be obtained from surface exposures. Choice of an analogue may not simply
involve selection of the nearest exposures of rocks of a similar age and type, but should involve
consideration of such factors as the quality and geological setting of the analogue and reservoir, and
of any processes that need to be understood. Fieldwork should focus on solving particular problems
relating to understanding the EGS, with care being needed to avoid becoming distracted by broader
geological issues. It is suggested that appropriate questions should be asked and appropriate analyses
used when planning a study of a geothermal reservoir, including studies of exposed analogues.

Keywords: exposed analogue; enhanced geothermal system; fractures

1. Introduction

Rock exposures are commonly used as analogues to understand and make predictions
about sub-surface geology. Exposed analogues have been used for a range of applications,
including in the geothermal (e.g., [1]), mining (e.g., [2]), petroleum (e.g., [3]), hydrogeology
(e.g., [4]), nuclear waste disposal (e.g., [5]) and carbon sequestration (e.g., [6]) industries.
Many of these applications require understanding or prediction of fluid flow in the sub-
surface, which may be either through pores or through fractures within the rock.

Use of exposed analogues is relatively simple in cases in which there are not significant
differences between rocks at the surface and sub-surface. For example, sedimentological
analogues relate to depositional processes. While compaction and diagenesis during burial
may produce changes in the fabrics and thicknesses of sedimentary rocks, the arrangement
of depositional facies are largely unchanged. This means that sequence stratigraphy
(e.g., [7]), building on simple principles such as Steno’s “Law of Superposition” (e.g., [8])
and Walther’s “Law of Facies Adjacency” (e.g., [9]) still apply. Sedimentary analogues
are therefore routinely used to understand sub-surface sedimentary and reservoir geology
(e.g., [10]). Exposed analogues can be useful to study aspects of structural geology that
are not affected by significant changes as the rocks are exhumed. For example, exposed
analogues have been used to analyse fault geometries, kinematics and mechanics (e.g., [11]),
and to characterise vein networks (e.g., [12]). There are, however, problems in using
exposed analogues in situations where there are significant changes to key aspects of the
structural geology as the rocks are exhumed (e.g., [13]). This is particularly the case with
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joints, which are commonly created during exhumation (e.g., [14]). This means that joints
seen at the surface do not necessarily occur in the sub-surface.

This paper describes lessons we have learnt, while undertaking an analogue study in
the Harz Mountains as part of the EU-Horizon project MEET (Multidisciplinary and multi-
context demonstration of Enhanced Geothermal Systems exploration and Exploitation
Techniques and potentials). MEET was aimed at developing cost-effective techniques for
Enhanced Geothermal Systems (EGS) in a variety of geological settings across Europe.
The western Harz Mountains were selected as an analogue for a proposed EGS project
at Göttingen (Lower Saxony, Germany), where the reservoir rocks are expected to be
folded and thrusted Devonian and Carboniferous metasedimentary rocks. EGS involves
stimulation, which is the artificial increase in fluid flow through the reservoir rocks. Our
fieldwork therefore focussed on collecting structural data that would help model the effects
of hydraulic [15] and thermal stimulation on the Devonian and Carboniferous rocks beneath
Göttingen. During the MEET project, we attempted to use analogue exposures of fractures
constrain flow models and make predictions about enhanced geothermal systems.

The aim of this paper is to pass on our experiences and the knowledge gained. While
scientific papers tend to highlight successes, here we pass on some of the problems we
encountered, lessons we learnt and advice on how to avoid such problems.

2. Rationale for Using the Harz Mountains as an Analogue

This section explains the rationale behind the use of the Harz Mountains as an analogue
for the proposed EGS at Göttingen, gives an introduction to the geology of the region, and
compares the analogue with the sub-surface geology we expect at Göttingen. In the absence
of well data and with limited seismic data for the sub-Zechstein rocks, the rocks beneath
the Permian Zechstein evaporites at Göttingen must be predicted. Devonian quartzitic
sandstones and slates, and Carboniferous greywackes and slates (predominantly Culm
flysch deposits) are exposed in the western Harz Mountains ~40 km to the NE and in the
Rhenish Massif ~70 km to the SW (e.g., [16–18]), as shown in Figure 1. We have selected
analogue sites in the Oberharz Anticline and the Culm Fold Zone, which belong to the
parautochthonous domain of the Harz Mountains (e.g., [19]) because we consider these to
be areas to have the best exposures of the sub-Zechstein rocks that are most likely to occur
beneath Göttingen [20].

The Devonian and Carboniferous rocks of the region are part of the Variscan fold-
thrust belt (e.g., [21]). Later deformation events in the region include Late Cretaceous and
Cenozoic uplift and exhumation in the Harz Mountains (e.g., [22]) and Cenozoic rifting in
the Göttingen area (the Leinetal Graben, e.g., [23]). The fractures visible in the exposures of
the Harz Mountains include veins and joints [24,25], with cleavage being well-developed
in the slates [26]. Thrusts that appear to have displacements of up to a few metres are
exposed [27], but larger thrusts are not well-exposed. The north-eastern boundary the
Harz Mountains is marked by the Harznordrand Fault, which was active during the Late
Cretaceous and Tertiary (e.g., [28]). NW-SE striking Mesozoic normal and oblique-slip
faults occur in the Harz Mountains, some of which contained economic Pb-Zn and Ba-F
deposits [29].

Table 1 shows seven key parameters that control deformation of rocks and our predic-
tions for the Variscan rocks that occur beneath Göttingen. Table 1 also includes comments
on what can and cannot be learnt from the Harz Mountains. While the exposed analogues
give useful information about lithologies, the conditions that existed during the Variscan
Orogeny and about Variscan structures, they tend to give less information about subsequent
conditions and deformation. For example, it is difficult to determine absolute ages of joints
and to determine the tectonic conditions under which they formed. Differences between
the rocks exposed in the Harz Mountains and those at a depth of more than 1.5 km beneath
Göttingen include:

1. The Göttingen area has undergone post-Variscan rifting (the Leinetal Graben) and
still has a cover sequence of Permian and Triassic sedimentary rocks about 1.5 km
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thick. The Harz Mountains, however, have undergone several kilometres of exhuma-
tion since the Late Cretaceous and have been fully exhumed (i.e., there is no cover
sequence).

2. The different overburden and tectonic regimes of the Harz Mountains and the Göt-
tingen area mean that the post-Variscan (and present-day) stress magnitudes and
orientations were different, potentially leading to different types and orientations of
structures.

3. For example, the graben formation at Göttingen is related to a set of N-S trending
fault zones that consist of NNE-SSW striking en echelon segments, which may extend
into the Variscan rocks. This set of faults is not observed in the Harz Mountains but
may be comparable with a set of NW-SE striking Mesozoic normal and oblique-slip
faults developed during the uplift of the Harz Mountains.

4. Exhumation means that many of the post-Variscan structures observed in the Harz
Mountains, especially the joints, may not occur at reservoir depths at Göttingen. We
suggest, however, that the joints observed in the Harz Mountains give us strong
indications of the patterns of induced fractures that would be created by stimulation
of Variscan rocks beneath Göttingen. Both natural jointing and fracture development
during artificial stimulation occurs as the rock responds to changes in stresses, fluid
pressures and/or temperatures. Such observations as whether or not joints cross
bedding planes or follow pre-existing veins therefore give indications about likely
fracture behaviour during stimulation. As such, they are useful for predicting patterns
of induced fractures and for use in DFN modelling.

5. The cover sequence at Göttingen includes the Zechstein salt deposits, which may
mean both that the pore fluids in the Variscan rocks may be saline and that those
fluids could be overpressured.

Figure 1. Geological map showing the location of the Harz Mountains, where the exposed De-
vonian and Carboniferous rocks are used as an analogue for a proposed EGS at Göttingen. Ad-
ditionally, shown is the Rhenish Massif, which also shows exposures of Devonian and Carbonif-
erous rocks. Göttingen along strike of the Variscan belt between the Harz Mountains and the
Rhenish Massif. The dominant lithologies are as follows. Lower Palaeozoic, Devonian and Car-
boniferous: metasedimentary sandstones, slates and carbonates. Permian: sandstones, marls and
evaporites. Mesozoic: shales, sandstones and limestones. Cenozoic: unconsolidated siliciclas-
tic sediments. Data source: GK1000© BGR, Hannover, 2013. Downloaded on 6 June 2022, from
https://gdk.gdi-de.org/geonetwork/srv/api/records/5f77d681-b7e4-4dd0-8f15-7b93744450b0.

313



Geosciences 2022, 12, 318

Table 1. Key parameters that control rock deformation with predictions for the Variscan rocks beneath
Göttingen and comments on what can and cannot be learnt from the exposed analogues in the Harz
Mountains. For a list of parameters to be characterised in a geothermal reservoir, see [30].

Factor Meaning Significance Variscan Rocks Beneath
Göttingen

What Can Be Learned
from Exposed Analogues

Lithologies Rock types, their porosities
and mechanical behaviour

Controls the
mechanical behaviour
of the rock. This
parameter can change
significantly through
time, especially as
deformation occurs

Devonian and
Carboniferous
greywackes and slates

Information about rock
types and their mechanical
properties (from
deformation tests of
samples)

Fluid type The chemistry and phase
of the palaeo- and
present-day fluid(s)

Controls the fluid
pressure gradient and
mineralisation events

Present-day: water.
Mineralising fluid and
remobilised sediments
during the Variscan
Orogeny

Information about fluids
before, during and after the
Variscan Orogeny

Stress Magnitudes and
orientations of the applied
stresses, including the
vertical stress (overburden)
and horizontal stresses.
Horizontal stresses are
related to the geostatic
pressure ratio, applied
tectonic stresses and to
internal stresses (e.g.,
related to temperature
changes)

Along with fluid
pressure, controls the
effective stresses,
which control the
deformation

While the vertical stress
can be calculated using
the mean density of the
overburden, the
magnitudes and
orientations of the
horizontal stresses are
uncertain

Information about the
orientations and possibly
magnitudes of stresses
during the Variscan
Orogeny but limited
information about
subsequent stresses,
including present-day
stresses

Fluid pressure Palaeo- and present-day
fluid pressures

Along with the
stresses, controls the
effective stresses,
which control the
deformation

Presently probably
hydrostatic. Veins,
breccias and possible
remobilised sediments
indicate phases of
overpressure during the
Variscan Orogeny

Information about fluid
pressure during the
Variscan Orogeny and
during later mineralisation
events, but not about
present-day fluid pressure.
The Zechstein Salt may
enable overpressure to
occur in the underlying
Variscan rocks

Temperature Palaeo- and present-day
temperatures

Influences the style of
deformation, with
present-day
temperature
controlling
commercial viability

Depends on the
geothermal gradient
(~30 ◦C per km), but
likely to be reduced
because of the overlying
salt. Possibly elevated by
Tertiary igneous activity

Indications about
temperatures during the
Variscan Orogeny but
limited information about
later temperatures

Strain The amount of strain and
the existing structures

Influences fluid flow
in the sub-surface
and present-day
mechanical behaviour
of the rocks

Dominated by:

(1) Variscan Orogeny,
with folds, thrusts
and veins;

(2) Late Cretaceous
and Tertiary rifting
and/or uplift, with
normal faults and
joints developing

Information about strains
and structures caused by
the Variscan Orogeny, but
limited information about
later deformation.
Göttingen shows
post-Variscan rifting, while
the Harz Mountains
underwent Late Cretaceous
and Cenozoic uplift and
exhumation
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Table 1. Cont.

Factor Meaning Significance Variscan Rocks
Beneath Göttingen

What Can Be Learned
from Exposed Analogues

History The relative and absolute
timing of deformation
(including mineralisation)
events and structures

Controls the types of
fractures (faults,
veins, joints, etc.) and
therefore their effects
on fluid flow in the
sub-surface

(1) Sedimentation
during the Devonian
and Carboniferous.

(2) Variscan Orogeny.
(3) Permian and

Mesozoic
sedimentation and
basin development.

(4) Cretaceous and
Tertiary regional
uplift.

(5) Tertiary rifting and
volcanism

Information about the pre-
and syn-Variscan history,
but not about subsequent
deformation. While the
Variscan rocks beneath
Göttingen have undergone
rifting and have not been
fully exhumed, the Harz
Mountains have
undergone several
kilometres of Late
Cretaceous and Cenozoic
exhumation

3. Lessons Learnt about the Use of Analogues

We experienced the following problems and learnt the following lessons about the
use of analogues for fractured geothermal reservoir rocks during the course of the MEET
project.

3.1. Aims of Using an Exposed Analogue

A problem we had with the fieldwork in the Harz Mountains arose because it was
undertaken for several different reasons. Although at the start of the project the aim was
to develop a numerical model for fluid flow through the rocks [31], various other aims
were introduced. These included: to create general and conceptional structural models
for the Harz Mountains, to determine the histories of deformation and fluid flow, to make
predictions about the sub-surface at Göttingen, and to provide data that could be used
by colleagues to perform discrete fracture network (DFN) modelling of fluid flow in the
sub-surface. While these different aims were not necessarily conflicting, they did lead
to some confusion in deciding what types of structures were important to analyse, how
best to analyse them, and what data were needed. For example, one of the methods used
was to map traces of veins, joints and other fractures exposed on rock surfaces to provide
inputs into DFN models. We realised, however, that these maps lacked vital information
that would enable realistic DFN models for the sub-surface at Göttingen to be created
(Section 3.3), although they did help us interpret the histories of deformation and fluid flow
in the Harz Mountains.

A study of an exposed analogue needs to be set up carefully, including definition
of the problems being addressed and the aims of the work. These aims then need to
be translated into specific objectives, with careful consideration of the priorities of each,
determination of the data needed, and establishment of the appropriate methods. It is also
important to keep evaluating the work, to determine whether the approach is working,
and to make changes as needed. General questions that may typically be asked about a
potential exposed analogue include:

• Is the aim to make specific predictions about the rocks and structures in the sub-surface
or is it to understand certain processes?

• What lithologies and lithological relationships occur?
• Can rock samples be collected that are suitable for determining geomechanical and

petrophysical properties, and for geochemical analyses?
• What structures occur in the exposed analogues?
• What are the spatial and temporal relationships between those structures?
• What frequencies and patterns of open fractures occur in different lithologies, and

what controls their development?
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• Is there information about active fluid flow in the sub-surface, such as evidence of
hydrothermal fluids in spring water?

An important lesson from our fieldwork in the Harz Mountains was not just that we
needed to be clear at the start of the work what problems were being addressed, but that we
needed to frequently review our progress in solving (and ability to solve) those problems
and be prepared to adjust the approaches used.

3.2. Choice of Exposed Analogue

The Harz Mountains were an obvious choice for an analogue study because similar
rocks are expected to occur in the sub-surface at Göttingen and are likely to have similar
structures and deformation histories (Section 2 and Table 1). Furthermore, geographical
proximity meant that long journeys and overnight accommodation were not needed for
fieldwork. There are, however, two main problems with the Harz Mountains as an analogue
study area. Firstly, the exposure quality is commonly poor, being restricted to steep road-
cuts, abandoned quarries and natural exposures that are typically up to a few tens of metres
long and a few metres high. Many of the best exposures are cliff faces formed by the
dominant set of joints, which are steeply dipping and strike at a high angle to the Variscan
folds, thrusts and cleavage. While these exposure surfaces are ideal for analysing the
Variscan structures, they are poor for analysing the fracture networks, especially the joint
systems, because it is difficult to analyse those structures in three dimensions. Secondly,
while the Harz Mountains have undergone several kilometres of exhumation since the Late
Cretaceous, the Göttingen area is in a Late Cretaceous and Cenozoic rift and has undergone
far less exhumation (Table 1). Both areas, however, underwent post-Variscan, pre-Zechstein
exhumation.

Lessons learnt about the choice of field areas from use of the Harz Mountains include
the following:

• Göttingen lies between exposures of Devonian and Carboniferous metasedimentary
rocks in the Harz Mountains and the Rhenish Massif (e.g., [21]). The field area and
the geothermal reservoir rocks are therefore assumed to show similar lithologies
(including lithological relationships, bed thicknesses, weathering, etc.), structural
geometries, age relationships between those structures, tectonic histories, kinematics,
mechanical properties and fluid flow histories. Although no exposed analogue is
likely to show fractures (especially joints) that are a perfect match to the sub-surface,
the analogue should show enough commonality to the reservoir to enable reasonable
comparisons to be made about aspects of the geology.

• Exposure quality is important in controlling the data that can be obtained. The
Harz Mountains are only approximately 50 km away from the proposed geothermal
reservoir at Göttingen, and we aimed to correlate our results with those of partners
in the MEET project who were carrying out fieldwork in the Rhenish Massif. An
alternative, however, would have been to study more distance but better-exposed
areas to make it easier to investigate fracture systems in three dimensions. For example,
the Devonian and Carboniferous rocks in Cornwall, UK, are very well exposed in
coastal cliffs and on wave-cut platforms (e.g., [32]). Even though the exposures on the
coast of Cornwall are approximately 1000 km west of Göttingen, they may provide
additional valuable information about the structures developed in Upper Palaeozoic
sedimentary rocks in the Variscan Belt.

• There may be greater flexibility on the choice of analogue if the aim of the fieldwork is
to understand processes rather than to obtain specific data about such information as
the lithologies and types of structures that are likely to occur in a geothermal reser-
voir. For example, one question the fieldwork in the Harz Mountains addressed was
whether slates can fracture, which would help us determine their reservoir properties
and behaviour during stimulation. Veins and joints in the Upper Palaeozoic slates of
the Harz Mountains (Figure 2) show that the slates have been prone to fracturing at
different times in their history, so they have potential as reservoir rocks. The same
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observations could have been made on slates in other regions. Indeed, observations
from a range of slates of different compositions, of different ages and subjected to
different deformation histories, are likely to have improved knowledge about the
reservoir properties of slates, thereby improving predictions for the sub-surface of
Göttingen.

Figure 2. Photograph of a syncline in Upper Palaeozoic slates at Schulenberg im Oberharz, Harz
Mountains, Germany. Most of the exposure surface is defined by a set of steeply dipping joints that
strike at a high angle to the fold.

3.3. What Exposed Analogues Can and Cannot Tell You

One of the main aims of the fieldwork in the Harz Mountains was to provide data
about fracture networks and their relationships to folds to create a conceptual model that
could be used in DFN modelling to predict fluid flow rates in the sub-surface at Göttingen.
Such modelling requires such data as the in situ stresses as well as the apertures and
connectivities of open fractures in the sub-surface (e.g., [33]). This information cannot
be provided from rocks exposed at the surface. For example, joints commonly develop
during exhumation (e.g., [34]), with the apertures, frequencies, sets and patterns of joints
seen at the surface not necessarily being the same as those at reservoir depths. While the
joints analysed in the Harz Mountains may give some indications about open fractures in
the sub-surface at Göttingen, such as whether open fractures may be expected to occur in
slates, they did not provide sufficient information about sub-surface fractures to enable
meaningful DFN modelling to be undertaken.

Exposed analogues may provide information about such characteristics of sub-surface
geology as lithologies, the geometries and kinematics of certain structures (e.g., folds, faults,
veins), the histories of deformation and fluid flow, and aspects of mechanical behaviour
(e.g., mechanical stratigraphy). Exposed analogues cannot, however, provide with much
certainty information that is important for reservoir modelling, such as the presence and
geometries of open fractures, fracture porosity, stresses, temperatures and fluid flow. Some
certainty about conditions in the sub-surface will only be obtained when well data become
available.

Fieldwork in the Harz Mountains, and our subsequent attempts to use the data to
make predictions about the sub-surface geology at Göttingen taught us the importance
of understanding what you can and cannot do with field data, and of conveying that
information clearly to other people who may rely on those data. Both field geologists
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and reservoir modellers need to be aware of the limitations of field data, as to be aware
of the uncertainty limitations of subsequent models. We found that field data are useful
for developing initial models and for testing concepts (e.g., [35]), and we used data and
observations from the field to make simple predictions about the effects of hydraulic
stimulation in the potential geothermal reservoir rocks at Göttingen [15].

An important consideration in the comparison between an exposed analogue and
a reservoir is that they have different histories, especially their burial and exhumation
histories. Many of the structures that occur in the surface exposures in the Harz Mountains
that are likely to be important in a geothermal reservoir at Göttingen probably post-date
the Variscan Orogeny. These include the joints, many of which are likely to have been
caused by exhumation (e.g., [36]). Such differences must be considered when comparing
an exposed analogue with a reservoir.

3.4. Avoid Distracting Topics

Fieldwork in the Harz Mountains taught us the importance of focussing on the key
aims of the study and of being careful to avoid spending too much time on by other
interesting topics. Two aims of the project were: (1) discovering the ways and methods to
use an exposed analogue for predicting the properties of enhanced geothermal systems,
and (2) to use the exposures in the Harz Mountains to help us predict the characteristics
and behaviour of the reservoir rocks beneath Göttingen. Fieldwork often leads to new,
unexpected discoveries, and these should not be ignored. It is important, however, that
such discoveries do not cause too much distraction from the aims of the field study. We were
occasionally distracted by discussions about Variscan tectonics, which were not directly
related to the aims of the fieldwork but did lead us towards new research projects. While
an academic environment provides freedom to follow new ideas and research interests, it
is still important to do the work expected by academic partners and by funding bodies.
The need to stay focused on solving particular problems is more intense in industry, where
managers and clients will expect particular outcomes from a study.

While the Harz Mountains were selected as an analogue because they show similar
rocks and structures that are expected to occur beneath Göttingen, and these were compared
with exposures in the Rhenish Massif, a more distant analogue site could have been selected,
for example if the more distance analogue has better exposure. Key factors to consider in
the choice of an analogue site include how well the lithologies and structures match the
geothermal reservoir, and the quality of the exposure. As such, the ages of the rocks and of
the deformation may be irrelevant.

3.5. Use of the Term “Fracture”

Our work in the Harz Mountains, and the subsequent attempts to use this work to
make predictions about the sub-surface at Göttingen, showed the importance of specifying
fracture types in the field. Reservoir modellers commonly use the general term “fracture”,
and often do not distinguish between faults, veins, joints and other types of fracture. When
field geologists also use “fracture”, they cannot properly understand the geometries, age
relationships, tectonics, mechanics and fluid flow histories of the rocks and the fractures
they contain [37,38]. Different fracture types have different origins, distributions and prop-
erties, hence different significance in predicting the engineering behaviour of a reservoir.
For example, veins are fractures that are partly or completely sealed by minerals, while
joints are not mineralised (Figure 3). Thus, veins will tend to have greater mechanical
cohesion and are less likely to be conduits for present-day fluid flow, than joints. Veins also
tend to be clustered, such as in fold hinges (e.g., [39]) and around faults (e.g., [40]), whilst
joints tend to be more widely distributed in a rock mass (e.g., [41,42]). Such differences
have significance for the properties of an EGS and on the ways the reservoir rocks respond
to stimulation. Merging these different types of structures together as “fractures” during
initial fieldwork in the Harz Mountains meant that important interpretations about the
histories and significance of those structures could not be made.
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Figure 3. Photographs of different types of “fractures” in the Harz Mountains. (a) Partly filled quartz
vein in a sandstone, which resulted from and gives information about palaeo fluid flow. The vein
was either never completely cemented or has been subjected to weathering. The quartz will hinder
present-day fluid flow through the vein. (b) Joints in sandstones and slates. Veins are (by definition)
not mineralised, so are potential pathways for present-day fluid flow in the sub-surface.

Whilst geologists are generally well-aware of the significance of different types of
fracture, engineers are more likely to think of a fracture simply as a surface across which
the rock mass may lose cohesion or frictional resistance. To a reservoir engineer, a fracture
may assume the role of a large void that facilitates fluid flow. A major problem occurs
when these different groups start to communicate referring to everything as a “fracture”,
mainly in the interest of finding a common language. In the MEET project, geologists
investigating faults, veins, joints and other types of fracture would present their field data
as measurements of the geometries and topologies of “fractures”. This can easily result
in vein data being used to estimate fluid flow in DFNs (i.e., treated as “open” fractures,
modelled by flow between parallel plates; see Section 3.7).

3.6. Palaeo Fluid Flow vs. Present-Day Fluid Flow

The fieldwork in the Harz Mountains taught us the importance of differentiating
between studies of palaeo fluids and studies to make predictions about present-day fluid
flow. This issue is related to use of the term “fracture” (Section 3.5), because the minerals
within veins tend to give information about palaeo fluid flow (e.g., [43]), while knowledge
about joints and other open fractures helps in predicting present-day fluid flow (Figure 3).
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For example, while the maps of fracture traces we created (Section 3.1) turned out to be of
little use for DFN modelling, they did provide a basis for understanding the palaeo fluid
flow through veins and the potential for present-day fluid flow through joints.

When the aims of the fieldwork are decided, it is important to study the appropriate
fractures using appropriate methods. For example, a study of an ancient hydrothermal
system should focus on veins and the minerals they contain, while a study to predict
present-day fluid flow would tend to focus on joints and other open fractures.

3.7. Understanding the Needs of Other Disciplines

One of the original aims of the fieldwork in the Harz Mountains (and of other analogue
areas used in the MEET project) was to obtain field data that could be used to create models
to predict fluid flow in the sub-surface. A particular problem, however, was that the field
geologists were not able to collect key data that the modellers, who were not geologists,
needed to make realistic DFN models (Section 3.3). Such data included information about
the apertures and connectivities of open fractures (e.g., joints) in the sub-surface. This led
to mutual frustration. It is therefore important that field geologists are clear about what
can and cannot be learnt from analogues, including what data can be collected. Another
problem was that the field geologists would use terminology that the reservoir modellers
did not understand and vice versa. An example of such miscommunication was the use of
“fracture” by the reservoir modellers to mean a discontinuity along which fluids can flow
in the present-day, while the geologists would use the term for any brittle discontinuity,
regardless of the potential for fluid flow (Section 3.5). For example, if a field geologist
reports an abundance of veins with apertures of 1–10 mm, this does not justify a modeller
using open fractures with apertures of 1–10 mm in a DFN model.

Lessons from our experience of working with reservoir modellers to make predictions
about the sub-surface at Göttingen include: (1) it is important to understand the data
they need to develop their models; (2) modellers must be informed about what data can
and cannot be provided from field data, and this should include information about the
uncertainties in the field data; (3) a common understanding of the terms used by both
geologists and non-geologists must be established.

4. Integration of Exposed Analogues in the Analysis of Geothermal Reservoirs

This section discusses how exposed analogue studies may be best integrated in the
analysis of geothermal reservoirs.

4.1. Improved Understanding of the Contribution of Exposed Analogue Studies

The starting point of any scientific study is generally a question or problem that needs
to be solved. The initial aims of the use of exposed analogues in the MEET project are
described by [31]. Table 2 shows some of the questions that should be asked when setting
up a study, either of a geothermal reservoir or an exposed analogue, along with elements
that need to be considered in such studies. It also shows how exposed analogues may help
answer those questions. Table 2 aims to show the importance of deciding what problems
are to be addressed and determining the appropriate ways to solve those problems. We
suggest four steps in determining how best to use an exposed analogue:

1. Decide whether the analogue is being used to understand a palaeo-hydrothermal system
or to make predictions about present-day conditions in the sub-surface (Section 3.6).

2. Determine what aspects of the analogue need to be characterised. Table 1 gives infor-
mation about key parameters that control rock deformation, about which information
is likely to be needed.

3. Determine what data are needed and that can be obtained.
4. Determine the appropriate analysis type or types. Analysis types commonly used to

analyse geothermal reservoirs are shown in Table 2.
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Table 2. Examples of questions that should be asked when planning a study of a geothermal reservoir
or of an exposed analogue. Additionally, shown are typical elements that need to be considered and
comments about how exposed analogues can be used to study these elements.

Questions Elements Use of Exposed Analogues

What type of system is
being studied? Palaeo hydrothermal

Information about a palaeo hydrothermal system can be obtained
from minerals, from either exposed analogues or from well data.
Information about present-day fluid flow in a reservoir requires
information about porosity and open fractures, ideally supported
by production data. There are problems involved in using exposed
analogues to predict fluid flow in the sub-surface (e.g., Section 3.3)

Modern geothermal

What aspect of the
system is of interest?

Rock Ref. [30] present the “hexagon concept” to show the six elements of
a geothermal reservoir that need to be analysed. Exposed
analogues can provide important information about the “rock” and
“fracture” elements (next two rows)

Fractures
Pressure regime
Temperature regime
Fluid phase
Gaseous phase

What aspects of the rocks
are of interest?

Lithologies Exposed analogues can give vital information about the rocks in a
reservoir, although care is needed. The reservoir rocks and exposed
analogues will have different amounts of burial and exhumation, so
some elements may differ

Ages
Tectonostratigraphy
Diagenesis, metamorphism
Geometries and structures
Mechanical behaviour
Porosity and permeability

What aspect of the
fractures are of interest?

Basic geology Ref. [38] describe seven types of analysis that can be used to study
fractures in rock. The appropriate analysis type is needed to answer
specific questions about fractures in a geothermal reservoir or in
exposed analogues

Geometry and topology
Age relationships
Kinematics
Tectonics
Mechanics
Fluid flow

What information is
needed?

Geophysical data Typical information that may be available, obtainable or desired to
study geothermal reservoirs, including exposed analoguesWell data

Exposed analogues
Similar reservoirs
Reservoir models
Conceptual models
Geochemical data

What disciplines are
appropriate?

Geophysics Typical types of study (disciplines) used to study the geology of
geothermal reservoirs, including exposed analoguesRock mechanics and petrophysics

Geochemistry
Sedimentology
Igneous geology
Metamorphic geology
Structural geology
Numerical modelling

4.2. Modelling Techniques

As discussed in Section 3.3, exposed analogues cannot provide some information
that reservoir modellers may need to create realistic DFN models. To make predictions
about the sub-surface at Göttingen before well data are available, we therefore had to use
modelling techniques. We used Mohr diagrams with realistic ranges of input parameters
(mostly using data from the exposed analogues in the Harz Mountains) to make predictions
about how the Devonian and Carboniferous rocks expected to occur beneath Göttingen
will respond to stimulation [15]. Modelling techniques need to be used that are suited
to answering the right questions at early stages of geothermal assessment, and that are
feasible based on the data available at the pre-drilling stage.
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4.3. Ranges and Variabilities of Parameters

The modelling approach we used to predict the response of rocks in the sub-surface at
Göttingen used information obtained from the exposed analogues in the Harz Mountains
(Section 4.2; [15]). This included information about the ranges and variabilities of such
factors as rock mechanical properties and the geometries of structures (e.g., folds, veins
and joints). Exposed analogues are therefore useful for providing realistic ranges of input
parameters for modelling. In our experience, non-geologists tend to want a single value or
answer for any given parameter. Exposed analogues are therefore particularly useful for
informing people from other disciplines (such as reservoir modellers and drilling engineers)
about such geological variabilities.

4.4. Knowledge Transfer

Another way exposed analogues can be used in the analysis of geothermal reservoirs
is in improved communication and knowledge transfer between scientists from different
disciplines (e.g., between geologists, reservoir modellers and drilling engineers). Discus-
sions about exposed analogues, especially when undertaken in the field, can help geologists
and non-geologists appreciate potential and actual links between surface and sub-surface
geology, and between geology and other disciplines. Exposed analogues can be used to
help answer a series of key questions, such as:

1. What measurements are (and are not) needed for a specific model?
2. Can geologists make such measurements?
3. How much certainty do we have in those measurements?
4. How can measurements be scaled for modelling purposes?
5. Does the parameter-space in modelling adequately encompass the geological variabil-

ity and uncertainty?

Expressing a model purely in terms of black-box equations will not usually help a
geologist understand what the model does or how different parameters are used. Similarly,
field data fed to modellers needs to be accompanied by information that captures potential
factors that are important in its use (e.g., “open” vs. “closed” fractures, scale ranges over
which data were collected).

5. Discussion of Other Uses of Analogue Exposures of Fractured Rock

Although we have used exposures in the Harz Mountains as analogues to make
predictions about a proposed EGS, our experiences can give useful insights into the use of
exposed analogues for other situations in which it may be important to predict fluid flow
through fractures in the sub-surface. This includes use of analogues for studies on other
types of geothermal systems (e.g., [44]), hydrogeology (e.g., [45]), nuclear waste storage
(e.g., [46]), CO2 sequestration (e.g., [47]), mineral extraction (e.g., [48]), and petroleum
resources (e.g., [49]). Any study using analogues has to be carefully planned and focussed
so that specific questions about the sub-surface can be answered. The fieldwork must be of
use to, and understandable by end-users from other disciplines.

As discussed in Section 3.3, it is important to understand what can and cannot be learnt
from exposed analogues, and this will change based on the intended use of the analogue.
For example, if the fieldwork is to collect information about veins that formed during
particular time periods or tectonic events, then this information is likely to be directly
applicable to understanding those vein systems that occur in the sub-surface (e.g., [50]).
Note that certain minerals can be utilised for chemical stimulation (e.g., [51]). More care
is needed, however, if the exposed analogue is used to map joint systems for direct use
in DFN models of the sub-surface, especially if those joints formed during exhumation.
For example, while the Devonian and Carboniferous rocks beneath Göttingen may have
joints related to exhumation during and immediately after the Variscan Orogeny, they are
less likely than the Harz Mountains to have joints related to Late Cretaceous and Cenozoic
exhumation. Joints exposed at the surface may therefore not equate in a simple way to
open fractures in the sub-surface.
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6. Conclusions

While exposed analogues can provide critical information that can be used to make
predictions about the sub-surface, including the behaviour of enhanced geothermal systems
(EGS), care is needed in planning and executing fieldwork. We highlight key learning
gained during our use of the Harz Mountains (Germany) as an analogue for an EGS at
Göttingen, which will be applicable to studying analogues elsewhere:

1. The aims of the analogue study need to be clearly established, with focus being placed
on what questions will be addressed by the fieldwork (Table 2).

2. A field area needs to be selected that is best suited to solving the problems being
addressed. For example, an analogue should not necessarily be selected just because
it is the nearest exposure of the rocks that are expected to occur in the EGS. While
more distant field areas may show better-quality exposure, they must provide useful
insights into the geothermal reservoir.

3. It is important to understand, and to be clear with people from other disciplines, what
information exposed analogues can and cannot give about the sub-surface. Exposed
analogues may not provide the specific data required by, for example, dynamic
modelling. Fieldwork can, however, provide critical insights into the likely behaviour
of rocks in the sub-surface, such as whether natural or induced fractures will cut
across bedding planes.

4. Science is generally about solving problems, and exposed analogues for EGS must
answer particular questions about the behaviour of reservoir rocks. It is therefore
important to avoid letting interesting new topics cause too much distraction from the
main aims of the fieldwork.

5. It is unhelpful to use the term “fracture” as a field description, and the types of
“fractures” must be defined during fieldwork. While veins give useful information
about palaeo fluids, they are less likely to contribute to fluid flow in the sub-surface
than are such open fractures as joints.

6. A key decision about the exposed analogue is whether it is being used to obtain
information about a palaeo hydrothermal system or to provide information about
present-day fluid flow in the sub-surface.

7. Because exposed analogues are often used to provide information to people from
other disciplines, it is important to understand what those people need and to gain a
common understanding between field geologists and the people who will be using
the field data.

We make several suggestions for how studies of exposed analogue studies can be
better integrated into the analysis of geothermal reservoirs:

1. Improved understanding of the contributions exposed analogues can and cannot
make to predicting the behaviour of geothermal reservoirs will help analogue studies
be used more effectively.

2. Modelling techniques need to be used that are appropriate to the data that are avail-
able.

3. The fieldwork must establish the ranges and variabilities of parameters that will be
used to understand an EGS. This information can then be used to predict the ranges
of structures that are likely to be encountered in the sub-surface, and to help explain
well data in the reservoir evaluation stage of EGS development.

4. Exposed analogues can play a vital role in knowledge transfer between different
disciplines, especially between field geologists, modellers and drilling engineers.

While we focus on the use of exposed analogues for EGS, much of this paper is
applicable to other situations in which it is important to make predictions about fluid flow
in the sub-surface. For example, understanding the behaviour of rocks, the structures
within those rocks and their effects on fluid flow is vital to nuclear waste storage, CO2
sequestration, hydrogeology and the petroleum industry. In each of these applications, an
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appropriate exposed analogue should be studied in suitable ways to answer key questions
that will enable predictions to be made about the sub-surface.
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Abstract: The long-term sustainability of fractures within rocks determines whether it is reasonable
to utilize such formations as potential EGS reservoirs. Representative for reservoirs in Variscan
metamorphic rocks, three long-term (one month each) fracture permeability experiments on saw-cut
slate core samples from the Hahnenklee well (Harz Mountains, Germany) were performed. The
purpose was to investigate fracture permeability evolution at temperatures up to 90 ◦C using both
deionized water (DI) and a 0.5 M NaCl solution as the pore fluid. Flow with DI resulted in a fracture
permeability decline that is more pronounced at 90 ◦C, but permeability slightly increased with
the NaCl fluid. Microstructural observations and analyses of the effluent composition suggest that
fracture permeability evolution is governed by an interplay of free-face dissolution and pressure
solution. It is concluded that newly introduced fractures may be subject to a certain permeability
reduction due to pressure solution that is unlikely to be mitigated. However, long-term fracture
permeability may be sustainable or even increase by free-face dissolution when the injection fluid
possesses a certain (NaCl) salinity.

Keywords: fracture; permeability; fluid–rock interactions; slate; temperature; time-dependent;
pressure solution; dissolution

1. Introduction

Geothermal energy is ubiquitous at a certain depth of the Earth’s crust and may
provide great potential to meet the energy demand [1]. To utilize such hot formations for
district heating or electricity generation, a sufficient amount of fluid needs to be injected
and extracted into/from the reservoirs. Therefore, high hydraulic conductivity of the
reservoir determines the success and economic efficiency of such utilization. However,
often deep hot reservoirs are of low or no hydraulic conductivity, and thus need to be
stimulated to increase their permeability by creating new fracture networks or by activating
pre-existing fractures, denoted as Enhanced Geothermal Systems (EGS) [2]. Sustainable
fractures, acting as the main pathways for fluid flow, are most important in this context.

Fracture permeability changes associated with, e.g., effective stress, fracture surface
roughness, fracture offset/shear displacement, and the mechanical properties of the rock
matrix have been widely investigated in experiments e.g., [3–11]. Such short-term experi-
ments mainly focused on the stress-dependent permeability variation to shed light on the
critical factors (e.g., shear displacement, surface roughness, mechanical properties of the
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reservoir rock) that determine the sustainability of fracture permeability. Most rock frac-
tures, once created, are always conductive for fluid flow and difficult to close completely
by mechanical loading [11,12], which is favorable for EGS. However, a decline in fracture
permeability with time has been observed in the field and in laboratory experiments. For
example, the productivity index of the geothermal reservoir in Groß Schönebeck, Germany,
decreased by about one order of magnitude within two and a half years [13], which was
believed to be induced by fluid–rock interactions [14]. Time-dependent fracture perme-
ability reduction in core samples under constant pressure and temperature conditions
was also documented in some previous studies e.g., [4,8,15–18], including various rock
types, such as novaculite [15,17], granite [4,19–21], shale [21,22], limestone [16], dolomitic
anhydrite [18], sandstone, and mudstone [23].

Typically, such permeability reduction occurs at the early stage of an experiment after
pressure build-up and progressively towards a steady state with time. The mechanisms
governing the fracture permeability evolution are expected to be an interplay of pressure
solution, stress corrosion, and mineral dissolution/precipitation [15,17,20,24–29], which are
often referred to as sealing/healing for macroscopic fracture strengthening or strength recov-
ery [30]. Pressure solution and stress corrosion cracking are driven by the imposed (effective)
stress on the fracture plane. The former is a three-step process that involves dissolution at
the fracture contacts (i.e., asperities), diffusion along the contact interface, and precipitation
within the unstressed fracture void space [31]. The latter mainly results in subcritical crack
propagation due to fluid–rock interaction at the stressed crack tips [32–34]. Mineral disso-
lution/precipitation under hydrostatic pore fluid pressure is driven by chemical potential
gradients and independent of the applied effective stress on the solid phases. All of the
former processes imply a change in the fracture void space, i.e., the fracture aperture, available
for fluid flow and thereby yield either a decrease (pressure solution, stress corrosion, and
precipitation) or increase (free-face dissolution) in fracture permeability. In addition, fine
particle migration-induced permeability reduction was commonly observed in porous media,
where fines/clay particles attached to grain surfaces are susceptible to fluid flow [35]. Fines
migration may also occur in (re-)activated rock fractures, where gouge material may lead to
clogging of the main flow pathways, resulting in permeability reduction [5].

Depending on the dominating mechanisms, the overall process of fracture evolu-
tion, permeability may change differently. For example, for the dissolution/precipitation-
dominated processes, open fractures can be sealed by mineral deposits within months
to hours depending on temperature [29,36,37]. Supersaturated alkaline fluids result in
permeability reduction in granite due to promoted precipitation of clay minerals, but
under-saturated alkaline fluids can create cavities along the fractures by dissolution, gen-
erating sustainable and pressure-independent fracture permeability [38]. Reactive flow
experiments with high and low flow rates show significant fracture permeability reduction
and unchanged permeability over time, respectively, indicating that equilibrium of fluid–
rock interaction processes is important [18]. By using an injection fluid close to chemical
equilibrium with the rock matrix, precipitation-induced permeability reduction can be
minimized [39]. In some cases, permeability can persist to hundreds of days at intermittent
flow of deionized water (DI), where fluid–rock interactions tend to equilibrium during the
stopped flow stages [23,24]. Even for substantial mineral precipitation in fractures, perme-
ability can remain almost unchanged up to two months duration if the deposition is mainly
located behind contact asperities with respect to the flow direction [30]. Interestingly,
limestone permeability can even increase with time if flowing DI produces “wormholes”
that develop due to dissolution and mass transfer [16].These findings suggest that mineral
dissolution/precipitation effects on fracture permeability evolution are closely related
to the fluid/rock compositions, the reaction kinetics, and how the reactive components
reshape the flow channel patterns [40–42].

In addition to pure chemical effects, stress-induced fracture deformation is also an
important process leading to time-dependent permeability reduction. A high fracture
closure rate occurs under high effective stress, indicating the contribution of pressure
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solution [20,43]. The permeability reduction with time can be described by a power-
law relation under constant differential stress conditions [21,22], which may result from
decreasing normal stress acting on an increasing area of the contact asperities [17,19,44–46].
In the presence of stress, subcritical crack growth by stress corrosion may also contribute to
the mechano-chemical processes that affect permeability evolution [28], but the effect on
fluid chemistry is small [17].

In the aforementioned mechanisms, temperature plays an important role since it
determines the reaction kinetics and the solubility of minerals [15,27,43,47]. Fracture
permeability evolution, either increase or reduction, depends on the coupled process of
mechano-chemical compaction and free mineral dissolution/precipitation under specific
pressure and temperature conditions [48]. Therefore, the thermodynamic boundary condi-
tions (pressure, temperature), fluid composition, and rock composition are important for
predicting fracture permeability evolution with time.

This experimental study is part of the ‘MEET’ project (Multidisciplinary and multi-
context demonstration of EGS exploration and Exploitation Techniques and potentials)
within the framework of the European Union’s Horizon 2020. With the aim of evaluating
the potential of Variscan metamorphic rocks for EGS in the future, this study focuses on
slate material, which is one of the target rocks for a planned EGS at the Göttingen University
campus, Germany. We investigated the time-dependent fracture permeability evolution in
slates, considering the effects of flow operations (continuous or intermittent flow), fluid
composition (deionized water (DI) or brine), and temperature (up to 90 ◦C as the expected
upper bound fluid reinjection temperature after energetic use of the geothermal fluid).

2. Materials and Methods
2.1. Rock Samples

The samples were extracted from a drill core made up of dark grey to black Middle
Devonian Wissenbach slate from the Hahnenklee well, Harz Mountains, Germany. The
original drill core was taken about 40 years ago, is 80 mm in diameter and 320 mm in
length, and originates from a well depth between 1156 and 1156.32 m. The core has no
macroscopic veins (i.e., a distinct sheet-like body of crystallized minerals within a rock) or
obvious fractures (i.e., separated voids in rocks). It should be noted that the choice of well
analogue rocks may not fully represent the rock encountered in the reservoir to be accessed
and used later for geothermal energy provision. However, in the absence of an exploration
well at a particular site, this is the closest one can get and, consequently, has become a
standard in experimental reservoir assessment. The sample material used in this study was
carefully selected in this regard and originates from a well that is located in geologically
close vicinity to the well to be drilled later at the Göttingen University campus, Germany.
Regarding possible aging or alteration of the cores during storage in the repository, based
on our experiences, there is no indication that this were the case to a degree that would
impede any conclusions drawn on the corresponding behavior of the rock encountered
in situ.

To prepare three cylindrical samples, SM1, SM2, and SM3, the drill core was first
cut with a saw perpendicular to its longitudinal axis to create a macroscopic fracture.
Subsequently, smaller cores with a diameter of 25 mm were drilled with maintaining the
saw-cut fracture in its center. The two ends of each core were cut and polished to obtain a
cylinder with a length of 50 mm. Finally, the saw-cut fracture surfaces were ground using
rolling grains of a defined diameter to obtain closely identical surface roughness spectra
and thereby ensure comparability between the samples. Some leftover material was used
for X-ray powder diffraction (XRD) analysis at the University of Göttingen, Germany, to
determine the mineral composition. The main constituents are quartz, muscovite, chlorite,
and feldspar (Table 1). This table also evidences the excellent mineralogical homogeneity
of the samples. As sample SM3 was located in the original drill core at a cm scale distance
to both SM1 and SM2, there is no reason to believe that its composition should differ
significantly and thereby impede any comparability. The matrix permeability of the sample
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material is on the order of 10−19 m2, determined by a gas permeameter at TU Darmstadt,
Germany, using a fourth (neighboring) sample and argon gas and applying the Klinkenberg
correction.

Table 1. Mineral composition of slate samples.

Mineral Content
(wt %) Quartz Muscovite Chlorite Plagioclase Chalcocite Ankerite Pyrite

SM1 36 33 12 8 5 5 1
SM2 36 35 11 8 5 4 1

2.2. Experimental Procedures

The two halves of the prepared specimens were assembled, jacketed with a heat-
shrink tube (Figure 1a,b), and vacuum-saturated with DI in a desiccator for more than
24 h. The experiments were performed using three different flow-through apparatuses.
For experiments with saline fluids, a device made of Hastelloy C-276 was used, while the
other two devices made of stainless steel were used for tests with DI as the fluid medium.
All apparatuses can apply pore fluid pressures up to Pp = 50 MPa at hydrostatic confining
pressure up to Pc = 100 MPa and temperatures between room temperature and T = 200 ◦C
(for details, see Milsch et al. [49]). Fracture permeability can be determined by monitoring
the differential pressure (using a 0~0.6 MPa differential pressure transducer) between
the sample’s ends at a constant flow rate. The upstream pump maintains a constant
flow rate, while the downstream pump is set to a constant pressure to receive the fluid
volume (Figure 1c). A relief valve is connected in parallel to the downstream side, allowing
sampling of the effluents for chemistry analysis under constant pore pressure.
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Here, all experiments were conducted at constant effective pressure (Pc = 10 MPa
and Pp = 1 MPa). Each experiment included three stages: (1) initially, continuous flow-
through tests after pressurization at room temperature, (2) temperature cycles between
room temperature and up to 70 or 90 ◦C, and (3) long-term permeability measurements
with the intermittent flow at 70 or 90 ◦C. In two flow-through experiments (SM1 and
SM2), DI was used as fluid medium, and in one test (SM3), a 0.5 M NaCl solution was
used to investigate the effect of fluid type on fracture permeability evolution. The salinity
was chosen since fluid inclusions within the slates contain mainly water with low salinity
NaCl. Note, however, that in some cases, fluid inclusions also contain CaCl2. Details about
applied temperatures, flow rates, duration of each stage, experimental conditions, and
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permeating fluid types for the three samples are listed in Table 2. The intention to divide
each experiment into three different stages was the following:

(1) The purpose of stage one was to investigate the potential transient fracture permeabil-
ity degradation after pressure build-up, which exerts a force on the fracture surfaces.
Such initial fracture permeability decline was widely observed at the first dozens to
hundreds of hours of continuous fluid flow through fractured granitic rocks [4,21],
shale [22], novaculite [15,17], limestone [16], and dolomitic anhydrite [18]. However,
this time-dependent fracture permeability decay did not occur in some fractured
sandstones and mudstones [23,24] with the intermittent flow (flow-stop-flow with a
certain time interval). To monitor the influence of pressure on fracture permeability
evolution in slates, we continuously measured permeability for several to dozens of
hours, followed by stopping the flow for dozens of hours and measured fracture per-
meability again. This initial stage was performed at room temperature immediately
after pressurization.

(2) The second stage was to reveal thermal effects on fracture permeability evolution and
to eliminate any irreversible fracture permeability changes upon thermal expansion
of the rock matrix. The temperature was increased and decreased stepwise between
room temperature and 70 ◦C for sample SM2 and between 25 ◦C and 90 ◦C for sample
SM1 and SM3 (Table 2). Fracture permeability was measured after stabilization of
temperature in each step.

(3) In the last stage, the temperature was kept at the highest value (70 or 90 ◦C), and
permeability was measured regularly after a time interval of 6 days. In between the
time intervals, the valve of the upstream pump was closed, and the downstream
pump maintained constant pressure so that the pore fluid could be considered as a
semi-closed system. Before each permeability measurement, the effluent was sampled
through the relief valve at a constant flow rate of Q = 0.1 mL/min. Each time, seven
to nine subsamples with a volume of V = 1.0 mL at constant pore fluid pressure of
Pp = 1 MPa were collected (downstream side). Each sample was acidified by addition
of 0.01 ml super-pure HNO3 to minimize any potential precipitation or alteration of
the fluid. The purpose of the chosen sampling strategy with collecting small-volume
subsamples (V = 1.0 mL) was to better specify the fluid composition within the
fracture. Otherwise, a large volume of effluent would have mixed the fluid within the
fracture with the fluid in the capillaries connected to the sample.

Table 2. Experimental conditions.

Sample Temperature (◦C) Flow Rate a (mL/min) Flow Type Duration b (Days) Permeant Fluid

SM1
Room temperature 0.3~0.5 Continuous ~3

DI25→ 50→ 70→ 90→ 70→ 50→ 32→ 90 0.3~0.5 Intermittent 3
90 0.05~0.3 Intermittent 34

SM2
Room temperature 0.3~0.5 Continuous <1

DI25→ 50→ 70→ 50→ 32→ 70 0.3~0.5 Intermittent 3
70 0.1~0.3 Intermittent 34

SM3
Room temperature 0.02~0.3 Continuous ~3

0.5 M NaCl25→ 50→ 70→ 90→ 70→ 50→ 32→ 90 0.02~0.1 Intermittent 3
90 0.1 Intermittent 34

a Flow rate used for permeability measurements, the flow rate during effluent sampling is always Q = 0.1 mL/min. b Elapsed time during
the corresponding stages.

The experiments target the evaluation of a medium enthalpy EGS system with a
reservoir or (fluid) production temperature of about 150 ◦C. After the heat exchanger, the
fluid, typically, has a temperature of approximately 70 ◦C (lower bound experimental
temperature), which increases to around 90 ◦C (upper bound experimental temperature)
before being reinjected into the formation. Due to technical constraints, the temperature
of the sample and the one of the fluid, when being injected into the sample, are identical
(Figure 1c). The experiments thus replicate a reservoir scenario, where, when starting
from the well-to-formation interface, rock and fluid are in thermal equilibrium. As fluid is
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continuously injected and transported further into the reservoir, the volume where rock
and fluid are in thermal equilibrium expands. This study thus investigates processes that
may alter fracture permeability in the vicinity of an injection well, where the formation is
at fluid injection temperature.

During fluid flow (i.e., fracture permeability measurements and effluent sampling),
the differential pressure between the sample ends was limited to ∆p ≤ 0.5 MPa (i.e., the
maximum upstream pore fluid pressure is below 1.5 MPa) to ensure to not exceed the
measurable range of the differential pressure transducer and to avoid changing effective
stress beyond critical values.

Sample permeability k is calculated based on Darcy’s law assuming steady-state
conditions as

Q =
k∆pA

µL
(1)

where Q is the flow rate, L is the sample length, A = πr2 is the cross-sectional area of the
cylindrical sample, ∆p is the differential pressure over the sample length L, and µ is the
dynamic fluid viscosity, which depends on the fluid type, salinity, temperature, and pore
pressure [50,51] and was adjusted according to tabulated values in the cited literature when
calculating permeability. By ignoring fluid flow in the rock matrix because of the low matrix
permeability (k ~10−19 m2), the “cubic law”, assuming laminar flow through a fracture
between parallel plates, gives the expression of the separation distance, bh, between the
two smooth plates during flow-through tests as [52,53]

Q =
bh

3W∆p
12µL

(2)

where W is the width of the fracture (sample diameter). bh can be considered an equivalent
aperture (hydraulic aperture) in case of rough fractures. Using this approximation and
assuming that all fluid flow through the fracture (A = Wbh), fracture permeability, kf, can
be expressed by combining Equations (1) and (2) as

kf =
b2

h
12

(3)

2.3. Analytical Methods
2.3.1. Effluent Element Concentrations

Effluent element concentrations of Al, Ca, Fe, K, Mg, Na, Si, and Zn were determined
by Inductively Coupled Plasma-Optical Emission Spectrometry (ICP-OES) analyses per-
formed at the ElMiE Lab at the German Centre for Geosciences (GFZ, Potsdam, Germany)
using a 5110 spectrometer (Agilent, Santa Clara, CA, USA). The analytical precision and
reproducibility are generally better than 2%, regularly tested using certified reference
material and in-house standards. Effluent samples were diluted with HNO3.

2.3.2. Fracture Surface Topographies

The fracture surface topographies were measured before and after the experiments
using white light interferometry (Keyence VR 3000). The resolution of the in-plane coordi-
nates was 23.5 µm, and the vertical resolution was 1.0 µm. Statistical parameters, the peak
height difference Rp, the mean Rm, and the root-mean-square Rrms, of fracture surfaces
were used to compare the changes of surface roughness, expressed as

Rp = max|zi − za| (4)

Rm =
1
n

n

∑
i=1
|zi − za| (5)
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Rrms =

√
1
n

n

∑
i=1

(zi − za)
2 (6)

where zi is the height of the ith point, and za is the mean height of the elevation plane,
which is discretized by n points.

2.3.3. SEM-EDX

After the experiments were conducted, the fracture surfaces were coated with car-
bon and observed by performing scanning electron microscopy (SEM) using both the
backscattered electron (BSE) and the secondary electron (SE) mode. Combined energy
dispersive X-ray analysis (EDX) was performed to identify the elemental composition of
representative locations.

3. Results

Fracture permeability (Equation (3)) evolution was explored upon continuous fluid
flow after pressurization at ambient temperature, heating–cooling cycles, and intermittent
flow over a long-time duration (Section 3.1). Effluent element concentrations were used
to qualitatively analyze potential mineral reactions in rock fractures (Section 3.2). We
compared fracture surface topographies before and after the experiments (Section 3.3) and
explored the mechanisms governing fracture permeability evolution using microstructural
observations (Section 3.4).

3.1. Variations of Fracture Permeability
3.1.1. Initial Fracture Permeability Decline with Continuous Flow (Stage 1)

All samples exhibited a progressive fracture permeability decline with time dur-
ing fluid flow, particularly pronounced for SM3 with NaCl solution as permeating fluid
(Figure 2). Samples SM1 and SM2 showed nearly identical fracture permeability degra-
dation, which slowly converged over time/reaching a minimum value. After the fluid
flow was stopped for about 65 h, the fracture permeability of SM1 remained unchanged
(i.e., kf = 3.7 × 10−12 m2). Fracture permeability of sample SM3 was first continuously
measured for 41 hours and subsequently measured again after flow was stopped for about
28 h and 16 h (see two lower right panels in Figure 2). Compared to samples SM1 and SM2,
fracture permeability was more strongly reduced in the first 2 hours and progressively
converged from initial 3.5 × 10−12 m2 to 7 × 10−13 m2 at the end of continuous flow.
Fracture permeability slightly declined further to 6.7 × 10−13 m2 and 6.6 × 10−13 m2 after
interrupting fluid flow for 28 h and 16 h, respectively.

The evolution of fracture permeability with cumulative fluid flow volume is shown in
Figure 3. Samples SM1 and SM2 presented almost similar permeability decay with flow
volume, independent of flow rate. In contrast, the permeability of sample SM3 decreased
more drastically with the same amount of NaCl solution. Again, the flow rate was adjusted
during the flow tests to ensure that the differential pressure did not reach the maximum
range of the transducer, but had no effect on permeability evolution. We expect that the
total flow volume determines permeability variations by interaction with the fracture
surface rather than flow dynamics.
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3.1.2. Temperature Effects (Stage 2)

Using DI as permeating fluid, increasing the temperature stepwise resulted in a slight
fracture permeability reduction from 3.7 × 10−12 m2 (at 25 ◦C) to 3.4 × 10−12 m2 (at 85 ◦C)
in sample SM1, and from 4.5 × 10−12 m2 (at 25 ◦C) to 3.8 × 10−12 m2 (at 70 ◦C) in SM2,
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respectively (Figure 4). The permeability decline was not recovered after cooling to room
temperature. After re-heating, the permeability of samples SM1 and SM2 was slightly
reduced by about 3~6% at peak temperature (Figure 4, right-hand panels), indicating a
time-dependent permeability reduction. A temperature increase from room temperature to
90 ◦C caused an irreversible permeability increase from 6.6 × 10−13 m2 to 1.3 × 10−12 m2

in sample SM3, in particular between 70 and 90◦C (Figure 4). Opposite to the behaviors of
the other two samples, the permeability of SM3 slightly increased after re-heating to 90 ◦C.
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Figure 4. Fracture permeability variations during the temperature cycles between room temperature
and up to 90 ◦C (SM1 and SM3) and 70 ◦C (SM2) (left panel). The arrows indicate the heating
and cooling sequences. All tests started at approximately 25 ◦C. Details of permeability variations
at the respective target temperatures (grey boxes) after first and second heating are shown in the
three panels on the right. Sample SM2 was measured twice (No. 1 and No. 2) at 70 ◦C after first
heating within a time interval of 15 h, indicating a time-dependent permeability reduction at constant
temperature. After second heating of this sample, the respective permeability value is therefore
labelled No. 3. Error bars are in the range of ±2 × 10−14 m2 and hence not visible on the logarithmic
y-axis.

3.1.3. Time Dependence of Permeability with Intermittent Flow (Stage 3)

For intermittent flow of DI through samples SM1 and SM2, fracture permeability
progressively reduced over time, slightly more at T = 90 ◦C (SM1) than at T = 70 ◦C
(SM2) (Figure 5). However, such time-dependent permeability reduction of both samples
was likely to vanish or slowed down after cooling the sample to room temperature. For
sample SM3 with a NaCl solution as permeating fluid, the permeability showed a 1.5-fold
increase by over 34 days duration that remained constant after cooling down to 25 ◦C.
In comparison to the initial permeability measured at room temperature in stage 1, all
samples, subjected to the three test stages (i.e., the initial continuous flow, temperature
cycles, and the intermittent flow), show at 25 ◦C fracture permeability reductions between
42 and 78% after a total test period of about 40 days (Table 3).
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Figure 5. Time-dependent fracture permeability evolution with intermittent flow at 90 ◦C (SM1
and SM3) and 70 ◦C (SM2). Each symbol represents a steady-state permeability measurement. The
open symbols indicate permeability measured at room temperature at the beginning and end of the
experiments, respectively.

Table 3. Summary of experimental results.

Sample Max T (◦C) kf (Initial) (10−12 m2) kf (Final) (10−12 m2) Duration (Days) Fluid

SM1 90 4.76 1.02 40 DI
SM2 70 4.98 2.66 38 DI
SM3 90 3.49 2.01 40 0.5 M NaCl

The initial and final permeability indicate the first permeability after pressure build-up
and the end permeability at room temperature (see open symbols in Figure 5).

3.2. Fluid Chemistry Evolution

The element concentrations of Al and Zn in all effluent samples were negligible
(<0.1 mg/L). Ca, Fe, K, Mg, Na, and Si concentration changed within a set of subsamples
that were collected on day 7 after the first time interval of 6 days (Figure 6). This and
each subsequent sampling sequence took approximately 1.5 h. It is implied that fluid–rock
reactions occurred along the fracture and that dissolved matter diffused from the fracture
aperture to the capillaries connected to the sample within the semi-closed pore fluid system.
We interpret the subsample with peak element concentrations as the fluid representative of
the composition in the fracture aperture during the 6-day interval. Because the fracture
volume (on the order of ~0.01 mL) is significantly smaller than 1.0 mL (i.e., the volume
of each effluent subsample), the absolute element concentrations of the fluid within the
fracture aperture may be significantly larger than the measured peak values, depending
on the dissolution and diffusion rates. Therefore, the measured element concentrations
indicate the degree of fluid–rock reactions, but may represent a lower bound.
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(e,f). Peak values indicate fluid composition extracted from the fracture aperture, while the other subsamples include fluid
within the capillaries adjacent to the sample. Note the different scales of Na concentrations.

For samples SM1 and SM2 with DI, all element concentrations of SM1 are slightly
higher than that of SM2, which is likely due to enhanced reaction rates at the higher temper-
ature applied to sample SM1. Strikingly, the Na concentrations of both samples are about
one order of magnitude higher than that of the other elements, revealing relatively strong
reactions of Na-rich minerals in DI (e.g., plagioclase, c.f., Table 1). In sample SM3 with 0.5
M NaCl solution, the concentrations of Ca, K, and Mg are about one order of magnitude
larger than those in SM1 and SM2 (Figure 6), and the Si concentration is ≈1.5–2 times
higher than in SM1 and SM2. For sample SM3, the Fe concentration is negligible in all
subsamples, possibly due to the dissolution limit of Fe-contained minerals or the lack of
Fe-contained minerals (e.g., Ankerite and Chlorite) on the SM3 fracture surfaces.

By comparing all peak concentrations obtained after each time interval, we were able
to evaluate the reaction rate evolution of the fluid–rock system under constant pressure and
temperature conditions (Figure 7). For samples SM1 and SM2, the maximum concentrations
occurred after the first time interval on day 7. Subsequently, all element concentrations pro-
gressively reduced with time, implying a reduction of fluid–rock interactions. In particular,
Fe concentration reduced to nearly zero, which may manifest the reaction termination of
Fe-containing minerals or the disappearance of such minerals after dissolution. In contrast,
for sample SM3, the concentrations of all elements, except K, showed minor reduction after
each week (Figure 7f), indicating that fluid–rock interactions in SM3 were relatively stable,
although the dissolution reaction rates were faster than those in SM1 and SM2.
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Figure 7. Peak effluent element concentrations extracted from each set of subsamples of sample SM1 (a,b), SM2 (c,d), SM3
(e,f), after prescribed time intervals. The data on day zero present the element concentrations of the injected fluid and data
on day 1 (for SM1 and SM2) indicate the effluent sampled right after increasing the temperature to the targets. Note the
different scales of Na concentrations.

3.3. Fracture Surface Topography

Fracture surface topographies before and after the experiments are shown in
Figures A1–A3 (in the Appendix A) for samples SM1, SM2, and SM3, respectively. The
topography of both fracture surfaces changed due to fluid flow, particularly in areas close
to the fluid injection side (i.e., dark areas in maps measured after testing), and in most cases
resulted in a slightly wider height distribution compared to the initial surface (Figure 8).
The removal of surface heights (dark areas in Figures A1–A3), where stresses are expected
to be high (stress concentrations at the tips of the surface asperities), indicates that the
mass loss is induced by pressure solution of contact asperities. However, the peak height
difference Rp, the mean height Rm, and the root mean square height Rrms of the whole
surface before and after the experiments show that fracture surface roughness remains
nearly unchanged or slightly increased (Table 4), which indicates that the global statisti-
cal values cannot easily reveal some localized solution/dissolution processes. It can be
assumed that such fracture surface roughness changes may result from a combination of
pressure solution and dissolution/precipitation reactions, which, in turn, might counteract
each other to a certain degree.
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Table 4. Statistical parameters of fracture surface roughness before and after the flow-through experiments. 

Parameters SM1_A SM1_B SM2_A SM2_B SM3_A SM3_B Stage 

Rp (µm) 
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Figure 8. Comparison of fracture surface height distribution before and after the experiments, two surfaces (a,b) for sample
SM1, (c,d) for sample SM2, (e,f) for sample SM3, respectively.

Table 4. Statistical parameters of fracture surface roughness before and after the flow-through experiments.

Parameters SM1_A SM1_B SM2_A SM2_B SM3_A SM3_B Stage

Rp (µm) 41.18 51.08 78.13 80.97 24.00 119.26 Before
65.45 70.98 78.57 116.80 52.96 106.55 After

Rm (µm) 2.35 1.82 10.99 1.46 1.56 10.31 Before
3.52 1.78 10.69 3.47 1.98 9.12 After

Rrms (µm) 3.00 2.41 14.31 2.16 2.05 17.94 Before
4.33 2.44 13.69 4.93 2.60 16.27 After
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3.4. Microstructures

The post-experimental backscattered electron (BSE) micrograph and the EDX map
of sample SM1 (Figure 9) taken as an example, indicate a complex mineral distribution,
where pyrite and ankerite are normally located as a cluster, and other minerals are mixed
without clear boundaries. Fracture surfaces are rough and attached with various particles
(e.g., pyrite, plagioclase, muscovite) that are authigenic (Figure 10). The particle size is in
general within 10 µm. Mineral dissolution and secondary mineral formation (precipitation)
are hard to distinguish based on the micrographs. However, we observed some fiber-like
texture at the edge of some crystals (Figure 10d) in sample SM3, which may imply strong
reactions on the mineral surfaces.
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4. Discussion

The observed evolution of fracture permeability with time and temperature in addition
to the associated change of the effluent chemistry may be explained by one or more of
the following mechanisms: pressure solution, stress corrosion, free-face dissolution, and
fines migration. We discuss if these mechanisms may have contributed to permeability
evolution in the separated experimental stages.

4.1. Mechanism of Initial Permeability Decline under Constant Conditions

Time-dependent fracture permeability decrease was observed with DI flow under
static stress conditions [15,17,21,22]. The degradation was explained by pressure solu-
tion, a continuous sealing process of the macroscopic fracture. Im et al. [21] found that
fracture permeability decay during hold periods over dozens of hours in slide-hold-slide
experiments can be well described by power-law compaction coupled with the “cubic
law”. Power-law compaction was established in indentation experiments, where the time-
dependent displacement of the indenter into the crystalline mineral matrix can be described
by a power-law function, induced by pressure solution [54]. Because of indentation of
the contact asperities into the matrix, it is assumed that the overall fracture closure (∆b,
geometrical aperture changes) also follows a power law with respect to time as

∆b = αtn (7)

where n is the power-law exponent, t is the elapsed time, and α is the aperture change
when t = 1. Further, by substituting Equation (1) into Equation (2), sample permeability k
can be expressed with hydraulic aperture bh as,

k =
b3

h
6πr

(8)

Assuming equivalent hydraulic and geometrical aperture b, sample permeability
evolution can be correlated to fracture closure ∆b [21,52,55] as

k = k0

(
1− ∆b

b0

)3
(9)

where k0 and b0 are the initial permeability and aperture, respectively. Substituting
Equation (7) into Equation (9) yields

k = k0

(
1− α

b0
tn
)3

(10)

We used the measured permeability data during continuous flow (Figure 2) to param-
eterize k0, α/b0, and n by using the least-squares method. The resulting values, provided
in Table 5, fit very well to the data (Figure 11). We observed a similar permeability
degradation trend but with a larger range of power exponents in comparison to similar
permeability measurements in granite with saw-cut fractures under effective pressure of
3 MPa (n = 0.3~0.4) described in [21]. The power exponent n measured for sample SM3 is
distinctly lower than of samples SM1 and SM2, which may imply that the permeability
changes are not solely controlled by pressure solution. Because the indenter experiments
indicate that pressure solution-controlled indenting displacement yields a power-law func-
tion with exponents normally larger than 0.3 [54]. Our results imply other processes
(free-face dissolution) also play an important role in the overall fracture aperture variation,
which will be discussed below. Evidently, when the flow was stopped for some time,
measured permeability showed much less reduction than predicted for continuous flow
(c.f., samples SM1 and SM3 in Figure 11). This suggests that a chemical equilibrium within
the fracture aperture was attained during no flow periods leading to a high concentration
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of the pore fluid and less efficient pressure solution, resulting from limiting the diffusion
from contacts to the pore fluids.

Table 5. Fitting parameters.

Sample k0 α/b0 n Adjusted R2

SM1 1.95 × 10−15 7.3 × 10−2 0.43 0.99
SM2 2.0 × 10−15 4.5 × 10−2 0.61 0.99
SM3 1.13 × 10−14 0.6 0.072 0.98
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Figure 11. Sample permeability (Equation (1)) variations with time under constant pressure (Pc: 10 MPa and Pp: 1 MPa)
and room temperature conditions. Fitting curves (in green) are derived based on Equation (10).

Another possibility is fines migration-induced permeability decline, commonly oc-
curring in porous media [35]. In our samples, fine particles are attached to the fracture
surfaces (Figure 10), which may have been transported upon fluid flow, causing perme-
ability to decrease. During no flow periods, particles may not migrate and clog the flow
pathways, mitigating permeability reduction. The drag force Fd, causing the particle to
move, is proportional to the fluid dynamic viscosity µ, flow rate U, and particle radius
rs: Fd ∝ µrsU [56,57]. We found that permeability reduction is relatively independent of
flow rates (Figure 3). For DI and the 0.5 M NaCl solution, the dynamic viscosities at room
temperature are 889.9 and 928.6 µPa*s, respectively [50,51]. For particles of similar size, this
would lead to a difference of drag forces between the two fluid compositions of about 4%,
which is unlikely to explain the lower permeability obtained with NaCl compared to DI.
In addition, high-salinity fluid would increase the stability of mobile particles due to the
increase in the electrostatic force [35]. In this case, with the assumption of fines migration,
permeability should present less reduction upon fluid flow with NaCl, which is opposite
to our experimental results. Therefore, fines migration is expected to be not the dominant
factor in flow-dependent permeability reduction.

Assuming that the initial fracture aperture b0 is equivalent to the initial hydraulic
aperture bh0, b0 can be expressed based on Equation (8) as

b0 = 3
√

6πrk0 (11)

Using fitted parameters, k0 and α/b0 (Figure 11 and Table 5), we can determine the
aperture change as a function of time, ∆b = αtn (Figure 12a). We noticed that the initial
aperture changes of sample SM3 were significantly larger than that of the other two samples.
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However, the aperture closure rate ∆
.
b = nαtn−1, of sample SM3 decreased much faster

and was smaller than that of SM1 and SM2 after about 10 hours duration (Figure 12b). This
implies that at the beginning of the experiments, the NaCl solution accelerated the pressure
solution rate by increasing the dissolution kinetics of some minerals, e.g., quartz [58,59]
and calcite [60]. Due to an increasing rate of free-face dissolution, which has a contrasting
(i.e., enlarging) effect on fracture aperture, the total aperture closure rate may significantly
reduce if pressure solution rate slows down or terminate eventually due to the continuous
increase in contact areas. Therefore, we expect that the initial permeability decline observed
in stage 1 of our experiments was mainly governed by pressure solution with a relatively
increasing contribution of free-face dissolution with increasing time.
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4.2. Thermal Effects on Permeability

Thermally driven hydraulic aperture reduction is believed to be induced by thermal
dilation, mechanical creep, and pressure solution [19,43]. However, in our experiments,
temperature cycles resulted in opposite irreversible permeability changes (i.e., decrease
in sample SM1 and SM2 with DI and increase in sample SM3 with the NaCl solution)
(Figure 4). Therefore, thermal dilation or thermal stress effects cannot solely control the
process, otherwise similar permeability changes are expected. In addition, we observed
time-dependent permeability changes at peak temperatures and after temperatures cycling
(Figure 4).

In general, increasing temperature enhances fluid–rock reaction rates [17,24,61–64],
leading to enhanced pore space or permeability changes. The continuous flow tests in
stage 1 demonstrated an interplay of pressure solution and free-face dissolution, where the
initial pressure solution rate in sample SM3 with the NaCl solution was much faster than
that of the other two samples. Obviously, the rate-limiting process of pressure solution
(dissolution, transport, or precipitation) was different for DI and NaCl solutions and
strongly temperature-dependent between 70 and 90 ◦C. Although we measured the amount
of species diluted in the effluent, which strongly differed if using DI or NaCl solution as
permeating fluid (Figure 7), we were not able to quantify the element concentrations.
We expect that temperature-dependent solubilities and reaction rates, as well as time,
control the permeability evolution, but cannot specify the relative contribution based on
the available data. Nevertheless, the slight permeability reduction with time of samples
SM1 and SM2 after temperature cycling, and the slight increase with time for sample
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SM3 may be explained by the cross-over from dominantly pressure solution controlled to
free-face dissolution-controlled permeability evolution (c.f., Figure 12).

4.3. Potential Fluid–Rock Interactions on Time-Dependent Permeability Changes

Figure 13 shows potential processes that cause permeability changes with time. They
may occur solely or simultaneously depending on the pressure, temperature, fluid, and
rock compositions [16,17,24]. Despite fluid chemistry, pressure solution and stress corrosion
require normal stress acting on the solid contacts as the driving force. Thus, they occur
predominantly at the early stage when the effective stress on the contacts is relatively
high. In this case, fracture permeability reduction is always accompanied by obvious
fracture deformation [22]. In addition, sufficient dissolved components can be detected
in the effluents due to pressure solution-enhanced solubility [17,19,24,43]. For the other
mechanisms, i.e., free-face dissolution, precipitation [25,61], and fines migration [35], no
obvious deformation is required in conjunction with fracture permeability changes at a
relatively small scale.
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Figure 13. Potential fluid—rock interactions occurring during the long-term experiments and their effects on fracture
permeability and fracture deformation. (a) Stress corrosion cracking, (b) pressure solution, (c) dissolution, (d) precipitation,
and (e) fines migration, in which both (b,c) involve dissolution of solid matter into a fluid phase, where the former is taking
place within the contact area of stressed asperities and the latter occurs on the free faces of the mineral grains.

We were not able to identify if stress corrosion cracking played a role in our exper-
iments, but fines migration appeared to terminate towards the end of stage 1 (Figure 2)
and hence to play a subordinate role during stage 2 and stage 3. Since we did not measure
strain data to evaluate which mechanisms contribute to the overall process, we relied on
analyses of measured permeability changes and effluent concentration variations. The
element concentrations in sample SM3 were significantly larger than those of the other
two samples (Figure 6), supporting the hypothesis that the NaCl solution could increase
mineral reaction rates in SM3. Sodium cations would accelerate the dissolution rate of,
for example, quartz [58,59] and calcite [60]. The enhanced concentrations of Ca and K in
sample SM3 are possibly due to the dissolution of plagioclase (NaAlSi2O8 to CaAl2Si2O8)
and muscovite (KAl2(AlSi3O8)(OH)2). The large Fe concentrations in samples SM1 and
SM2 may result from Ankerite (Ca(Fe2+, Mg)(CO3)2) dissolution.

The element concentrations of sample SM1 at 90 ◦C were slightly higher than those
of sample SM2 tested at 70 ◦C (Figure 7). This supports the hypothesis that increasing
temperature enhances the fluid–rock interactions. The fact that all element concentrations
of samples SM1 and SM2 showed a maximum after the first time interval and declines
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afterwards indicates that pressure solution was dominant at the early stage of long-term
intermittent flow, but was progressively less effective in later stages when contact areas
expanded. The changes in the effluent concentration (SM1 and SM2) are consistent with
pressure solution evolution. Temperature-dependent kinetics is in line with our obser-
vation of stronger fracture permeability reduction with time at 90 ◦C compared to 70 ◦C
(Figure 5). For sample SM3, the element concentrations (except Na) also increased after
the first time interval, but remained relatively stable afterwards (Figure 7). This implies
permeability changes are first mainly controlled by pressure solution and then by free-face
dissolution, because the latter is directly correlated to the reactive surface areas that did
not change dramatically. The increase in permeability with time for sample SM3 reveals
the contribution of mass transfer forming voids.

We noticed that the stopped flow within the semi-closed pore fluid system mitigated
permeability decline at room temperature (Figure 11), but the intermittent flow still led to
substantial permeability changes at elevated temperatures (Figure 5). This discrepancy is
likely also related to thermally enhanced fluid–rock interactions as permeability changes
with the intermittent flow significantly slow down after cooling to room temperature.

In our experiments, the initial hydraulic aperture of saw-cut fractures was in the
range of 6~7 µm (calculated from Equation (2)) under low-stress conditions (effective stress
of 9 MPa), which is in the same order of magnitude as the fracture surface roughness
(Table 4). This indicates that the fracture surface roughness is strongly correlated to the
initial fracture aperture and thus represents a defining parameter with respect to fracture
permeability. The surface height distributions remain unchanged or slightly rougher
after the experiments (Figure 8), likely resulting in the dissolved mass on some localized
areas (dark areas on the fracture surface topographies, Figures A1–A3). However, we
were not able to quantify if such height reduction resulted from dissolution or pressures
solution, because both mechanisms led to local mass removal from the fracture surface. In
addition, we expect that the effect of mass transfer (caused by pressure solution or mineral
dissolution) in such narrow fracture apertures are drastic, whereas larger fractures with
high surface roughness or fractures under high-stress conditions may lead to different
evolutions of fracture aperture, which need to be further investigated.

4.4. Implications for EGS

The long-term sustainability of rock fracture permeability is crucial to guarantee the
lifespan of a successful EGS. Our experimental results demonstrate that newly generated
fractures in slates (e.g., artificially prepared, injection created, and sheared) may be subject
to large and fast permeability reduction with time under constant effective stress conditions.
Such time-dependent fracture permeability reduction was also observed in granite, shale,
and novaculite [4,15,17,19,21,22]. Similarly, fracture permeability reduction can slow down
at the late stage during fluid flow. Moreover, the governed mechanisms in our experiments
are pressure solution and free-face dissolution, where the former may slow down and
terminate at some point, and the latter plays a more important role in the late stage. In the
sample with NaCl solutions as the permeating fluid, permeability showed a slight increase
at the late stage, where we expect that pressure solution is nearly stopped because of the
enlargement of contact areas, and mineral dissolution may increase the voids. This behavior
was also found in a flow-through experiment of a fractured limestone with distilled water,
where free-face dissolution overtakes pressure solution, generating a “wormhole” for fluid
flow [16]. Therefore, we infer that the pre-existing fractures, if hydraulically conductive,
may persist for a very long term, but newly generated fractures will yield a certain reduction
with time due to the initial high-stress concentration on the self-propping contacts. For
assessing the performance of geothermal reservoirs after stimulation, such time-dependent
permeability reduction must be borne in mind.

To reach the economic utilization of geothermal reservoirs, some indicators, such as
production temperature, injection temperature, and the flow rate, have to be set within a
certain range. Our laboratory investigation found that elevated temperatures lead to en-
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hanced fluid–rock interactions, causing fracture permeability to change drastically, but such
high reaction rates may be conducive to permeability enhancement if mineral dissolution
dominates. Slates containing fractures, subjected to time-dependent closure, can possibly
be mitigated by controlling injected fluid compositions. On the other hand, precipitation
was not observed in our experiments, either due to permanent fluid under-saturation or
as a result of the pore fluid exchange during the last permeability measurement before
final cooling. This, however, may not be true in the field [13,14]. Dissolved minerals
may increase the local permeability, where they dissolved, but may cause permeability
reduction in far-field flow owing to precipitation at a large scale. Running an EGS in such
metamorphic strata requires an understanding of the long-term evolution of the fractures
in the host rocks, to which this study aimed to contribute. How to mitigate any fracture
permeability reduction observed here, however, needs to be elucidated further.

5. Conclusions

To evaluate sustainability of fractures within slates, three long-term flow-through
experiments with Wissenbach slate samples containing a macroscopic saw-cut fracture
were conducted under constant pressures (i.e., Pc = 10 MPa and Pp = 1 MPa) and varying
temperatures (room temperature up to 90 ◦C). Fracture permeability and effluent element
concentrations were measured throughout the experiments. The results show that after
applying effective pressure, the initial permeability reduction follows a power-law function
during continuous flow, but this decrease slows down or terminates when flow is stopped.
Temperature cycling causes an irreversible permeability decline when DI is used as the
pore fluid, but permeability increases when the pore fluid is a 0.5 M NaCl solution. When
fluid flow is intermittent, permeability shows a time-dependent reduction with DI as
the permeating fluid, which is more pronounced at 90 ◦C compared to 70 ◦C. Again,
permeability slightly increases when the sample is saturated with the NaCl solution.
Ultimately, all samples yielded a certain and time-dependent permeability reduction. It
is demonstrated that fracture permeability evolution in slates is controlled by pressure
solution and free-face dissolution. Temperature cycles may affect fracture permeability
by thermally enhanced fluid–rock interactions. NaCl accelerates the dissolution kinetics
such that pressure solution is faster. However, pressure solution slows down drastically as
the driving force (i.e., the normal stress on the contact asperities) decreases with time. The
permeability degradation of fractured slates is similar to that of saw-cut granite fractures,
which implies that slate reservoirs may be equally suitable for EGS as those in granites.
However, for comparable effective pressures, the initial fracture aperture associated with
the fracture surface roughness may determine how sensitive the aperture is to fluid–rock
interactions in the long term.
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Appendix A

Fracture surface topographies before and after the entire experiments are shown below.
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Abstract: Spring water geochemistry is applied here to evaluate the geothermal potential in Rheno-
hercynian fold and thrust belt around the deepest borehole in Belgium (Havelange borehole:
5648 m MD). Fifty springs and (few) wells around Havelange borehole were chosen according
to a multicriteria approach including the hydrothermal source of “Chaudfontaine” (T ≈ 36 ◦C) taken
as a reference for the area. The waters sampled, except Chaudfontaine present an in-situ T range of
3.66–14.04 ◦C (mean 9.83 ◦C) and a TDS (dry residue) salinity range of 46–498 mg/L. The processing
methods applied to the results are: hierarchical clustering, Piper and Stiff diagrams, TIS, heat map,
boxplots, and geothermometry. Seven clusters are found and allow us to define three main water
types. The first type, locally called “pouhon”, is rich in Fe and Mn. The second type contains an
interesting concentration of the geothermal indicators: Li, Sr, Rb. Chaudfontaine and Moressée
(≈5 km East from the borehole) belong to this group. This last locality is identified as a geothermal
target for further investigations. The third group represents superficial waters with frequently high
NO3 concentration. The application of conventional geothermometers in this context indicates very
different reservoir temperatures. The field of applications of these geothermometers need to be
review in these geological conditions.

Keywords: blind geothermal system; compositional anomalies; hierarchical clustering; self-organizing
maps; unconventional reservoirs

1. Introduction

Geothermal exploration, as any subsurface resource evaluation, requires a multidisci-
plinary approach (e.g., geological mapping, geophysics, geochemistry) and usually follows
a downscaling approach starting from a regional scale toward a shortlist of potential sites
for more detailed investigations [1,2]. These sites usually show surface indicators of the
presence of a geothermal resource at depth. The nature of these indicators varies in the
shape of hydrothermal springs, vapor exhalation, or sinter deposition. These indicators
can even take the shape of biological manifestations as bacterial mats (e.g., [3–5], presence
of bacterial community on travertine deposits [6] or even saline water tolerant plant and
animal concentrations (e.g., eels) [7]). Even if such indicators are interesting clues in eval-
uating the geothermal fields, not all of them show obvious indicators at ground surface
of their presence. An example of such blind geothermal fields is the Great Basin region in
Nevada, which was recognized as a high-enthalpy important geothermal field without
surface indicators [2,8]. Other blind geothermal systems were explored and/or developed
in New Zealand, Hawaii, Indonesia [9,10]. Some of these blind geothermal systems were
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even discovered while targeting other resources (oil and gas, coal, minerals) for example in
southern California [11], in Nevada [12], or in Belgium [13,14]. A common denominator
of these blind geothermal systems is the presence of a cap formation, which hides many
indicators of the presence of the geothermal resource.

The specificities and challenges to evaluate the geothermal potential of deep meta-
sedimentary formations such as those encountered by the Havelange borehole (Belgium)
are numerous: the Havelange borehole was drilled for gas exploration, hence, some impor-
tant tasks/parameters for geothermal exploration were not conducted or recorded. The
borehole site location is, therefore, fixed and not necessarily located in the most promising
location for the development of a geothermal system in the region. The aforementioned
downscaling approach frequently used in geothermal exploration cannot be applied. An-
other issue is the lack of information regarding the deep fluid flows and fluid composition
since formation water inflows were thwarted by drilling mud injections as usual in drilling
operation. It is important to note that two thick aquifer formations were encountered in this
borehole [15]: (i) limestones and dolomites of Frasnian-Givetian ages (MD: 606–1595 m)
and calcareous-sandstones of Eifelian (MD: 1610–1700 m); (ii) the fractured continuous
quartzites of the Upper Praguian (MD: 4365–4554 m and 4639–4778 m). These two aquifers
are separated from each other by more than 2000 m of aquiclude shales and slates of
Emsian and Upper Praguian ages (from MD 1920 m to 4300 m). The aquifer character of the
carbonate formations of Frasnian and Givetian is attested by significant mud losses during
drilling and by few artesian events while adding drill rods. With regard to the aquifer and
fractured Pragian quartzites, there are indirect indications that support this hypothesis:
significant losses of drilling mud, sudden increases of mud temperature, poor Dipmeter log
not showing consistent dips, Sonic log showing low speed peaks (fractures). The quarzitic
Praguian, host rock for the geothermal reservoir, must be regarded as tight but permeable
fracture zones that could represent potential geothermal targets. The logging data (gamma-
ray, sonic, dipmeter) acquired during the 1980s provide only partial information regarding
fracture networks, especially in comparison with modern logging data.

The punctual bottom hole temperature measurements indicate a mean moderate
geothermal gradient of 22 ◦C/km but a sudden increase to 30 ◦C/km from 4400 m to the
deepest parts of the borehole to reach a corrected value of 126 ◦C at 5369 m (MD-5277
VD) [15,16]. If the geothermal resource exists, it corresponds to a blind geothermal system
with no obvious surface indicator of the resource.

Besides all these challenges, the existence of a deep borehole cross cutting a full
(meta-)sedimentary sequence is not so common. All the cores, the cuttings, and most of
the documents (e.g., logs) are still available and conserved by the Geological Survey of
Belgium. The observations conducted thanks to this borehole provide important control to
build a model of the deep structure of the region. Finally, the observation of significant
mud losses during the drilling operations through Lower Devonian quartzite units and
in the absence of borehole wall collapses, as indicated by the Caliper log, provides a
promising key indication of the existence of deep fluid flows within the metasedimentary
units in the region of the Havelange borehole. In this regard, the main target for the
development of a deep geothermal reservoir is, therefore, these lower Devonian quarzitic
units and a secondary target at shallower depth could be represented by Givetian/Frasnian
limestone formations.

In this study, we apply one of the geothermal exploration tools to extend the investiga-
tion area surrounding the Havelange borehole by collecting spring and shallow borehole
water samples. The geochemical composition of these samples aims to detect composi-
tional anomalies as markers of deep fluid flows. The notion of anomaly is addressed in
this paper. The signal of such flows requires, however, detecting a small anomaly, since
deep-origin water is more likely mixed with superficial water during its ascending path.
Our paper includes, first, the regional geological setting and key information regarding the
Havelange borehole. The field sampling protocol and the analysed chemical compounds
and physicochemical parameters are then listed. The data treatment and the main results
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are in turn presented by applying various clustering technics. Finally, we discuss the results
through the application of common geothermometers to evaluate the potential reservoir
temperature. This discussion also focuses on the applicability of these geothermometers in
our study case; those thick meta-sedimentary formations in a fold-and-thrust belt.

2. Geological Setting

The study area and the Havelange borehole are located on the Eastern part of the
Dinant Synclinorium, a sub-unit of the Ardenne Allochthon. These units compose the
Belgian segment of the Rhenohercynian fold-and-thrust belt, which results from the accre-
tion of the Rhenohercynian passive margin during the Variscan orogeny between the end
of the Visean age to the Upper Carboniferous period (330–300 Ma) [17–20]. The Dinant
Synclinorium (Figure 1) is bordered to the North by the trace of the Midi Thrust, which
separates the Ardenne Allochthon from the Brabant Parautochthon [21].

Figure 1. Simplified regional geological map around Havelange’s borehole in Dinant synclinorium, Wallonia region (Eastern
Belgium) and location of sampling sites for the water springs study. The Brabant Massif (BM) and Malmedy Graben (MG)
are also visible in this map. The study near field (see text) is represented by a circle.

The main lithologies composing the Dinant Synclinorium are thick detrital Devonian
formations combined with carbonate formations of Givetian, Frasnian, and Dinantian
ages. These Devono-Carboniferous formations underwent during their evolution high
diagenetic conditions and even green-schist facies conditions for the deepest formations
(Lower Devonian) [22].

The Dinant Synclinorium passes eastward to the Lower Palaeozoic Stavelot Massif
inlier. The contact between the metasedimentary units of the Stavelot Massif and the
Lower Devonian formation of the Dinant Synclinorium is marked by an unconformity
reflecting the action of a branch of the Caledonian Orogeny. The rock of the Stavelot Massif
underwent, therefore, the Caledonian and Variscan orogenies.

The main faults in the region are South- to South-East dipping longitudinal thrust
faults, as well as bulged faults forming the Theux and Gileppe windows to the North of
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the Stavelot Massif [23]. The fold structures are oriented NE-SW or even E-W depending
of local conditions. Transversal or oblique faults crosscutting the folds and longitudinal
thrust faults were formed either at the end of the Variscan orogeny or even during the
poorly controlled age post-Variscan events. Some of these transversal and oblique fractures
were filled by significant Pb-Zn deposits. Other transversal fractures are frequent targets as
conduits for superficial groundwater resources, especially in carbonate formations.

Since the end of the Variscan orogeny, the tectonic activity in the study area has been
quite limited. In the Stavelot Massif, the narrow Malmedy graben was formed, probably
during the Permo-Triassic period. The whole region underwent a global uplift during the
Quaternary. The current seismic activity in Southern Belgium is mainly located along the
rim of the Brabant Parautochthon and in the Stavelot Massif [24]. Only a very limited
number low magnitude events (Local Magnitude (ML) < 3.0) were recorded in the study
area and the probabilistic model for a return period of 475 years predicts a maximum
ground acceleration ranging between 0.04 and 0.06 g.

Following its geological characteristics, the Havelange borehole was selected in the
framework of the H2020 MEET project as a demo-site to evaluate the geothermal potential
of EGS development in a setting of Variscan meta-sedimentary units not affected by a
younger extension period.

The Havelange borehole [16] was drilled for the Geological Survey of Belgium between
January 1981 and November 1984 and reached a depth of 5648 m (MD). It aimed to
investigate the potential natural gas resources under the Midi Thrust and, therefore, to
drill through the Dinant Synclinorium to reach the deeply rooted Brabant Parautochthon
southern extension. The site selection for the Havelange borehole results from the gas
detection in another deep borehole (Focant) and the results of a seismic reflection campaign
conducted in 1978. This seismic campaign indicates the presence of deep bulge-like
reflectors interpreted as the presence of a local dome of the southern extension of the Midi
Thrust. The methane gas inflows were too limited for any economic development program.

Briefly, the Havelange borehole encountered from top to bottom:

• Micaceous sandstone, siltstone, and shale units of the Famennian age;
• Frasnian and Givetian limestone, dolomite and shale formations;
• Sandstone, siltstone, slate-phyllite, and quartzite thick bed of the Eifelian, Emsian,

Praguian, and Lochkovian stages.

The borehole allowed the detection of several thrust faults indicated by the repetition
of stratigraphic units especially in the lower part of the borehole.

The main mineralogical phases encountered are: quartz > illite/muscovite > clinochlore >
calcite > dolomite > pyrophyllite > feldspar > garnet > hematite > ilmenite, with obviously
major variations according to the lithostratigraphic units. Another important property to
mention is the high level of lithification of the studied formation. Even if Rhenohercynian
fold-and-thrust resulted from the accretion of sedimentary basin, the involved lithology
underwent a major lithification, reducing the porosity to a few percent and, hence, the con-
nate water content is more likely very limited. This context differs, therefore, significantly
from oil-gas sedimentary basins associated with significant brine contents.

The study area was the object of several studies to evaluate the subsurface temperature
and heat flow conditions at a regional scale. The temperature values recorded in the
Havelange borehole frequently serve as input data to calibrate the models [16].

Vandenberghe and Fock [25] reviewed the existing temperature measurements in
wells from Belgium. They established a series of temperature distribution maps for a set of
depths. They observed some trends such as the presence of a cold anomaly located in the
northern part of the Stavelot Massif, while high temperature halos (~40 ◦C/km) are present
in Western and Northern Belgium. According to their study, the Havelange borehole is
located in an average geothermal gradient zone. The main limitation of such maps is that
isotherms are based on widely spread data from boreholes separated to each other by a
few tens of kilometres. The determined isotherms are extrapolated on a large scale without
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taking in consideration any thermal parameters. As a result, the isotherms are smooth and
obliterate the presence of any potential thermal anomalies at a local scale (few km).

More recent approaches applied 2D numerical models to compute the subsurface
temperature and the surface heat flows again at a regional scale. These studies [26,27]
consider the thermal properties (i.e., thermal conductivity and radiogenic heat production)
and other parameters such as the density and porosity from reference rock samples or from
published data for crustal horizons located at great depth. These models also rely on a
selection of published deep cross-sections to establish the structure and the composition of
the upper crust. The comparison of the works of Rogiers et al. [26] and Schintgen et al. [27]
is a complicated exercise since the models follow very different numerical approaches and
try to answer different scientific questions. Rogiers et al.’s. [26] study aims to understand
the presence of low heat flow anomaly detected in the shallow part of some boreholes
in Belgium (Soumagne, Grand-Halleux, and Havelange). They consider the influence of
groundwater flow at a shallow depth through various heat transfer mechanisms: conduc-
tion vs. heat advection. The influence of Quaternary paleoclimate changes is also applied
through temperature variation of the model top boundary condition leading to a transient
model. The lower part of the model is associated with a homogeneous and constant heat
flow at depths ranging from 20 to 10 km. In the case of the Havelange site, the estimated
basal heat flow would be 90 mW/m2 at 14 km deep.

By contrast, the model by Schintgen et al. [27] aims to evaluate the heat flow with a
specific focus on the situation in the Great-Duchy of Luxembourg, but the studied sections
extend to the Stavelot Massif and in the neighbourhood of the Havelange borehole. Their
model is a 2D steady-state conductive model. The model dimensions are also very different,
since the lower boundary condition correspond to lithosphere–asthenosphere boundary
(LAB) located at a depth ranging from 80 to 130 km and with a temperature of 1300 ◦C. The
model of Schintgen et al. [27] also consider the presence of an Eifel plume in Germanym
resulting in a LAB depth reduced between 40 and 60 km. The lateral extension of this
plume would reach the Eastern border of Belgium [28,29]. The model results evaluate the
heat flow at 1 km deep in the South-East part of the Dinant Synclinorium to a value of c.
80 mW/m2, while in Rogiers et al. [26], the heat flow at a shallow depth of the Havelange
borehole is smaller, c. 55 mW/m2. This low value would result from a downward water
flow at a shallow depth in the Havelange borehole. Besides the numerous differences
between the approaches of Rogiers et al. [26] and Schintgen [30], both modelling predict
significant heat flow variations at a local scale in the shallow part of the studied areas. In the
approach of Schintgen et al. [27], these variations result from strong thermal conductivity
contrasts observed for the rocks composing the upper crust, whereas the forced water
advection in the shallow crust is the driving mechanisms of Rogiers et al.’s [26] model.

Recently, a review work on the origin of CO2 content of Fe-rich soda springs, mainly
located in the Stavelot Massif, indicates that the water is of meteoritic origin, but the
CO2-content results from the mixing of sources from hypothetic carbonate dissolution and
from magmatic origins [31]. Their study focuses mainly on the isotopic signature of H, O,
C, and He. The CO2 magmatic source is regarded by Barros et al. [31] to be linked to the
Eifel plume.

Most of the previous models rely on old observations acquired during the 1960s and
1980s, thanks to the exploration deep well campaigns led by the Geological Survey of
Belgium. Some debate points between models result frequently because of the very limited
numbers of information. An example of this issue is the use of a specific cross-section
as a base for the numerical thermal models. However, these cross-sections are matter of
debates and the choice of another section will fundamentally modify the results of the
numerical models.

The approach followed in our paper aims to acquire new information using a cost-
effective approach for the geothermal exploration thanks to the geochemical analyses of
spring waters. The collected samples were acquired in two distinct regions. A first group
of water samples was collected in a 5 km perimeter around the Havelange borehole head.
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The subsurface composition of these springs is considered very similar to the geological
formations observed in the shallow part of the borehole, that is, the mid- and upper-
Devonian geological formations. This zone is referred to here as the “near field”. The
second group of samples were mainly acquired in the South and East borders of the Dinant
Synclinorium where mid- and mainly lower-Devonian formations outcrops. The analogue
formations were encountered in the deep part of the Havelange borehole. This second
sampling zone is named, here, “the far field”.

3. Materials and Methods
3.1. Sampling Campaign

The sampling campaign started with an initial deskwork phase for selecting potential
target sites. This pre-selection includes the analysis of topographic, geological, and hydro-
geological maps. A series of priorities were established based on the spring elevation, their
position in a valley (e.g., lower part of the valley bank or at the valley head) or their vicinity
with a fault. Springs located at an elevation lower than +250 m (Z) were considered as a
priority, since this elevation corresponds to the static level of the Praguian and Lochkovian
aquifer(s) in the non-cased section of the Havelange borehole. A site in the village of
Moressée was also selected based on the toponymy of a spring: “La chaude Fontaine”
(translated in English by “the hot fountain”).

An additional site located at the north end of the study zone in the city of Chaud-
fontaine was chosen to collect a reference sample of hydrothermal water. The natural
mineral water source (Source Astrid) captured in the Frasnian limestone at a depth of
396 m reaches a temperature of 36 ◦C.

The 50 samples were collected and conditioned by the team of the Geological Survey
of Belgium (GSB) between the 13 November 2019 and the 5 March 2020. The ISO 5668–
11 recommendations and the OFEFP guide [32] were followed during the actual water
sampling. Each site was also the object a detailed description regarding its environment,
its precise location, the water flow magnitude, the presence of infrastructures (e.g., metallic
pipes, concrete walls, etc.). Physicochemical parameters of spring water (pH, EC, T) were
also measured in each site using a multiparameter meters from Hanna Instruments.

During the field campaign, some of the pre-selected sites were not sampled as some
springs were dry. The region underwent a series of drought periods especially during
the three previous summers. Conversely, the field reality led us to samples other sites
discovered during the campaign.

All the observations, field measurements, and analytical results were included in a
relational database designed for this campaign. A total of 20 samples were collected in the
far field study zone and 30 samples in the near field. A table with the data used in this
article are retrievable in Supplementary Materials (Table S1).

3.2. Laboratory Analyses

The central laboratory of the “Société Wallonne des Eaux (SWDE)” performed the
analyses on the water spring samples on behalf of the GSB. The following parameters
were measured: pH, electrical conductivity at 20 ◦C (EC), colour (ISO 7887 (C Method)),
turbidity (NTU) (nephelometric method), dry residue (TDS), and suspended solids (SSC)
(ISO 11923).

The major and minor anions (SO4
2−, Cl−, NO3

−, o-PO4
3−, NO2−, F−, Br−) were

analysed by ion chromatography methods (ISO 10304-1, ISO 10304-4). The major and
minor cations (Na+, K+, Ca2+, Mg2+, Ba2+, Fe (total), U, Mn+, Si4+, Sr2+), trace metals (Ag,
Al, As, B, Be, Cd, Co, Cr, Cu, Hg, Li, Mo, Ni, Pb, Rb, Sb, Se, Sn, V, Zn) on unfiltered and
filtered water were measured by Inductively Coupled Plasma Mass Spectrometry (ICP-MS)
(ISO 17294-2). The concentrations of NH4

+ and the complete alkalimetric strength (TAC)
were analysed by Spectrophotometry.

Other parameters such as the Total Hardness (TH) and the TOC (Total Organic
Carbon) (ISO 8245) were also acquired. The presence and the distribution between
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HCO3
−/CO3

2−/dissolved CO2 are deduced from the values of the Alkalimetric strength
(TA) = (OH−) + (CO3

2−), the TAC = TA + (HCO3−), and pH. The details of the laboratory
parameters and LOQ are presented in the additional material (Table S2).

3.3. Data Treatment Methods

The interpretation of the water spring analyses made in this paper is based on the
filtered water results. The use of filtered water (filtration at 0.45 microns) allows to concen-
trate the interpretation on the dissolved element in water and avoid the micro particles
present in non-filtered water (e.g., clay).

Before statistically processing the data, the charge balance equilibrium (CBE) of the
analytical values of the 50 water samples (converted from mg/L to meq/L) were calculated,
using the formula: (CBE(%) = ((Scat − San)/(Scat + San)) × 100; S, cat, and an mean total,
cation and anion, respectively [33]. Applied on one hand to major ions only (those used for
Piper Diagram) and on the other hand to major and some minor ions (those mentioned
in annual report of SPW-Agriculture, Ressources Naturelles et Environnement: F, PO4,
NO2–Sr, Ba, Al, Fe, Mn [34], the resulting CBE are ranging as follows: (0.02–9.89%) with
an average of 3.47% for MAJOR and some MINOR ions of 49/50 water samples; only one
sample with CBE > 10% sample 32 at 28.10%.

The Piper diagrams [35] and the Stiff diagrams (e.g., [36]) were also made in this unit
of measurement. The total ionic salinity (TIS) with Na + K vs. Ca + Mg is expressed in
meq/kg [37]. The nitrate concentration values due to potential anthropic contamination
of the water composition, from superficial water samples especially, are not included in
the Piper diagrams. Finally, a hierarchical clustering method was applied and specifics
elements of hydrogeological or geothermal interest (Li, Rb, pH, NO3, etc.) were selected to
be represented as boxplots. In addition, several maps were made to show the locations of
the clusters and the concentration in particular elements with the use of the Jenks natural
breaks classification methods.

3.3.1. Hierarchical Clustering Methods

The geochemical analyses acquired during this campaign are the results of several
cases of the water evolution during its subsurface transit. The latter can be short (e.g., su-
perficial water in and out-flow during a brief period) or long (deep fluid circulation or
shallow low-permeable system). The geological setting of each spring can also be influ-
enced by numerous parameters, such as the mineralogical composition of the rocks and
the specific dissolution rate of their mineral, the physicochemical parameters of water
during its interactions with the minerals, amongst others. The mixing of water masses that
followed different subsurface paths certainly represent a key factor influencing the spring
water composition. Finally, external parameters influencing the spring water composition
are the climatic conditions (rain precipitation regime) or possible natural or anthropic
contaminations (e.g., mineral deposit interactions, road de-icing, or agricultural spreading).
Hence, the challenge is to detect the key trends and key parameters allowing us to detect
trends in a multivariate system. In this study, we have chosen to apply the hierarchical
clustering method to discover a structure in the data set. The hierarchical clustering method
was applied on all 50 samples and for a set 37 parameters, including the physicochemical
parameters (e.g., pH, EC, TAC), the concentration of the major anions, and trace metal
cations. The data set is organized in a matrix of 50 rows and 37 columns. In a first step,
the Euclidean distance is computed between each row (i.e., sample) of the matrix in a
m-dimension space, with m equals to 37. The output of this first operation is a distance
matrix, which represents the input data for the hierarchical clustering. Concretely, the
distance matrix and the hierarchical clustering were computed by applying the dist and
the hclust functions from the base ‘Stats’ Package from the R language [38]. The hierarchi-
cal clustering outputs are commonly represented by a dendrogram where the distances
between the samples is represented by a difference of height between the tree limbs.
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3.3.2. Jenks Natural Breaks Classification Methods

The Jenks natural breaks classification method is used to create a map based on any
kind of data with spatial attribute. This method conducts natural groupings (clusters)
inherent to the chosen data (e.g., the concentration in one element). The breaks are deter-
mined to find the best group with similar values and with a marked difference between
classes. This method pursued to minimize the variance within classes and maximize the
variance between classes [39]. In the GIS application, the number of desired classes in
a result set for the Jenks method must be added before the algorithm is applied on the
dataset. In this paper, the reference separation was chosen at five, after different tests.

The Jenks method is applied in this study to create thematic maps based on the
element concentration (Li, Rb and Sr) with QGIS software. It allows us to see the natural
break in the concentration dataset for each element.

4. Results
4.1. Hierarchical Clustering of Water Analyses

The application of the hierarchical clustering on the spring water dataset (Figure 2)
indicates that seven clusters can be reasonably distinguished. Cluster 1 contains only
one sample (n◦33) collected in the lower Palaeozoic Stavelot Massif in the vicinity of the
Permian graben of Malmedy. This sample in the dendrogram occupies its own limb with
a significant distance with all other samples. Clusters 2 to 4 include two samples each,
whereas cluster 5 has only one sample (n◦25). As we move down in the dendrogram,
the height between the limbs is decreasing, reflecting tighter clusters or, in other words,
samples with compositions more and more similar. The last two clusters (6 and 7) include
14 and 28 samples, respectively, and encompass the bulk (84%) of the collected samples.

Figure 2. Dendrogram representing the result of the hierarchical clustering (R program). The colours represent the
attribution of samples to their cluster. Note that the hydrothermal water from Chaudfontaine (n◦50) belongs to cluster 6.
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In this analysis, the hydrothermal reference sample (n◦50) from Chaudfontaine is
classified within cluster 6 along with 13 other samples, which show, therefore, a degree of
affinity in their chemical composition with the hydrothermal reference one. A corollary
of this observation is that the composition of samples from clusters 1 to 4 clearly deviates
from the bulk of collected samples and from the hydrothermal reference sample. At this
stage of the analysis, the results indicate that in terms of anomalies, the study area is, thus,
characterized by several types of springs with “abnormal” compositions.

The samples from clusters 1 to 3 and cluster 5 (Figure 3) come from sites located in the
Stavelot Massif and mainly the Eastern rim of the Dinant Synclinorium, which is the study
zone “far field”. In this region, the surface and subsurface formations consist primarily of
Lower Palaeozoic and Lower Devonian detrital meta-sedimentary rocks (phyllite/slate,
sandstone, and quartzite). By contrast, samples from cluster 4 originate from a very limited
zone located 4 km to the East of the Havelange borehole site. The samples of cluster 6 were
collected mainly in the near field with two other samples located on the west edge of the far
field. As already stated, the reference hydrothermal water from Chaudfontaine is located
at the north end of the study zone. Finally, the samples of cluster 7 cover indiscriminately
the entire study zone with a common characteristic of a low salinity (TDS ranging from 46
to 276 mg/L and TIS < 9.25 meq/kg (see Figure 8 in point 4.3).

Figure 3. (a) Geological map located the samples in the entire study zone according to their cluster attribution; (b) Zoom on
the location of the samples with their cluster attribution in the near field around the Havelange borehole.

4.2. Heat Map and Boxplots

Even if the hierarchical cluster provides valuable information to detect compositional
affinities/dissimilarities between samples, it does not directly provide the key compo-
sitional characteristics of each cluster. Regarding cluster 1, the examination of labora-
tory results indicates a very high concentration of iron (45,052.0 mg/L) and manganese
(4321.3 mg/L), while the mean iron concentration for the dataset reaches 1462.7 mg/L and
189.5 mg/L for manganese and the median values are only 5 mg/L for Fe and 1.25 mg/L
for Mn.

For the other clusters, the set of elements characterizing them is less obvious to detect.
Figure 4 presents a heatmap on the same dataset as for the hierarchical clustering. Note
that parameter values or concentrations for each column are normalized to avoid the
predominance of very high values (e.g., iron or manganese concentration) with respect to
lower values as those of trace elements. The study of the heatmap indicates three broad
horizons of values. From bottom to top, one can distinguish a lower horizon gathering
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samples from clusters 1 to 5 that are characterised by high concentration of numerous
elements, such as Fe, Mn, Ni, Be, Mg, Li. These samples have usually a low concentration
of NO3, Se, Sb. The EC and TDS are usually high, and the pH level is variable. Some
sub-horizons can be distinguished with for instance the samples from cluster 4 (sample
n◦41 and 42), which show higher levels of Sr, Mo, and Sb. The central horizon of the
heatmap (from samples 30 to 2 along the sample index axis) contrasts with, globally, a low
concentration in several elements: Li, Rb, Ca, Na, K, Mo, U, HCO3. These low levels are
also reflected by low EC and TDS values. At least a part of these samples is also affected
by high nitrate levels. This central horizon is occupied by samples from cluster 7. Finally,
the top heatmap horizon, which corresponds to cluster 6, shows, again, higher levels in
numerous elements, but not the same as in the lower horizon. The high levels of the top
horizon include Bromide, Mo, U, V, Se, Sb, Cu, TOC. The EC, TDS, and pH levels are
usually higher than in the central horizon.

Figure 4. Cluster heatmap of the dataset of §4.2. The water samples are organized according
to the hierarchical clustering along the vertical axis. Light yellow colours represent low-value
parameters/concentrations, whereas the high concentrations/parameters are expressed as darker
colours (orange, red, brown). Note that the parameter/concentration list is also reshuffled to highlight
the similarities between the variables.

The high nitrate levels from spring water in areas with intense agricultural activities
such as in the study area are commonly regarded as a signal of anthropic contamination of
the aquifers. For our study, we can consider that high NO3 levels is a good indicator of
important influx of superficial water within the aquifers drained by the springs. Clusters 5
to 7 (Figure 5a) gathers, therefore, springs with water from superficial flow or at least a mix
of superficial water with deeper aquifers. Interestingly, the water from Chaudfontaine well
occupies the minimum quartile (Q1) of cluster 6, indicating the absence of any significant
nitrate input in this hydrothermal system.
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Figure 5. Boxplots presenting the concentration of (a) NO3; (b) Li; (c) Rb; (d) Si; (e) Sr/Ca; (f) Mg/Ca;
(g) pH; (h) EC according to the clusters. The geothermal reference water sample (n◦50) is pointed by
a cyan cercle in cluster 6 and a horizontal line marked the neutral pH.

Li, Rb, and Si are amongst the numerous elements that are commonly analysed to
detect and to characterize the presence of geothermal water. In our dataset, the higher
levels of lithium (Figure 5b) are observed in Clusters 1, 2, 4, 5, and the upper part of
cluster 6. By contrast, water samples from cluster 3 and mainly 7 are lacking significant Li
concentrations. A similar observation can be applied for the Rb concentration (Figure 5c).
Even if the Li and Rb levels observed in cluster 3 are quite similar with those of clusters 6
and 7, the Si concentration of samples from cluster 3 is clearly larger than in the other two
clusters (Figure 5d).

Element level ratios are also frequently evaluated to characterize the aquifers, such as
[Sr]/[Ca] and [Mg]/[Ca] (Figure 5e,f). The results indicate that cluster 4 is characterized by
high values of [Sr]/[Ca] with respect to all other clusters, while it is more difficult to detect
a clear trend for the ratio [Mg]/[Ca].

The analysis of the pH levels (Figure 5g) shows that water from clusters 4 and 6
is mainly composed by water with a pH above 7, while the other clusters are primarily
associated with slightly acidic water. Finally, the EC of clusters 1, 2, 4, to 6 have high values,
while clusters 3 and 7 exhibit low or intermediate electrical conductivity (Figure 5h).

4.3. Water Composition

The Piper diagram of the filtered samples (Figure 6) shows that 86% of the spring water
samples can be classified into three main categories, namely the “Magnesian Calcium”,
“Calcium and Magnesian bi-carbonate”, and “Chlorinated and sulphated calcium and
magnesian” types. It is observed that the samples rarely belong to a type containing high
concentration of sodium and none of them are of “magnesium” type or in “sulfate” type.
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Figure 6. Piper diagram of filtered water spring analyses combined with the surface geology.

A total of 23 water samples were collected from sites where the Famennian detrital
formations outcrop. Their major dissolved constituents exhibit a broad spectrum of compo-
sitions, including the three aforementioned main water types (i.e., Ca + Mg, Ca(Mg)HCO3
and Ca(Mg)Cl(SO4)). The dominant cation is Ca or there is no dominant cation, whereas
the bicarbonate anion is dominant or no dominant anion can be identified. The nine
samples from the outcropping zone of carbonate and shale formations of Frasnian age are
characterized by a composition of mainly Ca + Mg type with Ca and HCO3 as the dominant
ions. The three samples from Emsian formation indicate a sulphated composition.

The Praguian meta-sedimentary rocks (phyllite, siltstone, sandstone, and quartzite)
are of great interest in this study since they represent the main target for the geothermal
development of the Havelange demo-site and they represent a cumulative apparent thick-
ness by tectonic staking of 1565 m in the borehole. The six spring water samples from
the Praguian Stage show a much broader distribution of compositions with bicarbonate
as the main anion, but without any dominant cation. However, three samples from the
Praguian and one from the Permian are located on the lower triangles (Na-K-HCO3 type).
This type can indicate a cation exchange (Na, Ca) carried out by a deep-water circulation
over a long period in clay facies. It is hazardous for the other Geological Stages to detect
a clear trend or to evaluate the composition coverage due to the very limited number of
samples per stage.

This broad distribution of compositions and their rather weak relationships with the
Geological stages reflect the difficulty to associate the composition of a spring water with its
surface geology. As we will discuss in the following parts of this paper, numerous springs
discharge superficial water masses with a short subsurface transit period from the recharge
zone and without enough time to reach a real equilibrium with their host rocks. On the
other hand, water volumes flowing from deep units are likely to be in contact with several
formations of different lithologies. The attempt to link the spring water composition of the
main elements with the surface geology must be regarded as an oversimplification.
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The second Piper diagram represent the 50 water samples according to the defined
clusters (Figure 7). For samples from clusters 1 to 5, it is not possible to define a trend
due to the very limited number of samples per cluster (e.g., 1 or 2). However, samples
from clusters 1, 2, and 5 are located close to perimeter of HCO3 + CO3 type water. By
contrast, many samples from cluster 6 are located along the Ca + Mg water type or within
the Ca(Mg)HCO3 domain. Finally, the water samples for which there is an indication of
superficial subsurface flow (cluster 7) spread over a broad zone, including Ca(Mg)HCO3
and Ca(Mg)Cl(SO4) water types.

Figure 7. Piper diagram of filtered water spring analysis with hierarchical clusters (mEq) (R program).

If we compare the Piper diagram of surface geology (Figure 6) with the one of clusters
(Figure 7), two relationships can be detected. First, the spring water samples collected from
sites where the surface geology belongs to Famennian formations are frequently attributed
to cluster 7, namely the group of superficial waters. This relationship indicates that the
shale formations of Famennian age act as aquiclude leading springs discharging only very
superficial water masses. A corollary of this statement is that the same shale act as a cap
rock for the deeper water masses. The second relationship is indicated by a degree of
correlation between water samples from cluster 6 with samples collected in the outcrop
zones of the Frasnian carbonate and shale formations.

Furthermore, the spring waters show low total ionic salinity (TIS) values between 1
and 16.25 meq/kg (Figure 8). More specifically, the lowest TIS < 9.25 meq/kg are associated
with cluster 7 (identified as superficial water). All the other samples, except one from
cluster 6, have a TIS > 9.25 meq/kg. In addition, cluster 6 (which contains hydrothermal
water) presents a higher concentration in Ca + Mg than in Na + K. On the other hand, one
sample from cluster 2 and one from cluster 6 show higher concentrations in Na + K than in
Ca + Mg.
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Figure 8. Correlation plot of Na + K vs. Ca + Mg (meq/kg) of filtered water spring analysis with
hierarchical clusters also presenting iso-ionic-salinity (TIS) lines for reference (R program).

4.4. Stiff Diagrams and Clusters

The Stiff diagrams presented in this paper are built with the median values of the
main constituents from each cluster expressed in meq/L (Figure 9).

The clusters 4 and 6 are the ones that show the most typical shapes for bicarbonate
calcic groundwaters. However, cluster 4 shows enrichment in SO4 compared to cluster 6.
The clusters 1, 5 (one sample each), and the cluster 2 are characterised by an asymmetric
polygon due to an elevated concentration of bicarbonate (around 7 meq/L) in comparison to
cluster 4 and 6. This might reflect a deeper source of CO2 in these waters. Moreover, cluster
2 shows a relative depletion of Ca compared to Na + K and Mg. This probably reflects
the occurrence of cation exchange processes affecting groundwater, which has circulated
deeper, in contact with clay materials. Cluster 3 presents intermediate mineralization with
low indication of anthropic contamination (low Na, Cl and NO3). This might be the result
of groundwater circulation through geological units that contain a relatively low level
of potassium. Finally, the cluster 7 displays the lowest global mineralization, reflecting
surface waters or very shallow groundwaters.

The Stiff diagrams of all the samples are available in additional material (Figure S1).

4.5. Anomalies and Elementary Maps

The previous heatmap (see Figure 4) highlights three main horizons in the dataset.
Each horizon reflects a group of samples with similar constituents’ concentration and/or
similar physicochemical parameters. At the scale of a single sample the concentration in a
specific element can be regarded in some cases as an anomaly within its heatmap horizon.
Sample n◦5 has for instance a higher Se level with respect to all other samples in the central
heatmap horizon. Such deviation from the trend/horizon, that is an anomaly, can result
from a water transit through a specific subsurface environment such as the presence of
mineral concentration. The evaluation of anomalies in the composition of water can be
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conducted in different ways. For this study, the first approach consists of the application of
the Jenks natural breaks with five classes for a set of 16 elements. A sample is considered
with anomalous concentration in a given element if its concentration belongs to the two
upper Jenks classes. Table 1 presents the results of detected anomalies.

Figure 9. (a) Stiff diagrams of spring water sampling interpretation made with the free software “diagrams” created by
Roland Simler in the hydrogeology laboratory of Avignon (France); (b) Picture of Jalna site (M. Cabidoche) (Sample n◦27)
illustrating a superficial water flowing from a spring located at the interface between the colluvium and Famennian shale
and siltstone units. This interface is shown by red dashed line.

Nearly half (22) of the collected samples exhibit a least one element with a concentra-
tion anomaly. In this analysis, samples n◦39, 33, 40, and 45 show the highest number of
anomalies and the elements reported more frequently as anomalies are Li, Si, Mn, and Mo.

Surprisingly, some anomalies are detected even in samples related to superficial water
(cluster 7). The explanation for those particular cases are not easy to address, but at least
in one case (sample n◦15), its copper anomaly can be linked to the presence of a former
Pb-Zn-Cu mine near the village of Heure [40,41].

Another approach to evaluate the presence of abnormal compositions is to compare
the measured concentrations with literature values of element concentration in aquifers.
For instance, six samples in the dataset have a Co concentration > 0.33 µg/L, which is
a level well above the average value generally reported for spring waters [42]. In the
same way, five samples have a Ba concentration > 100 µg/L [43] and seven samples have
a concentration Mn > 200 µg/L [44]. In this paper, the focus is made on Li, Rb, and Sr
concentrations in the water spring samples (Figure 10).

4.5.1. Lithium

The concentration of lithium in fresh waters usually ranges between 1 µg/L and
20 µg/L [45]. In this study, 11 samples (Table 2) have a concentration of Li above 20 µg/L.
Lithium deposits or concentration are usually found in salars or in pegmatites and less
frequently they are found in clays and Li-rich micas. There is no observation of salars
or pegmatites in the region and, hence, the Li source comes probably from clay minerals.
However, mineral occurrences of Lithiophorite ((Al,Li)MnO2(OH)2) with possible traces of
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Co, Ni, Cu, and Zn are reported in the mines of Rahier, Bihain, Vielsalm, and Malempré
in the Stavelot massif. No similar occurrence has been reported so far in the Devonian
formations. One of the hypotheses is that the high concentration of lithium in the MEET
samples could come from deep fluids that crossed Devonian formation.

Table 1. Summary table of samples showing anomalies (higher than the Jenks mean concentration value for each chemi-
cal element).

Sample Cluster
Element

Total
Li B Si Mn Fe Co Ni Cu Zn Br Rb Sr Mo Ba Pb U

10 6 X 1
11 6 X 1
15 7 X 1
17 6 X 1
19 6 X X 2
21 6 X X 2
22 6 X 1
25 5 X X X X X X 6
27 7 X 1
30 7 X X 2
33 1 X X X X X X X 7
35 7 X 1
36 7 X 1
39 6 X X X X X X X X 8
40 6 X X X X X X X 7
41 4 X X X X X 5
42 4 X X X X X 5
44 3 X X X 3
45 2 X X X X X X X 7
46 2 X X X X X X 6
49 3 X 1
50 6 X X X X X X 6

Total 6 5 6 6 3 3 5 5 5 4 3 5 6 4 4 5

Table 2. Table of MEET samples with the concentration Li, Sr, Rb: [Rb] > 7.6 µg/, [Li] > 20 µg/L or [Sr] > 1000 µg/L.

Sample n◦ 17 25 33 38 39 40 41 42 44 45 46 50

Li (µg/L) 36.6 96.4 78.5 131.6 158.9 123.8 107.6 23.3 229.9 129 65

Rb (µg/L) 9.3 8.6 18.4 32.6 12.5 9.9 7.6

Sr (µg/L) 1110 1280

4.5.2. Rubidium

Rubidium is usually found in potassium minerals such as lepidolite, biotite, and
feldspar. In natural groundwater, the Rb concentration is around 0.1 to 100 µg/L [46]. In
this study, all the samples are below the highest reference values for spring water 100 µg/L.
The referential sample n◦50 (hydrothermal spring) shows only 7.6 µg/L of Rb. Six samples
are above the referential sample n◦50 and three of them (samples n◦42, n◦39, and n◦41) are
higher than 10 µg/L (Table 2). Four sampled sites are located in the near field (samples
n◦17, n◦39, n◦41, n◦42) to the East of the Havelange borehole and two others are in the far
field (samples n◦38 and n◦45). These samples are mostly located in shale, siltstone, and
sandstone formations.
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Figure 10. Maps representing the concentration in (a) Li, (b) Rb, and (c) Sr, following a separation in five classes with the
Jenks natural breaks. The high lithium levels are observed in a few sites located in the far field, but also in a zone located
4 km to the East of the Havelange borehole (near field) near the villages of Moressée and Heure. Very similar observations
can be conducted for the Rb and Sr concentrations.
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4.5.3. Strontium

Strontium enters into the groundwater composition during the leaching of limestone,
igneous and metamorphic rocks, especially in granites and sedimentary rocks, as hydrated
Sr2+ [47]. The concentration of strontium in fresh water is generally present as traces below
1000 µg/L [48]. The referential sample n◦50 (hydrothermal spring) shows only 455.1 µg/L
of Sr.

In the spring water from this study, two samples (n◦41 and n◦42) are above 1000 µg/L
(Table 2). The high concentration of strontium for these samples could come from the
leaching of Givetian or Frasnian limestone formations. Moreover, a strontium occurrence
(Celestine) has been described in the literature near the village of Verdenne, on the East of
Marche-en-Famenne city.

5. Geothermometry

One of the main goals of geochemical exploration through the evaluation of spring
water composition aims to quantify or at least to estimate the thermodynamic conditions
encountered by water during its path from the recharge area to the potential geothermal
reservoir and in turn in discharge zone. Numerous equations are published to derive
the geothermal reservoir temperature, but all these equations are based on a series of
assumptions leading to a specific field of applications. This field of application includes
some restrictions with the main ones that are the range of temperature values within the
geothermal reservoir, the assumption that the thermodynamic conditions are satisfied for
a reaction equilibrium between the water and the reservoir rocks, but also the geological
setting (volcanic zone, sedimentary basin, metamorphic terranes. . . ). The available papers
on the subject usually discuss the field of applications, but even in these cases it is not
always straightforward to decide if a particular equation can or cannot be applied. For
instance, even if we have detected geochemical anomalies of subsurface water on the East
side of the study near field, we must assume that the reservoir temperature fits with the
temperature range of the applied geothermometers. For our study case, the temperature
constraints within the Havelange borehole are known to be limited with a maximum bottom
temperature of 126 ◦C (after correction) measured at 5369 MD (5277 m VD) [15]. Another
temperature value is related to the Chaudfontaine site where the temperature of 36 ◦C was
recorded during the sample collection, while for the other sites the spring temperature
ranges between 3.7 ◦C and 14 ◦C. As a result, the geothermometers developed for the very
high temperature conditions are not necessary the most appropriate for our study.

Some geothermometers were developed for geochemical reaction of minerals as
feldspars, which are present in the Havelange borehole subsurface, but in a limited propor-
tion. The available literature abounds with geothermometer evaluations for high-enthalpy
geothermal systems in magmatic and volcanic contexts, but the number of geothermome-
ter research in fold-and-thrust belt setting is quite limited. The closest domain of such
evaluation to fold-and-thrust belt corresponds to sedimentary basins, with the main source
of information on the reservoir water composition and temperature coming from oil fields.
In this setting, the temperature ranges are usually quite low, but the conditions are not
identical to those of fold-and-thrust. Amongst the differences the rocks of the Rhenohercy-
nian Variscan orogen are strongly lithified, the diagenetic and metamorphic reactions are
completed, and the porosity/permeability is mainly controlled by fracture networks, since
the primary porosity is strongly reduced. From a lithological point of view, geothermome-
ters were published by Chiodini et al. [49] for a geological setting, including limestone and
evaporite formations. Their study led to a good correlation between a theoretical model and
water samples collected in the Etruscan Swell (Italy). The occurrence of Givetian-Frasnian
limestones in our study area could represent a promising target for the application of the
Chiodini et al.’s model [49]. However, evaporite deposits were not recognized in the sub-
surface of the Havelange demo-site. Hence, our water samples are strongly undersaturated
in SO4 concentration (between 0.03 and 3.41 meq/L), which is between three orders of
magnitude and at best a factor 3 lower than samples from the Etruscan Swell. This SO4
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deficit induces an overestimation of the reservoir temperature (~>100 and 150 ◦C) even for
samples of superficial waters.

Despite these unknown parameters and uncertainties on the field of application of
the geothermometers, we attempt and discuss some of the published geothermometers.
The most widely used geothermometer is the one based on silica concentration in water.
Different equations are available according to the silica forms [50]. It is usually considered
that the quartz phase is controlling the silica dissolved concentration for water temperature
above 180 ◦C, while chalcedony is the main phase governing the water silica content
for a temperature below 110 ◦C. Between these values, the main controlling phase is
undetermined. If we applied the equations developed by Fournier [50] for the dataset of
this study, several problems are encountered: firstly, the ranges of computed temperatures
for amorphous quartz, α-cristobalite, β-cristobalite include only negative temperature
values. If chalcedony is considered as the controlling phase of dissolved silica, negative
temperatures are computed for most of the superficial waters associated with cluster 7 of
the hierarchical clustering. Some negative temperatures are also evaluated for samples
of cluster 6. For the other cluster, the temperature values are quite small. Secondly,
another problem in this approach is that the computed temperature for the Chaudfontaine
hydrothermal reservoir is only 29.9 ◦C, while the recorded temperature at the sampling
site is 36 ◦C. For similar reasons, Graulich [51] applied the equation of quartz and evaluate
a temperature of 50 ◦C for the reservoir of Chaudfontaine. If we apply the equation for
quartz to the dataset of our study, we can observe that the computed temperature values
vary according to the clusters (Figure 11a). Computed values for clusters 1, 3, and 4 are
located near a temperature of 50 ◦C. The two points belonging to cluster 2 exhibit different
values: 33.5 and 79.1 ◦C. Cluster 6 corresponds to temperatures stretching between 17.9 and
62.0 ◦C. The last value equals the computed temperature of the reservoir of Chaudfontaine.
Finally, the superficial water samples (cluster 7) are associated with the lowest temperature
except two outliners.

Figure 11. Computed temperature ranges for the different clusters from the geothermometers: (a) using the equation for
quartz [50]; (b) lithium for a low Cl content (<0.2 M) [52]. The geothermometer equations are reported in the lower left
corners. t is the temperature expressed in ◦C, SiO2 concentration in mg/L and Li concentration in mol/kgw considering a
low salinity (Cl < 0.2 M). The geothermal water sample (n◦50) is pointed by a green circle in cluster 6. For the sake of clarity,
computed temperatures below 0 ◦C are not plotted.

The question of the application of the quartz phase equation for our dataset remains.
It seems surprizing that the widely used silica geothermometers lead to unrealistic values
if chalcedony is considered and if the quartz phase equation is applied the computed
temperatures seem closer to conceivable values, but we apply an equation far below
its lower temperature limit (180 ◦C) that is the equation is applied out of its field of
application. Several remarks need to be addressed. First, Brook et al. [53] consider that in
granitic massifs, the quartz is still the controlling phase for the dissolved silica down to a
temperature of 90 ◦C. An assumption would be, therefore, to extend this lower limit even
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below 90 ◦C in the case of the rock assemblage like the one of Havelange in a setting of a
fold-and-thrust belt, but the thermodynamic explanation will need to be addressed in the
future. Another explanation of such paradoxical situation is that all silica geothermometers
are directly related to the silica concentration. Hence, the unrealistic temperature observed
with the chalcedony equation is related to abnormal low SiO2 concentrations in the collected
samples. In this case, the reasons of this SiO2 apparent deficit are manyfold: the amount
of chalcedony available for reaction with water in the Havelange subsurface is too small.
Another possibility could be by the admixture of water with another water mass with a
low SiO2 concentration (e.g., superficial water). The water flow in the subsurface is too
high to allow a full equilibrium between the water and the reservoir rocks. Finally, the
potentially SiO2-rich water in the near field that would flow at great depth are likely to
encounter carbonate rocks during the ascending phase. The flow through the carbonate
formations is likely to be associated with several reactions associated with the change in
physicochemical conditions. The last two assumptions (fast flow, carbonate reactions) seem,
however, unlikely since the abnormal computed temperatures are observed in both the
near and far field. In this last zone, some of the geochemical anomalies are related to sites
where the presence of limestone in the subsurface has never been recognized. Finally, the
assumption of a fast-ascending flow is incompatible with the low temperature recorded in
the springs.

The geothermometer analyses are rarely conducted with just one method, but it is
common to compare the results of several methods. Another method based on a single
element is associated with the Li concentration [52]. If applied on the Havelange dataset,
it comes out that the computed temperature for clusters 1, 2, 4, and 5 are significantly
higher than with the quartz geothermometer (Figure 11b). The computed temperature
values for this group range between 80.4 and 108.3 ◦C. Cluster 6 includes values covering
the full interval between 100 and 0 ◦C with the reservoir temperature in Chaudfontaine
reaching a temperature of 76 ◦C. The lack or very low Li concentration in samples of cluster
7 (superficial waters) leads to very low or even negative value for this group.

If the observations based on lithium concentrations are crossed with the assumption
of the SiO2 concentration too low due to the admixture with superficial waters, the lithium
concentrations in clusters 1 to 6 are, therefore, underestimated and as a result the computed
temperatures with the Li geothermometer would be underestimated. In this approach, the
computed temperatures presented in Figure 11b need to be regarded as minimum values
for the reservoir.

Another widely applied geothermometer is based on the ratio Na/K and its devel-
opment results from a series of empirical observations combined with experimental and
thermodynamics modelling. As such, the Na/K-based geothermometers cannot be directly
applied since they are valid only for high temperature conditions (>180 ◦C) [54–56] likely
to be above the temperature conditions in the Havelange demo-site case. Furthermore, the
computations are based on feldspar stability conditions, which are not the main miner-
alogical phases in the studied part of the Rhenohercynian fold-and-thrust belt. To extend
the field of application of such geothermometer, Fournier and Truesdell [54] includes in
the equation the Ca concentration. The range of temperatures covered by their geother-
mometer range between 4 and 340 ◦C. The Figure 12a shows the computed temperatures
with the Fournier and Truesdell geothermometer [54]. The bulk of values is located below
60 ◦C with the higher temperatures for samples of clusters 1, 2, and 5. The composition
of samples from cluster 3 leads to apparent temperature close to zero. The computed
temperatures in cluster 6 are shifted towards low and even negative values, while the
superficial water from cluster 7 is promoted to higher and more likely unrealistic values.

The Na-K-Ca geothermometer of Fournier and Truesdell [54] was criticized due to
deviation for low temperature and modifications, or new geothermometers were published.
Giggenbach [55] proposes the application of a K-Mg geothermometer for low tempera-
tures. The computed temperatures based on the equation of Giggenbach on our dataset
(Figure 12b) show, globally, the same trend that the Na-K-Ca geothermometer, but the
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temperature for samples are less spread and negative values are absent. Finally, Kharaka
and Mariner [57] proposed an equation based on the ratio Mg/Li (Figure 12c). Following
this model, the computed temperatures for clusters 1, 2, 4, and 5 are between 31 and 49 ◦C.
Some of the samples from cluster 6 drops to negative values and the very low Li-content
from superficial waters of cluster 7 lead to only negative values.

Figure 12. Computed temperature ranges for the different clusters from the geothermometers: (a) using the equation for
the ion Na-K-Ca [54]—concentrations expressed in mol/L; (b) K-Mg [55]—concentrations expressed in mg/L and (c) Mg-
Li [57]—concentrations expressed in mg/L. The geothermometer equations are reported to the right. t is the temperature
expressed in ◦C. The geothermal water sample (n◦50) is pointed out by a cyan circle in cluster 6.

The previous three geothermometers predict a reservoir temperature for the Chaud-
fontaine of 27.6 ◦C for Na-K-Ca, 32.5 ◦C for K-Mg, and 28.9 ◦C for Mg-Li. These values
are below the recorded temperature during the sampling site (36 ◦C), indicating that these
geothermometers predicts too low values for the reservoir. A possible interpretation for
such uncertainties is the impact of high-Ca and high-Mg concentrations in the studied
samples. More specifically, the Ca, Mg contents in clusters 4 and 6 tends to draw down-
ward the values for these groups. Giggenbach [55] evaluate the impact of calcium in the
reactions and concluded that the problems of the Na-K-Ca geothermometers result from
sensitivity on variations on CO2-content in the geothermal waters. For the case of the
Na-K-Ca geothermometer, one of the assumptions (excess in silica) for the establishment of
the equation is probably not met (see the silica geothermometer).

The last geothermometers to be considered here were developed to evaluate the
behaviour of, and trace elements from, major hot water reservoirs in granitic terranes [58].
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This study covers several domains in Europe and showed that the concentrations in the
studied elements are not significantly affected during the flow from the reservoir to the
surface for alkaline water conditions (pH > 9–9.5). The water samples collected during the
Havelange demo-site campaign show that alkaline conditions are encountered for samples
of clusters 4 and 6, while the other clusters gather slightly acidic water. The geothermometer
equation for the Rb/Na ratio corresponds to a low temperature aquifer from Bulgaria.
If this geothermometer is applied to the Havelange demo-site dataset, it comes out that
the computed temperatures are significantly higher than those predicted by the previous
geothermometers (Figure 13a). For all clusters, except the last one, all temperatures are
largely higher than 50 ◦C and in the case of cluster 4, temperature estimations even reach
values above 200 ◦C. Similar observations can be conducted for some outliner values of
cluster 6. For this geothermometer, the reservoir temperature in Chaudfontaine would
be 110.8 ◦C. Interestingly, these higher temperatures are associated with the clusters of
alkaline waters, which are closer to the field of application of this geothermometer. On the
other hand, the evaluated temperatures for the superficial waters of cluster 7 are clearly
too high.

Figure 13. Computed temperature ranges for the different clusters from the geothermometers: (a) using the equation for the
ratio Rb/Na [58]—concentrations expressed in mol/L; (b) the ratio Sr/K [58]—concentrations expressed in mol/L. The
geothermometer equations are reported in the lower left corners. t is the temperature expressed in ◦C. The geothermal
water sample (n◦50) is pointed by a green circle in cluster 6.

The Sr/K geothermometer also indicates high values: c. 100 ◦C for samples from
clusters 1, 2, 4, and some outliners of cluster 6. By contrast, temperatures for cluster 3 and
4 show a more reduced values around 50 ◦C (Figure 13b).

If we compare all computed temperatures with the different geothermometers, it
is challenging to identify a clear trend since the temperature ranges are very broad. In
a general sense, the temperatures evaluated from the concentrations of major elements
(SiO2, Ca, K, Na, Mg) indicate low temperatures for the geothermal reservoirs. Some of
these values are clearly underestimated as indicated by the reservoir temperature that
would be inferior to the recorded value at the collecting point (Chaudfontaine). Numerous
assumptions can be considered, but a likely feature is the global low concentrations in
many of these major elements, with respect to geothermal water. This deficit in major
elements was already developed for the silica concentration. The values Lkm (log(K2/Mg))
and Lkc (log(K2/Ca)), as defined by Giggenbach [55], are very low (<0), indicating that the
potassium concentration is larger than the square root of Mg and Ca. When reported into a
triangle plot of Na, Mg, and K concentration, all points from the current study plot in the
Mg corner correspond to immature waters, that is, far from the fully equilibrated waters.

The second category of tested geothermometers are based on the concentration of
minor element (Li) or the ratio of a minor elements (Li, Rb, Sr) and a major element (Na,
K, Mg). For those cases, the evaluated temperatures are usually higher than for the major
element-only methods. The presence of a major element in low concentration associated
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with a minor element in the geothermometer equations has probably the reverse effect of
overestimating the reservoir temperature. The unrealistic temperatures of superficial waters
(cluster 7) are clearly the sign of this overestimation. Qualitatively, the real temperatures
are probably between the two categories of geothermometer.

6. Discussion

The geothermal exploration must follow a multidisciplinary approach, especially
in an unconventional and mainly blind geothermal system. This study case uses the
geochemistry of spring water for leading an investigation around the gas exploration well
of Havelange, which is here under investigation for a reconversion in a deep geothermal
development project. As a result, the common procedure of first conduct exploration
at the regional scale followed by a downscaling approach towards sweet spots for the
evaluation and development of geothermal cannot be followed, since the borehole was
already implemented and drilled in the 80′s without any geothermal objective. It is,
therefore, difficult to answer fundamental questions such as: are there significant deep
fluid flows? Or if another borehole needs to be drilled to develop a geothermal doublet,
where is the best place to intersect the deep fluid flow(s)?

On the other hand, the presence of such deep borehole crosscutting a whole sequence
of Devonian metasedimentary formations is relatively unique. It allows us to investigate
the geothermal potential of an unconventional reservoir, which consists of fracture tight
metamorphic units in a fossil fold-and-thrust belt and in a zone where the presence of
post-Variscan extensional fractures is absent or very-limited. The Havelange borehole is,
therefore, a good candidate for exploring and evaluating the development of a geothermal
system in such unconventional conditions. The success of such a project would unlock new
possibilities for the development of the geothermal industry in regions where conventional
targets are not available. These regions include many places in the Rhenish Massif in
Germany, Northern Luxembourg, a large portion of southern Belgium, and the buried
basement under the London–Paris basin.

In this paper, the various subsurface fluid flows around the Havelange deep bore-
hole were analysed by studying the groundwater geochemistry composition from mainly
springs and a few other infrastructures (wells, a drainage gallery). The dataset includes
physicochemical parameters recorded in a laboratory and in the field of 50 sites in the near
field (NF) (< 5 km from Havelange borehole) and the far field (FF). The Lower Devonian
rocks from the FF represent the ground surface analogue formations to those observed in
the deep part of the Havelange borehole. One of the samples was also acquired from a
water catchment in the city of Chaudfontaine and is used here as a hydrothermal reference.

The analysis results treatment includes conventional data representations of aquifer
composition in hydrogeology such as the Piper and Stiff diagrams along with a multivariate
approach to define compositional affinities/dissimilarities between the samples. Several
geothermometers such as chalcedony, quartz, lithium, Na-K-Ca, K-Mg, Mg-Li, Rb-Na, and
Sr-K were also used to evaluate reservoirs temperatures.

The results show a broad variability of the compositions and various clusters, or
groups can be identified. The number of clusters is, however, dependant of the applied
method and of the analyst choice. For this study, seven clusters were identified with
the hierarchical clustering method; the heat map representation indicates three main
horizons of compositions. Even if the data-treatment methods provide different numbers
of clusters, they globally tend to similar groupings with marginal variation for intermediate
composition.

The largest group from the hierarchical clustering corresponds to superficial water,
slightly acidic and with frequent high NO3 levels more likely related to agricultural activi-
ties. This group is also characterised by a low electrical conductivity, a low TDS level and,
hence, a narrow Stiff polygon. A strong relationship is observed between these superficial
water discharges and the presence of detrital formation of Famennian age in surface geol-
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ogy. The known barrier or cap rock behaviour of the Famennian formations, especially the
lower Famennian shale, is here confirmed.

At the other end of the composition spectrum, a few springs in the FF show acidic
water and a high mineral charge. These springs are known in the region as ‘pouhons’
or carbogaseous springs and they are associated with detrital metasedimentary rock of
either the Lower Devonian or Lower Palaeozoic age. The iron and manganese contents are
very high and indicators of thermal water such as Li, Sr, and Rb are also observed in high
concentration. The NO3 levels in this group is very low.

A third important group corresponds to slightly alkaline water with a significant
mineral charge and high levels of the Li, Sr, and Rb indicators. The mineral composition
is, however, different from the previous carbogaseous group. Samples from this third
group are acquired in the NF and especially in an area located about 4 km to the East of the
Havelange borehole in the villages of Moressée and Heure. Such composition of water in
the region was not yet coined and provide new valuable information. In addition, during
the field campaign several springs in the NF shown the presence of gas. Besides these
occurrences in the NF, the reference hydrothermal water from Chaudfontaine also belongs
to this group. In other words, water samples from this group in the Havelange borehole
NF have, therefore, affinities with the hydrothermal water of Chaudfontaine. The water
composition of this group is interpreted as water discharges from a deep, partly confined,
aquifer developed in either Givetian or Frasnian limestone formations. The discharge
of this aquifer at ground surface and, thus, through the confining beds of Famennian
formations is probably the result from the presence of a draining fracture zone.

Besides these three large groups of composition, other springs are characterized by
intermediate composition that reflects transitions; either a local specificity (e.g., mineral
deposits) or the mixing of water from different composition groups.

At this stage of the exploration, it is delicate to evaluate the significance of the fluid
flow between the aquifer located in the Givetian and Frasnian limestones and those located
deeper in the detrital Lower and Mid-Devonian formations observed in the deep part of
the Havelange borehole. As a first approach and following the spring water composition
observed in similar rocks in the FF, it is likely that the water in the deepest part of the Have-
lange borehole is acidic with a significant mineral charge, include significant concentration
in Fe, Mn. In a hypothesis of a water flow upward from the deep subsurface, it will reach
the limestone beds and their associated aquifer, and a series of reactions will take place,
such as a dissolution of the limestone and the production of dissolved CO2. The presence
of gas in several springs from the NF is a probable indicator of such reactions.

The application of geothermometers in a metasedimentary context of a fold-and-thrust
belt indicates various results and shows different limits. In fact, the use of one type of
geothermometer rather than another is based on a supposed reservoir temperature and
on the phase equilibrium. In this study, we considered that the reservoir is around 100 ◦C.
Of the nine geothermometers used, only two seems to show convincing results (quartz
and lithium). Indeed, if the Chaudfontaine site is taken as a reference (temperature of
36 ◦C at the surface), the results obtained with the use of chalcedony (29.9 ◦C), Na-K-Ca
(27.6 ◦C), K-Mg (32.5 ◦C), and Mg-Li (28.9 ◦C) geothermometers do not seem realistic
(not to mention the negative values in some clusters). The higher concentration of Ca
and Mg in some clusters may explain the calculated low temperature and the presence
of CO2 and silica deficiency may interfere with the use of the Na-K-Ca geothermometer.
Geothermometers based on major and trace elements indicate very high temperatures
(Chaudfontaine temperature 110.8 ◦C (Rb-Na)). Moreover, the superficial water reservoirs
would be at more than 50 ◦C due to the higher concentration of major elements than
trace elements.

Regarding geothermometers, which seems to indicate more consistent results, quartz
can be used for reservoirs above 180 ◦C and research in granite massifs has shown that it
remains applicable below 90 ◦C in this environment. It would be necessary to conduct a
study to verify the applicability of this method to a geological context like the Havelange.
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If the quartz-based calculations are applied to Chaudfontaine, the reservoir temperature
calculated in this paper is about 62 ◦C instead of 50 ◦C found by Graulich in the 1980s.

The geothermometer based on the lithium concentration also shows values that seem
consistent although overestimated. However, the application of this tool should only be
done when the clusters contain a significant content of Li, otherwise negative temperatures
are calculated.

In view of these diverging results, the questions would be: is it possible to use these
geothermometers in the geological context of the Havelange, namely meta-sediments in
fold-and-thrust belt? Are these variations due to dilution effects or to the unavailability of
the necessary mineral phases in the water?

7. Conclusions

In this study, the geochemical composition analysis of spring water is applied as a
surface tool for deep geothermal potential exploration. It aims to detect the geochemical
indications of the impact of ascending deep-water flow on the composition of spring water
samples. This approach is of particular interest in blind geothermal systems where there are
no clear surface manifestations of the presence of a deep geothermal system. The technique
is here applied to water samples collected in the near and far field around the Havelange
borehole. This site is the selected H2020 MEET project demo-site for the evaluation of the
geothermal potential of the unconventional reservoirs in the Variscan metasedimentary
system, unaffected later by an extensional deformation phase.

The results show that the water samples can be separated into different clusters of com-
positions revealing different water evolutions. The number of clusters is dependent on the
statistical method applied for the data treatment. Using the hierarchical clustering, seven
clusters can be evaluated and related to different combination of concentrations/values of
elements or parameters such as Li, Rb, Sr, pH, and EC. The application of the heat map
technique demonstrates the presence of at least three types of water. The first group con-
sisting of water sources locally known under the name of “Pouhon”, is characterized by an
acidic pH, a high EC, and TDS and by the frequent presence of anomalies in Fe, Mn, Ni, Be,
Mg, and Li. The second group is represented primarily by carbonate water compositions
with neutral to basic pH as well as high EC and TDS. Bromide, Mo, U, V, Se, Sb, Li, Rb, Sr,
and Cu anomalies are frequently observed in this category. The Chaudfontaine reference
hydrothermal site and the samples located in Eastern neighbourhood (near the village
of Moressée) belong to this second type. Waters from this category constitute the targets
for future geothermal studies. In fact, the water samples around the village of Moressée
show higher concentrations of Li, Sr, and Rb than in Chaudfontaine. The third and last
group contains superficial waters with a low conductivity and TDS. They exhibit a high
concentration of NO3 and low concentrations of Li, Rb, Ca, Na, K, Mo, and HCO3. These
superficial waters are frequently associated with the outcropping zone of lower Famennian
formations that represent an aquiclude and act as a cap rock for the deep-water reservoir.
Future investigations will need to focus on other categories of analyses such as the isotopic
and gas content.

In addition, this paper shows that the use of geothermometers in the Havelange
context, and probably more broadly in metasedimentary fold-and-thrust belt domains,
need to be considerate with caution. In fact, the low temperature presupposed (around
100 ◦C) and the lack of knowledge on the phase balance in the reservoir suggest that the
method can hardly directly be applied with commonly used geothermometers (chalcedony,
quartz, Li, Na-K-Ca, K-Mg, and Mg-Li). A hydrogeochemical model of the reservoir
would possibly provide indication of the water composition evolution in our system and
to develop geothermometers usable in this geological context.

To conclude, the indication of deep fluid flow in the region of the Havelange borehole
is a significant information, but at this stage it is difficult to evaluate if such phenomenon
is restricted to a small zone around the study site and if it can be extrapolated to numerous
zones of occurrence of Variscan meta-sedimentary formations. If this second option could
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be verified, it would open new opportunities for the development of deep geothermal
projects in numerous regions of North-West Europe, such as the Rheinische Schiefergebirge
in Germany, the Oesling in the Great Duchy of Luxembourg, the Ardenne in Belgium to
even Devon and Cornwall in SW-England.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/geosciences11110437/s1, Figure S1: Stiff diagrams of all the water springs samples classified
by clusters, Table S1: Coordinates of the spring water samples and results of analyses of the physico-
chemical parameters used in this article, Table S2: Detailed list of the SWDE laboratory parameters
and LOQ.
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Abstract: Inferences have to be made about likely structures and their effects on fluid flow in a
geothermal reservoir at the pre-drilling stage. Simple mechanical modelling, using reasonable ranges
of values for rock properties, stresses and fluid pressures, is used here to predict the range of possible
structures that are likely to exist in the sub-surface and that may be generated during stimulation of
a potential geothermal reservoir. In particular, Mohr diagrams are used to show under what fluid
pressures and stresses different types and orientations of fractures are likely to be reactivated or
generated. The approach enables the effects of parameters to be modelled individually, and for the
types and orientations of fractures to be considered. This modelling is useful for helping geoscientists
consider, model, and predict the ranges of mechanical properties of rock, stresses, fluid pressures,
and the resultant fractures that are likely to occur in the sub-surface. Here, the modelling is applied
to folded and thrusted greywackes and slates, which are planned to be developed as an Enhanced
Geothermal System beneath Göttingen.

Keywords: stress; fluid pressure; Mohr diagrams; fracturing; geothermal; greywackes; slates

1. Introduction

A study is being undertaken to predict the structures and fluid flow behaviour in
the sub-surface as part of a proposed geothermal project at Göttingen in Germany [1–3].
The reservoir rocks are the Devonian and Carboniferous metasedimentary sequence
thought to occur at a depth of ~1.5 km, beneath a cover of Permian and Mesozoic sed-
imentary rocks [4]. Göttingen is one of the sites within the European funded project
Multidisciplinary and multi-context demonstration of EGS exploration and Exploitation
Techniques and potentials (MEET) to develop enhanced geothermal systems (EGS) across
Europe (e.g., [5–7]). The Triassic Bunter Sandstone is also being considered as a potential
medium-deep geothermal reservoir (i.e., at depths between about 200 m and 1000 m;
e.g., [8]), including heat storage options [2], and this is also discussed here.

Only two wells have yet penetrated the metasedimentary rocks in the Göttingen area,
these not extending far below the base Zechstein, and so limited well data are available.
Additionally, the limited seismic data available show poor resolution beneath the Zechstein
salt (e.g., [9,10]). Two seismic lines were shot in 2015, these being 10 km and 11 km long
and to about 5 km deep. These seismic lines allow interpretation of the post-Carboniferous
sedimentary rocks in the north-south striking Leinetal Graben [3], but do not enable reliable
interpretation of the sub-Zechstein rocks. The metasedimentary rocks exposed in the Harz
Mountains, ~40 km NE of Göttingen, are being used to predict the rocks and structures
that may occur in the sub-surface at Göttingen, and to gain data input for discrete fracture
network (DFN) modelling. Exposures of the Bunter Sandstone occur in the area around
Göttingen (e.g., [11–13]).
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There are significant uncertainties involved in evaluating the characteristics and
mechanical properties of the rocks beneath Göttingen. Although field analogues indicate
many different types of natural fractures occur (faults, veins, joints, etc.), their intensity,
geometry, topology and spatial variation in the sub-surface are unknown. Many of the
fractures, especially the joints, may not exist at reservoir depths (e.g., [14,15]). The proposed
EGS project would involve stimulation of intensely-deformed Upper Palaeozoic rocks, and
there are significant uncertainties involved in predicting the hydraulic fracturing of such
anisotropic and pre-fractured rocks (e.g., [16]).

Because there is limited knowledge of the reservoir rocks in the sub-surface, including
such parameters as fracture types, orientations, apertures, and connectivity, there is need for
an early-stage (pre-drilling) assessment that will enable reasonable predictions to be made
about natural and induced fractures in the sub-surface. Here, we use simple modelling
and reasonable values of stress states, fluid pressures and rock failure criteria to make
predictions about the conditions under which rocks will fracture.

The aim of this paper is to develop a simple workflow in which we assess the likely
stress states, fluid pressures, and failure conditions in the sub-surface. We then use Mohr
diagrams (Figure 1; e.g., [17,18]) to make predictions of the behaviour of rocks and fluids
within potential reservoir rocks. The approach uses information about rock types and
structures obtained from exposed analogues and rock deformation tests to predict the
effects of changes in effective stresses on natural and induced fractures. In the absence of
information on the geometry and topology of the fracture networks and on the conductivity
of the fractures, this represents an early-stage approach and a necessary prerequisite to
more detailed analysis of the contribution of fractures to fluid flow, such as through the
use of DFN modelling (e.g., [19]).

Although the approach is simple, it provides understanding of the relationships
between key factors controlling rock behaviour. It helps us identify uncertainties and their
possible effects. It can also be considered as a “dynamic” analysis for fracturing, because
it can be used to predict the reactivation and generation of fractures as fluid pressures
and stresses change. Here, reactivation is used to mean renewed shear and/or opening
displacement on a pre-existing fracture.

The methods presented here have general applicability to making predictions about
fractures in the sub-surface, but here we focus on several key questions about the proposed
geothermal reservoir at Göttingen:

1. Which lithologies are most likely to fracture?
2. What stresses and fluid pressures are needed for the reactivation of pre-existing

fractures or the development of new fractures?
3. Which orientations and types of fractures are most likely to be reactivated?
4. Will reactivated or new fractures show shear or extension?
5. What effects do heterogeneities (veins, joints, cleavage, bedding planes) have, and

what are the different mechanical significances of veins vs. joints?
6. What are the effects of Late Cretaceous and Tertiary exhumation and what amount of

exhumation is needed to create joints?

2. Predictions about the Pre-Permian Geology beneath Göttingen

In the absence of well data or high-quality seismic data for the sub-Zechstein rocks, the
rocks beneath the Permian Zechstein evaporites at Göttingen are predicted to be Devonian
quartzitic sandstones and slates, and Carboniferous greywackes and slates (mainly Culm
flysch deposits). Such rocks are exposed in the western Harz Mountains ~40 km to the NE,
in the Oberharz Anticline and the Culm Fold Zone, which belong to the par-autochthonous
domain of the Harz Mountains (e.g., [3,20]) and in the Rhenish Massif ~70 km to the
SW (e.g., [21–23]). The fractures visible in these exposures include veins and joints [24],
with cleavage being well-developed in the slates [25]. Small thrusts that appear to have
displacements of up to a few metres are exposed [26], but larger thrusts are not well-
exposed. The north-eastern boundary the Harz Mountains is marked by the Harznordrand
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Fault, which was active during the Late Cretaceous and Tertiary [27]. NW-SE striking
Mesozoic normal and oblique-slip faults occur in the Harz Mountains, some of which
contained economic Pb-Zn and Ba-F deposits [28].
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) fractures occur [29].

Table 1 shows features of these “basement” rocks that are likely to be important for
geothermal energy. These predictions are expressed in terms of seven parameters that we
consider important in describing a geothermal reservoir: lithology and inferred rheological
behaviour, fluid type, stresses, fluid pressure, temperature, strains and existing structures,
and geological history (cf. [30]).

More information is available about the Bunter Sandstone, which is exposed in the
Göttingen area (e.g., [11,12]). Fractures exposed include normal faults [31], strike-slip
faults [32], veins [33], sedimentary dykes [34], and joints [35]. There is limited well data,
which suggests that the Bunter Sandstone has been affected by halokinesis of the Zechstein
evaporites [1,36,37].
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Table 1. Predictions about the geology of the potential geothermal reservoirs at Göttingen. See, for example, [38] for full
information about deformation of the Bunter Sandstone in the Leinetal Graben. See [20,39] for further information about
the geology of the Devonian and Carboniferous rocks of the Harz Mountains.

Factor Meaning Significance Bunter Sandstone Variscan rocks

Lithology

Rock types, their porosities
and mechanical behaviour

Controls the
thermo-mechanical
behaviour of the rock.
Mechanical behaviour can
change significantly through
time, especially as
deformation occurs

Triassic sandstone (see
Table 2 for mechanical
properties)

Devonian and
Carboniferous greywackes
and slates (see Table 2 for
mechanical properties)

Fluid type

The chemistry and phase
(liquid or gas) of the palaeo-
and present-day fluid(s)

Controls the fluid pressure
gradient and
mineralisation events

Present-day: water
(possibly brine)

Present-day: water, probably
saline because of the
overlying Zechstein. No
information on gas content.
During the Variscan:
mineralising fluids and
fluidised sediments

Stress

Magnitudes and orientations
of the applied stresses,
including the vertical stress
(overburden) and horizontal
stresses. Horizontal stresses
are related to the geostatic
stress ratio, applied tectonic
stresses and to internal
stresses (e.g., related to
temperature changes)

Along with fluid pressure,
controls the effective
stresses, which control
the deformation

The vertical stress can be
calculated using the mean
density of the overburden,
but the magnitudes and
orientations of the
horizontal stresses
are uncertain

The vertical stress can be
calculated using the mean
density of the overburden,
but the magnitudes and
orientations of the
horizontal stresses
are uncertain

Fluid pressure

Palaeo- and present-day
fluid pressures

Along with the stresses,
controls the effective
stresses, which control the
deformation

Presently probably
hydrostatic

The Zechstein evaporites
may allow present-day
overpressure. Veins, breccias
and possible remobilised
sediments indicate phases of
overpressure during the
Variscan Orogeny

Temperature

Palaeo- and present-day
temperatures

Influences the style of
deformation, with
present-day temperature
controlling
commercial viability

Depends on the
geothermal gradient

Depends on the geothermal
gradient, but likely to be
reduced because of the
overlying salt. Possibly
elevated by Tertiary
igneous activity

Strain

The amount of strain and
the existing structures

Influences fluid flow in the
sub-surface and present-day
mechanical behaviour of
the rocks

Controlled by Tertiary
rifting. Likely to be
influenced by salt tectonics
and possibly by Tertiary
igneous activity.
Steeply-dipping joints and
some normal faults are likely
to occur

Dominated by: (1) Variscan
Orogeny, with folds, thrusts
and veins; (2) Late
Cretaceous and Tertiary
rifting and/or uplift, with
normal faults and
joints developing

History

The relative and absolute
timing of deformation
(including mineralisation)
events and structures

Controls the types of
fractures (faults, veins,
joints, etc.) and therefore
their effects on fluid flow in
the sub-surface

(1) Triassic sedimentation
during Mesozoic basin
development. (2) Cretaceous
and Tertiary regional uplift.
(3) Tertiary rifting (Leinetal
Graben) and volcanism

(1) Sedimentation during the
Devonian and
Carboniferous. (2) Variscan
Orogeny. (3) Permian and
Mesozoic sedimentation and
basin development. (4)
Cretaceous and Tertiary
regional uplift. (5) Tertiary
rifting and volcanism
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Table 2. Parameters used in the modelling. * Geostatic stress ratios are calculated from the Poisson ratios. ** Representative
values of the coefficient of internal friction are used here, using the approximate median value of the range of internal angles
of friction.

Definition and significance Bunter
sandstone Greywacke Slate Unit

Density

The mass per unit volume of the
rock and/or the fluids in the rock.
Mean density controls the vertical
(overburden) stress

2.68 [40] 2.42 to 2.74 [41] 2.7 to 2.9 [42] g/cm3

Tensile strength

The stress needed to cause
extension fracturing. Controls
where the failure envelope
intersects the zero shear stress
axis of the Mohr diagram, and the
magnitudes of the effective tensile
stresses needed to create
extension fractures

6 [43] 20.3 to 35.7 [41] 4.4 normal to
cleavage,14.4
along
cleavage [42]

MPa

Uniaxial
compressive strength

The strength of a rock derived
from a uniaxial compression test
(e.g., [44])

70 to 134 [45] Average ≈ 200
(range 41–209) [46]

2.33 to 151.6
[47]

MPa

Cohesion

The shear strength of a material
when the stress normal to a shear
surface is zero (e.g., [48,49]).
Controls where the failure
envelope intersects the zero
normal stress axis of the Mohr
diagram, and the magnitudes of
the effective differential stresses
needed to create shear fractures

12 [45] 49 to 51 [41] 64 normal to
cleavage, 11
when σ1 30◦ to
cleavage [42]

MPa

Poisson
ratio

The relationship between the
tendency to shorten in one
direction and the tendency to
expand in another direction
(e.g., [50])

0.16 to 0.35 [51] 0.11 to 0.29 [41] 0.22 to 0.29 [42]

Geostatic
stress ratio *

The ratio of the horizontal
effective stress (σ′H) to the
vertical effective stress (σ′V)
(e.g., [52]). It gives the effect the
overburden has on horizontal
stresses. Influences the diameter
of the Mohr circle. Values
calculated using Equation (2)

0.19 to 0.54 0.125 to 0.41 [41] 0.28 to 0.41

Angle of
internal

friction (ϕ)
The angle of the fracture to σ1 is
± (45◦ − ϕ/2) (e.g., [48])

27.6 to 37.9 [51] 43 to 44 [41] 30 to 50 [53] Degrees

Coefficient of internal
friction (µ) **

Controls the slope of the failure
envelope in the compressional
field of the Mohr diagram
(e.g., [48]). µ = tan ϕ

0.52 0.97 0.84

Young’s modulus The stiffness of a solid material
(e.g., [54])

22 to 37 [51] 2.3 to 7 [41] 12 to 56 [42] GPa

Coefficient of thermal
expansion

The extent to which a material
expands when heated or contracts
when cooled. Can influence the
development of tensile stresses
during exhumation and cooling
of rocks

11.25 [55] 17 [56] 8 [57] 10−6 K−1
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3. Model Set-Up

A Microsoft Excel spreadsheet has been created to make the necessary calculations
and to plot Mohr diagrams (e.g., Figure 2). For simplicity, we keep the Mohr diagram
analysis two-dimensional, considering just the vertical stress and the horizontal stress in
one direction. This approach is taken both because it simplifies the analysis and because
the orientations and magnitudes of the horizontal stresses are presently unconstrained.
We start with a reference state where the horizontal strains are zero, which is the uniaxial
strain condition (e.g., [58]) and the horizontal effective stress (σ′H) is given by:

σ′H = k0 σ
′
V (1)

where k0 is the geostatic stress ratio [59] or coefficient of lateral earth pressure [60]. The geo-
static stress ratio is the ratio of the horizontal effective stress to the vertical effective stress
(i.e., k0 = σ′H/σ′V). For an isotropic elastic material:

k0 = ν/(1 − ν) (2)

where ν is Poisson’s ratio, which is generally in the range 0 to 0.5 (where 0.5 is incompress-
ible). For most water-saturated rocks, is in the range 0.15 < ν < 0.4 (e.g., [61]).

We consider the vertical stress to result from the weight of the overlying material and
the horizontal stresses to result from the combined effects of the geostatic stress ratio and
the applied tectonic stresses. We start the analysis with a base-case, in which fluid pressure
is hydrostatic and there are no applied tectonic stresses. We then consider how changes in
fluid pressure and/or apply tensile or compressional horizontal (“tectonic”) stresses might
lead to fracturing.

3.1. Mohr Diagrams, Stresses and Failure Envelopes

Mohr diagrams are commonly used to show the relationships between stresses, fluid
pressure, and fractures (Figure 1a; e.g., [62]). They provide a convenient graphic represen-
tation of the effective stress states and of failure (e.g., [17]). Normal stress (σN) is plotted on
the x-axis and shear stress (τ) on the y-axis, with the principal axes of stress (σ1 = maximum
compressive stress, σ2 = intermediate compressive stress, σ3 = minimum compressive
stress) or principal axes of effective stress (σ′1 = maximum effective compressive stress, etc.,
where σ′ = σ − B.PF, where PF = fluid pressure and B is Biot’s constant, which we will
assume to be approximately 1). Since the magnitudes and orientations of the horizontal
stresses are currently unknown, we consider stress in 2D, with σ2 being ignored (e.g., [63]).
We assume an Andersonian stress regime with one principal stress vertical (the overburden
stress, σV) and the other horizontal stress (σh) [64]. In the base case models used here,
the starting point is that there are no applied tectonic stresses, so σV = σ1, and σh = σ3
(Figure 2).
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Figure 2. Base case Mohr diagrams, with Mohr circles for end-member geostatic stress ratios (k0) shown (see Table 3 for
parameters used). Representative dips of structures are shown to illustrate which of these structures might be reactivated
under different stress conditions. (a) The Bunter Sandstone. (b) Devonian and Carboniferous greywackes at a depth of 2 km.
(c) Devonian and Carboniferous slates at a depth of 2 km. (d) Devonian and Carboniferous greywackes at a depth of 4.5 km.
(e) Devonian and Carboniferous slates at a depth of 4.5 km.
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Table 3. Parameters used to model the base case scenarios for the Bunter Sandstone and the Devonian and Carboniferous
greywackes and slates, with stresses and fluid pressures rounded to one decimal place. Values that depend on different
geostatic stress ratios (k0) are shown in different colours (red for lower k0 values in range, blue for upper k0 values). Values
specific to a modelled depth of 2 km are shown in bold, and values specific to a modelled depth of 4.5 km are shown in
italics. Representative structures are shown for the dips of structures in both the SE- and NW-dipping limbs of folds in the
greywackes and slates. Effective stresses are calculated assuming a Biot coefficient of 1.

Bunter Greywacke Slate Unit

In
pu

tp
ar

am
et

er
s

Depth 1000 2000
4500

2000
4500 m

Average rock density 2.41 2.68 2.68 g/cm3

Fluid density 1 1 1 g/cm3

Overpressure 0 0 0 MPa
Poisson’s ratio (ν) 0.16 0.11, 0.29 0.22, 0.29 0.16
Applied tectonic stress 0 0 0 MPa
Cohesion 12 40 30 MPa
Coefficient of internal friction (µ) 0.7 0.97 0.84
Friction angle 33 44 40 Degrees
Tensile strength (T) 6 20 15 MPa

Bed dip 5 SE limb = 45◦

NW limb = 70◦
SE limb = 45◦

NW limb = 70◦ Degrees

Vein dip 85 SE limb = 45◦

NW limb = 25◦
S limb = 45◦

NW limb = 25◦ Degrees

Cleavage N/A 65 65 Degrees
Joint dip 90 85 85 Degrees

D
er

iv
ed

pa
ra

m
et

er
s

Fluid pressure 9.81 19.6
44.1

19.6
44.1 MPa

Geostatic pressure ratio (k0) 0.19 0.125, 0.41 0.283, 0.41

Vertical effective stress ( σ′V) 13.85 33
74.2

33.4
75.1 MPa

Horizontal effective stress
(σ′H =σ´V k0)

2.63 4.1, 13.5
9.3, 30.4

9.4, 13.7
21.2, 30.8 MPa

Any 2D state of effective stress can be represented by a circle that intersects the x-axis at
σ′1 and σ′3, with the centre of the circle representing the mean stress (σ′Mean = (σ′1 + σ′3)/2).
Mohr diagrams are useful for illustrating the conditions under which fracturing may occur
in a particular rock under specific conditions (i.e., the failure envelope), but only if the
effective stresses are plotted.

Fracturing is classically attributed to conditions where the effective stress components
exceed some critical value, usually termed the strength, which is thought to be a property
of the material (e.g., [65]). Tensile failure occurs if:

σ′3 ≤ T (3)

where T is the tensile strength. Compressive stresses are positive. Shear failure occurs if:

τ ≥ S0 + µ σN (4)

where µ is the coefficient of (internal) friction and S0 is the cohesion. These conditions are
usually linked to produce a failure envelope (e.g., [66,67]), as in Figure 1a.

The composite failure criteria used in this work (e.g., Figures 1 and 2) combine a
linear, Mohr–Coulomb envelope for shear fracture under compressive effective stresses,
with a parabolic, plane Griffith envelope for tensile/hybrid fractures under tensile stress
conditions. The two envelopes join at the τ-axis (σ′ = 0), where there is a discontinuity in
the slopes of the failure envelopes. Continuity in the slope could be achieved by using
the methods outlined in [68]. This type of composite failure envelope is consistent with a
modification of the Griffith theory to account for closure and frictional behaviour under
compression [69,70].
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Following [71], the plane Griffith failure envelope in Mohr space (τ, σ′) is given by:

τ 2 = 4 T (σ′ + T) (5)

and the Mohr–Coulomb envelope by:

τ = S0 + µ σ′ (6)

where T = Tensile strength, S0 = cohesion, and µ = coefficient of internal friction. Putting
σ′ = 0 in both Equations (5) and (6) gives:

τ = S0 = 2T (7)

Hence, the cohesion would be simply twice the tensile strength. The unconfined
compressive strength (C0), is a widely measured parameter representing the stress required
for failure when σ3′ = 0 which for Mohr–Coulomb failure is given by:

C0 = 2S0 [(µ2 +1)1/2 + µ] (8)

Substituting Equation (7) in Equation (8) gives:

C0 = 4T [(µ2 +1)1/2 + µ] (9)

Using a value of µ ≈ 1, gives the following approximations for rocks: (1) S0 ≈ 0.2 C0;
(2) T ≈ 0.5 S0; so (3) T ≈ 0.1 C0 [71]. Sedimentary rocks typically show an exponential
increase in C0 with decreasing porosity [72].

We assume a lower bound to likely failure envelopes is given by the failure envelope
shown by the “Cohesionless” line in Figure 1a, which is typical of slip on pre-existing cohe-
sionless fractures (e.g., joints) (e.g., [73]). Such failure envelopes typically have coefficients
of friction of 0.6 to 0.9 (average 0.75; e.g., [74]).

In Figure 1a, the effective stress state shown by Mohr circle
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is typical of a rock at
depth of ~2 km, with the maximum compressive stress being vertical (σV) and caused by
the weight of the overlying material. The rock is under a hydrostatic fluid pressure (where
PF/σV = ~0.4, based on the assumption that PF ~ 20 MPa and σV~50 MPa at 2 km) and
a tectonic stress (−2 MPa, as may occur during regional extension). Note that this is in
the stable region, but within ~5 MPa of the failure envelope for rocks with cohesionless
fractures. Figure 1a shows stress states that are stable (
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In this paper, we use Mohr diagrams to illustrate the conditions under which a rock

can go from a stable stress system (i.e., no active fracturing occurs) to an unstable stress
system (i.e., fracturing occurs). The change from stable to unstable condition depends upon:

1. The rock properties used to define the failure envelope are the tensile strength (T), uniax-
ial compressive strength (UCS), cohesion (S0), and coefficient of internal friction (µ) [75];

2. The stress state (σ), which is defined in terms of principal stresses, mean stress and
differential stress [17]. Stresses are in turn controlled by factors, such as depth of
burial (overburden), tectonic (horizontal) stresses, and other changes in the physical
state of the material, such as expansion or contraction caused by temperature and
volume change (e.g., [76]). Changes in stresses that lead to fracturing can either be by
increasing [77] or reducing the [78] the applied compressive stresses;

3. In the upper crust, fluid pressure in the pores and cracks combines with the applied
stresses to produce an effective stress, where σ′ = σ − PF (e.g., [79–81]). In the absence
of specific information, we use a Biot coefficient (B) of 1, where σ′ = σ − B.PF [82].
Changes in fluid pressure that can lead to fracturing can either be an increase in fluid
pressure (e.g., [83]) or a reduction in fluid pressure, which can cause pore collapse
(e.g., [84,85]). Pore collapse is not considered further in this paper.
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The type and orientation of fractures developed can be predicted from the relationship
between the Mohr circle for effective stress and the failure envelope (Figure 1b). Extension
fractures typically develop perpendicular to the direction of σ′3 if σ′3 touches the failure
envelope on the τ = 0 axis (Figure 1b
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), which generally requires a relatively low differential
effective stress (σ′Diff = σ′1 − σ′3). Shear fractures are predicted to develop if the Mohr
circle touches the failure envelope in the compressive field (Figure 1b
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), this typically
requiring a relatively high σ′Diff. Hybrid fractures develop by synchronous extension and
shear (e.g., [29]), and occur if the Mohr circle touches curved part of the failure envelope
within the tensile field of the Mohr diagram (Figure 1b
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3.2. Input Data, Assumptions, and Uncertainties

Table 2 shows values from the literature for various rock mechanical parameters for
the Bunter Sandstone, greywackes, and slates derived from triaxial tests. Table 2 also gives
definitions and the significance of each parameter. Triaxial tests typically use intact hand
specimen sized rock samples with no pre-existing fractures visible. As such, these values
almost certainly over-estimate the strengths of the larger rock masses in the sub-surface,
which generally have pre-existing fractures (e.g., [86]), and should be considered as upper-
limit values of rock strength. We, therefore, use lower values for rock strength as inputs into
the models (Table 3). The failure envelope (e.g., Figure 2) for each rock type is controlled
by the tensile strength (T), cohesion (S0) and coefficient of internal friction (µ = tan ϕ,
where ϕ = angle of internal friction) (Equations (3) and (4)). The most widely available
rock strength parameter is the uniaxial compressive strength (UCS or C0), determined
directly from triaxial tests or estimated from geophysical log data [72,73].

Note that the values presented in Table 3 are generally within the ranges of values for
Devonian and Carboniferous greywackes and slates in the Harz Mountains and Belgium
presented by [87]. Exceptions are the porosity (greywackes, mean value = 2.42%, range 0.04
to 7.35%, n = 88; slates, mean value = 2.21%, range 0.17 to 5.51%, n = 20), and the cohesion
of the greywackes (mean value = 26.57 MPa, range 10.5 to 45.9 MPa, n = 5).

The Mohr circle for effective stress is controlled by the applied stresses and the fluid
pressure. The vertical stress can be calculated from the densities of the overlying rocks
(e.g., [73,88]). The magnitudes and orientations of these horizontal stresses are much harder
to calculate (e.g., from well data; [89]) or predict (e.g., from tectonic stress tensors; [90]).
Similarly, pore fluid pressure in rocks in the sub-surface is difficult to predict without well
data. For example, [91] use sediment consolidation experiments and numerical models to
predict fluid pressures.

In the absence of appropriate sub-surface data, the magnitudes of the horizontal
stresses are considered in terms of the geostatic stress ratio of the rock (e.g., [92]). The pore
pressures are discussed in terms of the hydrostatic pressure and any assumed overpressure.

The modelling presented here makes several assumptions. These assumptions are made
to act as a starting point, to simplify the analysis and because of the various uncertainties:

1. An Andersonian stress system is assumed, i.e., with one of the principal axes of stress
being vertical and the other two being horizontal [64];

2. The analysis is carried out in two-dimensions, considering just vertical stress and
horizontal stress. This simplifies the analysis and is, we argue, justified at the pre-
drilling stage of analysis because of the magnitudes and orientations of the horizontal
stresses are currently unknown. Hydrofracture data from three wells in the region
suggest a thrust regime with a maximum horizontal stress orientated ~WNW-ESE [93];

3. The vertical stress is produced by the weight of overburden;
4. The fluids are hydrostatically pressured;
5. The failure parameters used in the modelling (Table 3) are assumed to be representa-

tive of the rock properties in the sub-surface.

3.3. Base Case Models

We start with base case models (Figure 2) to derive threshold conditions for the
reactivation of fractures or the generation of new fractures. These base cases use the
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uniaxial strain condition (e.g., [58]), with no applied tectonic stresses. The fluids in pore
spaces and open fractures are hydrostatically pressured, with the water table being at the
ground surface. In such circumstances, the vertical effective stress creates a horizontal
effective stress that is given by the geostatic stress ratio (Figure 2), with the input parameters
used shown in Table 3. The base case models are used as a starting point for experiments
in which fluid pressure is increased (as would occur either by natural overpressure or by
hydraulic stimulation), and the horizontal (tectonic) stress either decreased or increased,
until the model predicts either the reactivation of existing cohesionless fractures (hydraulic
stimulation) or the generation of new fractures.

For most rocks, T << 100 MPa, with poorly-consolidated sediments having T→ 0,
whereas for shear failure 0.5 < µ < 1.5 (generally) and 0 < S0 < 50 MPa. In this paper, we
use ranges of T, S0, and µ that are appropriate for the rocks being considered.

An important point illustrated by Figure 2 is that, at typical K0 values (0.3–0.5), the
stress state is stable and no fracturing would be expected. This means that low K0 values
are needed to allow failure in the base case model, which simulates simple burial, with
hydrostatic fluid pressure and no applied tectonic stresses. Any failure would largely be
by shearing of pre-existing fractures, which may occur in the Devonian and Carboniferous
rocks that are considered to occur beneath Göttingen.

3.4. A Range of Stress States for Fracturing

We consider a range of states of effective stress, seven of which are shown in Figure 3,
together with their effect on fracturing. Note that the discussion is of changes in effective
stresses, which can be caused by changes in applied stresses and/or fluid pressure. These
states of stress have been modelled for the Bunter Sandstone and the Devonian and
Carboniferous greywackes and slates by increasing the fluid pressure and by applying
“tectonic” stresses to the base case models.

4. Effects of Key Parameters

A definition and the significance of each of the input parameters, along with represen-
tative values, are given in Table 2. For a given overburden stress, higher geostatic stress
ratios produce larger horizontal stress and, hence, lower differential stress (Figure 2). The
effects of other key parameters are illustrated in Figure 4. The position and shape of the
failure envelope is controlled by the tensile strength, cohesion, and coefficient of internal
friction of the rock (Figure 4a). Vertical, and therefore horizontal, stress increases with
depth as the overburden increases (Figure 4b). High values of compressional tectonic stress
can cause the horizontal stress to exceed the vertical stress, tending to lead to shear failure,
while tensile tectonic stress will increase the differential stress and may lead to the develop-
ment of extension fractures (Figure 4c). Increases in fluid pressure move the Mohr circle
for effective stress to the left, towards more tensile parts of the Mohr diagram (Figure 4d).
Note, however, that a change in fluid pressure will cause a change in differential stress that
is proportional to the geostatic stress ratio, and it is a common mistake to show a constant
differential stress with changing fluid pressure (e.g., [94,95]). The base cases are close to
cohesionless failure if lower K0 values are used, which implies that fracturing will generally
require some tectonic stress and/or overpressure, especially to initiate the development of
new fractures.
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Figure 3. A range of effective stress states for fracturing illustrated using Mohr diagrams and sketch cross-sections with
cohesive fractures (e.g., veins) and non-cohesive fractures (e.g., joints) dipping at 90◦, 45◦, and 0◦. σV = vertical stress,
σh = horizontal stress. (a) Stable stress state, in which the effective stresses are insufficient to reactivate existing fractures or
create new fractures. (b) Reduced effective stresses, such that favourably-orientated pre-existing cohesionless fractures can
be reactivated as shear fractures. (c) Reduced effective stresses, such that favourably-orientated pre-existing cohesionless
fractures can be reactivated as shear fractures. (d) Reduced effective stresses, such that new extension fractures are created
perpendicular to the least effective stress. (e) Reduced effective stresses (e.g., as fluid pressure increases), such that new
extension fractures with any orientation can be created. (f) Increased effective stresses, such that favourably-orientated
pre-existing cohesionless fractures are reactivated as shear fractures. (g) Increased effective stresses, such that new shear
fractures are generated.
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using the model for the Devonian and Carboniferous greywackes with a geostatic stress ratio of 0.125. The parameters used
are shown in Table 3. (a) The base case Mohr circle (depth of 2 km, hydrostatic fluid pressure and no applied tectonic stress),
with a representative cohesional failure envelope shown (Table 3, “Greywacke” and “Slate” columns). “Friction angle”
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2 km, hydrostatic fluid pressure and different applied tectonic stresses. (d) Mohr circles for a depth of 2 km, different fluid
pressures and zero applied tectonic stresses.

The Mohr diagrams presented in Figures 2–4 show two types of failure envelope.
The “Cohesionless” lines on the Mohr diagrams are typical of slip on pre-existing unfilled
fractures (e.g., joints; Figure 5a), while the “Cohesional” lines represent the behaviour of
intact rock or fractures that are filled by cohesive material (e.g., veins or faults with cohesive
gouge; Figure 5b). These different failure envelopes illustrate the different mechanical
behaviours of such cohesionless fractures as joints and such cohesional fractures as fully-
filled veins and faults with clay gouge, highlighting the importance of distinguishing
between different fracture types when using a field analogue for a geothermal reservoir.

5. Potential for Reactivating and Generating Fractures

Results of the models can be expressed in terms of the critical values of fluid pressure
or horizontal (tectonic) stresses needed to reactivate existing cohesionless fractures, or to
generate new fractures (Table 4). Note that these are simply the results of the model, which
is based on poorly constrained parameters and should only be taken as suggestions of
what may occur under the conditions stated.
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5.1. Bunter Sandstone

Critical values predicted by the modelling for the Bunter Sandstone at a depth of 1 km
are presented in Table 4, from which the following predictions can be made. (1) Favourably-
orientated cohesionless fractures in the Bunter Sandstone may be critically stressed without
fluid overpressure or applied tectonic stresses (i.e., the base-case model) if the geostatic
stress ratio is low (e.g., 0.2). (2) Shear may therefore occur on favourably-orientated cohe-
sionless fractures (e.g., joints) if the fluid is hydrostatically pressured (i.e., fluid pressure
~10 MPa; e.g., Figure 3b) for a geostatic stress ratio ~0.2, but a fluid pressure of about
24 MPa would be needed to reactivate cohesionless fractures if the geostatic stress ratio
is ~0.54. (3) Gently-dipping extension fractures would start to develop at fluid pres-
sures of about 30 MPa. (4) Steeply-dipping extension fractures will develop if there is a
tensile tectonic stress of about 8.2 to 13.5 MPa (e.g., Figure 3d). (5) Extension fractures
may develop in all directions if the fluid pressure is about 34 to 54 MPa (e.g., Figure 3e).
(6) Favourably-orientated cohesionless fractures may be reactivated in shear (normal fault-
ing) in the greywackes if there is a tensile tectonic stress of 0 to 3.7 MPa (e.g., Figure 3b).
(7) Favourably-orientated cohesionless fractures may be reactivated as thrusts if there is a
compressive tectonic stress of 43 to 48 MPa (e.g., Figure 3f). (8) New thrusts will develop if
there is a compressive tectonic stress of about 90 to 95 MPa (e.g., Figure 3g).
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Figure 5. Examples of fractures in Carboniferous greywackes, cherts and slates in the Harz Mountains. (a) Joints (cohe-
sionless) in thinly-bedded greywackes and slates at Okerstausee, Niedersachsen. (b) Example of cohesional fractures at
Lautenthal, Niedersachsen. Clay has been injected along faults with centimetre-scale displacements, related to block rotation
in a chert bed accommodated by thickness variations in a slate layer.
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Table 4. Results of the modelling for the Bunter Sandstone and the Lower Palaeozoic greywackes and slates, showing the
calculated critical values. Values specific to a modelled depth of 2 km are shown in bold, and values specific to a modelled
depth of 4.5 km are shown in italics. * Shear or hybrid fractures, rather than extension fractures, may develop in the slates
under these conditions.

Bunter
Sandstone
K0 = 0.19

Bunter
Sandstone
K0 = 0.54

Greywacke
K0 = 0.125

Greywacke
K0 = ratio
= 0.41

Slate
K0 = 0.283

Slate
K0 = 0.41

Units Notes

Fluid pressure,
cohesionless

9.81 24 19.62
44.15

50
115

51
115

51
115

MPa Shear on
favourably-
orientated
cohesionless
fractures

Fluid pressure,
gently-
dipping
cohesional

29.5 30 72
138

72
138

68
134

68
134

MPa Gently-
dipping
extension
fracture
develop

Fluid pressure,
all
orientations of
extension
fractures

54 34.4 210
278

100
168

105
172

90
155

MPa Steep
extension
fractures
develop

a. Base case Unstable Stable Unstable
Unstable

Stable Stable Stable MPa Stable stress
state for
higher K0

b. Decreased
tectonic stress,
reactivation
starts

0 −3.7 0
0

−7.5
−17

−2
−5

−6.5
−14

MPa Shear on
favourably-
orientated
cohension-
less
fractures

c. Decreased
tectonic stress,
many
fractures
reactivated

−5 −8 −10
−20

−20
−30

−10
−22

−14
−31

MPa Shear on a
cohesionless
fractures
with a wide
range of
orientations

d. Reduced
tectonic stress,
extension
fractures
develop

−8.2 −13.5 −24
−29

−33
−50

−24
−33 *

−28.5
−43 *

MPa Extension
fractures
develop per-
pendicular
to least com-
pressive
stress

e. Reduced
tectonic stress,
extension
fractures in all
orientations

N/A N/A N/A
N/A

N/A
N/A

N/A
N/A

N/A
N/A

MPa Requires
increase in
fluid
pressure

f. Increased
tectonic stress,
some
reactivation of
cohesionless

48 43 0 (normal)
180 (thrusts)
0 (normal)
400 (thrusts)

170
370

145
320

140
315

MPa Reactivation
of
cohesionless
fractures in
shear

g. Increased
tectonic stress,
new shear
fractures can
develop

95 90 370
590

360
580

275
450

270
440

MPa Creation of
new shear
fractures
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5.2. Devonian and Carboniferous Greywackes and Slates

Critical values predicted by the modelling for the Devonian and Carboniferous
greywackes and slates at depths of 2 km and 4.5 km are presented in Table 4. These
depths are used because they represent the proposed depths for an initial research well
and an exploitation well, respectively. The results of the modelling enable the following
predictions to be made.

1. Very low geostatic stress ratios (e.g., 0.125) in the greywackes and slates are required
to reactivate cohesionless fractures without fluid overpressure or applied tectonic
stresses (base-case model; e.g., Figure 3a);

2. A fluid pressure of about 50 MPa would be needed to reactivate cohesionless fractures
in both the greywackes and slates at a depth of 2 km if the geostatic stress ratio is high
(e.g., 0.41; e.g., Figure 3b), with fluid pressures reaching lithostatic pressures;

3. Gently-dipping extension fractures will start to develop in the greywackes at a depth
of 2 km if the fluid pressure is about 72 MPa, but may develop in the slates at
slightly lower pressures (about 68 MPa). The models predict that, in the absence of
cohesionless fractures, increasing fluid pressure will initially create gently-dipping
extension fractures. This is because of the assumption of uniaxial strain (i.e., that
the rocks are laterally confined). Higher fluid pressures will be required to generate
steeply-dipping extension fractures, in the absence of horizontal tensile stresses, such
as those related to tectonic forces or to cooling (Section 6);

4. Steeply-dipping extension fractures are predicted to develop in the greywackes at
2 km depth if there is a tensile tectonic stress between about −24 and −40 MPa, but
are likely to develop in the slates at tensile tectonic stress between about −24 to
−33 MPa (e.g., Figure 3d);

5. Extension fractures in all directions may develop in the greywackes at 2 km depth if
the fluid pressure is between about 100 and 210 MPa, but would develop in the slates
if the fluid pressure is between about 90 and 105 MPa (e.g., Figure 3e);

6. Shear (normal faulting) may begin on favourably-orientated cohesionless fractures in
the greywackes at a depth of 2 km if there is a tensile tectonic stress between about 0
and −7.5 MPa, and in the slates if there is a tensile tectonic stress between about −2
and −6.5 MPa (e.g., Figure 3b);

7. Favourably-orientated cohesionless fractures may be reactivated as thrusts in the
greywackes at 2 km depth if there is a compressive tectonic stress of about 170 MPa,
and in the slates at about 140 MPa (e.g., Figure 3f);

8. New thrusts will begin to develop in the greywackes at a depth of 2 km if there is a
compressive tectonic stress of about 360 MPa, but will develop in the slates if there is
a compressive tectonic stress of about 270 MPa (e.g., Figure 3g).

The different critical values for the greywackes and slates predicted by the modelling
are caused by the different physical properties that have been used for these rock types.
The different geostatic stress ratios and failure criteria (especially cohesion and tensile
strengths) are particularly important. The different geostatic stress ratios of different
rock types may explain variations of fractures with lithology. This is commonly seen in
greywacke/slate and sandstone/mudstone sequences (e.g., [96]). The tensile strengths of
slates tend to be lower than that of greywackes, so extension fractures may develop in the
slates at lower fluid pressures and lower tensile tectonic stresses than in the greywackes.
Although this suggests that fractures will be created in slates before fracturing occurs in
greywackes during stimulation (Section 6.1), it does not necessarily mean that there will be
more, wider or better-connected fractures in the slates than in the greywackes. The model
cannot predict the fluid flow properties of the slates or greywackes.

5.3. Possible Effects of Exhumation on the Bunter Sandstone

Here, we use simple modelling to determine at what depth joints are likely to have
developed in the Bunter Sandstone of the Leinetal Graben, based on the changes in stresses
and temperatures the rocks are likely to have experienced during exhumation. The Bunter
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Sandstone is currently exposed on the flanks of the Leinetal Graben but at depths of
between ≈300 m and ≈850 m in Borehole Sudhein II in the Graben [37]. Note that the
top of the Bunter Sandstone has been faulted out and the base is mixed with Zechstein
Salt in Borehole Sudhein II [37]. The values used in the modelling are shown in Table 5,
with the Mohr diagrams shown in Figure 6. The vertical stress changes as the thickness
and, therefore, weight of the overlying material changes during burial or exhumation,
and this causes a change in the horizontal stresses that is proportional to the geostatic
stress ratio (Figure 4b). A change in depth typically causes a change in temperature that is
related to the geothermal gradient (e.g., [97]). A decrease in temperature will tend to cause
contraction of rock, determined by the coefficient of thermal expansion, and this will tend
to cause a reduction in compressional stresses in the rock (e.g., [98]).
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Figure 6. Mohr diagrams illustrating the possible effects of exhumation and cooling on the Bunter
Sandstone. See Table 5 for parameters used in the model. (a) Model for the base of the Bunter
Sandstone at a depth of 2 km and the top of the Bunter Sandstone at 1.4 km. The model predicts the
rock is in a stable stress state. (b) Model for the Bunter Sandstone after 0.9 km exhumation. The top
of the Bunter Sandstone is now at a depth of 0.5 km, and the stress state promotes the development of
steeply-dipping extension fractures. Notice that the differential effecting stresses in (a,b) are similar,
because cooling during exhumation tends to generate horizontal tensile stresses.
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The model presented in Figure 6 includes reductions in horizontal stresses caused
by decreases in overburden and temperature to predict at what depth extension fractures
(e.g., joints) may develop in the Bunter Sandstone. We use a geothermal gradient of 30 ◦C
per km, which is similar to that modelled by [99]. The model assumes, for simplicity, an
initial 1.4 km depth for the top of the Bunter Sandstone, and an initial depth of 2 km for
the base of the Bunter Sandstone (Figure 6a). Vertical and horizontal stresses reduce during
exhumation, with the model predicting the development of joints beginning after 0.9 km
exhumation, with the top of the Bunter at a depth of 0.5 km (Figure 6b). Note, however,
that this base case model assumes hydrostatically-pressured pore fluids and no applied
tectonic stresses. Joints would form at greater depths if the fluids are over-pressured, if
there is a tensile tectonic stress, or if the geothermal gradient were higher.

Table 5. Initial values used for modelling the effects of exhumation and cooling on the Bunter Sandstone.

Parameter Value Unit
Density 2.68 g/cm3

Porosity 10 %
Tensile strength 6 MPa
Cohesion 12 MPa
Poisson ratio 0.25
Geostatic stress ratio 0.333
Young’s modulus 22 GPa
Coefficient of thermal expansion 11.25 10−6 ◦C−1

Geothermal gradient 30 ◦C per km
Fluid pressure Hydrostatic
Tectonic stresses Zero
Initial top of unit 1.4 km
Initial base of unit 2 km

6. Discussion
6.1. Possible Effects of Stimulation on Devonian and Carboniferous Rocks at 2 km Depth

Here, we consider the possible effects of stimulation by increasing fluid pressure on
the folded, cleaved and veined Devonian and Carboniferous greywackes and slates, based
on the modelling discussed in Section 5 and using a simple schematic figure for these rocks
(Figure 7a). The modelling suggests the following sequence of events as fluid pressure is
gradually increased (Figure 7):

1. Favourably-orientated cohesionless fractures (joints) may be critically-stressed in
greywackes with a very low geostatic stress ratio, so may undergo normal faulting
even at hydrostatic fluid pressure (Figure 7a). Faulted joints are described by [100];

2. Shear can occur along favourably-orientated cohesionless fractures (e.g., joints) in the
slates at fluid pressures of about 50 MPa, which is an overpressure of about 30 MPa
(Figure 7b);

3. Gently-dipping extension fractures can be generated in the slates a fluid pressure of
about 68 MPa, and gently-dipping cohesionless fractures in the greywackes may be
reactivated as extension fractures (Figure 7c);

4. Gently-dipping extension fractures can be generated in the greywackes at a fluid
pressure of about 72 MPa (Figure 7d);

5. Extension fractures with any orientation may develop in the slates at fluid pressure
between about 90 and 105 MPa (Figure 7e);

6. Extension fractures with any orientation may develop in the greywackes if the fluid
pressure is between about 100 and 210 MPa (Figure 6f).

6.2. Possible Effects of Stimulation on Devonian and Carboniferous Rocks at 4.5 km Depth

The critical values for deformation predicted by the modelling for the greywackes
and slates at a depth of 4.5 km are shown in Table 4. These critical values are higher than
predicted for a depth of 2 km, but suggest that stimulation would have similar effects
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as at a depth of 2 km. One notable difference is that higher differential stresses at depth
would mean that stimulation is more likely to reactivate fractures in shear, or to create
shear fractures, at greater depths. The modelling predicts that the slates will be particularly
likely to develop shear fractures during stimulation.

Figure 8 highlights the effects of the different fluid pressures needed to stimulate
reservoirs at different depths. The difference in fluid pressure between the top and bottom
of a 2500 m column of water would be approximately 25 MPa. If fluid pressure is increased
at a depth of 4.5 km such that it exceeds the horizontal stress, this may cause the fluid
pressure at 2 km to exceed the vertical stress, if these different depths are hydraulically-
connected (Figure 8). This suggests that care will be needed during stimulation if it is not
intended to fracture rocks at shallower levels. We note that the Zechstein salts are likely to
act as an effective top-seal (e.g., [101]) during stimulation.

6.3. Possibility of Open Fractures in the Devonian and Carboniferous Rocks below Göttingen

Although we have carried out simple modelling of joint development in the Bunter
Sandstone, we have not performed so for the Devonian and Carboniferous rocks that are
inferred to occur below about 1.5 km under Göttingen. This is because we consider there
to be too many uncertainties for meaningful analysis of the effects of Late Cretaceous to
Tertiary exhumation and cooling on these deeper and older rocks. There are, however, two
arguments for the occurrence of open fractures in the Devonian and Carboniferous rocks.
Firstly, joints will have developed in those rocks as they were exhumed at the end of the
Variscan Orogeny, before deposition of the Permian and Mesozoic rocks unconformably
above. It is possible, however, that these late- or post-Variscan joints will have subsequently
been mineralised. Secondly, there is evidence that joints and other open fractures can occur
at the depths of the proposed geothermal reservoir at Göttingen. For example, joints have
been reported at depths of >2 km in tunnels (e.g., [102]) and in mines (e.g., [103,104]).
Similarly, open fractures have been reported in fractured “basement” petroleum fields at
depths of >4 km (e.g., [105]).
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Figure 7. (previous page). Schematic figure for likely effects of stimulation on the folded and cleaved Devonian and Carboniferous
greywackes and slates, based on the results presented in Table 4. The fold has an amplitude of a few metres to tens of metres. The model
is for a depth of 2 km, at which hydrostatic fluid pressure would be 19.62 MPa. Veins are shown in the greywackes in the outer
arcs of folds, and a fanning axial planar cleavage is shown. Joints are drawn approximately perpendicular to bedding. We predict
the following sequence of events as fluid pressure is increased. (a) Favourably-orientated cohesionless fractures (joints) may be
critically-stressed in greywackes with very low geostatic stress ratios, so may undergo normal faulting even at hydrostatic fluid
pressure. (b) Shear can occur along favourably-orientated joints in the slates at fluid pressures of about 50 MPa. (c) Gently-dipping
extension fractures can be generated in the slates at fluid pressures at about 68 MPa, and gently-dipping joints in the greywackes may
be reactivated as extension fractures. (d) Extension fractures with any orientation may develop in the slates at fluid pressure between
about 90 and 105 MPa. (e) Gently-dipping extension fractures can be generated in the greywackes at fluid pressures of about 72 MPa.
(f) Extension fractures with any orientation may develop in the greywackes if the fluid pressure is between about 100 and 210 MPa.
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Figure 8. Possible effects of stimulation at a depth of 4.5 km on the rocks at a depth of 2 km, modelled for a greywackes and
slates with a geostatic stress ratio of 0.41. (a) Graph of pressure against depth. (b) Schematic cross-section. At a depth of
4.5 km, hydrostatic fluid pressure = 44.15 MPa, σV = 118.31 MPa and σh = 74.55 MPa. At a depth of 2 km, hydrostatic fluid
pressure = 19.62 MPa, σV = 52.58 MPa and σh = 33.14 MPa. If there is hydraulic connectivity through the greywackes and
slates, increasing fluid pressure at 4.5 km to above 77 MPa, such that it exceeds σh, would increase fluid pressure at 2 km
52.58 MPa, at which point it will equal σV.

6.4. Potential Benefits, Problems, and Improvements

Although the modelling presented in this paper is simple, it has several uses when
attempting to predict what is likely to occur in the sub-surface. Firstly, constructing the
models requires consideration of the range of the conditions that are likely to occur, includ-
ing the lithologies and their mechanical properties, stresses, fluid types and fluid pressures,
and the presence of different types of fractures. Secondly, predictions can be made about
whether natural open fractures (e.g., joints) may occur, and whether exhumation might
have created joints at reservoir depths. Thirdly, it enables predictions to be made about
the orientations and types of induced fractures that are likely to occur under a range of
possible conditions (Figure 7). It may also enable predictions to be made about whether
there will be induced seismicity during stimulation.

There are various potential problems with the simplicity of the approach presented
here, but these suggest ways in which the models can be improved. For example:

1. The Mohr diagram models used give little direct information about potential fluid
flow in the sub-surface. The approach could, however, be used in combination with
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other modelling approaches. For example, it would be useful to compare predictions
of critically stressed fractures from Mohr diagrams with distinct element analysis of
fracture networks (e.g., [106,107]);

2. The values for rock properties used are based on triaxial tests, which are probably
over-estimates because small, unfractured samples are generally used (e.g., [86]).
More accurate methods for estimating the material properties of rock masses are avail-
able (e.g., [108]), and these methods could be used when more detailed information
becomes available about the fracture patterns in the rock mass;

3. Similarly, we have used rock mechanical properties from the literature and have made
various simplifying assumptions (e.g., no applied tectonic stresses, Biot coefficient = 1).
The modelling can be improved and the assumptions properly tested as the input
parameters become better constrained, for example as borehole data become available;

4. The anisotropy of the slates has not been modelled in a sophisticated way here, and
this can be improved using more detailed information about the relationships between
the angle between in situ stresses and cleavage (e.g., [109]);

5. The Mohr diagram analysis used here is two-dimensional, mainly because the magni-
tudes and orientations of the horizontal stresses are unknown. The analysis could be
expanded to three dimensions when such information becomes available, for example
from well data. Although predictions can be made about the stresses involved in the
Variscan Orogeny and the formation of the Leinetal Graben, those predictions do not
help with making predictions about the present-day stresses.

7. Conclusions

This paper shows how simple mechanical modelling, using Mohr diagrams and
reasonable ranges of values for rock properties, stresses, and fluid pressures, can be used
to predict fracturing in a potential geothermal reservoir. Inferences can be made about
the range of structures likely to exist in the sub-surface and that may be generated during
stimulation. Critical values of fluid pressure and applied tectonic stresses determine under
what conditions different types and orientations of fractures are likely to occur or be
generated during stimulation.

A model is presented for the development of shear and extension fractures in the Devo-
nian and Carboniferous greywackes and slates as fluid pressure increases, as would occur
during hydraulic stimulation (Figure 7). For a depth of 2 km, this involves: (a) shear on
favourably-orientated cohesionless fractures in greywackes with a very low geostatic
stress ratio under hydrostatic fluid pressure (Figure 7a); (b) shear along favourably-
orientated joints in the slates at fluid pressures of about 50 MPa (Figure 7b); (c) generation
of gently-dipping extension fractures in the slates at fluid pressures between about 68 MPa
(Figure 7c); (d) development of gently-dipping extension fractures in the greywackes at
fluid pressures of about 72 MPa (Figure 7d); (e) creation of extension fractures with any
orientation in the slates at fluid pressure between about 90 and 105 MPa (Figure 7e); (f) Gen-
eration of fractures with any orientation in the greywackes at fluid pressures between
about 100 and 210 MPa (Figure 7f). A similar sequence is predicted for a modelled depth of
4.5 km, although higher differential stresses at greater depths imply that hybrid or shear
fractures are more likely to form than are extension fractures as fluid pressure increases.

The modelling addresses many key questions asked in Section 1. (1) The tensile
strengths of slates tend to be lower than those of greywackes, suggesting lower fluid
pressure or lower tensile tectonic stresses are needed to hydraulically fracture slates than
greywackes. (2) Critical values of fluid pressure and tectonic stresses for fracturing can be
predicted (Table 4). (3) Steeply-dipping cohesionless fractures (e.g., joints) are most likely to
be reactivated first, as shear fractures. (4) Existing cohesionless fractures (e.g., joints) may
initially reactivate in shear while cohesional fractures (e.g., veins) will tend to reactivate as
extension fractures. (5) Shear fracturing generally requires the reactivation of cohesionless
fractures as tensile tectonic stresses are applied, or the application of compressive tectonic
stresses to generate new shear fractures. (6) Exhumation and related cooling may be
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responsible for the creation of joints in the Bunter Sandstone and the Variscan rocks beneath
Göttingen. It is likely that joints developed in the Variscan rocks prior to deposition of the
Permian rocks, but these may have subsequently been mineralised.

The relationships between stresses, fluid pressure and the types and orientations of
fractures are important inputs for more detailed modelling techniques (e.g., DFN mod-
elling [110]), and can be used to test the mechanical implications of those detailed modelling
techniques. Not only does this modelling help geoscientists consider and model the ranges
of mechanical properties of rock, stresses, fluid pressures and the resultant fractures that
are likely to occur in the sub-surface, it encourages them to consider the ranges of key
parameters and their effects.
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Abstract: We experimentally determined the hydraulic properties of fractures within various rock
types, focusing on a variety of Variscan rocks. Flow-through experiments were performed on slate,
graywacke, quartzite, granite, natural fault gouge, and claystone samples containing an artificial
fracture with a given roughness. For slate samples, the hydraulic transmissivity of the fractures
was measured at confining pressures, pc, at up to 50 MPa, temperatures, T, between 25 and 100 ◦C,
and differential stress, σ, acting perpendicular to the fracture surface of up to 45 MPa. Fracture
transmissivity decreases non-linearly and irreversibly by about an order of magnitude with increasing
confining pressure and differential stress, with a slightly stronger influence of pc than of σ. Increasing
temperature reduces fracture transmissivity only at high confining pressures when the fracture
aperture is already low. An increase in the fracture surface roughness by about three times yields an
initial fracture transmissivity of almost one order of magnitude higher. Fractures with similar surface
roughness display the highest initial transmissivity within slate, graywacke, quartzite and granite
samples, whereas the transmissivity in claystone and granitic gouge material is up to several orders of
magnitude lower. The reduction in transmissivity with increasing stress at room temperature varies
with composition and uniaxial strength, where the deduction is lowest for rocks with a high fraction of
strong minerals and associated high brittleness and strength. Microstructural investigations suggest
that the reduction is induced by the compaction of the matrix and crushing of strong asperities. Our
results suggest that for a given surface roughness, the fracture transmissivity of slate as an example
of a target reservoir for unconventional EGS, is comparable to that of other hard rocks, e.g., granite,
whereas highly altered and/or clay-bearing rocks display poor potential for extracting geothermal
energy from discrete fractures.

Keywords: Enhanced Geothermal Systems (EGS); Variscan rocks; slate; quartzite; granite; claystone;
graywacke; gouge; fracture transmissivity; effective stress

1. Introduction

Extracting geothermal energy from underground is of major interest in the transition
from energy recovered from conventional resources such as coal or oil towards renewable
energies [1]. Geothermal energy is expected to have a great potential to meet future energy
demands. However, exploitation is highly dependent on the presence of accessible hot
fluids within the reservoir formation to ensure sufficient energy extraction. In contrast
to hydrothermal geothermal systems, where steam or hot water is extracted from the
subsurface, hot (>150 ◦C) and deep (>3 km), but low permeable, reservoir rocks represent
the largest geothermal energy resources [2–5]. To facilitate the extraction of geothermal
energy from tight reservoirs, a network of highly conductive fractures is required that
serves as heat exchanger [6–8] in Enhanced Geothermal Systems (EGS). An EGS typically

407



Geosciences 2022, 12, 195

relies on two wells, an injection and a production well, which are connected by a network
of open (conductive to fluid flow) fractures. In order to create such a fracture network,
artificial fractures are often generated by hydraulic fracturing (HF). These are believed
to be connected to pre-existing natural fractures in the reservoir [9]. The efficiency and
sustainability of an EGS are critically dependent on sufficient water flow through the
fracture network and on the conductive properties of the separate fractures [1]. This
prerequisite, in addition to a relatively high geothermal gradient, is necessary to successfully
run an EGS over several years [10,11].

Fluid flow within rough natural fractures is a complex process, influenced by many
parameters, for example thermodynamic boundary conditions, surface roughness and
chemical processes, such as mineral precipitation [12]. In addition, the bedding and cleav-
age orientation of anisotropic rocks such as shale or slate can have a strong effect on the
development and permeability of fractures [13–15]. The surface roughness of natural and
artificially created fractures has a strong impact on the (hydraulic) aperture [12,16–18].
Fracture transmissivity can rapidly decrease with increasing confining pressure (pc) [12,16]
and increasing effective stress, σ, oriented perpendicular to the fracture surface (e.g., [19]).
Increasing temperature, T, may (completely) seal fractures in sediments by thermal ex-
pansion [17]. Fracture sealing may be also induced by mineral precipitation processes,
depending on fluid and rock composition [10,12,20]. Injecting fluid into a fluid-bearing
fracture with a different composition may lead to dissolution-precipitation reactions due to
local changes in the chemical equilibrium, which typically results in a decrease in fracture
transmissivity [10,17,21,22]. The transmissivity may be also reduced by the clogging of
flow channels due to the migration of fine particles, e.g., clay [1,13,23,24] or by the produc-
tion of a fine-grained gouge layer resulting from shear displacement [19]. On the other
hand, fracture transmissivity may be enhanced with low effective normal stress acting
on the fracture due to shear-induced dilatancy, resulting in self-propping of the fracture
surfaces [1,12,16,20,25]. The transmissivity of the propped fractures may be influenced by
proppant embedment (e.g., [24]).

Many existing EGS are located in granitic rocks, which often exhibit a relatively
large amount of natural, highly permeable, open fractures and have a high potential for
successfully creating fracture networks with stimulation techniques [26,27]. However, meta-
morphic rocks may also be considered as potential host rocks for EGS. Within the European
initiative ‘Multidisciplinary and multi-context demonstration of Enhanced Geothermal
Systems Exploration and Exploitation Techniques and potentials (MEET)’, the suitability
of Variscan rocks, such as granites [27], quartzites [28], slates and graywacke [29–31] were
investigated to assess their potential for extracting geothermal energy. In this study, we
focused on the influence of confining pressure, stress, temperature, and surface roughness
on the fracture transmissivity of Wissenbach slate which is the expected target rock for a
planned EGS in Göttingen, Germany, dedicated to heating the University Campus [31].
Since the productivity of fractured rocks may be influenced by their composition, as well
as their metamorphic and alteration grade, we additionally performed flow through ex-
periments at elevated stress on fractured graywacke, quartzite, fresh and altered (gouge)
granite, and claystone, where the latter may be regarded as an end-member rock type of
highly altered formations. This may help to assess the potential of different geological
settings for future EGS.

2. Materials and Methods
2.1. Sample Material

Most of the experiments were performed on slates derived from the Middle Devonian
(Eifelian age) Wissenbach Slate (WBS) Formation, one of the intended reservoir target
horizons for the planned EGS in Göttingen. Because only a few existing wells in the Göttin-
gen area penetrate the Paleozoic rock units below the Permian and Mesozoic sedimentary
cover [29,31], rock samples were taken from an analogue site in the Western Harz Moun-
tains. Samples were prepared from cores collected at a depth of 1134–1210 m from the
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scientific well ‘Hahnenklee’, which was drilled in the northwestern part of the Harz moun-
tains in the early 1980’s [32–36]. On macroscopic scale, WBS appears as black, homogeneous,
argillaceous rock with sporadically distributed pyrite aggregates (<0.25 mm). The very few
carbonate layers that occur are aligned parallel to the visible and characteristic cleavage,
which is rarely interrupted by carbonate-filled veins (<0.5 mm). An X-Ray diffraction (XRD)
analysis revealed that this metamorphic rock is mainly composed of quartz (Qtz), calcite
(Ca), dolomite (Dol), muscovite (Ms), illite (Ill), chlorite (Chl), and feldspar (Fsp) with minor
amounts of apatite (Ap), pyrite (Py), and organic matter (Om). The bulk composition was
categorized into three main groups consisting of mechanically weak (Phyl = phyllosilicates),
intermediate strong (Cb = carbonates), and strong (QFSO = Qtz + Fsp + Sulfides + Oxides)
minerals (Table 1) and plotted in a ternary diagram (Figure 1).
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Figure 1. Ternary plot displaying mineral composition of investigated samples. Composi-
tion is separated into mechanically strong (QFSOP = Qtz + Fsp + Sulfides + Oxides), inter-
mediate strong (Cb = Carbonates), and weak (Phyl = Phyllosilicates) fractions. Mineral data
given in wt%., WBS = Wissenbach slate, GRW = Graywacke, QTZ_HV = Quartzite Havelange,
GRA_DV = Granite Death Valley, GOU_DV = Gouge Death Valley, OPA_SD = Opalinus clay, sandy
facies, OPA_SH = Opalinus clay, shaly facies.

Optical and electron microscopy revealed a complex (expressed by a large range
of mineral types and grain sizes), fine-grained microstructure of the starting material
(Figure 2a,b), with quartz, feldspar, chlorite and carbonates making up the largest mineral
grains (<50 µm) that are dispersed in the phyllosilicate-rich matrix. Cleavage planes are
characterized by phyllosilicates whose longest axes are oriented subparallel to each other.
The bulk density of dried (110 ◦C for >48 h) WBS is in the range of around 2.8 g/cm3

with a respective porosity measured with He-pycnometry (Micrometrics, AccuPyc 1340) of
φHe ≈ 2 vol% (including micro pores). Matrix permeability, kmatrix, is less than 10−19 m2,
which is the detection limit of the gas permeameter used at TU Darmstadt (K. Bär, per-
sonal communication).
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Another potential unit that has sufficient thickness for developing an EGS at the Göt-
tingen site are Lower Carboniferous (Kulm facies) graywacke-successions [31]. Graywacke
(GRW) samples also originate from an analogue site in the Western Harz Mountains and
were taken at a depth of 843 m from the well ‘Wulpke-2′ that was drilled in the 1980′s [32].
This grey to light-green marine psammite shows angular detrital quartz and feldspar grains
(<200 µm) embedded in a fine-grained matrix made up of chlorite, feldspar and mica
(Figure 2c,d). The samples were taken from a relatively homogeneous part without any
obvious grading. Larger, planar aligned biotite grains (<400 µm) indicate the macroscopi-
cally visible bedding orientation. The main mineral components determined by the XRD
analysis show dominantly quartz, feldspar and micas with minor amounts of carbonates.
Porosity and bulk density of dried samples are 0.7 vol% and 2.67 g/cm3, respectively.

A further demonstration site studied in the frame of the MEET-project is the Have-
lange deep borehole in Belgium (Wallonia). Here, Variscan quartzite formations are being
considered for the development of potential EGS. Therefore, we also studied the fracture
transmissivity of quartzite samples (QTZ_HV) obtained from a depth of z = 4732 m of the
Havelange well, drilled in the Dinant Synclinorium in the early 1980′s [28]. The grey to
light-green samples are characterized by a granoblastic fabric of fine-grained (<150 µm)
quartz with illite and sparsely appearing dolomite (Figure 2e,f). The Lower Devonian
(Pragian) samples contain roughly 77 wt% quartz and 20 wt% clays and micas with mi-
nor amounts of dolomite. The porosity of the used samples was lowest off all the tested
materials and ranges around φHe ≈ 0.2 vol%.

To capture the influence of alteration on fracture transmissivity, tests were performed
on fresh (GRA_DV), altered and sheared granite gouge (GOU_DV) samples recovered from
an exposure located in the Noble Hills area in the southern part of the Death Valley (US)
as an easily accessible analogue material to Variscan granites [37,38]. The light-reddish
to pinkish, equigranular Noble Hill granite (Figure 2g,h) is mainly composed of medium
to coarse grained (<3 mm) plagioclase (35 wt%), quartz (30 wt%), K-feldspar (30 wt%)
and biotite (10 wt%) [38] with an initial porosity of 1.3 vol%. On the other hand, the
light-yellowish to orange gouge (Figure 2i,j), which was highly altered due to multiple
shearing events and weathering processes, is characterized by granite clasts (<5 mm) and
brecciated quartz veins (<1 cm) embedded in a carbonate- and clay-rich matrix [37]. In
contrast to the granite, the gouge displays a high porosity of 12.6 vol%.

In addition, we performed measurements on claystone samples to shed light on the
influence of consolidation and metamorphic grades on fracture transmissivity in clay-
rich formations, which may result from alteration processes in hard rocks. Claystone
material was recovered from the Opalinus Clay Formation (OPA), whose mechanical
properties have been well-studied in the context of nuclear waste disposal (e.g., [39–41]).
Compared to WBS, these rocks exhibited a much lower burial depth and temperature [42].
We investigated samples from the sandy (OPA_SD) (Figure 2k,l) and shaly facies (OPA_SH)
(Figure 2m,n), both collected from the Underground Research Laboratory (URL) ‘Mont
Terri’ (Switzerland, St. Ursanne), gratefully provided by the Swiss Federal Office of
Topography–swisstopo. The fine-grained OPA_SD is mainly composed of Qtz (48 wt%),
carbonates (20 wt%), and Fsp (9 wt%), but contains a distinctly lower amount of weak sam-
ple constituents (30 wt%), such as clay and mica, compared to WBS samples (Figure 1).
Note that these values may vary by about 10 wt% because of the compositional het-
erogeneity of this facies (e.g., [41]). The matrix permeability of OPA_SD is in the same
range compared to WBS (kmatrix_OPA_SD = 10−19–10−21 m−2) [43], whereas the porosity of
OPA_SD (φHe_OPS_SD = 11.8 vol%) is significantly higher. In comparison to the sandy facies
of OPA, the shaly facies contain less quartz (9 wt%) and more clay minerals (74 wt%).
The main constituents of OPA_SH are clay minerals, quartz, carbonates, feldspar, pyrite,
and organic matter. The permeability of OPA_SH is similar to that of OPA_SD
(kmatrix_OPA_SH = 10−19–10−21 m−2, [43]), but with a slightly higher porosity of 13.8 vol%.
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Figure 2. Optical micrographs (left column) and SEM-backscattered (BSE) images (right column) 

of investigated starting materials showing different composition and grain size (see text for de-
Figure 2. Optical micrographs (left column) and SEM-backscattered (BSE) images (right column) of
investigated starting materials showing different composition and grain size (see text for details).
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(a,b) Wissenbach slate, (c,d) graywacke, (e,f) quartzite, (g,h) granite, (i,j) altered granitic gouge,
(k,l) Opalinus clay—sandy facies, and (m,n) Opalinus clay—shaly facies. Note different scales.
Dol = Dolomite, Cal = Calcite, Chl = Chlorite, Qtz = Quartz, Om = Organic Matter, Fsp = Feldspar,
Py = Pyrite, Bt = Biotite, Zn = Zinc, Kfs = Kalifeldspar, Ap = Apatite, Ill = Illite, Pl = Plagioclase,
Hem = Hematite, Sd = Siderite.

2.2. Methods

Flow through experiments were performed on cm scale specimens at various pc, T,
σ-conditions using a modified MuSPIS (multiple sample production and injection simu-
lator, [10]) apparatus for long-term petrophysical investigations. The sample assembly
consists of two separate cylindrical objects with a thickness of t* = 10 mm (Figure 3a,b,
Table A1), which were isolated by rubber (neoprene) jackets from the confining medium
(hydraulic oil) inside the pressure vessel.
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Figure 3. Schematic experimental setup of performed flow through experiments (a) and an example
of a Wissenbach slate sample (b). Flow direction (dashed lines) is upstream borehole to downstream
borehole. Differential pore pressure, ∆pp, for the determination of fracture transmissivity is measured
using a highly accurate pressure transducer by utilizing two additional boreholes. d = diameter,
t* = thickness.

The confining pressure is controlled by a syringe pump (Isco 65D, max pc = 138 MPa).
The maximum temperature is T = 200 ◦C, using a resistance-heating element (Thermo-
coax) mounted on a cylindrical stainless-steel tube placed inside the pressure vessel. To
measure the transmissivity of the surface between the two disks, a continuous fluid flow
at a pre-defined constant fluid pressure can be generated using two syringe pumps (Isco
100DM), which are connected to the surface via boreholes (up- and downstream bore-
holes in Figure 3a). The maximum pore (fluid) pressure is pp = 70 MPa at flowrates of
Q = 2.5 × 10−2 − 1 × 10−6 L/min. The fluid pressure is measured separately across two
additional boreholes with an additional pressure transducer (Siemens Sitrans P DS III),
which is capable of measuring differential pressures of ∆pp = ± 10 mbar (1000 Pa). This
was so that we could measure very low-pressure differences at low flow rates within the
fracture. As our experiments were performed on low permeable rocks (matrix permeability
<10−17 m2), we assumed the contribution of fluid flow through the matrix to be negligible.
Deviatoric stresses up to σ = 100 MPa perpendicular to the interface can be applied using
an axial piston driven by another syringe pump (Isco 65D). The axial load is measured
using an internally mounted load cell (200 kN). The displacement of the axial piston is mea-
sured by Linear Variable Differential Transformers (LVDT) with an uncertainty of ±1 µm,
allowing to correlate fracture transmissivity with changing fracture aperture and sample
deformation induced by variations in axial stress, confining pressure, and temperature.

For anisotropic rocks, the disks were prepared with the cylinder axis oriented per-
pendicular to bedding. The surface roughness of the artificial fracture, represented by the
interface of the two sample disks, was controlled by grinding the flat saw-cut surfaces using

414



Geosciences 2022, 12, 195

SiC-grains of a defined diameter (Kl60 ≈ 260 µm). The resulting initial fracture surface
roughness, Sq (root mean square value), prior to testing was Sq_ini = 0.016 ± 0.003 mm,
except for the granitic gouge that revealed a considerably higher initial roughness of
Sq_ini = 0.247 mm (Table 1), which was measured with a surface scanner (white light pro-
filometer, Keyence VR3200, accuracy ≈ 3µm). Since we also tested the influence of rough-
ness on fracture transmissivity, an additional sample of Wissenbach slate was roughened
with K600 SiC-grains (diameter ≈ 9 µm) resulting in lower Sq_ini of 0.006 mm.

Experiments on Wissenbach slate, Havelange quartzite, graywacke and the fresh
Noble Hill granite from the Death Valley were performed using distilled water at a constant
fluid pressure of pp = 1 MPa (downstream borehole in Figure 3) as fluid flowing through
the artificial fracture. Samples prepared from Opalinus Clay, and the gouge material from
the Death Valley were tested using Argon gas to avoid sample disintegration during fluid
flow. For comparison, one additional test on slate was also performed with Argon. Due to
the high compressibility of the Argon gas, these experiments were performed at elevated
pp = 10 MPa to reduce the apparent permeability enhancement through the Klinkenberg
effect (e.g., [44]). The effective confining pressure peff = pc − pp was kept constant (4 MPa)
throughout most experiments so as to compare results gained with either distilled water or
Argon gas. In a few cases, peff could not be held constant, for example, during tests with
step-wise increasing confining pressure. Here, pp was kept below pc to avoid a ‘blow-up’
of the fracture.

Fracture transmissivity was calculated by assuming the fluid flow pattern within the
fracture to be comparable to the flow of electric current through a resistive solid within an
insulating medium (dashed lines in Figure 3a). Assuming that the up- and downstream
borehole form the dipole of a magnetic field and comparing Ohm’s law with Darcy’s law for
steady fluid flow to characterize the transmissivity of thin cracks in various rocks, Ohm’s
law may be rewritten as [19,45]:

k ∗ t =
Q ∗ η ∗ ln

(
2a
r0
− 1
)

∆pp ∗ B ∗ π
(1)

where the term k∗t is the transmissivity of the fracture, with k and t representing fracture
permeability and fracture thickness, respectively. Q is the volumetric flow rate, η is the
(temperature-dependent) dynamic viscosity of the fluid, 2a is the distance between up- and
downstream borehole with radius r0, ∆pp is the pressure difference within the fracture,
and B (=0.75 for our geometry) is a geometry factor accounting for the aspect ratio of
the fracture [19]. Here, we assumed single-phase fluid flow within the fracture, which is
certainly a simplification compared to multi-phase fluid flow that may occur in natural
fractures and the surrounding matrix [12].

A detailed microstructural analysis of the starting and the post-experimental samples
was performed on mechanically as well as broad ion-beam polished, carbon-coated thin
sections using a scanning electron microscope (SEM FEI Quanta 3D dual beam). SEM
sections were prepared perpendicularly to the fracture surface. Broad ion-beam (BIB JEOL
IB-19520CCP) polishing was used for the gouge and OPA samples to avoid preparation-
induced damage of clay minerals. Due to its fragile character, the gouge was additionally
solidified using epoxy resin prior to broad ion beam-milling.

In addition, we performed uniaxial compression (UCS) tests to determine the ba-
sic mechanical properties such as the uniaxial compressive strength (σUCS) and tangent
Young’s Modulus (E) of each sample material. The tests were performed according to
the suggested ISRM method [46] using cylindrical specimens with a length-to-diameter
ratio of 2:1. Results from UCS tests (Table 1) indicate that despite the high content of weak
mineral phases, the strength and stiffness of WBS are comparable to granite, quartzite and
graywacke samples that contain significantly more strong minerals. Furthermore, triaxial
compressive strength (σTCS) and static secant Young’s modulus of WBS were determined
in constant strain rate tests of

.
ε = 5 × 10−4 s−1 at simulated reservoir conditions with a
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confining pressure of pc = 50 MPa and temperature of T = 100 ◦C using a Paterson-type
deformation apparatus [47].

3. Results

In total, we performed five flow through experiments on Wissenbach slate to investi-
gate the evolution of fracture transmissivity with changing confining pressure, differential
stress oriented perpendicular to the fracture interface, temperature, and surface roughness.
In addition, six tests under room temperature, constant confining pressure and stresses
up to 45 MPa were conducted on the other rock types to evaluate the influence of compo-
sition on fracture transmissivity. The experimental duration for most of the experiments
was between one and two weeks. Fracture transmissivity was determined after reaching
steady-state flow conditions at the different thermodynamic boundary conditions.

Previously performed triaxial tests reveal σTCS = 498 ± 20 MPa and E = 69 ± 14 GPa
(Table 1) that are comparable to the mechanical data of Westerly granite, Panzhihua gabbro
or Novaculite [48] obtained at the same conditions.

3.1. Effect of Thermodynamic Boundary Conditions

Fracture fluid flow experiments at elevated pc, T and σ-conditions were performed on
Wissenbach slate samples with an average initial fracture surface roughness of Sq = 0.019 mm.

The influence of temperature on fracture transmissivity was evaluated at a confining
pressure of pc = 5 MPa and pore pressure of pp = 1 MPa in the range of T = 20–100 ◦C
(Table 2).

Table 2. Fracture transmissivity in Wissenbach slate at elevated temperatures (pc = 5 MPa, σ = 0 MPa).

T [◦C] pp [MPa] k∗t [m3]

25 1 1.33 × 10−14

40 1 1.02 × 10−14

60 1 1.02 × 10−14

80 1 1.07 × 10−14

100 1 9.40 × 10−15

T = temperature, pp = pore pressure, k∗t = fracture transmissivity.

Except for a moderate decrease from T = 20 ◦C to T = 40 ◦C, fracture transmissivity does
not change significantly at up to 100 ◦C (Figure 4), showing that the fracture transmissivity
of Wissenbach slate is insensitive to changes in temperature at a low confining pressure.
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Hydrostatic tests with confining pressures ranging from pc = 2–25 MPa and pp = 1 MPa
were performed at a constant temperature of T = 25 ◦C (Table 3).

Table 3. Fracture transmissivity in Wissenbach slate at elevated confining pressures (σ = 0 MPa,
T = 25 ◦C).

pc [MPa] pp [MPa] k∗t [m3]

2 1 1.46 × 10−14

5 1 1.26 × 10−14

10 1 3.01 × 10−15

15 1 2.27 × 10−15

20 1 1.24 × 10−15

25 1 1.71 × 10−15

pc = confining pressure, pp = pore pressure, k∗t = fracture transmissivity.

Fracture transmissivity decreased non-linearly by about one order of magnitude from
≈1.5× 10−14 m3 to 1.7× 10−15 m3 with increasing confining pressures, approaching almost
constant values at high pc (Figure 5a).
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Figure 5. Effect of confining pressure, pc, on fracture transmissivity, k∗t, in Wissenbach slate with
high (Sq = 0.0196 mm) (a) and low (Sq = 0.006 mm) initial roughness (b). Fracture transmissivity is
decreasing with increasing confining pressure. At relatively low pc (≤5 MPa), fracture transmissivity
is up to one order of magnitude lower for the sample with low initial roughness.

Experiments performed at pc = 5 MPa, pp = 1 MPa and T = 25 ◦C reveal a similar
decrease in fracture transmissivity with increasing axial differential stress of σ = 0–45 MPa,
but with a roughly 2-fold higher transmissivity than measured at similar pc values (Table 4,
Figure 6a).

Table 4. Fracture transmissivity in Wissenbach slate at elevated differential stress (pc = 5 MPa,
T = 25 ◦C) using water as flow medium.

σ [MPa] pp [MPa] k∗t [m3]

0.5 1 1.47 × 10−14

5 1 1.01 × 10−14

10 1 6.30 × 10−15

15 1 4.83 × 10−15

20 1 3.62 × 10−15

25 1 2.67 × 10−15

30 1 2.12 × 10−15
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Table 4. Cont.

σ [MPa] pp [MPa] k∗t [m3]

35 1 1.51 × 10−15

40 1 1.22 × 10−15

45 1 8.87 × 10−16

40 1 9.11 × 10−16

35 1 9.22 × 10−16

30 1 1.01 × 10−15

25 1 1.04 × 10−15

20 1 1.16 × 10−15

15 1 1.29 × 10−15

10 1 1.44 × 10−15

5 1 1.63 × 10−15

0.5 1 2.03 × 10−15

σ = differential stress, pp = pore pressure, k∗t = fracture transmissivity.

Interestingly, upon unloading, the fracture transmissivity did not recover and re-
mained considerably lower than the initial transmissivity. For comparison, we performed a
second test on the WBS slate using Argon gas as fluid medium at pc = 14 MPa, pp = 10 MPa,
i.e., a similar effective pressure of pc_eff = pc − pp = 4 MPa, assuming that Terzaghi’s
principle [49] is valid. For this sample, the initial transmissivity was found to be dis-
tinctly lower than of the sample with water as the fluid medium (Table 5, small symbols
in Figure 6a), but approaching similar values at high σ (≥40 MPa) and showing similar
residual transmissivity upon unloading.

Table 5. Fracture transmissivity in Wissenbach slate at elevated differential stress (pc = 14 MPa,
T = 25 ◦C) using Argon gas as flow medium.

σ [MPa] pp [MPa] k∗t [m3]

0 10 4.62 × 10−15

5 10 3.95 × 10−15

10 10 3.4 × 10−15

15 10 2.83 × 10−15

20 10 2.3 × 10−15

25 10 1.8 × 10−15

30 10 1.41 × 10−15

35 10 1.08 × 10−15

40 10 8.4 × 10−16

45 10 6.58 × 10−16

40 10 5.82 × 10−16

35 10 6.41 × 10−16

30 10 6.84 × 10−16

25 10 7.44 × 10−16

20 10 8.25 × 10−16

15 10 9.3 × 10−16

10 10 1.1 × 10−15

5 10 1.37 × 10−15

0 10 1.93 × 10−15

σ = differential stress, pp = pore pressure, k∗t = fracture transmissivity.

For the sample tested with water, after the axial loading (phase I) and unloading
(phase II) steps, we subsequently increased pc from 5 to 50 MPa (phase III), resulting
in a fracture transmissivity slightly lower than that measured at σ = 45 MPa (Table 6,
Figure 7), confirming the stronger influence of pc on transmissivity reduction than of σ as
described above.
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Figure 6. Effect of differential stress, σ, on fracture transmissivity, k∗t, in Wissenbach slate (a),
Graywacke (b), Quartzite-Havelange (c), Granite-Death Valley (d), Gouge-Death Valley (e), Opalinus
clay-sandy facies (f), and Opalinus clay-shaly facies (g). Experiments conducted at pc = 14 MPa were
performed using Argon gas as flow medium (gouge, OPA), all other with distilled water. The effective
pressure (pc − pp) is 4 MPa in all cases. Experimental conditions are indicated. Note different scales.
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Table 6. Fracture transmissivity in Wissenbach slate at elevated differential stress, confining pressures
and temperatures.

Step σ [MPa] pc [MPa] T [◦C] pp [MPa] k∗t [m3]

I 0.5 5 25 1 1.47 × 10−14

45 5 25 1 8.87 × 10−16

II 0.5 5 25 1 2.03 × 10−15

III 0 50 25 1 5.39 × 10−16

IV 30 50 25 1 2.44 × 10−16

V 30 50 90 1 1.88 × 10−17

σ = differential stress, pc = confining pressure, T = temperature, pp = pore pressure, k∗t = fracture transmissivity.
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Figure 7. Combined effect of differential stress, σ, confining pressure, pc, and temperature, T, on frac-
ture transmissivity, k∗t, plotted versus effective normal stress, σ n_eff, acting on the fracture surface in
Wissenbach slate. Fracture transmissivity decreases along σ-loading path (I) and recovers only partly
during unloading (II). Increasing pc (III), σ (IV) and T (V) further decreases fracture transmissivity.

Note that for comparison we plotted the transmissivity data which are presented in
Figure 7 as a function of the effective normal stress σn_eff = σ + pc − pp, acting normal to the
fracture surface. In phase IV, axial stress was increased again to σ = 30 MPa at a constant pc
of 50 MPa (σn_eff = 79 MPa), which yields a further transmissivity reduction, again with
a lower gradient than observed in phase III (Figure 7). Finally, we increased temperature
from 25 to 90 ◦C at constant σ and pc (phase V), which induced a strong transmissivity
reduction of almost one order of magnitude.

3.2. Effect of Fracture Surface Roughness

The influence of reduced fracture surface roughness on the change of fracture transmis-
sivity with increasing confining pressure of up to 5 MPa was measured on the Wissenbach
slate at T = 25 ◦C (Table 7).

The initial fracture surface roughness of this sample was Sq_ini_low = 0.006 mm, which
is roughly three times smaller than the surface roughness of previously examined samples
(Sq_ini= 0.019 mm). Comparable to the rough surface, fracture transmissivity decreases non-
linearly with increasing confining pressure (Figure 5b), but at a similar pc the transmissivity
values are about one order of magnitude lower (Table 3). At higher confining pressures
(pc > 5 MPa), we were not able to resolve transmissivity due to technical issues (below
measurable range).
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Table 7. Low-roughness-fracture transmissivity in Wissenbach slate at elevated confining pressures
(σ = 0 MPa, T = 25 ◦C).

pc [MPa] pp [MPa] k∗t [m3]

1 0.5 1.30 × 10−15

1.5 0.5 8.44 × 10−16

2 0.5 7.63 × 10−16

5 1 4.65 × 10−16

pc = confining pressure, pp = pore pressure, k∗t = fracture transmissivity.

3.3. Effect of Sample Composition

To determine the impact of composition on fracture transmissivity, we performed flow
through experiments at T = 25 ◦C, with an effective pressure of pc_eff = 4 MPa, and by
increasing differential stress up to 45 MPa. Tests were conducted at pc = 5 MPa, pp= 1 MPa
using water as fluid medium for samples WBS, GRW, QTZ_HV and GRA_DV. For the
clay-rich samples GOU_DV, OPA_SD and OPA_SH, we used Argon at pc =14 MPa and
pp = 10 MPa to avoid disintegration and swelling of the samples. As observed for WBS
(Figure 6a), in all other rocks, fracture transmissivity decreased non-linearly with increasing
σ and demonstrated limited recovery upon unloading (Figure 6, Table 8).

Table 8. Fracture transmissivity of and Graywacke (GRW), Quartzite-Havelange (QTZ_HV), Granite
Death-Valley (GRA_DV), Gouge-Death Valley (GOU_DV), Opalinus clay-sandy facies (OPA_SD),
Opalinus clay-shaly facies (OPA_SH) at elevated differential stress and T = 25 ◦C.

Formation Fluid σ [MPa] pc [MPa] pp [MPa] k∗t [m3]

GRW H2O 0 5 1 6.55 × 10−15

1 6.08 × 10−15

5 3.89 × 10−15

10 2.75 × 10−15

15 1.77 × 10−15

20 1.37 × 10−15

25 1.07 × 10−16

30 8.26 × 10−16

35 6.55 × 10−16

40 5.44 × 10−16

45 4.12 × 10−16

40 4.14 × 10−16

35 4.19 × 10−16

30 4.20 × 10−16

25 4.26 × 10−16

20 4.56 × 10−16

15 5.02 × 10−16

10 5.53 × 10−16

5 7.00 × 10−16

1 8.26 × 10−16

0 8.68 × 10−16

QTZ_HV H2O 0 5 1 3.20 × 10−15

0.5 3.06 × 10−15

5 3.03 × 10−15

10 2.52 × 10−15

15 2.17 × 10−15

20 1.89 × 10−15

25 1.67 × 10−15

30 1.50 × 10−15

35 1.11 × 10−15

40 9.22 × 10−16
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Table 8. Cont.

Formation Fluid σ [MPa] pc [MPa] pp [MPa] k∗t [m3]

45 8.50 × 10−16

40 8.68 × 10−16

35 8.90 × 10−16

30 9.98 × 10−16

25 1.03 × 10−15

20 1.06 × 10−15

15 1.23 × 10−15

10 1.35 × 10−15

5 1.97 × 10−15

0.5 2.32 × 10−15

0 2.03 × 10−15

GRA_DV H2O 0 5 1 4.73 × 10−15

0.5 5.72 × 10−15

5 4.44 × 10−15

10 3.13 × 10−15

15 3.30 × 10−15

20 2.48 × 10−15

25 2.16 × 10−15

30 1.88 × 10−15

35 1.63 × 10−15

40 1.47 × 10−15

45 1.16 × 10−15

40 1.20 × 10−15

35 1.17 × 10−15

30 1.20 × 10−15

25 1.27 × 10−15

20 1.37 × 10−15

15 1.28 × 10−15

10 1.29 × 10−15

5 1.52 × 10−15

0 1.84 × 10−15

GOU_DV Argon 0 14 10 1.00 × 10−14

0.5 6.86 × 10−15

5 2.85 × 10−15

10 6.17 × 10−16

15 4.69 × 10−17

20 2.14 × 10−17

15 2.84 × 10−17

10 3.02 × 10−17

5 3.22 × 10−17

0.5 3.81 × 10−17

0 3.86 × 10−17

OPA_SD Argon 0.5 14 10 7.71 × 10−16

5 6.30 × 10−16

10 4.83 × 10−16

15 3.51 × 10−16

20 2.48 × 10−16

25 1.79 × 10−16

30 1.23 × 10−16

35 8.95 × 10−17

40 6.05 × 10−17

45 4.78 × 10−17
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Table 8. Cont.

Formation Fluid σ [MPa] pc [MPa] pp [MPa] k∗t [m3]

40 3.91 × 10−17

35 4.22 × 10−17

30 4.52 × 10−17

25 4.88 × 10−17

20 5.20 × 10−17

15 6.23 × 10−17

10 7.58 × 10−17

5 1.04 × 10−16

0.5 1.59 × 10−16

0 1.65 × 10−16

OPA_SH Argon 0 14 10 8.99 × 10−17

0.5 8.82 × 10−17

5 6.76 × 10−17

10 5.61 × 10−17

15 4.27 × 10−17

20 2.44 × 10−17

25 9.86 × 10−18

30 1.85 × 10−18

25 2.06 × 10−18

20 2.30 × 10−18

15 2.98 × 10−18

10 4.20 × 10−18

5 5.81 × 10−18

0.5 1.13 × 10−17

0 1.24 × 10−17

pc = confining pressure, σ = differential stress, pp = pore pressure, k∗t = fracture transmissivity.

The initial transmissivity of the graywacke sample (Figure 6b) is comparable to that
of Havelange quartzite (Figure 6c) and Noble Hill granite (Figure 6d). However, the
fracture transmissivity of the graywacke decreases at a higher rate upon differential loading,
whereas the transmissivity of quartzite and granite decreases almost at the same point. The
permanent reduction in transmissivity after unloading is lowest for the quartzite followed
by the granite. On the other hand, the graywacke shows a reduction in transmissivity
almost threefold that of the quartzite. Compared to WBS, the quartzite and granite were less
sensitive to increasing stress, while the graywacke demonstrated a comparable sensitivity
(Figure 6). The Death Valley gouge shows a very strong transmissivity reduction already
at low stress and almost no recovery after unloading (Figure 6e), which is likely related
to the relatively high preparation-related initial roughness, almost an order of magnitude
higher than of the other rocks. For Opalinus Clay, transmissivity within the sandy facies
(Figure 6f) is about one order of magnitude higher than for the shaly facies (Figure 6g).
Interestingly, the non-linearity of transmissivity with increasing stress is least pronounced
for OPA_SH. Note that the maximum stress on OPA_SH and GOU_DV samples was less
than for the other rocks to avoid potential major creep deformation of these weak rocks.

For comparison, all data are shown in Figure 8 in a semi-logarithmic scale, revealing
that hard rocks such as granite and quartzite display transmissivity of several orders of
magnitude higher at high σ and less irreversible damage than relatively weak OPA and
gouge. Moreover, slate and graywacke transmissivity is also relatively high (in the same
range as of granite and quartzite transmissivity) at high σ but shows much less reversibility
upon unloading. Note, however, that the initial roughness of the gouge sample is higher
than of the other tested rocks, which may obscure the systematics to some extent.
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Figure 8. Comparison of the influence of effective normal stress, σn_eff, acting on the fracture surface
on fracture transmissivity, k∗t. Data are the same as shown in Figure 6, but plotted in semi-logarithmic
scale. α and β indicate the linear slopes for fitting of the loading and unloading path to an exponential
relationship (c.f., Equation (2)). Note that for unloading the slope is deviating from linearity at
low stress.

3.4. Microstructures

After each experiment, the topography of the fracture surface of each sample was
measured again with a white light profilometer in order to quantify changes due the applied
experimental procedures. Thin sections of the tested specimens were then prepared for a
subsequent SEM analysis.

In order to compare the surface topographies before and after the experiments, we
show surface height distribution of the lower sample half (without injection/production
holes, see Figure 3a) of each sample in Figures A1 and A2. In comparison to the initial
surface, the height distribution of WBS samples (Figure A1) measured after testing at in-
creasing pc, σ or T became slightly wider but remained more or less unaffected. This is also
reflected by the determined surface roughness measurements, which are relatively similar
to the initial roughness values (Table 1). The same applies to the other samples, showing
slight widening of height distributions after deformation (Figure A2). However, height
distributions of the quartzite and granite samples show the least changes (Figure A2b,c),
indicating no obvious change in the topography after loading. On the other hand, the
distribution and fracture roughness of the gouge (Figure A2d, Table 1) display the highest
grade of asperity degradation, although the maximum applied stress did not exceed 20 MPa.
Independent of the facies, the surface of fractures within the Opalinus Clay (Figure A2e,f)
exhibit a moderate alteration due to axial loading.

SEM micrographs of the Wissenbach slate and of the other rocks prepared perpendicu-
lar to the fracture surface are shown in Figures 9 and 10, respectively.
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9a), the matrix close to the surface of samples after testing is severely damaged (Figure 

9b–e). Samples being step-wisely exposed to increasing temperature locally displayed a 

slightly flattened fracture surface profile (Figure 9b, white arrow). Sporadically, quartz, 

carbonate and dolomite grains are fractured, potentially induced by local stress concen-

tration. On the other hand, small intergranular fractures (<5 µm opening; black arrow in 

Figure 9b) oriented subparallel to the macroscopic artificial fracture can be frequently 

observed, which may be partially induced by unloading and/or cooling and follows a 

cleavage orientation. Deformation microstructures of the sample deformed at varying 
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comparison (Figure 9c). Damage of the sample subjected to combined pressure, axial 

stress, and temperature variations was highest when a large number of intra- and trans-

Figure 9. Scanning electron microscope-back scattered electron (SEM-BSE) photographs of sections
prepared from Wissenbach slate (WBS) samples. All thin sections have been prepared perpendicular
to the artificially prepared macro fracture located at the top of each image. Panel (a) shows the initial
(ini_rough) fracture prior to testing. Subscripts ‘T’, ‘pc’, and ‘pc_σ_T’ refer to tests performed at
increasing temperature (b), confining pressures (c), a combination of pressure, stress, and temperature
(d,e). Panel (f) shows the post-experimental profile of the sample with initial low roughness. Arrows
indicate microfracturing and intracrystalline plasticity (see text for details). Note the different scales.
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Figure 10. Scanning electron microscope-back scattered electron (SEM-BSE) photographs of sections
prepared from samples of various formations after applying differential stress normal to the fracture
surface. All thin sections have been prepared perpendicular to the artificially prepared macro fracture
(located at the top of each figure). (a) Graywacke (GRW), (b) quartzite recovered from the Havelange
borehole (QTZ_HV), (c) granite recovered from the Death Valley (GRA_DV), (d) gouge like material
recovered from the Death Valley (GOU_DV), (e) Opalinus clay material recovered from the sandy
facies (OPA_SD), (f) Opalinus Clay recovered from the shaly facies (OPA_SH). Arrows indicate
testing-induced damage (see text for details). Note different scales.
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For WBS, in comparison to the intact initial rough artificial fracture surface (Figure 9a),
the matrix close to the surface of samples after testing is severely damaged (Figure 9b–e).
Samples being step-wisely exposed to increasing temperature locally displayed a slightly
flattened fracture surface profile (Figure 9b, white arrow). Sporadically, quartz, carbonate
and dolomite grains are fractured, potentially induced by local stress concentration. On
the other hand, small intergranular fractures (<5 µm opening; black arrow in Figure 9b)
oriented subparallel to the macroscopic artificial fracture can be frequently observed, which
may be partially induced by unloading and/or cooling and follows a cleavage orientation.
Deformation microstructures of the sample deformed at varying confining pressure of up
to 25 MPa are similar compared to the previously described sample. However, the density
of intergranular, cleavage-parallel fractures is higher in comparison (Figure 9c). Damage of
the sample subjected to combined pressure, axial stress, and temperature variations was
highest when a large number of intra- and transgranular cracks in calcite, dolomite and
quartz mineral grains (white arrow in Figure 9d) were detected. In addition, this sample
shows several bent, kinked and delaminated micas (black arrows in Figure 9d,e), indicative
for crystal plasticity. Furthermore, we observed boudinage micas suggesting shear motion
at grain boundary surfaces (white arrows in Figure 9e). For all samples, the maximum
damage zone is limited to <150 µm below the fracture surface profile line. As expected, the
surface of the sample with a low initial roughness was considerably smoother compared to
the other samples (Figure 9f). Except for the subparallel fractures with a small aperture,
damage of the surface by the applied pressure was hardly visible, likely because of the
relatively low applied confinement.

The damage near the fracture surface of the other rocks after stress stepping varies with
composition. The graywacke sample shows some spalling microfractures in quartz and
feldspar grains close to the fracture interface (white and black arrow in Figure 10a). Rarely,
minor intergranular fractures (aperture < 5 µm) propagate into the rock. The damage zone
is limited to <150 µm.

In the Havelange quartzite, microfractures in quartz are confined to single grains. The
intragranular cracks form near the surface and lead to the spalling of grain fragments, in-
dicative of small grain contact areas during differential loading (white arrow in Figure 10b).
Despite the high number of fractures, the grain shape still remains relatively intact, re-
sulting in a recognizable topography of asperities on the fracture surface. The damage
zone below the fracture surface does not exceed 150 µm and is limited to the first layer of
grains below the fracture boundary. The Noble Hill granite also exhibited spalling in quartz
and feldspar grains at the contact to the fracture surface (white arrow in Figure 10c). In
addition, we observed several intra- and trans-granular fractures opening subparallel to the
loading direction (black arrow in Figure 10c) as well as the refracturing of previously healed,
pre-existing fractures. Compared to the quartzite, the damage zone in the granite sample
was found to be significantly larger. Single fractures extend up to 700 µm below the surface.
Due to the high alteration and tectonic overprint [37], deformation structures that were
generated by our experimental procedure were difficult to identify in the gouge from the
Death Valley. Besides the cataclastic fabric and alteration of minerals (e.g., siderite, white
arrow Figure 10d), we identified deformation features such as strongly bent phyllosilicates,
the collapse of pore space and altered mineral grains (area between dashed white lines in
Figure 10d). Clastic mineral grains (quartz, carbonates, feldspars) and mineral fragments
show rare evidence of experimentally induced fractures. We observed several intergranular
fractures that potentially opened during unloading (black arrow in Figure 10d). Note that
the milling artefacts at the fracture surface are caused by the partly remaining resin, which
was applied after testing to avoid preparation-induced damage. Opalinus Clay of the
sandy (Figure 10e) and shaly (Figure 10f) facies typically displayed matrix deformation
by the bending of phyllosilicates (open arrow in Figure 10e) and small fractures opening
subparallel to the fracture surface (black arrows in Figure 10e,f). Clastic mineral grains in
the sandy facies display several transgranular microfractures (white arrow in Figure 10e).
On the other hand, the shaly facies show a significantly lower amount of fractured mineral
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grains compared to the sandy facies. Furthermore, these are limited to calcite grains and
fossil shells, whereas quartz grains remained unfractured (white arrows in Figure 10f).
In both facies, the “card house” structure of the clay matrix observed in the undeformed
material collapsed with clay minerals being reoriented, with their longest axis parallel
to the facture surface and perpendicular to the maximum principal stress direction. The
damage zone extends up to 150 µm below the surface in the sandy facies and up to 300 µm
in the shaly facies.

4. Discussion

Our set of flow through experiments demonstrated that at given fracture surface
roughness increasing confining pressure, differential stress, and temperature at elevated
pressure reduces the fracture transmissivity of slates (Figures 4–7). Furthermore, the initial
transmissivity reduced considerably for smooth surfaces compared to rough surfaces
(Figure 5). A strong influence of sample composition and associated mechanical properties
on transmissivity is also evident (Figures 6 and 8). These effects will be discussed in the
following paragraphs.

4.1. Influence of Thermodynamic Boundary Conditions (T, pc, σ) on Fracture Transmissivity of
Wissenbach Slate

Temperature has a strong effect on the interaction between the fluid transported
through the fracture and the adjacent host rock [50–53]. The rate of dissolution of asperities
is often enhanced at high temperatures and can reduce the mean fracture aperture due
to mineral precipitation [52–55]. For WBS flushed with water, [22] observed a slight
(few %), time-dependent fracture permeability decline in long-term flow through tests at
pc = 10 MPa, σ = 0 MPa and elevated temperatures up to 90 ◦C due to pressure solution
and free face dissolution. However, using saline fluids, the authors measured an increase
in permeability with increasing T, probably related to enhanced dissolution kinetics. In
our tests with distilled water, we observed that at pc = 5 MPa and σ = 0 MPa the fracture
transmissivity of WBS was hardly affected by temperature between 25 and 100 ◦C (Figure 4),
except a small decrease (≈23%) between 25 and 40 ◦C. This confirms that temperature
sensitive processes, like chemical dissolution-precipitation processes or stress corrosion at
areas of high stress concentration were not very effective within the relatively short time
span of our experiments. In contrast, transmissivity dropped considerably more (≈93%) at
pc = 50 MPa and σ = 30 MPa in response to a temperature increase from 25 to 90 ◦C (Figure 7).
This observation suggests that thermal dilation is more effective at high effective normal
stress since the mean fracture aperture is lower than at low pc, σ conditions (e.g., [52,56]).
However, performing experiments over a longer time range may be necessary to reliably
record chemical processes such as diffusion and mineral precipitation as reported by [22].
These authors performed similar flow-through experiments on samples prepared from the
same slate material emphasizing the effect of fluid-rock interactions on the time-dependent
transmissivity of fractures.

Concerning the influence of pressure and stress on transmissivity, we observed that
the transmissivity is slightly (about two times) higher at enhanced pc compared to a similar
enhancement of σ alone, although the effective stress acting normal to the interface is the
same (e.g., Figure 7). The difference may be explained by the increasing strength of the
matrix adjacent to the fracture and the suppression of tensile fracturing with increasing
pressure, whereas with increasing stress but constant (low) confining pressure the strength
of the aggregate is lower than at high pc. In both cases, the observed reduction in fracture
transmissivity with increasing pc or σ (Figures 5 and 6) is likely induced by indentation and
damage of fracture surface asperities (Figures 9 and 10), resulting in a change of contact
area and therefore mean aperture. A similar trend of decreasing fracture transmissivity
induced by mechanical and/or pressure solution processes is reported for other rocks, e.g.,
shales, (tight) sandstones, granites, and granodiorite [1,16,19,50,52,53,57–59].
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Interestingly, the transmissivity of WBS at low applied stress was distinctly lower for
the sample tested with Argon at pc = 14 MPa, pp = 10 MPa than for the sample flushed
with water at pc = 5 MPa, pp = 1 MPa, i.e., at the same effective pressure (Figure 6a). The
difference may be attributed to the experimental protocol, where in the case of Argon the
initial 14 MPa confining pressure was applied before applying the fluid pressure. This may
induce more initial damage of the surface compared to the test with water at only 5 MPa
confining pressure (cf., Figure 5a). In addition, it is not well established that Terzaghi’s
principle of effective stresses, i.e., pc_eff = pc − δ pp with δ =1, is valid here because at the
microscale asperities are in contact, which reduces the Biot coefficient δ to a value < 1. This
effect may result in a higher effective pressure in the experiment conducted with Argon
gas compared to that with water, which would reduce the transmissivity difference at
low stress. On the long term, chemical effects may also contribute to the transmissivity
evolution due to different chemical fluid-rock interaction rates for different types of fluids.

In Figure 11, a comparison of our data with that measured by [19] on Westerly granite,
Pennant sandstone and Bowland shale is presented, revealing that the influence of effective
pressure on transmissivity disappears at high pc_eff. The transmissivity of WBS appears
to be comparable to that of Pennant sandstone, whereas the transmissivity of our granite
appears to be considerably lower than that of Westerly granite. Bowland shale exhibits
the lowest transmissivity values, which are even lower than our clay-rich samples. The
difference may be attributed to the initial roughness of the samples used by [19], which
was unfortunately not provided by the authors.
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WBSAr −0.044 ± 0.001 −0.025 ± 0.002 0.32 

GRW −0.061 ± 0.003 −0.019 ± 0.003 0.41 

Figure 11. Effect of effective confining pressure, pc_eff = pc − pp, on fracture transmissivity, k∗t, in
Wissenbach slate (WBS) in comparison with other formations as reported by [19]. Data of the other
formations investigated here (at σ = 0 MPa, c.f., Figure 6) are shown in addition.

The non-linear transmissivity reduction with increasing pressure and/or stress
(Figures 5, 6 and 8) may be explained by the initial elastic deformation of the asperities
that is gradually replaced by irreversible damage due to high stress concentrations. Since
the effective contact area also increases with load (e.g., [60]), deformation or the breaking
of further asperities or grains in the vicinity of the fracture surface become increasingly
hampered and additional deformation is increasingly promoted by matrix deformation. As
a consequence, the fluid flow pattern likely changes towards a higher tortuosity of the flow
path and probably towards more localized flow through channels at high pressures, as also
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observed for other rocks (e.g., [50]). A number of theoretical attempts were made to relate
fracture transmissivity to surface roughness and the applied normal stress (e.g., [61–66]).
From that and from empirical correlations based on experiments, the change in fracture
permeability with stress was described by a hyperbolic relationship [67], power law [68], or
an exponential law [17,61]. Here, we used an exponential law of the following form:

k ∗ t = c ∗ ex∗σn_e f f (2)

where c is a constant and x is the slope in a plot of ln(k∗t) vs. σn_eff, with x = α for the
loading path and x = β for the unloading path (c.f., Figure 8). For WBS, β is about 3 times
smaller than α (Table 9), showing that irreversible damage changes the stress-sensitivity of
transmissivity considerably.

Table 9. Influence of host rock composition on fracture transmissivity.

Sample α β Bcompo

WBS −0.061 ± 0.002 −0.018 ± 0.002 0.32
WBSAr −0.044 ± 0.001 −0.025 ± 0.002 0.32
GRW −0.061 ± 0.003 −0.019 ± 0.003 0.41

QTZ_HV −0.030 ± 0.001 −0.022 ± 0.003 0.71
GRA_DV −0.032 ± 0.001 −0.008 ± 0.002 0.90
GOU_DV −0.319 ± 0.023 −0.026 ± 0.003 0.61
OPA_SD −0.065 ± 0.001 −0.030 ± 0.005 0.61
OPA_SH −0.110 ± 0.014 −0.064 ± 0.008 0.16

α = slope of loading branch, β = slope of the unloading branch, Bcompo = brittleness index based on sample
composition. WBS = Wissenbach slate, WBSAr = Wissenbach slate tested with Argon, GRW = Graywacke,
QTZ_HV = Quartzite Havelange, GRA_DV = Granite Death Valley, GOU_DV = Gouge Death Valley,
OPA_SD = Opalinus clay sandy facies, OPA_SH = Opalinus clay shaly facies.

4.2. Sample Composition and Mechanical Properties

To better quantify the influence of composition and mechanical properties on fracture
transmissivity, we applied the exponential law on the transmissivity–stress data of all other
rocks, yielding values in the range of −0.03 and −0.32 for α, and −0.008 and −0.064 for β
(Table 9).

Lowest (absolute) α-values were fitted for granite and quartzite samples, whereas
absolute α-values of the graywacke and slate are about twice as high and comparable to the
sandy facies of OPA. Lowest (absolute) β-values were found in the granite and graywacke.
In order to relate these values to composition, we superimposed them in ternary diagrams
(Figure 12).

Low (absolute) α-values, indicative of a weak reduction in transmissivity at elevated
stress appear to be correlated with a high fraction of strong components (QFSO) and a
low amount of weak constituents (Phyl), whereas carbonates appear to have no influence
(Figure 12a). For the unloading sensitivity β, which is high for strong fracture transmissivity
recovery, we observed a trend of enhanced unloading recovery with an increasing quantity
of weak minerals and decreasing amount of QFSO (Figure 12b). Note that other parameters,
which likely influence α and β, for example, porosity and cementation, are not captured in
the diagrams.

In addition, we compared the σ-sensitivity of transmissivity for the different rock
types with their brittleness defined by composition. Here, we used the empirical brittleness
definition suggested by [69]:

Bcompo =
wQFSO ∗ fQFSO

wQFSO ∗ fQFSO + wCb ∗ fCb + wPhyl ∗ fPhyl
(3)

where f xx is the fraction of minerals xx given in wt% and wQFSO, wCb, and wPhyl are the
weighting factors ranging from 0 to 1. We set wQFSO = wPhyl = 1 and wCb = 0.5 as suggested
by [69]. Calculated brittleness values are given in Table 9, ranging from 0.16 to 0.90. Based
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on the simplified assumption that in the absence of strong (QFSO) minerals the mechanical
behavior is dominantly ductile, B values can vary between 0 and 1, indicating ductile
and brittle deformation behavior, respectively. For rocks with high brittleness, the effect
of increasing pressure or axial stress on fracture transmissivity is expected to be lower
than for those with low B values. With the exception of the gouge, absolute values of α
decrease with increasing Bcompo (Figure 13a) in line with the common assumption that the
deformation of brittle rocks is less stress-sensitive than that of ductile rocks. The low α
value of the gauge-like material recovered from the Death Valley is most likely due induced
by the high initial roughness and a high porosity of about 13 vol% (Table 1). Similarly, the
(absolute) unloading sensitivity β seems to slightly decrease with increasing brittleness
(Figure 13b), which may be explained by the crushing of strong and brittle minerals at
the fracture surface at elevated stresses, where the produced fines prevent the recovery of
fracture transmissivity during unloading.
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Figure 12. Influence of sample composition on the (effective) stress-sensitivity of fracture transmis-
sivity indicated by superimposed α-values for the loading path (a) and by β-values for the unloading
path (b). The (absolute) sensitivity generally decreases for a high fraction of strong (QFSO) minerals
and low amount of weak (Phyl) constituents.

Another parameter that likely explains the stress-sensitivity of the fracture transmis-
sivity of the different investigated rocks are their mechanical properties. The measured
unconfined uniaxial strength, σUCS, and the static Young’s moduli, E, vary over wide range
and appear to be linearly correlated (Table 1, Figure A3), as has been observed frequently
(e.g., [48,70]). Compared to composition-based brittleness, both (absolute) α and β values
decrease with increasing σUCS and E (c.f., Figure 13c–f, respectively), revealing that rocks
with a high strength and/or elastic stiffness are less sensitivity to stress-induced damage of
the fracture surface and associated transmissivity reduction.
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Figure 13. Influence of brittleness based on composition, Bcompo, uniaxial compressive strength, σUCS,
and static Young’s modulus, E, on the (effective) stress-sensitivity of fracture transmissivity, α, for
the loading path (a,c,e) and for the unloading path β (b,d,f), respectively. The (absolute) sensitivity
decreases with increasing brittleness, strength, and elastic stiffness.

4.3. Implications for EGS in Different Host Rocks

An assessment of the performance and sustainability of fractured rock systems for EGS
requires knowledge of the response of fractures to the acting effective stress, temperature,
and fluid flow. The effective normal stress on fractures changes during and after hydraulic
stimulation of reservoirs. As may be expected, our results of flow through experiments
on various rock types (i.e., slate, quartzite, graywacke, granite, claystone, and gouge
material) demonstrate that the key parameters that determine the stress resistance of
fracture transmissivity are fracture surface roughness and the mechanical properties of
the respective rock material. Fractures with similar surface roughness display the highest
transmissivity in slate, quartzite, graywacke, and fresh granite, all of which contain a high
amount of strong minerals and display high brittleness, high strength, and high elastic
stiffness. On the other hand, in weak and porous rocks such as claystone and gouge
material, transmissivity is reduced by several orders of magnitude by deformation of
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the soft matrix and limited crushing of contact asperities. Therefore, highly altered, clay-
bearing formations are not favorable candidates for EGS. For hard rocks, grain size may also
play a role if fracture propagation is predominantly intergranular. For example, the grain
size of slate and graywacke is much smaller than that of quartzite and granite (Figure 2), so
that at the microscale the real contact area of fine-grained rocks is higher, which reduces
the stress acting on contact asperities, thereby maintaining a higher transmissivity.

Our results also imply that beside fracture surface roughness and composition, the
degree of consolidation and metamorphic grade affects the potential of reservoir rocks for
EGS. For example, the shaly facies of Opalinus Clay, graywacke and slate are relatively
rich in phyllosilicates (Figure 1), but the latter two experienced a higher degree of meta-
morphosis with a strong cementation of grains, resulting in a much higher strength and
elastic stiffness (Figure A3). Accordingly, fractures in slates are much more resistant against
stress-induced fracture closure than in OPA (Figure 8).

We also noticed that (for slate samples) an increase in the fracture surface roughness
(Sq) by about three times yields a fracture transmissivity of almost one order of magnitude
higher at a low effective pressure (<5 MPa), which vanishes at high pressure (up to 25 MPa
in our experiments), possibly due to the fact that the mechanical strength of slate at the
microscale is not sufficient to resist high effective stresses. During hydraulic stimulation in
EGS, tensile fractures are created that may connect to a preexisting fracture network. The
surface roughness of these fractures is likely higher than the roughness of the artificially
prepared surfaces in our study. For example, we measured a significantly larger (up to
20×) and more heterogeneously distributed roughness of tensile fractures created in WBS
by Brazilian Disk (BD) experiments in divider, short-transverse, and arrester configuration
following the ISRM suggested method [71]. However, even fractures with high initial
roughness, e.g., created during hydraulic fracturing, may show a strong transmissivity
decline at high stress conditions as long as they are not self-propped by shearing or
artificially kept open by the addition of proppants (e.g., [72]). For the latter, high stress may
crush the proppants and embed them into the matrix, which leads again to a transmissivity
reduction (e.g., [73]).

Other parameters, which were not investigated in this study, may also affect the
efficiency and sustainability of an EGS in different formations, for example self-propping
due to a shear deformation event or fine production and clogging of flow path by ongoing
deformation. Additionally, chemical effects due to long-term fluid–rock interactions or
scaling may change the fracture transmissivity, depending on fluid and rock composition
and thermodynamic boundary conditions.

5. Conclusions

Fracture transmissivity decreases asymptotically with increasing confining pressure
and stress due to the damage caused to surface asperities and the matrix deformation of
weak rocks, which is largely irreversible. A lower initial roughness also reduces trans-
missivity, while a temperature increase only significantly reduces the transmissivity by
thermal dilation if the fracture aperture is already low. As may be expected, the fracture
transmissivity of hard brittle rocks with a high fraction of strong minerals is less sensitive
to stress-induced fracture closure and exhibits less irreversible damage. However, since the
transmissivity of slates is much higher than of claystone, as well as the transmissivity of
granite compared to a highly altered and sheared granitic gouge, the grade of consolidation,
metamorphosis, and alteration of rocks is also important for fluid flow within discrete
fractures under in situ conditions. Our results suggest that Variscan metamorphic rocks
such as slate, graywacke and quartzite can be considered as host rocks for unconventional
Enhanced Geothermal systems, with resistance to fracture transmissivity against thermody-
namic boundary conditions that is as good as that of granite or quartzite for similar initial
fracture roughness.
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Figure A1. Fracture surface height distribution before and after experiments for Wissenbach slate
tested at different temperatures (a), confining pressures (b,c), and a combination of different pres-
sures, stresses and temperatures (d). Initial sample roughness was Sq = 0.019 mm in (a,b,d) and
Sq = 0.006 mm in (c).
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Figure A2. Fracture surface height distribution before and after testing at elevated stresses for
graywacke (a), quartzite (b), fresh granite (c), altered granitic gouge (d), Opalinus clay—sandy
facies (e), and Opalinus clay—shaly facies (f). Wissenbach slate tested at different temperatures (a),
confining pressures (b,c), and a combination of different pressures, stresses and temperatures (d).
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Table A1. List of symbols.

Symbol Description Unit

ρ Bulk density g/cm3

ρg Grain density g/cm3

φHe Sample Porosity (using Helium pycnometry) vol%
kmatrix Matrix permeability m2

σUCS Uniaxial compressive strength MPa
σTCS Triaxial compressive strength MPa

E Static Young’s modulus GPa
pc Confining pressure MPa
pp Fluid pressure Pa
T Temperature ◦C
σ Axial deviatoric stress MPa
Sq Fracture surface roughness (root mean square) mm
k Fracture permeability m2

t Fracture thickness/hydraulic aperture mm
Q Volumetric flow rate ml/min
η Dynamic viscosity Pa∗s
2a Distance between up- and downstream borehole mm
r0 Radius of up- and downstream borehole mm

∆pp Differential pore pressure within the fracture Pa
∆x Distance within the fracture over which is ∆pp measured mm
B Geometry factor /

Bcompo Brittleness based on composition /
wxx Mineral weighting factor /
fxx Mineral fraction wt%
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Abstract: Well placement in a given geological setting for a fractured geothermal reservoir is necessary
for enhanced geothermal operations. High computational cost associated with the framework of fully
coupled thermo-hydraulic-mechanical (THM) processes in a fractured reservoir simulation makes the
well positioning a missing point in developing a field-scale investigation. To enhance the knowledge
of well placement for different working fluids, we present the importance of this topic by examining
different injection-production well (doublet) positions in a given fracture network using coupled
THM numerical simulations. Results of this study are examined through the thermal breakthrough
time, mass flux, and the energy extraction potential to assess the impact of well position in a two-
dimensional reservoir framework. Almost ten times the difference between the final amount of heat
extraction is observed for different well positions but with the same well spacing and geological
characteristics. Furthermore, the stress field is a strong function of well position that is important
concerning the possibility of high-stress development. The objective of this work is to exemplify the
importance of fracture connectivity and density near the wellbores, and from the simulated cases, it
is sufficient to understand this for both the working fluids. Based on the result, the production well
position search in the future will be reduced to the high-density fracture area, and it will make the
optimization process according to the THM mechanism computationally efficient and economical.

Keywords: well placement; CO2-EGS; water-EGS; discrete fracture networks; THM modeling

1. Introduction

Geothermal field development and management is a complex process. Engineering a
geothermal system requires appropriate well placement and fracture connectivity to ensure
well connectivity and least fluid loss [1,2]. Placement of injection and production wells or a
doublet system in a given geological framework to achieve maximum geothermal energy
extraction is one of the most complicated and expensive procedures. The location of the
injection well concerning production well decides the production mass flux [3,4]. Practically,
there is an infinite number of sites where an injection well can be placed in designing an
enhanced geothermal system (EGS). Well placement in association with fracture network
requires two critical aspects to ensure high heat extraction potential. First, the fractures
must be connected sufficiently, and they must provide a high fluid flow rate at a low-
pressure difference, and secondly, fluid residence time in the fractures should be increased
to allow sufficient heat exchange. Longer residence time enhances the heat extraction
capacity and reduces the chances of short-circuiting [5,6]. Figure 1 shows a subsurface
fracture network where red is the high-temperature region. Hot water is produced through
the red color well from the reservoir, and after passing it through the heat exchanger,
it is reinjected to the reservoir with the blue color well. Fractures are the main paths
for fluid flow that allow for heat extraction from the various MEET geothermal sites,
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including Soultz sous Forêts, United Down, Göttingen, and Havelange. Discrete Fracture
Network (DFN) characterization is an essential step toward the simulation of reservoir
performance. However, the total number of fractures resulting from DFN characterization
is a high number (in the order of millions of fractures) which is not feasible for performing
numerical simulation (due to computational costs) while considering all of them discretely
through the thermal-hydraulic (TH) or thermal-hydraulic-mechanical (THM) simulator.
Recently, Lepillier et al. [7] combined TH behavior with the steady-state solid mechanics
process to examine the well positioning impact with four doublet scenarios. However,
transient temperature and pressure changes will affect the stress field, and four scenarios
are not sufficient to accurately demonstrate the impact of well position.
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Figure 1. An enhanced geothermal system. The subsurface plan shows an intricate network of
fractures. For optimized power generation, appropriate placement of the injection and production
wells is necessary.

At the same time, the fracture network alignment also contributes to the thermal
drawdown, mass flux, and extracted energy. Therefore, it is essential to estimate the well
locations a priori for better connectivity and maximum energy extraction. For example, a
second well was designed at Rittershoffen (Upper Rhine Graben, France) in the damage
zone of the Rittershoffen fault after the drilling of the first one and an additional geophysical
survey [8].

This paper considers a two-dimensional fractured reservoir for a potential enhanced
geothermal system. Fully coupled thermo-hydro-mechanical (THM) processes are simulated
on the fractured reservoir to estimate maximum geothermal energy extraction potential.

Several optimization techniques are available for determining well placement in a
reservoir [9]. Some of these methods are gradient-free methods, including genetic algo-
rithms [10], particle swarm optimization algorithm [11], fast marching method [12], and
simultaneous perturbation stochastic approximation [13,14], and gradient-based optimiza-
tion methods, including adjoint methods [15–17]. These models lack geological uncertainty,
e.g., fracture network connectivity, while considering well placement optimization [18].
Few thermo-hydraulic compositional reservoir simulation-based models on well spacing
optimization [19–26]. Based on a coupled thermo-hydraulic model, Akin et al. [27] devel-
oped artificial neural networks (ANN) and a search algorithm to optimize an injection well
for a geothermal reservoir whereas, Samin et al. [28] developed a hybrid approach integrat-
ing a multi-objective genetic algorithm with finite element modeling of thermo-hydraulic
processes. EGS involves complex THM processes. Gudmundsdottir and Horne [29] de-
veloped an ANN model to characterize fractured geothermal reservoirs for a coupled TH
model. Training data necessary for creating a robust ANN model based on a coupled
thermo-hydro-mechanical process requires many numerical reservoir simulations. A recent
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study using an ANN model for a coupled thermo-hydraulic approach supports this idea
for a fracture in a hot geothermal reservoir [30] and supercritical geothermal reservoirs [31].

While performing a parametric investigation for a multi-well reservoir, Chen and
Jiang [19] found that production well configuration concerning injection well affects the
heat mining potential. Chen et al. [32] used a multivariate adaptive regression spline
technique coupled with hydrothermal numerical simulation to optimize the well placement
under the given fault size and permeability for a prospective geothermal site near Supersti-
tion Mountain in Southern California USA. They found that for the maximum net profit
over fifty years, the optimal well spacing is 473 m at 30.7 kg/s. For 45◦ angle between frac-
ture orientation and inlet-outlet connection in a given fracture network, Zhang et al. [33]
observed optimized geothermal energy extraction performance. They obtained a stable
heat mining rate at reduced efficiency for higher orientation angles. Zhang et al. [2] found
that the presence of many fractures in the vicinity of the production well increases the
working fluid residence time, and heat recovery efficiency significantly improves. They
suggested that thermally-induced fractures near the production well assist in greater power
generation than when the fracture density is high in the vicinity of the injection well. They
also observed that placing the production well in the high permeability region increases
heat production. Gao et al. [34] used a coupled thermo-hydraulic model for a discrete frac-
ture network in a fractured geothermal reservoir to investigate heat extraction performance.
They used multilateral well orientations with a varying number of branch wells and well
orientation. They found that production temperature decreases with an increase in the
well and fracture intersections, whereas injection pressure increases. Aliyu et al. [35] and
Aliyu and Chen [36] used COMSOL Multiphysics to develop a model depicting THM and
TH processes in a geothermal reservoir for two fractures and single fractures, respectively.
They estimated the impact of well spacing on thermal energy extraction performance.

The MEET project framework considers water as the working fluid or heat-carrying
fluid from a geothermal system. However, this study finds CO2 as an alternative to
water because the loss of CO2 as the heat-carrying fluid is environment friendly [37,38].
Furthermore, the use of supercritical CO2 may assist in the formation of an interconnected
fracture network of multiple channels at a lower pressure than water due to smaller
fluid density and viscosity [38]. Due to the lower reactivity of CO2 in comparison to
water, the possible silica dissolution and precipitation at high temperatures and pressure
decreases [37–39]. Additionally, Bongole et al. [40] observed that the reservoir deformation
is more minor when CO2 is the working fluid compared to water due to the lower heat
capacity of CO2. The lower freezing point of CO2 than water helps heat rejection at a
much lower temperature. Therefore, its geothermal systems may work even for cold
climatic conditions where water is unusable [41]. The above literature shows no available
THM model for determining the well placement in a geothermal reservoir concerning a
given fracture map to maximize mass flux, energy extraction, and the thermal drawdown
duration. In this work, a fully coupled THM model is developed and used to demonstrate
the importance of well position by characterizing the fracture network connectivity and
density. This study will build a basis for future well placement optimization considering
THM processes for a given fracture network. The present study is organized in the following
manner. First, a mathematical and numerical model is presented for a coupled THM process
followed by results and discussion on optimizing well positions in a two-dimensional
fracture network based on thermal drawdown, mass flux, and energy extraction potential
followed by conclusions.

2. Methodology

This study uses a fracture network based on outcrop fractures mapped from Otsego
County in New York state [42] for THM modeling. The total number of fractures in this
outcrop map is 440. As depicted in Figure 1, this study considers a two-dimensional
geometry at subsurface conditions. The reservoir geometry is a two-dimensional planar
model (1000 m × 600 m), and the injection-production wells are placed 500 m apart. An
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initial case is considered where the injection well is present at point 0 and the production
well at point 180, as shown in Figure 2. Considering this axis as diameter, a circular zone
is assumed, and the perimeter is divided into 36 equal intervals. These 36 intervals are
considered for placing the injection and production wells, and they are arranged at α angle
from the base case. All fractures are assumed as interior boundaries, and the displacement
is constrained in all normal directions. The side boundaries are assumed as no flow for
both heat and mass exchange.

Geosciences 2021, 11, x FOR PEER REVIEW 4 of 19 
 

 

2. Methodology 

This study uses a fracture network based on outcrop fractures mapped from Otsego 

County in New York state [42] for THM modeling. The total number of fractures in this 

outcrop map is 440. As depicted in Figure 1, this study considers a two-dimensional ge-

ometry at subsurface conditions. The reservoir geometry is a two-dimensional planar 

model (1000 m × 600 m), and the injection-production wells are placed 500 m apart. An 

initial case is considered where the injection well is present at point 0 and the production 

well at point 180, as shown in Figure 2. Considering this axis as diameter, a circular zone 

is assumed, and the perimeter is divided into 36 equal intervals. These 36 intervals are 

considered for placing the injection and production wells, and they are arranged at α an-

gle from the base case. All fractures are assumed as interior boundaries, and the displace-

ment is constrained in all normal directions. The side boundaries are assumed as no flow 

for both heat and mass exchange. 

 

Figure 2. The geometry of the reservoir. Injection and production wells are placed 500 m apart. Total 

36 cases or 36 values of α are considered for simulations. Here, when the injection well is present at 

0 and production well is present at 180 and they are 500 m placed apart, the value of α is 0. When 

the injection well is present at 340 and the production well is present at 160, the value of α is 340. 

Conservation equation of mass when coupled with pore volume and fluid tempera-

ture alteration for a porous medium is [43]: 

𝜌1(𝜙𝑚𝑆1 + (1 − 𝜙𝑚)𝑆𝑚)
𝜕𝑝

𝜕𝑡
− 𝜌1(𝛼𝑚(𝜙𝑚𝛽1 + (1 − 𝜙𝑚)𝛽𝑚))

𝜕𝑇

𝜕𝑡
+ 𝜌1𝛼𝑚

𝜕휀𝑉

𝜕𝑡
= ∇ · (

𝜌1𝑘𝑚

𝜇
∇𝑝) (1) 

All the parameters are listed in Appendix A. Water and supercritical CO2 are consid-

ered heat-transmitting fluids in this study. The equation that governs fluid flow along the 

internal fractures is: 

𝜌1(𝜙𝑓𝑆1 + (1 − 𝜙𝑓)𝑆𝑚𝑓)𝑒ℎ

𝜕𝑝

𝜕𝑡
− 𝜌1(𝛼𝑓(𝜙𝑓𝛽1 + (1 − 𝜙𝑓)𝛽𝑓))𝑒ℎ

𝜕𝑇

𝜕𝑡
+ 𝜌1𝛼𝑓𝑒ℎ

𝜕휀𝑉

𝜕𝑡
= ∇𝑇 . (

𝑒ℎ𝜌1𝑘𝑓

𝜇
∇𝑇𝑝) + 𝑛. 𝑄𝑚 (2) 

In Equation (2), fluid flow along the fracture width is ignored because fracture aper-

ture is much smaller than the fracture length. Fractures and the rock matrix are assumed 

at thermodynamic inequilibrium. In other words, the local thermal non-equilibrium 

model is implemented in this investigation. 

Figure 2. The geometry of the reservoir. Injection and production wells are placed 500 m apart. Total
36 cases or 36 values of α are considered for simulations. Here, when the injection well is present at 0
and production well is present at 180 and they are 500 m placed apart, the value of α is 0. When the
injection well is present at 340 and the production well is present at 160, the value of α is 340.

Conservation equation of mass when coupled with pore volume and fluid temperature
alteration for a porous medium is [43]:
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All the parameters are listed in Appendix A. Water and supercritical CO2 are consid-
ered heat-transmitting fluids in this study. The equation that governs fluid flow along the
internal fractures is:
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µ
∇T p

)
+ n·Qm (2)

In Equation (2), fluid flow along the fracture width is ignored because fracture aperture
is much smaller than the fracture length. Fractures and the rock matrix are assumed at
thermodynamic inequilibrium. In other words, the local thermal non-equilibrium model is
implemented in this investigation.

(1− φm)ρmCp,m
∂Tm

∂t
= ∇·((1− φm)λm∇Tm) + qml(Tl − Tm) (3)

(
1− φ f

)
ehρ f Cp, f

∂Tm

∂t
= ∇T ·

((
1− φ f

)
ehλ f∇TTm

)
+ ehq f l(Tl − Tm) + n·(−(1− φm)λm∇Tm) (4)
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The energy balance equation for the rock matrix and fractures are shown by
Equations (3) and (4), respectively. The energy balance equation for either water or CO2 is:

φmρlCp,l
∂Tl
∂t

+ φmρlCp,l

(
− km∇p

µ

)
·∇Tl = ∇.(φmλl∇Tl) + qml(Tm − Tl) (5)

The following equation can write heat exchange between a rock and the fracture matrix:

φ f ehρlCp,l
∂Tl
∂t

+ φ f ehρlCp,l

(
−

k f∇T p
µ

)
·∇TTl = ∇T ·

(
φ f ehλl∇TTl

)
+ ehq f l(Tm − Tl) + n·(−φlλl∇Tl) (6)

In Equation (6), the Darcy flux in the fractures is u f = − k f∇T p
µ and heat flux is

n.ql = n·(−φlλl∇Tl).
A fully coupled thermo-hydro-mechanical model is developed in this study. If effective

stress is σ
ij
e f f = σij + αp pδij and the volumetric expansion coefficient of porous media is

βT = φl βl + (1− φm)βm, then the stress-strain relationship considering fully coupled
thermoelastic and poroelastic stress can be written as:

σij = 2Gεij + λtrεδij − αp pδij − K′βTTδij (7)

The reservoir deformation equation can be written as:

Gui,jj + (G + λ)uj,ji − αp p,i − K′βTT,i + fi = 0 (8)

The opening and closure of the thermo-poroelastic stress-dependent fracture aperture
are modeled using the Barton and Bandis model [44,45] as follow:

∆en =
e0

1 + 9
σn

e f f
σnre f

(9)

In Equation (9), ∆en is the fracture aperture change under in-situ stress conditions.
Thermodynamic properties of water and CO2 are represented by dynamic viscosity

(Equations (10) and (11)), specific heat capacity (Equations (12) and (13)), density (Equa-
tions (14) and (15)), and thermal conductivity (Equations (16) and (17)) [42], and they are
implemented in Equations (1)–(6).

µw = 1.38− 2.12× 10−2 × T1 + 1.36× 10−4 × T2 − 4.65× 10−7 × T3 + 8.90× 10−10 × T4

−9.08× 10−13 × T5 + 3.85× 10−16 × T6 (273.15− 413.15 K)
(10)

µCO2 = −1.49× 10−6 − 6.47× 10−8 × T1 − 3.66× 10−11 × T2 + 1.25× 10−14 × T3 (220− 600 K) (11)

Cp,w = 1.20× 104 − 8.04× 101 × T1 + 3.10× 10−1 × T2 − 5.38× 10−4 × T3 + 3.63× 10−7 × T4 (12)

Cp,CO2 = 459.91 + 1.86× T1 − 2.13× 10−3 × T2 + 1.22× 10−6 × T3 (220− 600 K) (13)

ρw = 1.03× 10−5 × T3 − 1.34× 10−2 × T2 + 4.97× T + 4.32× 102 (14)

ρCO2 = pA× 0.04401/RT (15)

κw = −8.69× 10−1 + 8.95× 10−3 × T1 − 1.58× 10−5 × T2 + 7.98× 10−9 × T3 (16)

κCO2 = −1.32× 10−3 + 4.14× 10−5 × T1 + 6.71× 10−8 × T2 − 2.11× 10−11 × T3 (17)

In Equation (15), pA is the absolute pressure, and R is the molar gas constant. Coeffi-
cients in Equations (10)–(17) are constants and obtained from various correlations [42].

COMSOL Multiphysics version 5.5 [43] is used to perform numerical modeling of
THM processes. It uses a finite element method to solve general purpose partial differential
equations. The full mesh contains 112,818 domain elements and 13,071 boundary elements.
This free triangular mesh is generated by using the maximum element size of 37 m, and
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minimum element size of 0.125 m, maximum element growth of 1.25 with the curvature
factor 0.25, and the resolution of the narrow regions is 1. For the numerical modeling
purpose, we have used a scaled absolute tolerance of magnitude 10−8 and automatic
time step constraint. We assumed Backward Differentiation Formula (BDF) for time-
stepping with maximum BDF order as two and minimum BDF order as 1. Further, we have
validated our model with a soil thermal consolidation model as Bai [46] demonstrated in
Mahmoodpour et al. [47].

3. Results and Discussions

Numerical simulation results from coupled THM mechanisms associated with a
geothermal energy extraction process from a fractured reservoir are presented in this
section. First, we performed a sensitivity analysis for three different mesh elements. For
the following stage, the adopted sequence of presentation is:

(a) coupled THM mechanisms for heat mining using water as heat-carrying fluid,
(b) coupled THM processes when CO2 is the heat-carrying fluid, and
(c) predicting a suitable doublet well position for a given fracture network to obtain

highest mass flux from the production well and maximize the heat production.

The results are presented for two working fluids: water and CO2. Reservoir perme-
ability of 2 mD and 5 mD are considered. These values are chosen in a way that sweep
efficiency with the different working fluids to be similar at the same time.

Furthermore, permeability values are kept constant to understand the working fluid
effect by running another case 180. Other parameters are listed in Table 1 that are not site
specific and selected to represent a generic geothermal system, and the fracture map is the
same for all scenarios. Constant injection and production pressures are considered at both
the wellbores. A two-dimensional horizontal cross-sectional reservoir is considered for all
the simulations.

We performed a mesh sensitivity analysis with case 180 for CO2 (it has the highest ve-
locity variation, and the simulations convergence is the most complex among all the cases).
Here, the mesh sensitivity analysis is attached for the simulations with (a) 92,655 domain
elements and 12,103 boundary elements, (b) 112,818 domain elements and 13,071 boundary
elements and (c) 181,410 domain elements and 15,687 boundary elements. Convergence
was not achieved with the mesh size of the 71,089 domain elements and 10,357 boundary
elements. The maximum element size for the standard case is (a) 67 m, (b) 37 m, and (c)
18 m, whereas the minimum element size is (a) 0.3 m, (b) 0.125 m, and (c) 0.075 m. The
maximum element growth rate is (a) 1.3, (b) 1.25, and (c) 1.2, the curvature factor is (a) 0.3,
(b) 0.25, and (c) 0.25, and the resolution of the narrow regions is 1 for all three cases. Free
triangular meshes are used for discretizing this domain.

Based on this description, our results are insensitive to the mesh refinements
(see Figure 3).

Figure 4 shows the time evolution of reservoir temperature distribution during the
heat extraction operation using water and CO2 for case 180. Here, the injection well is
present at 180, and the production well is present at 0 as shown in Figure 2. The reservoir
permeability for the left (Figure 4(a1–d1)) and right (Figure 4(a3–d3)) columns is 5 mD
whereas the middle column has 2 mD permeability (Figure 4(a2–d2)). Higher reservoir
permeability in the case of the left column causes faster cold fluid propagation through
the fracture network. Additionally, water propagation through the fractures becomes less
dominant, and it starts flowing through the rock matrix at higher permeability as shown
in Figure 4(c1,d1). We adopted smaller reservoir permeability for well placement when
water is the working fluid to account for both these factors. The cold-water propagation is
aligned along the dominant fracture rather than the horizontal axis between the doublet.
The reason behind selecting different permeability values for water and CO2 is to reach
a similar sweep efficiency with different fluids; however, we provided the quantitative
comparison between simulation of water at 5 mD, 2 mD and CO2 at 5 mD for case 180
as shown in Figure 5. Figure 5a–c shows that CO2 is a better-working fluid concerning
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the breakthrough time, mass flux, and cumulatively extracted energy, respectively over
30 years.

Table 1. Numerical simulation parameters (see the range of database in [48]).

Parameter Magnitude for
Water-Based Simulations

Magnitude for CO2
Based Simulations

Young’s modulus 40 GPa 40 GPa

Poisson’s ratio 0.25 0.25

Rock density 2500 kg
m3 2500 kg

m3

Horizontal stress 50 MPa 50 MPa

Vertical stress 50 MPa 50 MPa

Initial pressure 30 MPa 30 MPa

Injection pressure 50 MPa 50 MPa

Rock porosity 0.2 0.2

Rock permeability 2 mD 5 mD

Fracture zone porosity 0.5 0.5

Fracture roughness 1 1

Fracture aperture 0.2 mm 0.2 mm

Closure stress 150 MPa 150 MPa

Wellbore radius 0.2 m 0.2 m

Rock thermal conductivity 3 W
m×K 3 W

m×K

Fracture zone thermal conductivity 2.5 W
m×K 2.5 W

m×K

Rock specific heat capacity 800 J
kg×K 800 J

kg×K

Fracture zone specific heat capacity 800 J
kg×K 800 J

kg×K

Initial temperature 200 ◦C 200 ◦C

Biot coefficient 0.7 0.7

Thermal expansion coefficient 10−5 1
K 10−5 1

K

Injection temperature 70 ◦C 70 ◦C
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Figure 4. Reservoir temperature distribution at time 1 year (a1–a3), 5 years (b1–b3), 10 years (c1–c3)
and 30 years (d1–d3) when the injection well is present at 180 and the production well is placed at 0.
Results from water for reservoir permeability 5 mD and 2 mD are shown by (a1–d1) and (a2–d2)
respectively. CO2 as working fluid results are displayed in (a3–d3). The reservoir permeability for
CO2 simulations is 5 mD. The injection wellbore position is shown by cross symbol whereas a circle
indicates production wellbore position.
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The viscosity of supercritical CO2 at injection conditions is approximately half com-
pared to water. Higher reservoir permeability and lower viscosity indicate CO2 propagation
through the fractures as well as through the matrix rather than flowing through fractures
only as seen in Figure 4(a2,b2). Figure 4(a3–d3) shows that the cold fluid plume spread
is much diffusive compared to water, and flow is primarily occurring through the matrix.
However, Figure 4(d3) shows that CO2 flows through the dominant fractures near the pro-
duction well. Therefore, fluid propagation through the fractures is the principal mechanism
between the doublet, which is assisted by flow through permeable rock matrix.

Furthermore, convective heat transfer inside the rock matrix and the fracture is the
primary heat transfer mechanism. Therefore, the fractures control the heat transfer in
a fractured reservoir. To show the relative importance of convective to conductive heat
transfer, we calculated Peclet number (Pe), a nondimensional number which indicates the
ratio of convective to conductive heat transfer [49] and it can be written as Pe =

uLρiCp,i
ki

,
where u is the fluid velocity, L is the characteristic length (here it is 500 m, the distance
between the two wells), the subscript i indicates the fluid either water or CO2, ρi is the fluid
density, Cp,i is the specific heat capacity of fluid and ki is the fluid thermal conductivity.
Figure 6a shows the Pe value after one year for the entire reservoir for case 180, where
CO2 is the working fluid. To elaborate on the relative impact of convective heat transfer
inside the fracture, one fracture is selected as shown in Figure 6b, and the corresponding
Pe number is shown in Figure 6c. Pe number is estimated for five different times, and for
all the cases, Pe number is significantly larger than 1, indicating more vigorous convection
than conduction.

Results obtained from the 36 reservoir simulations on the well positioning are shown
in Figure 7. For water simulations, reservoir permeability is 2 mD, whereas, for cases
with CO2 as working fluid, permeability is 5 mD. Water-based models demonstrate faster
thermal breakthrough (Figure 7a) due to higher specific heat capacity than CO2. Therefore,
water simulations are presented for 30 years whereas CO2 results are plotted for 300 years.
We magnified the results for the CO2 over 30 years in Figure 7b,d,f to compare it with
water (see Figure 7a,c,e). Figure 7a shows thermal drawdown at the production well
when water is the working fluid. The fastest thermal drawdown was observed for case
220 (see Figure 8(c1)) whereas the slowest thermal drawdown occurred for case 130 (see
Figure 8(a1)). From Figure 2, it is clear that case 220 has a well position along a dominant
fracture supported by minor intersecting fractures, whereas case 130 wells are aligned
approximately orthogonal to this prevalent fracture. Figure 8(a2,a3) show thermoelastic
stress along the horizontal and vertical directions, respectively, indicating stress localization
spans across the cold fluid plume region. Greater concentration of connected fractures in the
area away from the doublet axis causes prolonged thermal breakthrough time. Therefore,
in 30 years, the temperature drop is approximately 40 ◦C for case 130, whereas case 220
shows a 75 ◦C temperature drop at the production well.

In comparison to water, CO2 has approximately seven times smaller thermal con-
ductivity at the injection conditions. Due to this, thermal depletion time is prolonged
when CO2 is the working fluid compared to water as the heat-carrying fluid. Figure 7b
shows the thermal drawdown at the production well when CO2 is the operating fluid. It
shows that the thermal drawdown curves depend significantly on the fracture network
connectivity than water. The slowest thermal drawdown is demonstrated by case 40, where
production well temperature drops by approximately 20 ◦C in 300 years. In contrast, the
fastest thermal drawdown is displayed by case 180, where around 90 ◦C temperature drop
is estimated. Figure 9(a1,a2) show reservoir temperature distribution for case 40 and case
180, respectively. In Figure 9(a1), the cold fluid spread is extremely slow since a high
fracture density is present near point 40, as shown in Figure 2 that is present away from
the doublet axis. This leads to a reduced amount of cold fluid injection and restricted
heat exchange between the fluid–fractures and fluid–matrix in the reservoir, decreasing
the horizontal and vertical thermoelastic stress as shown in Figure 9(a2,a3), respectively.
A detailed sensitivity analysis of dependent parameters is performed for water [47] and
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CO2 [50] based geothermal systems for the same fractured reservoir as mentioned in this
paper. Our numerical simulations consider poroelastic stress, but we have not shown here
that they contribute little due to the fluid injection and production, as shown in our previ-
ous findings [47,50]. For case 180, Figure 9(b1) shows reservoir temperature distribution
after 300 years. It indicates that the hot fluid has been completely extracted between the
doublet, and the heat replenishment is too slow to recharge this depleting heat content.
Figure 9(b2,b3) approves this reasoning that due to favorable fracture density along the
doublet axis, higher fluid flux reinjection results in higher thermoelastic stress evolution.
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Figure 7. The temperature at the production well for (a) water and (b) CO2, mass flux at the
production well for (c) water and (d) CO2, and cumulative energy extraction using (e) water and (f)
CO2 as heat-carrying fluid. Results from 36 simulation cases are plotted as shown by the legend, and
case 180 is indicated by bold magenta color. Here Case 180 means injection well is present at 180, and
production well is present at 0 (see Figure 2).
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Figure 8. Distribution of (a1–e1) reservoir temperature, (a2–e2) horizontal thermoelastic stress and
(a3–e3) vertical thermoelastic stress when water is used as the working fluid. Here Case 130 is
displayed by (a1–a3), Case 180 is displayed by (b1–b3), Case 220 is displayed by (c1–c3), Case 250
is displayed by (d1–d3), and Case 350 is displayed by (e1–e3). All contours are plotted at ten years.
The injection wellbore position is shown by cross symbol whereas a circle indicates production
wellbore position.
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Figure 9. Distribution of (a1–c1) reservoir temperature, (a2–c2) horizontal thermoelastic stress and
(a3–c3) vertical thermoelastic stress when CO2 is used as the working fluid. Here Case 40 is displayed
by (a1–a3), Case 180 is displayed by (b1–b3), and Case 350 is displayed by (c1–c3). All contours
are plotted at 100 years. The injection wellbore position is shown by cross symbol whereas a circle
indicates production wellbore position.

Figure 7c,d show mass flux at the production well for 36 cases when the working fluid
in the reservoir is water and CO2, respectively. The mass flux for CO2 is approximately
five times higher than water to compensate for smaller viscosity and higher permeability
by maintaining the reservoir injection pressure. For both the fluids highest mass flux is
observed for case 180, and the smallest mass flux is marked for case 350. Even though these
two doublet arrangements have approximately the same axis (endpoints of a single line
connecting injection and production wells), the fracture density near the production well
plays a crucial role in mass flux; a similar observation was made by Zhang et al. [2]. For
case 180, fractures are well connected near the production well, which assists in higher fluid
production, whereas in the case of 350, fractures are not connected in a wide area leading to
smaller fluid production. The temperature front in Figure 8(e1) shows the weak convective
flow for case 350. This can be easily seen from the stress distribution plots in Figure 8(e2,e3)
for case 350 when water is the working fluid and in Figure 9(c2,c3) for case 350 when
CO2 is the working fluid. The decrease in mass flux for all the cases with time is due to a
in water viscosity with increased fluid temperature. However, we observe that the mass
flux increases with time if CO2 is the working fluid. This increase is approximately <30%
between the period when CO2 production starts till 300 years of numerical simulation. This
increase is pronounced for the case 180 where we observe that the mass flux increases from
1.15 to 1.5 kg/s and the increase starts after approximately 50 years from the beginning of
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the operation. This discrepancy is observed due to limitations in the equation of state used
in modeling using COMSOL Multiphysics. Since viscosity is a function of temperature
only, the mass flux increase is observed after the breakthrough time (see Equation (11)).

The energy extraction potential from the reservoir for both the fluids are approximately
the same (see Figure 7e,f) since in the case of water simulations, reservoir permeability is
2.5 times more negligible compared to CO2, and the mass flux of CO2 is approximately
3–5 times greater than water. In contrast, the specific heat capacity of water is around
three times higher compared to CO2 with three times higher viscosity. Due to higher
mass flux and delayed thermal drawdown operation, total energy extraction potential is
significantly higher when CO2 is the working fluid. Case 180 for both the fluids shows the
highest energy extraction potential due to the maximum mass flow rate in Figure 8(b1–b3).
However, due to higher mass flux, thermal depletion is also fastest, and therefore, doublet
placed for case 180 may not show a longer operation when water is the working fluid. Case
250 for water and case 350 for CO2 show the least energy extraction potential over 30 and
300 years, respectively. Figure 8(d1) shows the reservoir temperature distribution for case
250 when water is used for heat transmission. It is visible from Figure 8d1 that a more
incredible amount of cold fluid is present near the injection well, and there is only one
large fracture along the doublet axis. This limits the fluid transmission at a higher rate only
through a narrow region causing limited energy extraction.

Furthermore, Figure 8(d2,d3) shows the corresponding stress distribution for the hori-
zontal and vertical directions. On the other hand, Figure 9(c1) shows reservoir temperature
distribution for case 350 and CO2 is used as working fluid and localization of cold fluid near
the injection well in the absence of any dominating fracture system. The passage of fluid is
limited through the fractures toward the production well. The stress field in Figure 8(c2,c3)
shows the horizontal and vertical stress are well aligned with the temperature propagation.
However, since thermal breakthrough is slower when CO2 is used for heat transmission,
energy extraction potential may enhance if EGS operation is performed beyond 300 years.

4. Conclusions

Geothermal energy extraction from deep fractured reservoirs can support high energy
demand for a long duration. Water and CO2 are two fluids that can extract energy from
the subsurface. A fractured reservoir shows a complex network of fractures, and fracture
conductivity controls the primary fluid passage for heat extraction longevity of the opera-
tion. Well placement for a given fracture network should consider the fracture density and
orientation. Keeping all the parameters constant except the injection–production doublet
axis orientation, we observe a difference of approximately ten times of energy extracted
among the studied cases. High fracture density in the vicinity of the production well is
the reason behind this increased energy extraction. The doublet axis orientation affects the
injectivity (poroelastic stress) and temperature propagation (thermoelastic stress). It has a
great impact on the stress field development during heat extraction.

Fluid type plays a significant role in determining the THM behavior of the EGS. The
viscosity of fluid determines the temperature propagation through the fractures, as well as
through the rock matrix. CO2 with lower viscosity can penetrate easily inside the matrix
zone. This effect, combined with the lower specific heat capacity of CO2, eventuates the
cold front of fluid propagation through the matrix and fracture. While water with high
viscosity and specific heat capacity mainly transmits heat alongside the fracture and results
in early breakthrough time. Different cases with water have a small range of breakthrough
time compared to CO2. While CO2 shows a higher flow rate, resulting from the lower
viscosity, this behavior is compensated by the higher heat capacity of water. Therefore, the
overall heat extraction is comparable for both fluids.
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Appendix A

Table A1. List of parameters.

Symbol Parameter

p Fluid pressure

T Fluid Temperature

εV Pore volumetric strain

αm Biot’s coefficient of porous media

α f Biot’s coefficient of the fracture

φm Reservoir porosity

φ f Fracture zone porosity

Sm Storage coefficients of fluid

S1 Storage coefficients of rock matrix

S f Storage coefficients of fracture

β1 Thermal expansion coefficients of fluid

βm Thermal expansion coefficients of rock matrix

β f Thermal expansion coefficient of fracture

ρ & ρ1 Fluid density

km pressure-dependent rock matrix permeability

k f stress-dependent fracture permeability

eh hydraulic aperture between two fracture surfaces

nQm n.
(
− ρkm

µ∇p

)
, mass flux exchange between porous media and the fracture

∇T Gradient operator restricted to the fracture’s tangential plane

Tm Rock matrix temperature

Tl Fluid temperature

ρm Rock density

Cp,m Specific heat capacity of the rock matrix

λm Heat conductivity of the rock matrix
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Table A1. Cont.

Symbol Parameter

qml Rock matrix-pore fluid interface heat transfer coefficient

ρ f density of the fracture zone

Cp, f Specific heat capacity of the fracture

λ f Heat conductivity of the fracture

q f l Rock fracture-fluid interface heat transfer coefficient

Cp & Cp,l Heat capacity of the fluid at a constant pressure

λl Heat conductivity of the fluid

σij Total stress

G & λ Lame’s constants

tr Trace operator

K′ 2G(1+ν)
3(1−2ν)

, bulk modulus of the drained porous media

βT Volumetric thermal expansion coefficient of porous media

δij Dirac dealt function

αp Biot’s coefficient

σ
ij
e f f

Effective stress

fi External body force

∆en Change in the initial aperture of the fracture under in-situ stresses

e0 Initial aperture of the fracture

σn
e f f Effective normal stress acting on the fracture surface

σnre f Effective normal stress required to cause 90% reduction in fracture aperture

µ CO2 dynamic viscosity

κ CO2 thermal conductivity
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Abstract: Geothermal fluids harnessed for electricity production are generally corrosive because
of their interaction with the underground. To ensure the longevity and sustainability of geother-
mal Organic Rankine Cycle (ORC) powerplants, the choice of heat exchanger material is essential.
The performance of heat exchangers is affected by corrosion and scaling due to the geothermal fluids,
causing regular cleaning, part replacement, and in the worst cases, extensive repair work. The prop-
erties of geothermal fluids vary between geothermal settings and even within geothermal sites.
Differences in exposure conditions require different material selection considerations, where factors
such as cost, and material efficiency are important to consider. This work studies in-situ geothermal
exposure testing of four metals at two geothermal locations, in different geological settings. Four
corrosion-resistant materials were exposed for one month at Reykjanes powerplant in Iceland and
four months at Chaunoy oil field in France as material candidates for heat exchangers. The tested
alloys were analysed for corrosion with macro- and microscopic techniques using optical and electron
microscopes, which give an indication of the different frequencies of repairs and replacement. Inconel
625 showed no effects at Reykjanes and cracks at Chaunoy. The others (316L, 254SMO, and titanium
grade 2) showed either corrosion or erosion traces at both sites.

Keywords: geothermal; oil; heat exchanger; corrosion; scaling; geology

1. Introduction

Material selection for geothermal equipment is a crucial parameter to consider when
constructing an Organic Rankine Cycle (ORC) geothermal power plant. The heat exchanger
transfers heat energy from the geothermal power source to the organic fluid within the
closed loop of the ORC, boiling it. The organic fluid in its vapour form is then used
to transfer the energy to the turbines of the ORC plant, generating electricity, before
being condensed to repeat the continuous cycle. Geothermal environments differ between
locations and the material selection for the heat exchanger needs to be tailored for each
environment. The geothermal fluids can be challenging for heat exchanger materials
due to high velocity, abrasive particles, reactive gasses such as H2S, and in some cases
salinity [1,2].

The focus of the current study is to investigate heat exchange plate candidates, metals,
and metal alloys which are more prone to local corrosion rather than uniform corrosion.
Local corrosion is often associated with metals and metal alloys forming natural passivation
layers, which protect the surface of the metal. The performance of the metals and alloys
is often dependent on its natural initial passivation layer and its ability to re-passivate if
it gets attacked during operation. Alloying elements such as Cr and Mo form protective
oxides at the metal surface [3]. Furthermore, the amount of Cr and Mo within the alloy is
often used for ranking the alloys with pitting resistance equivalent number (PRE) [4].
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Oxygen is rarely present within the geothermal fluid of heat exchange systems and if
it is, special precautions need to be taken [5]. Gasses such as CO2 and H2S are common in
geothermal environments [2,6].

The surface area and thermal conductivity of the heat exchanger plates are crucial for
optimising the efficiency of the heat transfer. Scaling and corrosion often result in insulating
layers forming on the surface of the plates, which reduce the heat transfer efficiency from
the geothermal fluid. Scaling and corrosion are therefore important to avoid or minimize.

There are three main failure mechanisms of a heat exchanger: leakages, blocking due
to deposits, and material thinning [7]. The main reasons for material thinning are erosion
and corrosion. Erosion is caused by mechanical abrasion which results in mechanical
removal of the surface material. Erosion depends on fluid velocity and the presence of
abrasive particles in the fluid [7]. There is a correlation between material hardness and
erosion resistance [8]. To minimize maintenance costs, production downtime, and part
replacement in geothermal power plants, it is important to study the corrosion, erosion,
and scaling issues affecting the various equipment in contact with the geothermal brine
and to acquire a better understanding of how to ensure the sustainability of the plants. In
the case of ORC power plants, the main equipment in contact with the geothermal brine
are heat exchangers.

The majority of geothermal power plants, and especially those that run on the ORC
principle, operate at low or medium temperatures, below 200 ◦C. This is reflected in the
demonstration sites of the MEET H2020 project (Multidisciplinary and multi-context demon-
stration of Enhanced geothermal systems exploration and Exploitation Techniques and
potentials) to which this study is dedicated, such as Soultz-sous-Forêts, Grásteinn, Cazaux,
Chaunoy, and Krauma. Various corrosion and scaling studies have been conducted at
Soultz-sous-Forêts where the geothermal fluid is quite saline, corrosive, and tends to form
scales which accumulate naturally occurring radioactive materials [9–12]. Ledésert et al. [13]
studied the scaling formation at Soultz-sous-Forêts when the reinjection temperature of the
geothermal fluid was reduced from 70 ◦C to 40 ◦C. They concluded that the scaling formation
observed was not influenced by the alloy of the heat exchanger material.

In recent years, several material experiments have been conducted at supercritical
temperatures [14,15] where the conditions vary significantly from standard geothermal
plants. For geothermal power plants operating at a low or medium temperature a few
studies have been published [16–18] but no review paper is available. For a tailored
material selection, a common evaluation method is to expose material candidates in the
actual geothermal environment. It is recommended for material evaluation that the samples
be tested for as long as possible although commonly it is based on the convenience of the
plant operators [19]. Frequently, test durations range from a month and upwards. The
exposure time is short compared to the lifetime of the material but gives an indication of
the performance of the material in the actual environment. The most common method to
evaluate exposed materials for geothermal applications is with weight loss measurements
using standard ASTM G1-03, which estimates uniform corrosion. However, the materials
evaluated in this study are more prone to local corrosion.

Metal and metal alloys forming natural passivation layers are more often affected by
local corrosion than uniform corrosion. The passivation layer is locally broken, resulting
in the direct electrical contact of the metal with the fluid. The fluid can either be in
liquid or vapour form depending on the temperature and pressure. Geothermal fluids
usually contain ions which increase their conductivity which can accelerate corrosion [2].
Furthermore, Cl ions in connection with oxygen and water have been reported to assist
with the breakdown of the passivation layer of stainless steel resulting in corrosion [20].
For example, 316L stainless steel has been reported to have low performance in humid
and oxygen rich environments; however, it has been successfully used in oxygen free CO2
brines at temperatures as high as 150 ◦C [21].

The 316L and 304L are some of the most used and studied materials in the geothermal
industry and are widely used in heat exchangers [5]. Nickel alloys have shown promising
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results in the S rich environment and Ti and its alloys in an oxygen rich environment [5,22].
However, due to the lower hardness of pure Ti, its alloys are often preferred for the
geothermal environment [23,24]. Furthermore, from the oil and gas industry it is reported
that the main failure mechanism of Ni-based alloy is from hydrogen embrittlement [25].
It has been reported by Karlsdóttir et al. [14] that the most corrosive resistant material tested
for geothermal heat exchange application in superheated geothermal steam was Inconel
625 and Ti-alloy (Ti gr. 7). Furthermore, the group reported that 254SMO had a corrosion
rate of 0.001 mm/year measured according to ASTM G1-03 [14], which is in line with
results from the same group’s measuring in simulated superheated geothermal conditions’
corrosion rate of 0.001 mm/year [26]. Therefore, 254SMO has been recommended to
be used by the Icelandic geothermal industry [10]. However, due to its cost it is not as
commonly used in geothermal environments [27] as other cheaper materials such as 316L,
for example.

The pH of the fluid is an important factor for determining the lifetime of compo-
nents and 316L is, for example, not recommended to be used at a pH lower than 3.2 [28]
where superaustenitic steels, such as 254SMO, can be a good option [29]. For geothermal
applications, stainless steels and Ni-alloys are recommended to have a minimum of 3%
Mo [30]. However, high levels of Mo could result in more risk for inducing segregation, the
formation of hard and brittle phases within the material, which could initiate cracks and
voids during exposure [31]. The grain size of steel can be crucial as smaller grain size can
reduce interdenritic segregation as well as the chances of high temperature cracking [32].
Inclusions are common within stainless steels and have been reported to be found in
254SMO [31,32] and 316 [33]. The inclusions can be a preferential place for crack develop-
ment at the subsurface of the material [33]. Inclusions can create geometric discontinuities
where stress and strain can accumulate [34]. Moreover, for surfaces with a passive layer, an
inclusion might act as an initiation site for pitting [35].

To identify suitable materials for heat exchangers in low-temperature volcanic and
sedimentary ORC power plants, four metal samples were exposed in two different geother-
mal environments, namely at high salinity locations in Reykjanes, Iceland and Chaunoy,
France. The effects on the coupons were then examined macro- and microscopically. The
selected materials consisted of stainless steels 316L (EN 1.4404) and 254SMO (EN 1.4547),
nickel alloy Inconel 625 (EN 2.4856), and titanium grade 2 (EN 3.7035). All these materials
are reported to be used in the geothermal industry [29]. In general, failure during the plate
heat exchange operation accrues in the weakest points of the material. Additionally, the
materials studied here are more prone to local corrosion than uniform corrosion. Therefore,
the main interest of this study is to investigate the most affected areas of the exposed
materials and report on the observed local corrosion. The testing period was one and
four months, respectively, for Reykjanes and Chaunoy, while the expected lifetime of a
heat exchanger is around 20–30 years. All samples tested were affected by the exposure,
including 254SMO and Inconel 625. Further investigation is needed to determine the
development of the defects found after the exposure.

1.1. Geological Context
1.1.1. Reykjanes

Iceland began to form in Tertiary (16 Ma) [36] and is considered to be the product of
anomalously high volcanism related to the interaction of the divergent plate boundaries on
the Mid-Atlantic Ridge (MAR) and the Iceland mantle plume [37]. The MAR cuts across
Iceland in a roughly SW-NE trending direction and at the crest of it is where the most
vigorous magmatic activity occurs. Thus, numerous active volcanic systems can be found
along the ridge axis [38]. The Reykjanes Peninsula, in SW Iceland, is a continuation of the
median fault zone of the MAR and continues as Reykjanes Ridge offshore SW of Iceland.
The Peninsula is formed of hyaloclastite ridges and basaltic lavas [39]. The oldest lavas on
the surface are from the Late Pleistocene age while the youngest are from the Holocene [40].
Furthermore, the area is intensely fractured with normal faults and extension fractures,
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within a narrow belt, along with eruptive fissures lying perpendicular to those extensional
rifts [39,41]. There are four distinct volcanic systems on the Reykjanes Peninsula, from
west to east: Reykjanes, Krísuvík, Brennisteinsfjöll, and Hengill fissure swarms [42,43], see
Figure 1.

Figure 1. Geological map showing the location of the Reykjanes Peninsula and the fissure swarms in
the area (image courtesy of Iceland GeoSurvey (ÍSOR)).

The Reykjanes fissure swarm, which the Reykjanes geothermal field is a part of, is at
least 45 km in length, where 30 km are on land [44]. The Reykjanes geothermal field is at the
SW tip of the Peninsula and is one of the smallest geothermal areas in Iceland. It is about
1–1.5 km2, based on the geothermal features displayed on the surface [39]. The heat source
of the Reykjanes geothermal field is thought to be dykes, thin sills, and/or a sheeted dyke
complex. At a 5.5–6 km depth, a brittle-ductile transition marks the bottom of potential
permeability, hence, the base of the hydrothermal system [45]. The chemical composition
of the high-temperature hydrothermal fluid derives from the interaction of seawater with
basaltic rocks made up mostly by hyaloclastite, volcanic breccias, and tuffaceous units to
a depth of 1000 m [46]. Observations from the 2054 m deep well, RN-10, shows that at
increased depths the stratigraphy consists predominantly of pillow basalts and formations
exhibit relatively high porosity and low permeability with aquifers that are related to
fractures along sub-vertical dyke intrusions [47]. The chemical composition of the liquid
phase of the geothermal brine in well RN-29 at Reykjanes geothermal powerplant was
measured by Iceland GeoSurvey (ÍSOR) in 2014 [48] and is shown in Table 1.

1.1.2. Chaunoy

The Keuper Triassic sediments were deposited during an extensional phase that in-
duced the subsidence of the Paris basin [49]. The sediments were deposited in a continental
environment, ranging from alluvial (west of the basin) to evaporitic (east of the basin) [50].
The maximum subsidence occurred east of Chaunoy while, to the west, the basin over-
lapped gently with the armorican variscan massif [51]. The Chaunoy reservoir is part of the
Chaunoy sandstone, a Carnian-Norian lithostratigraphic formation due to a second-order
Scythian-Carnian cycle of tectonic origin [52,53]. It lies conformably on reddish dolomitic
shales deposited in a coastal plain [51]. The Chaunoy oil field (Figure 2A), located 50 km
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south-east of Paris, is the largest oil field of the Paris basin [54]. It is a broad north-south
anticline structure 15 km long and 5 km wide, with a faulted eastern flank [51,55]. The
average thickness of the reservoir is approximately 66 m [51,55]. It developed in the distal
part of alluvial deposits. Small ribbon channel deposits are interbedded with a flood
plain and lacustrine deposits. The channel amalgamation occurred during periods of low
accommodation, producing highly heterogeneous sand sheets [51]. During higher accom-
modation periods, channels became progressively isolated within flood plain mudstones.
Finally, lacustrine mudstones were deposited, creating a vertical permeability barrier. Then,
the decrease in accommodation induced a strong pedogenetic alteration responsible for
dolocrete and groundwater dolomite. The amalgamation rate varied with cyclic lake-level
variations, which directly controlled the reservoir geometry [51]. Due to this history, the
reservoir is strongly heterogeneous. An upper siliciclastic/dolomitic member can be di-
vided into two units with porous conglomeratic channels interfingered with cemented
lagoonal dolomites. A lower siliciclastic member shows four heterogeneous sand sheets
(7 m thick), which have been correlated across the field. Each of them is made up of stacked
single channel sequences. The sand sheets are separated by extensive lacustrine and flood
plain mudstone layers acting as permeability barriers. Bourquin et al. [56] presented a
high-resolution sequence stratigraphy of the Chaunoy reservoir. The maximum net oil
pay is 25 m with a 11 m average [51], in which the thickness of each reservoir unit ranges
from 1 m to 5 m. In this field, the well spacing, 600 m in average, is larger than the channel
width [51,54] which does not allow for a complete understanding either of the structure
or of fluid flows as well-to-well correlations are hypothetical. The Liassic shales located
directly above the Triassic reservoir constitute the oil source rock [51].

Table 1. Chemical composition of the liquid phase of well RN-29 at Reykjanes geothermal powerplant.

Analysis Year: 2014

Chemical Value Unit

CO2 45.5 mg/kg
H2S 1.44 mg/kg
NH3 2.06 mg/kg

B 13.1 mg/kg
SiO2 1088 mg/kg
Na 14630 mg/kg
K 2520 mg/kg

Mg 2.86 mg/kg
Ca 1950 mg/kg
F 0.27 mg/kg
Cl 28600 mg/kg

SO4 16.3 mg/kg
Al 0.022 mg/kg
Fe 3.82 mg/kg

Acidity 5.15 pH

The timing of the in-situ material exposure performed at Chaunoy oil field coincided
with an ORC powerplant demonstration performed within the framework of the MEET
project. Exhaust water coming out of the CNY40 oil well (Figure 2B) was connected to
the inlet of an ORC powerplant. The samples tested in this work at Chaunoy were placed
within the exhaust water flowline (Figure 2C) connected to the inlet of the small-scale ORC
unit (Figure 2D). The cooled water coming out of the ORC was reinjected with the whole
exhaust flow. The oil field showed a high water cut with approximately 96 L of water for
every 1 L of oil produced (Vermilion, personal communication).

463



Geosciences 2021, 11, 498

Figure 2. The small-scale mobile Organic Rankine Cycle (ORC) unit installed at Chaunoy oil field. (A): one of the oil
wellheads, (B): head of the CNY40 well from which the oil and hot water are extracted, (C): the connection of the hot water
pipe to the ORC unit, (D): the mobile ORC unit connected to the water pipe. The samples tested at Chaunoy in this work
were placed within the inlet of the ORC unit during a 4-month demonstration.

2. Materials and Methods

The corrosion experiments were based on the Standard Guide for Conducting Corro-
sion Tests in Field Applications, ASTM-G4-1 [4]. The corrosion experiments were conducted
by exposing the four potential heat exchanger materials in the form of metal coupons at
the two locations: Reykjanes and Chaunoy. The coupons were placed on a sample holder,
with ceramic isolation rings to avoid the electrical contact between the holder and the
coupon samples. The sample holder was placed in a pressure vessel for Reykjanes and in a
flow-line pipe for Chaunoy. The 254SMO was bought from Outokumpu, Inconel 625 was
bought from ThyssenKrupp, 316L was bought from Outokumpu and Stálnaust, and Ti gr. 2
was acquired from The Welding Institute (TWI). The dimensions of the coupons were in
all cases 50 × 25 × 3 mm except for Ti gr. 2 which was 4 mm in thickness. The elemental
compositions of the materials tested are shown in Table 2.

2.1. Reykjanes

The coupon samples were exposed inside a pressure vessel at Reykjanes, seen in
Figure 3, for 30 days. The temperature and pressure were 200 ◦C and 18 bar, respectively.
The fluid in the pressure vessel was saturated with geothermal steam which had already
passed through a separator. The gas concentrations of the steam present in the pressure
vessel, which is the same steam as is fed to the turbines of the Reykjanes power plant, can
be seen in Table 3.
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Table 2. Elemental composition of the materials tested in this work.

Material

Element (% wt.) 316L Inconel 625 254SMO Ti gr. 2

C 0.02 - - 0.08
Si 0.5 0.2 0.4 -

Mn 1.0 0.1 0.7 -
Fe Balance 4.5 Balance 0.3
Ni 10.1 Balance 17.8 -
Mo 2.0 6.7 6.1 -
Cr 17.1 21.4 19.8 -
Cu - - 0.3 -
N 0.04 - 0.3 0.03
Ti - 0.2 - Balance

Nb - 3.4 - -
H - - - 0.015
O - - - 0.025

Figure 3. The coupons being removed from the pressure vessel at Reykjanes power plant where they
were exposed.

Table 3. Gas concentrations in the pressure vessel at Reykjanes power plant [57].

Chemical Value Unit

CO2 6600 mg/kg
H2S 220 mg/kg
H2 1.9 mg/kg
N2 66 mg/kg

CH4 0.9 mg/kg

2.2. Chaunoy

The Chaunoy oil field is in the Paris basin, in northern France, where the salinity is
around 6.5 wt.%. The fluid from the tested oil well is mostly hot geothermal water, with a
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small amount of oil. The test was conducted by placing the coupons on a sample holder
rack, which was placed inside a flowline at the inlet of an ORC power production unit. The
sample rack before and after testing can be seen in Figure 4.

Figure 4. (A): The samples on a rack which was inserted into an oil flowline at Chaunoy. (B): The rack and samples after
testing had been conducted. It is interesting to note that two carbon steel coupons, which are not investigated in this work,
had corroded severely, and fallen off of the threaded rod during exposure as marked with red arrows.

The Chaunoy exposure was conducted in well CNY40 for four months. The tempera-
ture at the wellhead was measured at 94 ◦C, the oil ratio of the fluid was 1.85%, and the
flow rate was 6.25 l/s. The pressure was on average 9.5 bar. A chemical analysis of the
fluid can be seen in Table 4.

Table 4. Chemical analysis of the fluid in well CNY40.

Analysis Year: 2009

Chemical Value Unit

Ba 2.82 mg/L
Ca 3986 mg/L
Fe 1.6 mg/L
Mg 572.7 mg/L
Mn 0.29 mg/L
Na 22910 mg/L
Sr 297.8 mg/L
K 572.8 mg/L

Cl− 41967 mg/L
S 399 mg/L

HCO3
− 1696.1 mg/L

Acidity 7.15 pH

466



Geosciences 2021, 11, 498

2.3. Material Assessment

The samples were analysed both topographically and cross-sectionally using an optical
microscope, AXIO from Zeiss, and a Scanning Electron Microscope (SEM), Supra 25.
A chemical analysis was conducted using an Energy-Dispersive X-ray spectroscopy (EDX)
detector, Oxford Instrument X-max. For simplicity, the analysis was only given for elements
over 0.5 wt.%.

The samples were dismounted from the racks and photocopied with Canon MG5450
before assessment. The Backscatter Electron (BSE) detector of the SEM was used for the
topography imaging and a secondary detector was used for cross-section imaging. The
cross-sections were prepared by cutting the samples with a diamond cutter and baking
in conductive phenolic epoxy for 3.5 min at 150 ◦C. The samples were polished in steps
until reaching 1 µm roughness. The macro and micro-structure images were taken at the
most affected areas with a good distance from the edges to avoid artifacts from surface
preparation. For the EDX analysis, the cross-section might contain C and O contamination
from sample preparation and handling as well as from the vacuum chamber of the SEM.

3. Results and Discussion
3.1. Material Evaluation

Visual appearance is the first indicator of material performance after exposure and
the photocopied samples can be seen in Figure 5. Where the coupons were fastened to the
rack, marked with a red circle, there was an area which was masked, sometimes partially,
from the geothermal environment. Utilising masked areas as a reference in corrosion
exposure has been reported [58]. The difference in surface appearance between the exposed
areas compared to the masked areas was evident for 316L, 254SMO, and Ti gr. 2 tested at
Reykjanes. It is important to note, due to the testing set-up, that only the area, marked with
a blue box, of Ti gr. 2 was exposed. Inconel 625 did not show visible discoloration after
being exposed at Reykjanes. The discoloration formed at the surface of the 316L, 254SMO,
and Ti samples tested at Reykjanes was well adhering. The samples exposed at Chaunoy
had an indication of fluid deposits where layers had loosely formed on the surfaces of the
samples with low adherence.

Figure 5. Coupons after exposure, the sample size is 25 mm in the vertical direction. The red circles
indicate the covered areas, unexposed, due to ceramic shielding of the fastener. The blue square on
the Ti gr. 2 sample exposed in Reykjanes marks the main affected area of the sample. The samples
exposed in Reykjanes showed discoloration on all samples except the Inconel 625. The samples
exposed in Chaunoy showed an indication of deposits from the fluid for all samples.

The macroscopic topography evaluation of the tested samples gave an indication
of the general surface texture of the samples which can be seen in Figure 6, where high
roughness is evident for 254SMO and Inconel 625. There was a surface texture difference
within 316L exposed at different locations which might partly be due to a different provider.
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Figure 6. Optical topography images where the above line has the samples tested in Reykjanes and
below are the samples tested in Chaunoy.

Topography images taken with the BSE detector are shown in Figure 7, where the
316L had microscopic defects at the surface both when tested in Reykjanes and Chaunoy.
Inconel 625 and 254SMO had high surface roughness. Furthermore, there was a pit present
at the surface of 254SMO exposed at Reykjanes. The topography microstructure indicated
erosion in the Ti gr. 2 both tested at Reykjanes and Chaunoy where valleys are present.
Furthermore, there were Fe-S rich deposits at the surface. Similar deposits have been
reported for Ti in supercritical geothermal environments [59]. The microstructure analyses
of the surfaces demonstrated point defects on 316L, micro-roughness on Inconel 625, defect
on 254SMO, and Ti gr. 2 showed an indication of erosion.

Figure 7. Topography images taken with Backscatter Electron (BSE) detector of the surfaces of the
exposed coupons.

Similar to the topography images, seen in Figure 7, the microscopic cross-sectional
images, seen in Figure 8, contained micro roughness for 254SMO and Inconel 625. The 316L
tested at Chaunoy had a smooth surface with a defect of around 5 µm into the subsurface
containing corrosion deposits. The Reykjanes-exposed 316L sample had unhomogenized
corrosion layers covering the surface. The 254SMO had subsurface cracks after exposure
in Reykjanes and Chaunoy while Inconel 625 had subsurface cracks only for samples
tested in Chaunoy. Both 254SMO and Inconel 625 contained high amounts of Ni and Mo.
Furthermore, there was the presence of inclusions within both materials contributing to
weak areas.
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Figure 8. Scanning Electron Microscope (SEM) cross-section images taken of the most affected areas detected after exposure
in both locations. The arrows indicate areas of interest: corrosion layer for 316L (Reykjanes), subsurface cracks for Inconel
625 (Chaunoy) and 254SMO (Chaunoy and Reykjanes), and abrasion of Ti gr. 2 surfaces (Chaunoy and Reykjanes).

3.2. Material Characterisation

The results from the microstructural analysis are detailed in the section below. The chem-
ical composition of the bulk material for reference is included in the material characterisation.

3.2.1. Austenitic Stainless Steel—316L

The 316L is one of the most commonly used materials in the geothermal environ-
ment [29]. Figure 9 shows the cross-section of 316L where two corrosion layers are present
along the profile. The estimated pH level of the environment was 5 at Reykjanes, which is
an unstable state for Cr. The inner corrosion layer marked 1, 2, and 5 in Figure 9 consisted
of high Cr/Fe and Mo/Fe ratios of 0.51–0.76 and 0.05–0.07 respectively. The measured
reference ratio of Cr/Fe and Mo/Fe for bulk material was 0.26 and 0.03, respectively. The
outer corrosion layer marked 3, and 4 consisted mostly of Fe and O products. The elemental
analysis of the locations in the figure is detailed in Table 5. This finding is in line with 316L
tested in an H2S environment where the inner layer is Cr and Mo rich and the outer layer
has Fe segregation measured at pH 4 [60].

Unlike after exposure in Reykjanes, the 316L after exposure in Chaunoy, which had
a pH level of 7, did not show the same corrosion layer formation. However, there were
local defects scattered over the surface as seen in the topography image in Figure 10A.
Furthermore, defects were seen in the cross-section images, Figure 10B. The elemental
analysis of locations shown in Figure 10A is detailed in Table 6. There were traces of S
and Si from the exposure found within corrosion deposits at the defects. The deposits
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mainly consisted of Fe, O, and Cr. Traces of Al were found, which can be a typical inclusion
material in stainless steels [61].

Figure 9. Elemental analysis and mapping of 316L after being exposed in the pressure vessel at Reykjanes at 200 ◦C,
showing locations where Energy-Dispersive X-ray spectroscopy (EDX) elemental analysis was performed. There are two
semi-homogenous layers over all the cross-sections analysed. The layer in locations 1, 2 and 5 is an inner corrosion layer
while the top layer, locations 3 and 4, is an outer corrosion layer mostly composed of Fe and O. The colour map shows the
relative composition of Cr, S, Fe, O and C in the material.

Table 5. EDX elemental analysis of locations shown in Figure 9. For comparison, an analysis of the
bulk material after Reykjanes exposure is included.

Location

Element (wt. %) 1 2 3 4 5 Bulk

C 20.5 8.8 27.2 27.6 6.8 5.0
O 22.6 19.0 26.6 23.9 19.5 -
Si 0.7 0.7 0.5 0.3 0.8 0.60
S 2.3 3.5 0.6 2.1 3.9 -

Cr 18.2 18.7 1.4 3.2 20.9 16.8
Fe 23.8 37.0 43.2 38.5 34.8 65.8
Ni 6.1 8.2 - 2.6 8.3 9.6
Mo 1.7 1.8 - 0.9 2.2 2.1
Ba 2.5 2.2 - 0.4 2.5 -

Figure 10. EDX elemental analysis of 316L after exposure in Chaunoy. (A): Cross-sectional elemental mapping of a surface
defect, where locations marked for EDX elemental analysis are shown. Location 3 is inside the small surface defect, while
locations 1, 2 and 4 are corrosion deposits around the defect. The colour map shows the relative elemental composition of
Ni, Cr, Fe, O and C in the image. (B): Topography image of the surface defect by SEM.
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Table 6. EDX elemental analysis of locations shown in Figure 10A.

Location

Element (wt. %) 1 2 3 4 Bulk

C 69.2 39.5 6.0 49.8 4.7
O 11.1 13.0 - 16.8 -
Al 0.7 1.0 - 0.9 -
Si 1.1 1.7 - 1.3 0.4
S 0.8 2.0 - 1.9 -

Ca 1.6 0.8 0.2 0.8 -
Cr 2.9 7.3 16.2 5.7 16.8
Fe 10.4 29.6 65.6 18.7 66.7
Ni 1.4 3.9 9.7 3.3 9.9
Mo - - 1.5 - 1.6

3.2.2. Nickel Alloy—Inconel 625

Inconel 625 is a Ni-alloy used within the geothermal sector and is recommended for
sulphur rich environments [62]. Figure 11 shows locations of the chemical and microstruc-
tural analysis of Inconel 625 after exposure in Reykjanes. Table 7 details the chemical
analysis of the locations analysed in the figure. A horizontal crack was detected within the
material after exposure. The crack contained O and a high ratio of Cr/Ni was measured
at 1.4–1.8 while the base material had a ratio of 0.3. Furthermore, the Mo/Ni ratio was
slightly higher in the crack. The results indicate that when the crack is formed, Cr and Mo
will diffuse into the crack and together with oxygen seal it. A trace of S was also found
within the crack. The surface seemed to be unaffected by the exposure which is reflected in
Figure 5 where the exposed sample contains a similar appearance to the masked area.

Figure 11. Elemental mapping and EDX analysis of Inconel 625 exposed in Reykjanes, which showed crack propagation
that might have initiated from inclusions as a high amount of Nb is present in location 1. Nb carbides are commonly found
inclusions within Inconel 625 [63]. The measured area within the crack shows traces of S in locations 1 and 2. The colour
map shows the relative composition of Mo, Cr, Ni, S and C in the material.

The Inconel 625 exposed in Chaunoy contained subsurface cracks parallel to the
surface which crossed the inclusions as seen in Figure 12. Due to geometric discontinuity,
the inclusions often act as weak points in materials [34] and can be prone to cracking and
crack propagation.
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Table 7. EDX elemental analysis of locations shown in Figure 11. For comparison, an analysis of the
bulk material after exposure at Reykjanes is included.

Location

Element (wt. %) 1 2 3 4 Bulk

C 9.1 7.0 12.8 8.7 8.6
F - - 4.0 3.3 -
O 20.7 15.2 - - -
S 2.3 4.4 - - -

Cr 36.6 38.0 16.4 16.1 16.4
Fe 2.3 2.2 3.7 3.9 4.1
Ni 20.1 26.6 53.3 58.6 61.3
Nb 5.6 2.5 2.5 2.2 -
Mo 2.4 3.2 6.9 6.9 7.1

Figure 12. SEM cross-sectional image of the Inconel 625 after exposure in Chaunoy where inclusions are seen within crack
propagation, marked with arrows.

Microstructural analysis of another crack propagation within the Chaunoy-exposed
Inconel 625 can be seen in Figure 13. The Cr/Ni and Mo/Ni ratios were 0.26–0.3 and
0.1–0.12, respectively, in bulk material and within cracks where the inclusions were present
as seen in Table 8. Similar ratio was found within the bulk material of the Reykjanes-
exposed samples. The pH level of the environment was 7 which indicates a passive state of
Cr and Mo, resulting in poor mobility for the elements to diffuse into the crack and seal it.

Figure 13. Microstructural analysis of Chaunoy-exposed Inconel 625 taken with SEM, where inclusions are seen within
crack propagation in location 1. The colour map shows the relative composition of Mo, Fe, Cr, Ni and C in the material.
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Table 8. EDX elemental analysis of locations shown in Figure 13. For comparison, an analysis of the
bulk material after exposure at Chaunoy is included.

Location

Element (wt. %) 1 2 3 Bulk

C 13.4 28.8 8.6 7.5
O 3.9 2.6 0.8 -
Cr 14.6 12.4 16.3 18.2
Fe 3.8 3.0 4.1 4.0
Ni 55.8 46.0 60.1 60.5
Nb 1.5 1.3 2.1 2.2
Mo 5.6 4.7 7.0 7.4

The crack propagation from the weak inclusion areas could be due to the brittleness of
the alloy when exposed to rapid temperature changes. From Figure 5, and the microscopic
analysis, there is little to no evidence of corrosion taking place at the surface.

3.2.3. Super Austenitic Stainless Steel 254SMO

The 254SMO is a super austenitic stainless steel, which contains high amounts of
alloying elements Cr, Ni, and Mo. Furthermore, 254SMO has shown good performance in
acidic [33] and sea water environments [21]. The cross-section of 254SMO and topography
after exposure in Reykjanes can be seen in Figure 14. The topography image shows
the typical surface texture found over the surface of the sample after being exposed at
Reykjanes. Furthermore, contamination was present at the surface. The cross-section shows
voids at the subsurface in close proximity to grooves at the external surface. These voids
contained O and S as can be seen from Table 9.

Figure 14. The 254SMO after exposure in Reykjanes taken with BSE detector (A): Cross-sectional SEM of the surface of the
sample showing locations elementally analysed. (B): Topography SEM image of the 254SMO after exposure at Reykjanes.

A pit was found on the surface of the material after testing in Reykjanes as seen in
Figure 15A. Due to the naturally formed passivation layer on the 254SMO surface, pits grow
under the surface layer [64]. The cross-section, in Figure 15B, shows a crack propagation
at the subsurface which led to the breaking of the material causing direct exposure of the
metal which could result in pit formation as seen in Figure 15A.
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Table 9. EDX elemental analysis of locations shown in Figure 14. For comparison, an analysis of the
bulk material after exposure at Reykjanes is included.

Location

Element (wt. %) 1 2 3 4 5 Bulk

C 13.3 49.1 36.9 32.1 46.0 6.1
O 5.7 - 4.4 3.5 10.1 -
Al - 3.6 - - - -
S 1.1 0.8 0.6 - 0.9 -

Ca 4.6 0.6 3.3 2.5 0.7 -
Cr 18.1 9.0 12.7 13.5 7.9 19.5
Fe 44.5 28.8 31.6 35.1 23.6 50.4
Ni 12.0 7.5 8.5 9.8 7.5 17.0
Cu - 0.6 - - - 0.8
Mo - - 1.5 2.3 1.4 5.6

Figure 15. 254SMO microstructural analysis using secondary detector (SEM) from Reykjanes exposed sample (A): Pit found
at the surfaces of the 254SMO. (B): Cross-section where a sub-crack is present. The area marked in blue is further analysed
in Figure 16.

Figure 16. Elemental mapping of within the subsurface crack propagation of 254SMO after Reykjanes
exposure, showing the locations of EDX elemental analysis inside the crack. The colour map details
the relative elemental composition of S, Ni, Cr, Fe and C in the material.

Higher magnification of the crack in the area marked with blue in Figure 15B, is shown
in Figure 16 and an elemental analysis of locations in the crack is presented in Table 10.
Within the crack was a high ratio of Cr/Fe, or 0.6–0.8, compared with the bulk material and
voids at the subsurface with around 0.4 Cr/Fe ratio. Like Inconel 625, the Cr could have
diffused from the bulk material forming the thin layer where the pH level was 5. There
was a high wt.% ratio of O/Fe within the crack of 0.4–0.6. The Cr rich layer in the crack
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seemed to be brittle, and part of the material was breaking off at places. The 254SMO might
contain weak areas due to inclusion and increased brittle areas due to high wt.% of Mo [31].
The practical environment could promote crack propagation from weak areas resulting in
material thinning.

Table 10. EDX elemental analysis of locations shown in Figure 16. For comparison, an analysis of the
bulk material after exposure at Reykjanes is included.

Location

Element (wt. %) 1 2 3 Bulk

C 13.0 10.0 12.1 6.2
O 17.5 14.1 15.1 -
Al 0.9 1.1 1.2 -
S 0.9 1.1 1.2 -

Cr 23.4 21.4 22.5 19.5
Mn 2.7 3.1 2.6 -
Fe 29.8 35.2 33.6 50.4
Ni 8.5 10.7 8.3 17.0
Cu - - 0.6 0.8
Mo 3.0 4.1 3.2 5.6

The sample exposed in Chaunoy, seen in Figure 17, had a crack forming parallel to
the surface of 254SMO. Between the detachment layer and the 254SMO there were both
inclusion elements such as Al and Si as well as elements from the fluid such as Cl, Ca, Na,
and S as seen in Table 11.

Figure 17. Element mapping and analysis of 254SMO after being exposed in Chaunoy. Within the
crack there is visible inclusion of Al and Si, number 5. Furthermore, there is corrosion deposit in
locations number 1, 2, and 3, containing S and elements from the base material, Cr, Fe, and Ni. The
colour map shows the relative chemical composition of Cr, Ca, Fe, Si and C in the material.

3.2.4. Titanium Grade 2

Ti gr. 2 is commercially pure, and is often preferred where high specific strength is
needed [65]. The Ti gr. 2 naturally forms a TiO2 passivation layer of a few nm which
protects the bulk material. However, due to the low thickness of the TiO2 passivation layer
it can easily erode during exposure from the high velocity fluid which can contain abrasive
particles. Figure 18 shows the sample after exposure where the affected area is evident.
There were parallel subsurface cracks where the metal was adhering in a few contact points.
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The EDX revealed Cu deposits, which can be found at Reykjanes [66]. The cross-section
clearly supports the observation of the topography, from Figure 7, where erosion has taken
place at the surface as can be seen in Figure 18. The EDX analysis performed in between
the loosely adhering Ti contained high wt.% of O and C, presented in Table 12. Due to
the position of the point evaluation, it cannot be excluded that phenolic epoxy, the sample
mounting material, contributed to the signal from C and O. The Ti gr. 2 has been reported
to be successfully used in an oxygen rich environment [67–69]. However, in geothermal
environments, where free O is limited, a Ti alloy might be better suitable.

Table 11. EDX elemental analysis of locations shown in Figure 17. For comparison, an analysis of the
bulk material after exposure at Chaunoy is included.

Location

Element (wt. %) 1 2 3 4 5 6 Bulk

C 54.0 35.3 59.0 81.6 29.6 35.9 6.8
O 10.1 15.5 5.7 3.0 28.2 3.9 -

Na 2.5 1.6 0.8 3.2 5.0 3.7 -
Al 0.3 1.6 0.1 - 3.8 0.2 -
Si 0.6 3.5 0.2 0.1 10.5 0.5 0.5
P 0.5 0.2 0.6 - - 0.1 -
S 6.6 7.8 6.3 0.4 1.5 0.8 -
Cl 2.7 0.5 0.7 2.5 1.4 3.1 -
Ca 1.9 1.1 1.8 0.3 1.0 0.6 -
Cr 2.2 3.0 2.8 2.0 4.2 10.3 19.4
Fe 15.9 25.0 18.4 5.5 12.4 29.1 50.1
Ni 1.5 2.6 2.3 1.2 2.3 9.1 16.7
Cu 0.2 - - - - - 0.7
Mo - 0.9 - - - 2.2 5.8
Ti - - 0.7 - - - -

Figure 18. Ti gr. 2 after exposure in Reykjanes where around 10 µm of material is loosely attached to the base material. Four
locations analysed with EDX are shown. Locations 1,3 and 4 show high amounts of Cu deposits while location 2 is nearly
pure Ti. The profile shows an indication of erosion. The colour map shows the relative composition of Cu, Ti, Si, O and C in
the material.

The Ti gr. 2 tested in Chaunoy, seen in Figure 6, showed an indication of erosion at the
surface which is further supported with topography images. Figure 19 shows the affected
area where Ti was eroding and a 10 µm metal part was loosely adhering to the surface
along with S-Fe rich corrosion products. Table 13 details the elemental analysis of locations
shown in the figure.
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Table 12. EDX elemental analysis of locations shown in Figure 18. For comparison, an analysis of the
bulk material after exposure at Reykjanes is included.

Location

Element (wt. %) 1 2 3 4 Bulk

C 49.1 4.0 45.6 39.3 2.5
O 21.4 - 19.8 15.3 2.5
Ca 0.3 - 1.0 0.7 -
Ti 5.1 95.0 7.0 24.7 94.9
Fe 1.2 0.2 0.7 0.9 0.1
Cu 21.2 0.3 24.8 18.5 -

Figure 19. Ti gr. 2 after exposure at Chaunoy where there is visible detachment of Ti subsurface.
The detached material is seen in location number 1. Furthermore, locations 2 and 4 contain Ti with
high amounts of Fe and S. The colour map shows the relative composition of Fe, Ti, Ca, S and C in
the material.

Table 13. EDX elemental analysis of locations shown in Figure 19. For comparison, an analysis of the
bulk material after exposure at Chaunoy is included.

Location

Element (wt. %) 1 2 3 4 Bulk

C 4.3 21.3 28.4 38.2 2.2
O 6.8 11.6 10.5 8.3 3.9
Si - 0.7 0.5 0.3 0.1
S 0.2 11.4 1.5 16.3 -

Ca 0.4 1.2 0.9 1.7 0.1
Ti 87.9 34.7 52.6 5.9 93.6
Cr - - 4.6 0.5 -
Fe 0.4 18.7 - 28.5 -

4. Conclusions

The most accurate method for evaluating the material performance for a geothermal
application is with direct exposure of the material in the geothermal environment. Such
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experiments give an important indication of the viability of engineering materials in the
particular geothermal setting in order to ensure the sustainability of geothermal projects.
The material exposure is dependent on fluid parameters such as the ratio between steam
and liquid form, corrosive ions and gases, temperature, and pressure. Furthermore, the
abrasiveness of particles found within the fluid coming from the underground or high
fluid velocity can also affect the material.

While the two geothermal locations differ widely in geological setting, they have some
similarities when it comes to geochemistry. Both geothermal fluids, at the wellhead, have
high salinity and calcium content. However, the fluid in Reykjanes is quite a bit more
acidic when compared to the Chaunoy fluid, and while Reykjanes holds a high amount
of SiO2, the fluid at Chaunoy is a mixture of geothermal brine and oil. The experiment at
Reykjanes, a volcanic geothermal area, exposed the samples to a separated vapour state
200 ◦C and 18 bar geothermal fluid, resulting in a visually homogeneous appearance after
exposure. The Chaunoy experiment, performed in a sedimentary basin, on the other hand,
exposed the materials to a 94 ◦C and 9.5 bar liquid state geothermal fluid.

The duration of the exposure was 1 and 4 months for Reykjanes and Chaunoy, re-
spectively. The Reykjanes geothermal exposure conditions are substantially more severe,
resulting in similar or more affected samples compared to Chaunoy.

The microstructure analysis of 316L at Reykjanes showed the formation of two inho-
mogeneous layers where the inner layer is Cr and Mo rich, and the outer layer contains
Fe segregation. The 316L tested in Chaunoy showed local corrosion of around 4 µm in
diameter and 2.5 µm in depth. The 254SMO tested in both locations showed subsurface
elongated cracks of approximately 100 µm and longer.

The cracks in the 254SMO tested at Reykjanes showed a Cr rich layer forming within
them as well as areas where material is breaking off. Corrosion was not observed on
the surface of the Inconel 625 after Reykjanes testing. After both exposures, the material
showed subsurface cracking. The Ti gr. 2 samples tested both in Reykjanes and Chaunoy
showed an indication of erosion. The results are both supported by topography and
cross-section images.

Even though all tested materials showed defects after exposures at both locations, no
defect was observed to reach deeper than 50 µm into the coupon samples. Further testing
is required to accurately predict the long-term sustainability of the tested materials for
usage in heat exchanger plates at the tested locations and to investigate how the different
defects evolve over time.
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Abstract: The huge energy potential of Enhanced Geothermal Systems (EGS) makes them perspective
sources of non-intermittent renewable energy for the future. This paper focuses on potential scenarios
of EGS development in a locally and in regard to geothermal exploration, poorly known geolog-
ical setting—the Variscan fold-and-thrust belt —for district heating and cooling of the Göttingen
University campus. On average, the considered single EGS doublet might cover about 20% of the
heat demand and 6% of the cooling demand of the campus. The levelized cost of heat (LCOH), net
present value (NPV) and CO2 abatement cost were evaluated with the help of a spreadsheet-based
model. As a result, the majority of scenarios of the reference case are currently not profitable. Based
on the analysis, EGS heat output should be at least 11 MWth (with the brine flow rate being 40 l/s
and wellhead temperature being 140 ◦C) for a potentially profitable project. These parameters can be
a target for subsurface investigation, reservoir modeling and hydraulic stimulation at a later stage.
However, sensitivity analysis presented some conditions that yield better results. Among the most
influential parameters on the outcome are subsidies for research wells, proximity to the campus,
temperature drawdown and drilling costs. If realized, the EGS project in Göttingen might save up to
18,100 t CO2 (34%) annually.

Keywords: deep geothermal energy; EGS; Variscan fold-and-thrust belt; district heating and cooling;
economic indicators; CO2 abatement cost; sensitivity analysis

1. Introduction

According to the report by the German Federal Ministry for Economic Affairs and
Energy (BMWi) [1], the share of geothermal energy in renewable-based electricity gen-
eration in Germany in 2019 was just 0.1%. The analogous value for heat generation is
8.9%. While 8.2% are related to shallow geothermal energy, which is usually used for
local, decentralized low temperature applications in urban areas [2], deep geothermal
energy accounts for only 0.7%. At the same time, deep geothermal energy is potentially an
enormous source of renewable energy of a non-intermittent nature that has low land and
water requirements and significant CO2 sequestration potential [3,4]. Other positive and
negative sustainability issues of geothermal energy are reviewed in Ref. [5].

An Enhanced (or engineered) Geothermal System (EGS), which is also referred to as
Hot Dry Rock (HDR) in some works, is a technology implying artificial enhancements of
rock permeabilities, e.g., by the creation of new fractures in rocks or by opening and/or
widening preexisting ones to extract geothermal energy from depths of 3–5 km where
sufficient natural permeability is low or absent [6]. In paper [7], the authors developed a
subsurface model for evaluating maximum electric output from an EGS in dependence on
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brine flow rate and the distance between the wells. The authors estimated that 13,450 EGS
plants can be built in crystalline areas in Germany providing 474 GWel (4155 TWhel). At
the same time, the technical potential of EGS in Europe was assessed at 6560 GWel [8],
which is a significant amount of renewable energy. However, the risks and uncertainties
of developing EGS are still high. This is why various research groups currently focus on
the development and exploitation of EGS and overcoming related geological, technical,
economic, ecological and social issues and risks [9–14].

As of now, the technology is not mature enough, and there are just a few successful
R&D or commercial EGS projects, e.g., [15,16]. Most of them have been realized in igneous
and sedimentary rocks and have reservoir temperatures less than 165 ◦C and flow rates
less than 40 l/s [17]. However, there are some exceptions, e.g., the geothermal heat plant in
Rittershoffen producing more than 70 l/s of brine with temperature of 170 ◦C [18].

Many research works related to EGS focus on electricity generation or combined
generation of heat and power via Organic Rankine Cycle (ORC) or Kalina cycle [19–21].
In [22], multiple-criteria decision making (MCDM) for EGS and a decision-making tool
were presented, and the authors used the tool to calculate the levelized cost of electricity
(LCOE) and perform a sensitivity analysis. Levelized costs of electricity generated from EGS
were acquired and analyzed in other works as well [23–26]. The values of LCOE for solar-
geothermal plants in Northern Chile were estimated in Ref. [27]. In the work [28], Monte
Carlo simulations were used to assess the LCOE of a double-flash geothermal plant, and
the values were compared with gas prices. The investments in the plant are more attractive
if natural gas prices are higher. Two software packages, EURONAT and GEOPHIRES, were
used in Ref. [29] for economic studies, and the authors concluded that EGS facilities are not
likely to be competitive with either renewable on non-renewable energy sources by 2030.
Nevertheless, the latest studies and reports by different organizations [30–33] have shown
that the LCOE of renewables, including geothermal energy, is already competitive or even
lower than the LCOE of fossil fuel-based alternatives. The findings of work [34] show that
4600 GWel of EGS with an LCOE less than 50 €/MWhel can be installed worldwide by 2050.

While renewable energy sources met 42.1% of Germany’s gross electricity consump-
tion in 2019, the share of renewables in the final energy consumption in the heating/cooling
sector was just 14.7%. In addition, final energy consumption was 576 TWhel and 1218 TWhth,
respectively [1]. It can be observed that Germany’s energy transition (Energiewende) fo-
cuses much more on the electricity sector than on the heating and cooling one. Additionally,
electricity (e.g., from distant wind farms) can be transmitted on long distances easier than
heat. This is why this work considers EGS as a locally available energy source to cover the
base load for heat and cold supply rather than for electricity supply. The latter can be met
by various other renewable energy sources like solar, wind energy or biomass.

In work [35], the authors also used the tool GEOPHIRES to estimate LCOE and lev-
elized cost of heat (LCOH) for different technology readiness levels of EGS. The estimated
value of LCOH for today’s technology is about 42 €/MWhth. In the study [36], LCOH for a
doublet in the West Netherlands Basin with a production rate of 200 m3/h was estimated
at around 30 €/MWhth. The cost of geothermal heat for oil sands extraction in Northern
Alberta (Canada) was estimated at up to 38 €/MWhth [37]. An economic analysis made for
a university in the USA showed that a low-potential geothermal reservoir at a 3-km depth
assisted by a heat pump can supply the university’s district heating system, the LCOH
being about 20 €/MWhth [38]. The perspective development of CO2 storage technologies
is CO2-EGS, which utilizes CO2 as the circulating heat exchange fluid or the working fluid.
For potential cogeneration of CO2-EGS in Central Poland, the calculations showed that
LCOH varies from 25 to 45 €/MWhth [39].

The existing literature gives quite a good overview of economic indicators of electricity
and heat generation from geothermal systems. Meanwhile, the majority of LCOH values
found in different works show a quite promising and optimistic economic picture when
considering that the current average costs of heat from oil and gas boilers in German
households are 65–75 €/MWhth [40] and from natural gas CHP—74 €/MWhth [41]. This
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means that energy transition from fossil fuels to geothermal energy in Germany might be
quite attractive. However, this work focuses on the EGS exploration of metasedimentary
sequences of the Variscan fold-and-thrust belt in the Göttingen region, which has been
poorly investigated as of yet, especially with regard to geothermal exploration and exploita-
tion. This is why one of the goals of this work is to perform an economic and ecological
analysis of different potential scenarios on the preliminary stage of EGS development for
district heating and cooling of the Göttingen University campus. Such analysis is necessary
because of many geological uncertainties of EGS exploration in a Variscan geotectonic
setting, and it is supposed to show the minimum required brine parameters of a successful
EGS project, which will be a target for subsurface investigation, reservoir modeling and
hydraulic stimulation at a later stage. Another goal is to show potential investors and
stakeholders the range of possible outcomes of EGS development and define which factors
are the most important for the outcome and need of increased attention when developing
EGS systems.

2. Background

The campus of the Georg August University (UGOE) and University Medical Centre
(UMG) (both UGOE and UMG referred to as “the university” further on) takes up a large
area in the center and in the north of the city of Göttingen. Being a demo site of the EU
Horizon 2020 project MEET (Multidisciplinary and multi-context demonstration of EGS
exploration and Exploitation Techniques and potentials [42,43]), the university has a good
chance to commit itself to renewable energy utilization, and particularly to geothermal
energy by developing an EGS concept in deformed metasedimentary rocks. In the best-case
scenario, the Göttingen demo site can become a real laboratory for exploring and expanding
the knowledge about EGS in Variscan fold-and-thrust belt and serving as a representative
case study for other places with similar geotectonic settings in Europe.

2.1. Geological Setting

The geological setting in Göttingen and its vicinity is quite poorly investigated since
there are only a few exploration wells with a maximum depth of 1500 m in the surrounding
area. This indicates that the exploration of geothermal energy potential in Göttingen is
currently at a very early stage. However, some progress was made in 2015 when a seismic
campaign with two profiles crossing the campus area at an exploration depth of 1500 m
validated that the upper several thousand meters of the subsurface of Göttingen are built
up of three main units [44]:

• The lowermost unit (below 1500 m) represents low-grade metamorphic basement
mainly consisting of Devonian and Carboniferous metasedimentary and metavolcanic
successions (greywackes, slates, quartzites, cherts, diabase) that have been folded and
thrusted during the Variscan Orogeny in the late Carboniferous;

• A Permian sedimentary sequence (several hundred meters of thickness) on top of
the basement unit. It starts with either no or only locally deposited metavolcanics or
sandstones of the Rotliegend as well as sequences of rock salt, potash salt, anhydrite,
dolomite and clay-dominated layers of the Zechstein age;

• The uppermost major unit comprises the sedimentary cover (500 to 800 m of thick-
ness) made up mainly of sandstones, clay rocks and limestones of the Triassic age
(Buntsandstein, Muschelkalk and Keuper).

The whole sequence is overprinted tectonically by the north−south striking Leinetal
Graben structure which developed during Mesozoic to Cenozoic times. It is still not clear
whether the faults continue into the Variscan rock sequences or if they are decoupled
mechanically by the Zechstein successions and possibly located elsewhere. Within the
Leinetal Graben structure, Quaternary alluvial and wind-carried sediments form an ad-
ditional unit of minor thickness but of importance regarding the utilization of shallow
geothermal systems.
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Considering the very low natural permeability of the basement, either EGS or a
deep closed loop system with horizontal multilateral wellbores can be applied [45,46]. In
this study, only EGS is considered, which means that permeability is to be increased by
hydraulic stimulation. However, for the Variscan geotectonic setting underneath Göttingen,
the fluid flow rate after the stimulation is not expected to be higher than 50 l/s.

2.2. Current Energy System of the Campus

The campus’ main energy supplier is a combined heat and power (CHP) plant
which includes a gas turbine and several steam and hot water boilers. The existing high-
temperature district heating (HTDH) network (13 km of pipelines) delivers heat from the
plant to the consumers of the campus. Apart from electricity and heat for district heating,
the UMG also needs steam and cold. The latter is produced by both absorption cooling
(base load) and vapor compression machines (peak load). In 2018, total natural gas con-
sumption of the CHP plant and boilers for producing electricity (partly for cold), hot water
(district heating) and steam (partly for cold) for the campus was about 358 GWh/a [47],
and corresponding CO2 emissions were about 72,000 t/a. Additional indirect emissions
resulted from an external power grid and external district heating for the campus (about
22,000 and 5000 t/a, respectively).

The complete renewal of most of the UMG buildings within the next 15–20 years and
the soon-expected end of the gas turbine lifetime (produced in 1997) put a question to the
UGOE and the UMG on what their energy supply system should consist of in the future.
The plans of the university involve the construction of not only new buildings but also a
low-temperature district heating (LTDH) network. Although it is not exactly clear at the
moment at which level of temperatures the planned LTDH network will operate, design
supply and return temperatures in the network for this work were assumed to be 70 ◦C and
40 ◦C, respectively. This level of temperatures correlates with Refs. [48,49]. Additionally,
steam absorption cooling machines are planned to be replaced with low-temperature ones
supplied by hot water with the minimum temperature of 70 ◦C. Although these measures
are good prerequisites for utilization of geothermal energy at different depths and for
energy transition at the campus, other additional measures can be also considered [50],
including an integrated energy concept, energy efficient construction of new buildings and
refurbishment of old buildings of the campus. The latter aspect is one of the key elements
of a successful energy transition and CO2 neutrality until 2050 [51].

2.3. Initial Data and Scenarios

Since there are no geological and geophysical well data and no reliable numerical
reservoir models yet, several probable scenarios for brine flow rate and wellhead tempera-
ture were considered. The values varied from 10 to 50 l/s with a step of 10 l/s and from 90
to 140 ◦C with a step of 10 ◦C, respectively. Higher flow rates and temperatures can hardly
be expected in this Variscan geological setting. The density and specific heat capacity of the
brine were derived from dependencies provided in Ref. [52]. Average geothermal gradient
was considered to be a standard value for Europe, which is 30 ◦C/km [53]. There are
no accessible or reliable data on the geothermal gradient for a better specification for the
Variscan basement. Several other uncertain parameters were composed in the reference
case and two cases for sensitivity analysis: unfavorable and favorable deviations, which
are presented in Table 1. The values of CO2 tax equal to 55–65 €/t correspond to the ones
set by the German Government and coming into effect from 2026 [54]. Since CO2 taxes
in Sweden and Switzerland are already much higher [55], 100 €/t was also considered
as additional favorable scenario in this work. Parameter “Subsidy for production well”
included 50% or 80% (both favorable deviations) subsidy for drilling and stimulation of
the research well (to be transformed in the production well later on).

486



Geosciences 2021, 11, 349

Table 1. Parameters for the reference case and two cases with parameters for sensitivity analysis.

Case L [km] Cdrill
[%]

OPEX
[%]

dn
[%] Sgov [%] Ccarb [€/t] β

[%]
τ

[years]
Tdraw

[%/years]
Tinj
[◦C]

Unfavorable deviation 10 130 130 9.1 ___ ___ 15 8 2 70

Reference case 5 100 100 7.0 0 55 10 6 1 60

Favorable deviation 0.5 85 85 6.0 50 80 65 100 5 4 0.5 55

L—distance to the campus; Cdrill—cost of drilling; OPEX—operational expenditures; dn—nominal discount rate; Sgov—subsidy for research
(production) well; Ccarb—CO2 tax; β—brine salinity; τ—construction time; Tdraw—temperature drawdown; Tinj—injection temperature.

The EGS system in Göttingen is supposed to represent a doublet (one production and
one injection well). The research (production) well depth was assumed to be 5000 m since
it is not known at what depth the most suitable conditions can be found. Only after a first
research well is drilled, it will be clear at what depth an EGS could be developed with
the highest efficiency. Thus, the depth of the second well (injection) is a variable, and it is
defined by the considered temperature scenarios and the geothermal gradient.

For different values of the parameter “Distance to the campus”, heat losses in the
pipelines and specific electricity consumption for pumping the heat carrier from the site to
the campus were assumed based on Ref. [56] and are shown in Table 2.

Table 2. Heat losses and specific electricity consumption for different distances to the campus [56].

L [km] qhl [%] espec [kWel/MWth]

0.5 5 5

5 10 7.5

10 15 10

L—distance to the campus; qhl—heat losses in the pipelines; espec—specific electricity consumption for pumping.

Usually, it takes from 5 to 7 years to develop a deep geothermal project from the
early stages of exploration to operating facilities [57,58]. In order to make planning of the
geothermal system construction clear and coherent with the planning of the reconstruction
of the campus’ buildings, the Gantt chart for potential EGS development in Göttingen is
proposed in Table 3. There are also the reference case, unfavorable deviation and favorable
deviation in the chart. Parameter “Construction time” from Table 1 correlates with the
parameter “Start of operation” from Table 3.

For investors, important milestones in the chart are marked with darker shades, which
means moments when investments for the project are needed. The investments can be split
up into three parts: the research well (on average 45%), the second well (on average 37%),
and surface infrastructure (on average 18%). The decisive part of the whole project is the
first one, when the research well drilling is financed, the research work is done and it will
be clear what outcome can be achieved. In case of geologically unsuitable and unpromising
conditions leading to a failure of the project, the first part of the investments is lost and the
other two parts make no further sense for investors. This shows that EGS projects can be
quite risky and not very attractive for investors. However, there are initiatives and projects
aiming at establishing financial instruments for insurance of deep geothermal projects [59]
which might be able to attract investors.
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Table 3. Gantt chart for potential development of EGS for Göttingen demo site. Squares with green color—favorable
deviation; squares with yellow color—reference case; squares with red color—unfavorable deviation; darker shades—
moments for investments.

Activity
Year

0 1 2 3 4 5 6 7 8

Feasibility study

Permitting and public survey

Research well financing
(~45%)

Research well drilling

Research work

Stimulation tests

Injection well financing
(~37%)

Injection well drilling

Transformation of the well: research
→ production

Stimulation tests

Surface infrastructure financing
(~18%)

Surface infrastructure construction

Start-up and commissioning

Start of operation

3. Materials and Methods

Based on the test reference year data from the German weather service [60] and
internal documents from the university, an expected heat load profile of the campus after
its reconstruction, which includes the heat demand for the new (to-be-built) buildings, for
the existing buildings (a part of the existing buildings is planned to be deconstructed, and
only remaining buildings are meant here) and for the absorption cooling machines was
compiled. The assumption was made that a potential EGS supplies the new buildings as
the first priority, then the remaining existing buildings, and, in the last turn, the absorption
chillers. The calculations of the total EGS heat generation were performed considering the
limitation that the injection temperature is at least 5 ◦C higher than the return temperature
from a consumer and not lower than noted in Table 1.

The main focus of the methodology is the calculation of LCOH, net present value
(NPV), and CO2 abatement cost for the campus for different scenarios described in
Section 2.3. These parameters are one of the main indicators for potential investors and
stakeholders to make a decision with regard to an EGS project. A spreadsheet-based
(Microsoft Excel 2019) model, which is explained below, was developed for evaluating
those parameters.

Capital expenditures (CAPEX) include the following components:

CAPEX = Cdrill + Cstimul + Cpipes + Cland + Cmanage + Cequip (1)

where:

Cdrill—cost of drilling. Dependencies of drilling costs from depth were acquired from
several sources [61–65], and the average values are plotted in Figure 1 and were taken for
the calculations.
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Cstimul—cost of hydraulic stimulation; assumed to be 2 M€/well.
Cpipes—cost of the main pipelines from the site to the campus (distribution pipelines are
already a part of the existing HTDH network and not included here, and the cost of the
planned distribution LTDH network is also not included); derived from work [66].
Cland—cost of land; specific value was assumed to be 37.5 €/m2 [64]. Land requirement is
5000 m2/MW [67]. For the scenario “0.5 km from the campus”, this cost is zero since the
university already owns the land.
Cmanage—cost of project management, cost of campaigning for public acceptance and other
costs [64,68].
Cequip—cost of equipment (pumps, heat exchangers, piping valves, auxiliaries), which can
be calculated as follows:

Cequip = Csub_pumps + Cpumps + CHEX + Cvalves (2)

Csub_pumps—cost of submersible pumps; derived from Ref. [69] using Producer Price Index
(PPI) equal to 1.6 [70] (exchange rate in November 2020: 1 USD = 0.85 EUR). The pumps
are to be replaced every 5 years.
Cpumps—cost of circulation pumps for district heating network. The values were obtained
from price lists of manufacturers.
CHEX—cost of surface heat exchangers; average specific cost is 0.009 M€/MWth [61].
Cvalves—cost of piping valves and auxiliaries; assumed to be 25% of the equipment cost.

Figure 1. Cost of drilling assumed for the calculations.

Operational expenditures (OPEX) include the following components:

OPEX = Cel_pump + Clabor + Cmainten + Cinsur (3)

where:

Cel_pump—annual cost of electricity for pumping. Submersible pumps’ electricity con-
sumption was assumed to be 10% of the total heat production from EGS [67,71]. For the
circulation pumps in the district heating network, specific values from Table 2 were used.
The electricity price for non-households in Germany in 2020 was 178 €/MWhel [72].
Clabor—annual cost of labor [64].
Cmainten—annual cost of maintenance and repair [64].
Cinsur—annual cost of insurance and legal assistance [64].
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LCOH was calculated according to Ref. [73]:

LCOH =
∑L

j=0
(
CAPEXj + OPEXj

)
·(1 + dn)

−j

∑L
j=S Qegs j·(1 + dn)

−j (4)

where CAPEXj—capital expenditures from year 0 to S; OPEXj—annual operational ex-
penditures from year S to L; S—year of the operation start; L—total project lifetime;
Qegs j—annual amount of heat delivered from the EGS to the campus (from year S to L)
considering heat losses derived from Table 2; dn—nominal discount rate [74], which can be
calculated by Equation (5):

dn = (1 + dr)·(1 + e)− 1 (5)

where dr—real discount rate; e = 0.015—annual average inflation rate [72].
Operational lifetime was defined by temperature drawdown: the operation ends when

the wellhead temperature reaches the value of 10 ◦C higher than the injection temperature.
Otherwise, operational lifetime was considered to be 30 years.

NPV was calculated according to Equation (6):

NPV =
L

∑
j=0

−CAPEXj −OPEXj + Qegs j·Cheat

(1 + dn)
j (6)

where Cheat = 89 €/MWhth—prognosed heat tariff (price) for the university from fossil-fuel
based system taking into account the CO2 tax in Germany equal to 55 €/t from the year
of 2026 [54]. For the favorable deviations of CO2 tax in Table 1, the heat tariff is 91 and
100 €/MWhth, respectively.

The CO2 abatement cost was calculated according to Equation (7):

AC =
−NPV

∑L
j=S CO2sav

j
(7)

where CO2sav
j —annual CO2 savings during operation from year S to L considering electric-

ity mix and natural gas emission factors equal to 397 t CO2/GWhel and 202 t CO2/GWh,
respectively [75,76]. Positive values of AC show how much money is required to avoid one
ton of CO2 emission, while negative values show that the process is economically profitable.

4. Results
4.1. Heat Demand of the Campus and Potential Heat Supply from EGS

Figure 2 illustrates the expected heat load of the campus when its reconstruction
is finished. The design heat load of the to-be-built buildings and the remaining existing
buildings is estimated at 32.6 and 23.2 MWth, respectively, while the heat load of absorption
chillers can reach up to 10.7 MWth in summer. Thus, the influence of the to-be-built
buildings on the future heat and cold supply of the campus might be quite high. The
heat demand of the campus in summer is, in many scenarios, lower than potential heat
production. That is why practically achievable EGS heat generation is lower than the
potential one. The red dashed line in Figure 2 displays the estimated maximum geothermal
output, and in this case, the load factor is 88%, while other values of the output lead
to higher load factors. The average distribution of geothermal energy between the heat
demand of the to-be-built buildings, remaining existing buildings, and absorption cooling
machines is 91%, 7% and 2%, respectively.
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Figure 2. Expected heat load duration curve after reconstruction of the campus (including to-be-built buildings, remaining
existing buildings, and heat for absorption cooling) in comparison with the estimated maximum geothermal output. Note:
absorption cooling is assumed to be constant throughout the year, except for summer peak.

In Figure 3, lifetime-average EGS heat generation (without heat losses in the network)
and design EGS heat output for the reference case are presented depending on brine flow
rate and wellhead temperature. The heat generation can vary from 7.6 to 86.0 GWhth/a,
while the heat output—from 1.1 to 14.5 MWth. Table 4 displays how much the heat demand
of different consumers of the campus can be potentially covered by an EGS. On average, the
values amount to 30.8%, 5.0% and 6.1% of the heat demand of new buildings, remaining
existing buildings and absorption chillers, respectively. Existing heat and cold supply
sources of the campus, which are supposed to cover the remaining demand, and back-up
options were not considered in this study. Additionally, CO2 emissions from the fossil-
fuel based heating and cooling system of the campus (the specific CO2 emissions are
252.7 g/kWhth) are shown in Table 4. Thus, from 3.6 to 41.1% of CO2 emissions could be
theoretically saved if the EGS caused no greenhouse gas emissions during operation.

Table 4. Lifetime-average potential heat supply from EGS as a share of heat demand of different consumers and CO2

emissions of a future fossil-fuel based heating and cooling system.

Application Type of Heat
Consumer

Expected Heat
Demand (100%)

[GWhth/a]

CO2 Emissions
from Fossil-Fuel

System [t/a]

Potential Heat Supply from EGS

Minimum
[%]

Average
[%]

Maximum
[%]

Heating

New buildings 110.8 27,991 6.8 30.8 60.6

Remaining buildings 78.8 19,920 0.0 5.0 15.3

Buildings total 189.6 47,910 4.0 20.1 41.8

Cooling Absorption chillers 19.9 5029 0.0 6.1 34.0

Heating & Cooling Total 209.5 52,939 3.6 18.8 41.1
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Figure 3. Lifetime-average EGS heat generation (columns) and design EGS heat output (symbols) for the reference case.

4.2. Economic and Ecological Results

Capital expenditures for the reference case conditions along with 0.5 km, 5 km and
10 km scenarios are shown in Figure 4. Costs of drilling and stimulation of two wells
represent from 56 to 86% of CAPEX, and the next costly items are the costs of pipelines and
the cost of project management. It is worth noting that components “Land”, “Pipes_5 km”
and “Pipes_10 km” are applicable only for 5 km and 10 km scenarios. Since drilling-related
costs form the biggest part of the CAPEX, the components of CAPEX are presented in the
chart only in dependence to the wellhead temperature, which is directly related to the
drilling depth, and the influence of fluid flow rate on the total CAPEX is relatively small.
In the same chart, specific CAPEX for different flow rates in the reference case are shown.
The smallest values correspond to the highest considered flow rate (50 l/s); they vary from
5.8 to 2.9 k€/kWth for the temperatures from 90 to 140 ◦C. At the same time, the values for
10 l/s vary from 26.1 to 12.3 k€/kWth.

In Figure 5, temperature- and flow rate-average structure of operational costs and
average annualized capital costs for the reference case are compared with each other.
Annualized capital costs were obtained with the help of an annuity factor [77], but such an
approach was used only in this part of the work to allow for the comparison in Figure 5. It
can be noted that electricity costs for pumping represent the biggest part of the OPEX.

The results of LCOH and NPV calculations for the reference case are demonstrated in
Figure 6. For illustrative comparison, the prognosed heat tariff for the campus (89 €/MWhth)
from a fossil-fuel based system under CO2 tax equal to 55 €/t and a hypothetic heat tariff
(100 €/MWhth if CO2 tax is 100 €/t) are also plotted in the chart. LCOH varies from 80 to
525 €/MWhth for the highest and lowest parameters of brine, respectively. It is clear that
the majority of the scenarios of the reference case have worse LCOH than the prognosed
fossil fuel-based heat tariff. The exceptions are the few scenarios with brine temperatures
of 120 ◦C or higher and brine flow rates equal to 50 l/s, as well as the scenario with
parameters 140 ◦C and 40 l/s. Although the scenarios with high temperatures and flow
rates are considered in this work, their practical accomplishment in a Variscan geological
setting is doubtful, especially regarding quite high flow rates such as 40–50 l/s. A slightly
more realistic flow rate is 30 l/s, for which high temperature scenarios result in an LCOH
of about 111 and 104 €/MWhth, i.e., relatively close to the prognosed heat tariff and might
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be even profitable under some favorable conditions. Scenarios with flow rates less than
30 l/s are far from being economically feasible.

Figure 4. Components of CAPEX for different wellhead temperatures and different distances to the campus under the
reference case conditions (columns) and specific CAPEX for different flow rates under the reference case conditions
(symbols). Note: the value of specific CAPEX for 10 l/s under 90 ◦C is 26.1 k€/kWth.

Figure 5. Average structure of operational costs and average annualized capital costs for the reference
case.
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Figure 6. LCOH (columns), prognosed heat tariff for the campus (dashed line), hypothetic heat tariff for the campus if CO2

tax is 100 €/t (dotted line), and NPV (symbols) for the reference case. Note: the values of LCOH for 90 ◦C, 100 ◦C and
110 ◦C under 10 l/s are 525, 406 and 342 €/MWhth, respectively.

As for the NPV values, they vary from −27.1 to 6.6 M€ for the lowest and highest
parameters of brine, respectively. Most of the calculated values are below zero, except for
the same high temperature and high flow rate scenarios as in the LCOH part. In general, the
values of NPV show similar trends to LCOH. When looking at NPV values, the scenarios
with the flow rate of 30 l/s and high temperatures seem to be not so optimistic since the
highest achievable NPV for such scenarios is −7.5 M€; however, these can be improved
under favorable conditions.

Even though many scenarios are not economically beneficial, their ecological effect
is an important factor to consider. CO2 abatement cost and lifetime-average operational
CO2 savings for the reference case are presented in Figure 7. The CO2 savings vary from
1.6 to 18.1 kt/a (3–34% of the emissions from the fossil-fuel based heat supply system
of the remaining existing buildings, new buildings and absorption chillers) and the CO2
abatement costs—from −12 to 655 €/t. The highest parameters of the brine yield the best
results, as it was demonstrated for LCOH and NPV. The high-temperature scenarios with
brine flow rates of 30 l/s present quite acceptable CO2 abatement costs, which range from
21 to 31 €/t.

The average specific value of CO2 emissions resulting from the operation of a potential
geothermal plant in Göttingen is 42.4 g/kWhth. In work [16], life cycle assessment for cur-
rently operating direct-use geothermal plant Rittershoffen in France was performed, which
indicated that specific CO2 emissions are 7.0–9.2 g/kWhth. However, it should be noted
that the nuclear power-dominated French electricity mix is nine times less carbon-intensive
than the German one (44 g/kWhth vs. 397 g/kWhth) [75], which explains the difference.
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Figure 7. CO2 abatement cost (columns) and lifetime-average CO2 operational savings (symbols) for the reference case.
Note: the values of CO2 abatement cost for 90, 100 and 110 ◦C under 10 l/s are 655, 445 and 355 €/t, respectively.

4.3. Sensitivity Analysis

In order to cope with the uncertainty of the parameters and to get a better understand-
ing of potential deviations from the obtained results of the reference case, a sensitivity
analysis was carried out. The temperature-averaged results of LCOH sensitivity analysis
for the parameters from Table 1 (unfavorable and favorable deviations) are displayed in
Figure 8.

Increasing temperature drawdown from 1%/year to 2%/year leads to the biggest
increase of LCOH (24–18% for the flow rates from 10 to 50 l/s, respectively). The other
significant factor leading to increase of LCOH by 16–20% is a 30% increase of the nomi-
nal discount rate. Additional parameters worth noting are a 10 ◦C increase of injection
temperature, 10 km-distance from the field to the campus and a 30% increase of drilling
costs contributing 13–21%, 17–18% and 13–18% to the increase of LCOH, respectively. Less
important parameters are OPEX, construction time (or the year of operation start) and
brine salinity.

The most important parameter leading to decrease of LCOH is the research well
subsidy of 50 or 80%, which allows to achieve 13–18% or 21–29% of LCOH reduction,
respectively. Decreasing the distance from 5 km to 0.5 km has also a large effect (15–18%)
on LCOH decrease. The remaining considered parameters are of less importance and
contribute not more than 10% to LCOH decrease each.

It can be noted that, in general, factors influencing LCOH have less effect on higher
flow rate scenarios which can be explained by larger amount of produced heat by EGS,
thus smoothing the fluctuations. The exceptions are “Distance” and “OPEX” parameters
showing the opposite trend since they are both proportionally and strongly related to the
amount of produced heat.

The temperature-averaged results of NPV sensitivity analysis for the parameters from
Table 1 (unfavorable and favorable deviations) are presented in Figure 9.
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Figure 8. LCOH sensitivity analysis for the parameters from Table 1.

Figure 9. NPV sensitivity analysis for the parameters from Table 1.

Parameters “Distance” and “Drilling cost” are very influential on unfavorable devi-
ations of NPV. If the distance from the field to the campus is increased from 5 to 10 km,
NPV decreases by 4.3–8.7 M€ for the scenarios with flow rates from 10 to 50 l/s. Increas-
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ing drilling cost by 30% leads to NPV decrease by 6.7 M€. Temperature drawdown is
also a parameter worth noting, especially for high flow rates, since it can worsen NPV
value by up to 7.6 M€. Other parameters—OPEX, nominal discount rate and injection
temperature—have some impact on NPV, and the remaining parameters have a relatively
minor one.

As for favorable deviation of the parameters, 50 and 80% subsidy will lead to NPV
increase by 6.7 and 10.8 M€, respectively. The possibility to build the geothermal plant
just 0.5 km from the campus will result in 4.3–9.6 M€ increase of NPV for the scenarios
with flow rates from 10 to 50 l/s. Reducing drilling cost by 15% can improve NPV by
3.4 M€. A potential increase of CO2 tax up to 100 €/t can lead to 1.3–6.4 M€ increase of NPV.
While the influence of temperature drawdown, nominal discount rate and OPEX becomes
significant under high flow rates, the other remaining parameters have much less effect.

As seen in Figure 9, the influence of most of the parameters intensifies for higher flow
rates. And for low flow rates, e.g., 10 l/s, some parameters barely lead to any change in
NPV. Parameters “Construction time” and “Nominal discount rate” show shifting behavior
when the flow rate increases. For small flow rates, they lead to NPV increase, while NPV
decreases for large flow rates. It can be explained by the fact that longer construction
time leads to a shift in the schedule for investments (Table 3) which is “beneficial” for
low flow rate scenarios because of later discounting of those CAPEX. It simply means
that the scenarios are not profitable anyway, but the losses are a bit reduced because the
investments were made later. For high flow rates, the situation is the opposite since longer
construction time delays obtaining relatively high revenues from the plant operation. Being
discounted in later years, those revenues obtain less value and influence on the overall
result leading to decrease of NPV with regard to the reference case. Moreover, a similar
behavior is true for the nominal discount rate.

5. Discussion

Although the results were acquired for the Göttingen demo site, the considered
parameters for the calculations and analysis were quite typical. This is why the results
can be also applied to an early-stage development analysis of other EGS projects in poorly
known geological settings for district heating and cooling. However, it should be noted
that electricity prices in Germany are among the highest in Europe [72], and the district
heating prices are above the average level [78]. Therefore, the results will be economically
better for the countries with lower electricity prices and higher heat prices.

Interconnection and interdependence between different parameters were not con-
sidered during the sensitivity analysis. For example, large extraction of heat from the
geothermal reservoir (high brine flow rate and low injection temperature) might lead to a
bigger and faster temperature drawdown, and consequently, to a much smaller operation
lifetime of the project, which puts forward a question of sustainable energy generation from
EGS. Additionally, brine salinity and injection temperature are also correlated parameters
since injection temperature might be limited by scaling and corrosion issues in the case of a
high-salinity brine. Thus, some parameters from the sensitivity analysis can depend on
each other and/or aggregate, leading to more complex effects on the final result.

The development of the EGS system in the Variscan basement in Göttingen is associ-
ated with many uncertainties and risks. Although the risks are not explicitly considered in
this study, they are addressed in a follow-up work [79]. One of the biggest uncertainties
and risks for any EGS is induced seismicity risk since it affects public acceptance of EGS
projects [80] and can completely freeze any further works and lead to the cancellation of a
project [81]. Cost-benefit analysis was applied to quantify the trade-off between seismic-
ity risks and proximity to district heating and heat consumers in Ref. [82]. The authors
concluded that remote EGS is less favorable even if the seismicity risk is considerably
decreased or close to zero. The results of the sensitivity analysis of this work have also
demonstrated that proximity of the geothermal plant to the campus significantly improves
the economic indicators of the project. Nevertheless, it might be quite challenging to drill
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the wells, conduct hydraulic stimulation tests and build the plant close to the campus
without public acceptance. That is why public acceptance is one of the prerequisites of
future successful realization of the EGS project in Göttingen.

One of the obstacles of the project is to correlate and synchronize the university’s
plans of the campus reconstruction and the development of the EGS plant, which was
partially addressed in this study by proposing the Gantt diagram of the EGS development.
Nevertheless, effective communication and cooperation between different stakeholders
within the university and outside of it is also one of the key prerequisites to launch
the project.

The performed analysis has demonstrated that the reference case might not currently
be competitive with the existing fossil fuel alternatives. Moreover, such long-term projects
are usually not very attractive for private investors. Therefore, the government’s support is
another necessary prerequisite for the project.

Even if the economic part of the project might happen to be not very promising after
the research drilling and hydraulic stimulation tests are carried out, the importance of
its ecological effect is undoubtful. Economic and political measures for CO2 emission
reduction are likely to become stricter in the future which will pave the way for initially
commercially unfeasible projects to be supported and implemented. The hypothetic value
of the heat tariff depicted in Figure 6 and the values in Figure 9 show that CO2 tax can be a
powerful tool of the government to impact the profitability of EGS projects. On the other
hand, other renewable options, which also benefit from high CO2 tax and can yield better
results than EGS due to more mature technological level and undercut the heat tariff, were
not considered in this work.

The next important and essential step of the project development is to get research
well funding. An additional opportunity of EGS projects in sites with poorly known
geological settings, which can be provided by a deep research well, is investigation of
shallow and medium layers and their further exploitation, e.g., for underground seasonal
thermal energy storages. Such an integrated approach helps not only to increase the overall
contribution of geothermal energy, i.e., renewable energy, but also to maximize the public
subsidies for a research well, since the research focus is on both deep and medium deep
target zones. In Germany, this is crucial when applying for public subsidies because
financial support for drilling is preferentially given to the drilling sections defined as not
yet investigated target rock units.

6. Conclusions

The geological setting in Göttingen—Variscan fold-and-thrust belt—is relatively
poorly investigated for Enhanced Geothermal Systems exploitation. Nevertheless, there
are expectations that geothermal energy will be able to partially meet the heat and cold de-
mands of the Göttingen University campus (a demo site of the MEET project). This is why
various scenarios of potential development of EGS for the campus were considered and
analyzed in order to deal with different geological, technical and economic uncertainties of
the project. On average, the considered single EGS doublet might cover about 20% of the
expected heat demand and 6% of the cooling demand of the campus after its reconstruction.
For different wellhead temperatures (90–140 ◦C) and flow rates (10–50 l/s) of brine, the
obtained values of LCOH, NPV and CO2 abatement cost vary from 80 to 525 €/MWhth,
from −27.1 to 6.6 M€ and from −12 to 655 €/t, respectively.

The most influential parameters on LCOH and NPV, which were identified during the
sensitivity analysis, are subsidies for research wells, distance from the field to the campus,
temperature drawdown and drilling costs. These parameters should be primarily dealt
with when considering EGS development. CO2 tax, operational expenditures, injection
temperature and nominal discount rate can be also quite influential, especially under high
brine flow rates. Other analyzed parameters, namely construction time and brine salinity,
have significantly less effect on the economic indicators.
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For the considered initial conditions in the reference case, it can be concluded that
EGS heat output should be at least 11.0 MWth (corresponds to brine flow rate and wellhead
temperature of 40 l/s and 140 ◦C, respectively) in order to have a more or less economically
justified EGS project. If the distance between the field and the campus is 0.5 km, minimum
EGS heat output can be 7.2 MWth (30 l/s and 125 ◦C). In case of 50 and 80% subsidy,
the minimum heat output is 8.1 MWth (30 l/s and 135 ◦C) and 7.2 MWth, respectively.
The abovementioned parameters of brine can serve as a benchmark for geologists, engi-
neers, managers, investors and other involved stakeholders to evaluate the success rate
of the project, especially with regard to subsurface investigation, reservoir modeling and
hydraulic stimulation.

The support of the government, public acceptance and effective cooperation between
all stakeholders are the key prerequisites for launching the EGS project in Göttingen,
which might save 1600–18,100 t CO2 annually (3–34% of the emissions from the fossil
fuel-based heat supply system of the remaining existing buildings, new buildings and
absorption chillers).
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Abstract: There are numerous oil fields that are approaching the end of their lifetime and that have
great geothermal potential considering temperature and water cut. On the other hand, the oil industry
is facing challenges due to increasingly stringent environmental regulations. An example of this is
the case of France where oil extraction will be forbidden starting from the year 2035. Therefore, some
oil companies are considering switching from the oil business to investing in geothermal projects
conducted on existing oil wells. The proposed methodology and developed conversions present the
evaluation of existing geothermal potentials for each oil field in terms of water temperature and flow
rate. An additional important aspect is also the spatial distribution of existing oil wells related to the
specific oil field. This paper proposes a two-stage clustering approach for grouping similar wells in
terms of their temperature properties. Once grouped on a temperature basis, these clusters should be
clustered once more with respect to their spatial arrangement in order to optimize the location of
production facilities. The outputs regarding production quantities and economic and environmental
aspects will provide insight into the optimal scenario for oil-to-water conversion. The scenarios
differ in terms of produced energy and technology used. A case study has been developed where the
comparison of overall fields and clustered fields is shown, together with the formed scenarios that
can further determine the possible conversion of petroleum assets to a geothermal assets.

Keywords: geothermal; conversion; clustering; upscaling; heat; electricity; scenarios; LCOE; LCOH;
NPV; CO2 emissions

1. Introduction

Geothermal heat has been traditionally extracted at locations characterized by hydro-
geological anomalies, but recent advances in engineering have enabled the development
of alternative approaches such as enhanced geothermal systems (EGS) and borehole heat
exchangers (BHE) [1–3]. Both technologies can enable harvesting Earth’s heat without any
(or little) location constraints. EGS systems are used to produce energy by enhancing in
situ permeability and harvesting heat from hot rock reservoirs [4]. The connection between
production and injection wells in EGS is engineered by various stimulation techniques.
The viability of an EGS project is mostly influenced by brine flow rate and production
temperature, where higher flow rates and temperatures support electricity generation and
lower values support direct usage of hot water, i.e., heating power production. Regarding
fluid flow rates, the increase in low rates could be achieved by applying reservoir stim-
ulation, whereas temperatures can be increased only by drilling deeper wells [5]. BHEs
harvest geothermal energy without direct interaction of flowing fluid with the soil or rock.
Different from the EGS, the efficiency of deep BHEs strongly depends on heat exchanger
configurations and the host rock thermal properties [6]. The economic viability of both tech-
nologies, especially considering high depths (>3 km), depends on emerging technologies,
drilling technologies, reservoir technologies, etc.
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In order to bypass exploration and drilling risks, mature and abandoned oil wells
could be used. There are thousands of onshore wells in Europe, and most of them are
mature oil provinces where it is expected that the existing wells are now producing much
more water than oil, with an average water to oil ratio higher than 90%; thus, the cost of
wastewater disposal increases. The oil reservoir’s depth ranges between few hundreds
to few thousand meters; therefore, fluid temperature at the surface can reach up to 90 ◦C
and more, thus enabling the production of electricity, heat, or both. In most cases, hot
water is reinjected into the reservoir to increase production through pressure support
and sweep; hence, the calorific energy of water is wasted. This is the coupling point
between oil industry and geothermal energy production. Namely, the possibility of using
these high temperature fluids to produce geothermal energy during the final stage of
the life of an oil field and converting the field into a geothermal one is an emerging and
interesting option for energy strategy. Numerous studies have been conducted on mature
oil fields where geothermal potential has been proven with simulations or with actual
exploitation [7–16]. In reference [17], the authors revised mature oil and gas fields across
the world where waste heat from geothermal water has already been recovered or its
potential has been determined. In order to ensure profitable waste heat recovery, a list of
criterions formed on reservoir, geological, production, and economic characteristics was
suggested. The criteria were used as a guideline in the assessment of geothermal energy
utilization and were tested on the Villafortuna-Trecate field in Italy. The results showed
that roughly 25 GWh of electricity could be produced with installed capacity of 500 kW
from a single well in the period of 10 years. Another case of retrofitting the hydrocarbon
wells into a geothermal ones was introduced in [18], where the method used for exploiting
geothermal energy took into account economic and environmentally friendly solutions
for the efficient production of electricity by considering mathematical and 3D numerical
models of heat extraction. The model resulted in viable and efficient electricity and heat
generation over the lifetime of the reservoir. The conducted sensitivity analysis of main
parameters controlling the outlet fluid temperature implied that abandoned gas wells
are applicable sources of geothermal energy. In reference [19], the authors evaluated the
abandoned petroleum wells in Hungary, which are suitable for potential applications of
enhanced geothermal systems. The database of 168 wells defined with moderate to high
heat flow (75–100 mW/m2) proved the feasibility of using abandoned wells for direct
uses, all using either hydrothermal or EGS with identified influencing factors such as
well geometries, geothermal gradient, pipe diameter, etc. The authors in [20] investigated
the possible production of geothermal energy from inactive wells in the Arun Field, and
their study confirmed the feasibility of extracting geothermal energy for electricity and
heat generation and stated that, with 2.56 kg/s of mass flow and 170 ◦C, it is possible to
produce 2900 kW of electricity and satisfy the heating and cooling demands of various
industry objects. Such positive retrofitting project outcomes have significant contributions
to meeting rising global energy demands with renewable energy use without necessitating
additional land usage and costs such as exploration, drilling, casing, surface pipeline, and
decommissioning costs.

However, it is important to determine the optimal applicable exploitation technology
with respect to the site and potentially close end users for the heating power production
case. Given its promising future, plenty of studies on geothermal energy extractions
from abandoned oil wells have been carried out and appraised [21–25]. The focus of the
mentioned studies was on retrofitting an abandoned oil well for feasible technical and
economic exploitation of geothermal energy, performance during the operational phase,
decision on open-loop or closed-loop geothermal extraction choice between borehole heat
exchanger (double pipe or U-tube), and heat transfer improvements. The fundamental
parameters such as the working fluid characteristics, well geometry, and operational
parameters that concern working fluid flow rate, inlet temperature, operating pressure,
etc., were likewise examined [26–28].
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Moreover, the majority of work that has been performed on retrofitting abandoned
petroleum wells as a source for geothermal energy has been focused on open loop systems
that repurpose the petroleum reservoir as a geothermal reservoir [29]. There are multiple
countries that have sponsored research and/or investigations specific to adapting an
open loop design for abandoned wells, including the following: Albania, China, Croatia,
Hungary, Israel, New Zealand, Poland, and the US. Additionally, Vermilion Energy is
recovering heat from two producing oil fields in sedimentary basins in France. On the
Parentis oil field in SW France, 60 wells producing a total of 400 m3/h water at 60 ◦C
water have been used to heat up 8 ha of tomato greenhouses since 2008, creating more than
100 jobs. In La Teste in SW France, two producing wells yielded 40 m3/h at 70 ◦C, which is
enough to cover 80% of the heat needed for 450 new flats. These two projects demonstrate
that recovering heat from produced water creates value and jobs at any scale (small or large
oil fields). Based on these successfully conducted projects, the idea of shifting the paradigm
from investing in geothermal projects from the beginning, starting with exploration and
drilling activities, to start where geology is already known through existing wells in the
oil industry emerged. Therefore, the end-of-life oil well conversion methodology is part
of the Horizon 2020 project: Multidisciplinary and multi-context demonstration of EGS
exploration and Exploitation Techniques and potentials (MEET, GA No 792037).

End-of-life oil well conversion methodology towards the geothermal wells defines
the roadmap for further conversion of oil wells into geothermal production wells, thereby
enabling a certain niche for geothermal energy penetration into the market. Namely, notable
potentials for conversion to geothermal wells include abandoned, mature, or high water-
cut wells since they are almost instantly available, i.e., there is no need for drilling, and
available and thorough logging of production data facilitate well performance assessment
which results in diminishing risks and enhancing cost estimation [7,29]. Furthermore,
petroleum infrastructure and facilities available on the field can be converted to enable
geothermal exploitation; in doing so, major costs related to drilling a new geothermal well
and power plant are economized [29,30]. Retrofitting petroleum wells into geothermal
wells also prospers from reducing or even excluding the cost of decommissioning of the oil
well, thus maintaining the economic viability of the well.

The methodology conducted in this study and corresponding support tool for an
economic evaluation of end-of-life conversion will enable pre-technical economic feasi-
bility studies for converting an oil field to a geothermal field at the end of its economic
“petroleum” life, including geological, technological, financial, and environmental aspects
of an oil field and the technology used. The clustering feature, where wells can be clustered
based on production temperature and spatial distribution, enables including wells at a spe-
cific oil field in the calculations that are best suited for a certain option—only heating power
production, electricity generation, or both (combined heat and electricity production, CHP).
This two-level clustering method facilitates the decision process regarding the possible
usage of produced heat. The first step starts with temperature clustering, which is based on
sorting the oil wells into different groups based on the temperature ranges from modified
Lindal diagram [31]. Additionally, spatial clustering, which is based on the grouping a
certain number of wells into one group according to their mutual distances, enables the best
allocation of power plant installation and piping connection system between the selected
wells. The output results of the methodology are based on economic metrics (net present
value (NPV), levelized cost of electricity (LCOE), and levelized cost of heat (LCOH)) and
production metrics (yearly/monthly production values, avoided CO2 emissions) that are
used in the decision-making process with respect investing in a specific project or not.

2. Background

The mentioned conversion is based on input data from the oil field, default values
about the heating demand, energy prices, emission factors that can be changed by the user,
proxy values of pump power consumption, thermal efficiency of Organic Rankine Cycle
power plant, etc. Based on the mentioned data, five scenarios of geothermal energy produc-
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tion with different production technologies are developed with the main goal of comparing
different options for heat and/or electricity production and to choose the optimal one. One
of the main features of the conversion is temperature and spatial clustering, which clusters
the wells according to the geothermal fluid temperature into a different end-use group and,
once again, clusters the wells into spatial groups according to the distance between each
well. Spatial clustering enables the user to include all wells on the field with high water
cut in the conversion in order to upscale production quantities and to decrease piping
connection cost. Additionally, three submodules are developed to calculate the power
consumption of the production pump, injection pump, and deep borehole heat exchanger
pump. After entering the input data for each scenario, the conversion tool will calculate
four main outputs: produced energy quantities, LCOE or LCOH, NPV, and avoided CO2
emissions. Based on these results, the user can decide which conversion option is optimum
for a given petroleum asset.

2.1. Developed Scenarios

The methodology for an economic evaluation of end-of-field life conversion is a
decision-making framework that uses different input data in which the main goal is to
compare different options for heat and/or electricity production and to choose the most
suitable option. The main purpose of the methodology is to offer the optimal scenario for
converting the petroleum asset to a geothermal one. Based on the input data of mature or
abandoned petroleum fields, economic or environmental parameters, and technological
features, five scenarios are modelled, and the result is output data. The output data,
based on the extensive and thorough calculations, provide insight into the economic and
environmental aspects of the geothermal project for each scenario.

One of the key benefits of the proposed work is the avoidance of decommissioning
the cost of wells and surface facilities and generating income through electricity and heat
production by repurposing the mature oil field into a geothermal asset. One of the main
contributions of the methodology is two-stage clustering that enables the temperature and
spatial arrangement of the wells and, among the oil wells, also includes the wells from the
field that were previously flooded and were not producing oil or newly drilled wells in
terms of upscaling geothermal energy production. Two-stage clustering is an optimization
process because it clusters the wells according to the temperature of the end-use and
according to the spatial distribution so that the position of the geothermal plant can be
determined along with the inclusion of the wells in the gathering system corresponding to
the shortest distance from the geothermal plant.

The developed methodology should serve as a pre-feasibility study of converting a
petroleum field to a geothermal one. The methodology provides guidelines in terms of
retrofitting mature or abandoned petroleum fields to geothermal energy exploitation and
user-friendly environment for which its outputs could encourage possible users to invest in
geothermal projects. In the following bulleted list, the developed scenarios are described.

• Scenario 1—“Do nothing”

This scenario refers to plugging and dismantling all the wells and surface facilities
and can represent hundreds of thousands of Euros of abandonment cost per well required
by mining law. The operating life of an oil field has a certain limitation, and when reaching
the end of its viable life, the next step is strategy planning for plugging and abandonment
operations.

This is dependent on factors such as well location and depth, type of the surface
and subsurface facility, number and weight of structures needed to be removed, removal
method, transportation, and disposal options, etc [32].

• Scenario 2—“Heat doublets”

The developed scenario concerns heat production from production wells and the injec-
tion of geothermal fluid into the reservoir by using the injection wells. The main challenge
that concerns the geothermal industry is associated with capital-intensive costs of drilling
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geothermal wells; hence, the utilization of abandoned petroleum wells is encouraged.
The aforementioned wells can potentially be harnessed for geothermal energy for direct
usage depending on the temperature of geothermal water [3,22,33]. This scenario consists
of two sub-scenarios: Temperature range sub-scenario and Heat needs sub-scenario. The
Temperature range sub-scenario is the scenario where heat production is based on utilizing
the temperature range of geothermal fluid (production temperature and fixed injection
temperature). The latter scenario, Heat needs sub-scenario, is based on satisfying the heat
demand of the end-user. The heat demand is set as the user’s input, or it is calculated
based on the heat demand of three different type of buildings.

• Scenario 3—“Heat via BHE”

The modelled scenario regards heat production using one well, i.e., the borehole
heat exchanger. Borehole heat exchangers are used to extract heat without producing
geothermal fluid from wells, i.e., with running circulation fluid through the wellbore. The
usage of abandoned wells in such a manner can decrease gas emissions with respect to
the atmosphere and the energy needed for reinjection. The circulating fluid is injected
through annular space and produced at the wellhead through production tubing or vice
versa [1,23,34]. This scenario consists of two sub-scenarios, Temperature range sub-scenario
and Heat needs sub-scenario, which is the same as described in Scenario 2.

• Scenario 4—“ORC power production”

This scenario represents electric power generation using the Organic Rankine Cycle
(ORC). Electricity can be produced by using production and injection wells or using a deep
borehole heat exchanger. The power capacity is determined primarily by the production
rate, temperature of produced water, ambient temperature, water salinity, conversion
efficiency of the geothermal power plant, heat transfer efficiency between the reservoir
rocks and circulating fluid, etc. [3,8,17,21,35,36].

• Scenario 5—“Combined power and heat”

The developed scenario refers to combined heat and power production (CHP) with par-
allel configuration modes [37]. The total geothermal fluid flow is divided into two branches
as follows: Primarily, heat demand is satisfied, and electric power is then produced with
the residual flow. Two sub-scenarios are developed: the first one with the production and
injection wells and second one with BHE. The well for BHE is the well with the highest
temperature according to the wells clustered by the “electricity” end-use [3,8,21–23,34].

2.2. Input Data

The main input data used in the methodology for calculations and clustering process
are shown in Table 1.

Even at very high water cut, an oil field often displays mixed flow, meaning that a
given geological layer produces both oil and water. It is, therefore, expected to produce
both water and oil after conversion. Since the oil cut is very low, it is expected that gravity
separation in water tanks will take place. Yearly water-cut increment is a linear percentage
value of the annual average water-cut increase, based on historical data. Yearly thermal
dropdown is defined as the annual average temperature decline rate for petrothermal reser-
voirs, as the reservoir is expected to be cooled down by colder fluid injection. Additionally,
at the beginning of calculations, it should be determined if the production pump is already
installed and running or not. If the pump is already installed, additional input regarding
the pump power is required, which is used afterwards to calculate pump consumption
power, i.e., parasitic load. In both cases, if the pump is already installed or not yet installed,
the user should proceed with the calculation related to the electric submersible pump
(ESP) design in order to either design the required new pump that should be installed or
to estimate pump consumption for the already installed pump. Temperature loss along
the wellbore is also stated as the user’s input, and it is automatically subtracted from the
reservoir temperature to calculate the wellhead’s temperature, i.e., production temperature.
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The rest of the input data follows the developed scenario’s data and will be set as the
default or calculated with the possibility of user’s input.

Table 1. Input data required for conducting clustering methods and further calculations.

Input Data

Well name
Longitude
Latitude

Well temperature
Temperature loss through gathering lines

Oil production
Water production

Bottomhole pressure
Density of oil

Density of geothermal fluid
Specific heat capacity of oil

Specific heat capacity of geothermal fluid
Well depth

Yearly thermal drawdown
Yearly thermal water-cut increment

Water-cut
Production pump installed

Temperature loss along the wellbore
Reservoir temperature at the well depth

Downtime of the plant
Outlet temperature of the plant

3. Materials and Methods

At the end of its economic life, a certain spatial footprint of oil field exists. Based on the
development history of the oil fields, well pads are made of several wells drilled from the
same surface location and are connected to the main facilities by flowlines [38]. Each of the
wells on the oil field has different surface flow rates and temperatures. When converting
the oil field to geothermal usage, the wells on the field are optimized and the wells that
deliver the most suitable flow rate and temperature are kept. The example of temperature
and spatial clustering was shown in [39], where the author used the Cluster and Outlier
Analysis tool for spatial and temperature well clustering for deep borehole heat exchanger
(DBHE) geothermal systems, which solves for the Anselin Local Moran’s „I“ statistic of
spatial association. The statistic was used to identify the aggregation of wells with high
bottomhole temperatures. Temperature data of 42,601 wells were collected, and areas
with significant densities of oil and gas wells with the accompanying high temperatures
were outlined. The described approach could result in an increase in system efficiency
and economic viability of the geothermal projects, which are based on the already built
subsurface infrastructure of oil and gas fields. The main advantage of clustering methods is
the possibility of selecting clusters and/or wells that are already connected to built surface
piping infrastructure or are near existing power distribution infrastructure. Moreover,
the ability to connect new wells that so far have not produced any oil and gas and have
high water cut to a gathering system would result in upscaling the overall capacity of
geothermal energy production.

The basis of the developed methodology and the supporting tool is the clustering of
the wells, both in terms of temperature and spatial clustering. For both clustering layers,
the Python programming language is used with integrated pre-made libraries.

In the first layer of clustering, i.e., temperature clustering, the production wells are
sorted into the temperature groups according to their well temperature, and each well is
sorted into groups for one or more end-uses. The well that has more than one end-use is
used in calculations for more than one scenario.
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The second layer of clustering is spatial clustering where the used method of clustering
sorts the wells in certain number of clusters based on their distances between each other.
Spatial clustering enables the inclusion of unused wells on the field in further calculations
that have a high water cut that is suitable for geothermal energy production; the wells
that were not previously included in oil production; and newly drilled wells that have a
high water cut and are drilled for geothermal purposes on the mature or abandoned oil
field. Spatial clustering also defines the data point (centroid, most commonly an imaginary
point), which is in the middle of the cluster and the well (existing data point that is nearest
to the centroid) upon which the new thermal or power plant should be built with minimum
cost of a new pipeline system.

3.1. Temperature Clustering

The temperature clustering layer is based on Lindal’s diagram [31] with minor modifi-
cations. Minor modifications of Lindal’s diagram and the possible applications of geother-
mal energy made for the purpose of the methodology concern the expansion of temperature
ranges for end-uses. The main modification is the expansion of temperature range for
electricity production using Organic Rankine Cycle (ORC) smart mobile units, which is
one on the main goals of the MEET project, i.e., enhancing heat-to-power conversion at low
temperature (60 ◦C–90 ◦C). The temperature ranges for different end-uses are shown in
Figure 1. The temperature spans from 0 ◦C to 200 ◦C with the heat pump, heat generation,
and electricity generation as the end-uses. Electricity generation end-use covers electricity
production by using smart mobile ORC units and electricity production in binary systems
(ORC). The temperature range for heat pump is stated here as the informational data, and
it does not proceed to further calculations for the purposes of methodology and tools.
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3.2. Spatial Clustering

The method used in the developed methodology and case study is the Density-Based
Spatial Clustering of Applications with Noise or DBSCAN, which is an unsupervised
machine learning algorithm. Unsupervised machine learning algorithms are used to
allocate unlabelled data. DBSCAN method examines the clusters as high-density regions
separated by low-density regions; therefore, the clusters found by DBSCAN method can be
of any shape [40].

For the mentioned clustering method, a few important parameters need to be predetermined:

• Epsilon, as the maximum distance between two data points for one to be considered
as in the neighbourhood;

• Minimum samples, as the number of data points (or total weight) in a neighbourhood
for a point to be recognized as a core point and includes the point itself;

• Metric, as the metric used when calculating the distance between instances in the array.

DBSCAN creates a circle of Epsilon radius around every data point and classifies them
into core point, border point, and noise point. A data point is a core point if the circle
around it contains at least a number of Minimum Samples points. If the number of points is
less than the Minimum Samples number, then it is classified as a border point, and if there
are no other data points around any data point within the epsilon radius, then it is treated
as a noise point [41]. The Epsilon value can be calculated as the average distance between
each point in the data set and its Minimum samples number of nearest neighbours. The
average distance is then plotted by ascending value where the sorted values produce an
elbow plot that indicates the maximum curvature on the point, which is the Epsilon value.

The main advantage of the considered method is the determination of outlier points
and the selection of clusters according to the different shapes of the data set. The main
weakness of the method is that it does not work well with the data set that has different
densities (different distances between the points), and due to the fact that Epsilon is a fixed
value, it will characterize the points with different densities as outlier points.

3.3. Outputs

When two-layer clustering is conducted, the number of clusters in the specific field is
obtained, and the filtering option is enabled. Namely, various filtering options are possible:
filtering of the individual wells, filtering the number of end-uses for each well, filtering
desired end-uses to be included in further calculations, filtering regarding the wellhead
temperature, and filtering according to the number of the cluster in which the well is
located. This type of listing and filtering later enables the calculation of results for each
scenario, including both heat and electricity generation, and provides the user with an
option to include or exclude a particular well or cluster from further calculations and
scenario development.

3.3.1. Energy Production Quantities

Regarding energy production, the quantities of produced electricity and/or heat are
calculated for each modelled scenario. For both electricity and heat generation scenarios,
when using the production–injection wells, the temperature of the mixed fluids, density
of the mixed fluids, and specific heat capacity of the mixed fluids are all computed from
all wells from the field, which are filtered after the clustering process. The temperature of
filtered wells is calculated by using Richmann’s rule of mixing [42], shown in Equation (1):

T =
∑n

i=1
.

mi·ci·Ti

∑n
i=1

.
mi·ci

, (1)

where the T represents the fluid’s temperature (◦C),
.

m is the mass flow (kg/s), c is the
specific heat capacity (J/kg◦C) of the geothermal fluid from each well, and n is the number
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of wells. Moreover, the density of the mixed fluid [43] from the geothermal water from all
wells used in the methodology is calculated by using Equation (2):

ρf =
∑n

i=1 ρi·
.

mi

∑n
i=1

.
mi

, (2)

where ρf represents the density of the geothermal water (kg/m3) from a specific well, and
.

m is the mass flow (kg/s) from the well. The specific heat capacity of the mixed fluid is
determined by using Equation (3) [44]:

cp =
∑n

i=1
.

mi·ci

∑n
i=1

.
mi

, (3)

where the cp refers to the specific heat capacity of geothermal fluid (J/kg◦C), and
.

m is the
mass flow (kg/s).

For the scenarios with heat production, thermal energy production concerns the
exploitation of a fixed temperature range between geothermal fluid production temperature
and fixed outlet temperature from the plant where heat can be delivered to multiple end-
users during the entire year or serves as the base load thermal power plant. The installed
capacity (Qth) is a direct function of specific heat capacity of geothermal fluid, density of
geothermal fluid, fluid flow, and the temperature difference between the temperature inlet
and outlet in the thermal power plant, as shown in Equation (4):

Qth = cp·ρf·q·(Ti − To), (4)

where cp is the specific heat capacity of the geothermal fluid (J/kg◦C), ρf represents the
density of the geothermal water (kg/m3), q is the fluid flow (m3/s), Ti is the wellhead
temperature (◦C), i.e., the temperature at the inlet of the thermal power plant, and To is the
temperature (◦C) at the outlet of the thermal power plant. The produced heat is calculated
by using Equation (5):

Eth = cp·ρf·q·(Ti − To)·t·ηHE, (5)

where the t is time (hours) in which the thermal power plant is operating, and ηHE is the
efficiency (%) of the heat exchanger between the geothermal (circulating) fluid and the
working fluid in the secondary loop (end user side).

For Scenario 3, i.e., heat production using the borehole heat exchanger, heat transfer
between the reservoir rocks and the circulating fluid is quantified by using the temperature
ratio (XTR). Temperature ratio is the number that represents heat transfer correlation
between the reservoir rock and circulating fluid, including the heat transfer through
cement, casing, tubing, and tubing isolation, i.e., the ratio of the temperature outlet from
the deep borehole heat exchanger and bottomhole temperature. It is assumed that the
reservoir temperature is the same as the temperature of the reservoir (geothermal) fluid and
that the changes in reservoir porosity and thermal conductivity do not change significantly
in the reservoir. The theoretical lower limit of XTR is zero, which means that there is no
heat transfer between the fluid and the rock, and the theoretical upper limit is one, which
means that heat transfer from the reservoir rock to circulating fluid happened completely.
The temperature ratio is derived from the database of several real and simulated cases of
deep borehole heat exchanger performances provided in Appendix A. The temperature
ratio should imply how much heat is lost in the transfer process by using circulating fluid
rather than geothermal fluid. The maximum ratio is 0.864, which means that more than
86% of heat from geothermal reservoir is transferred on the circulating fluid. The minimum
ratio is 0.240, which means that only 24% of heat from reservoir rock is transferred to
the circulating fluid. The generated temperature ratio enables the simplified estimation
of heat transfer without the need for simulation or measurements on the field. General
knowledge about favorable technical and geological parameters and configuration is of
key importance. The explained factor, XTR, is included in Equations (6) and (7) for the
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calculation of the installed capacity and heat production as the factors, which are multiplied
with reservoir temperature:

Qth = cp·ρf·q·(XTR·Tr − To) (6)

Eth = cp·ρf·q·(XTR·Tr − To)·t·ηHE (7)

where XTR is the temperature ratio used to describe the heat transfer between the reser-
voir and the circulating fluid (-), Tr is the reservoir temperature, and To is the injection
temperature (◦C) which is the temperature at the outlet of the thermal power plant.

For the scenarios with electricity production using Organic Rankine Cycle (ORC)
technology to assess heat exchange performances of the used binary power plant, thermal
efficiency is analysed and calculated by using the following equations. For the wellhead
temperatures higher than 120 ◦C, the method proposed by the Massachusetts Institute of
Technology [3] is used. Namely, regression Equation (8), based on the data from fourteen
ORC power plant, is used to calculate thermal efficiency (%):

ηORC = 0.0005·T2
Inlet − 0.0577·TInlet + 8.2897, (8)

where Tinlet (◦C) represents the production temperature in the scenario with the production
and injection wells, and in the BHE scenarios, it represents the product of temperature ratio
and the reservoir temperature at a certain depth.

The installed power is calculated by using Equation (9) [3].

Qel = cp·ρf·q·(TInlet − To), (9)

The produced energy is a direct function of installed power, thermal efficiency, and
operating time, as shown in Equation (10).

Eel = cp·ρf·q·(Tinlet − To)·t·ηORC (10)

Additionally, for wellhead temperatures lower than 120 ◦C, the approach from the
Deliverable D7.1, based on the data provided from ENOGIA for the purposes of the EU
Horizon 2020 project MEET [45], was applied in order to evaluate the ORC power plant
production. The following parameters should be considered:

• DT—temperature difference on primary side of dedicated heat exchanger;
• ηORC—net ORC power plant efficiency as function of geothermal brine extraction

temperature (circulating fluid temperature in case of BHE) and DT.

As observed, both ηORC are a function of two variables. In addition, there was
a limited number of ORC operating points available from ENOGIA. For that reason,
the “MATLAB Curve Fitting Tool” was used to approximate these three-dimensional
relationships. Polynomial approximation including third degree was performed.

Equation (11) represents the functional relationship between net ORC power plant
efficiency (z), geothermal water extraction temperature, or circulating fluid temperature in
case of BHE (y) and DT (x).

z(x, y) = −0.06849 − 0.001452 ∗ x + 0.002209 ∗ y − 1.017e−5 ∗ x2

+1.639e−5 ∗ x ∗ y − 1.096e−5 ∗ y2 + 3.241e−8 ∗ x2 ∗ y
−4.203e−8 ∗ x ∗ y2 + 1.866e−8 ∗ y3,

(11)

It should be noted that relationship from Equation (11) between these variables is best
suited for brine extraction temperature values in the range from 80 ◦C to 120 ◦C and for
DT values in the range from 0 ◦C to 40 ◦C. In cases when Equation (11) is used for values
outside of the suggested ranges, slightly less accurate results can be expected.

Finally, installed power and produced electricity are calculated according to Equations
(9) and (10) with corresponding power plant efficiencies.
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3.3.2. Levelized Cost of Energy

The levelized cost of electricity or heat (LCOE or LCOH) is defined as the total
discounted lifetime costs of an energy project divided by the total discounted amount of
energy it either produces or saves in its lifetime [46].

The approach used in this methodology is based on a discounted cash flow (DCF)
analysis. Additionally, it must be emphasized that the LCOE/LCOH metric should be con-
sidered rather as an informing measure for investment decisions than an absolute decision
metric. Actual system and project planning should also consider reliability issues and other
factors. Namely, the availability factor of the power plant, i.e., the time that the plant is
available for running influences the produced amount of electricity in a specific period.

The LCOE/LCOH is calculated according to Equations (12) and (13).

LCOE =
∑TPL

t=1
It−St
(1+r)t + ∑TPL

t=1
OMt·(1−TR)

(1+r)t

∑TPL
t=1

EEt
(1+r)t

(12)

LCOH =
∑TPL

t=1
It−St
(1+r)t + ∑TPL

t=1
OMt·(1−TR)

(1+r)t

∑TPL
t=1

EHt
(1+r)t

(13)

In Equations (12) and (13), TPL represents the total lifetime of the project [years], r
represents the nominal discount rate (%/100), It represents investment costs in year t, St
represents incentives or subsidies in year t, OMt represents operation and maintenance
costs in year t, TR represents effective tax rate, EEt represents generated electricity in year t,
and EHt represents produced heating energy in year t. Total investment costs It for specific
year t in Equations (12) and (13) are calculated as shown in Equation (14):

It = Iexp,est
t + Iprod,inje

t + Ippinst
t + Iadmi,man

t + Iother
t , (14)

where Iexp,est
t represents yearly exploration and establishment costs (summarizes the cost

of concession or lease acquisition of oil field, permissions, environmental studies, civil
work, support facilities, surface exploring, shallow drilling, make-up well deepening, and
pre-feasibility and feasibility studies), Iprod,inje

t represents yearly production and injection
wells and system costs (includes mobilization, drilling, logging, testing, production piping,
separators, water tanks, injection piping, production and injection pumps, and corrosion
inhibitor systems), Ippinst

t represents yearly power plant installation costs (it includes power
plant design and engineering, procurement procedures and complete phase of construction,
testing and controlling, grid connection, and transmission), Iadmi,man

t represents yearly ad-
ministration and management costs (it includes project management, project and company
administration, insurance costs, and different financing fees), and Iother,t represents yearly
other investment costs not included in any of the aforementioned categories. Additionally,
operation and maintenance costs OMt in year t are calculated according to Equation (15):

OMt = FO&Mt + O&Mproduction pump
t + O&Minjection pump

t + O&Mother
t , (15)

where FO&Mt represents yearly fixed O&M (including labor costs, maintenance of field
and/or wells and/or power plant) in Euros, O&Mproduction pump

t (€) represents yearly
production pump variable costs that depend on the installed power of the pump, working
hours and electricity price, O&Minjection pump

t (€) represents yearly injection pump variable
costs that depend on the installed power of the pump, working hours, and electricity
price, and O&Mother

t (€) represents yearly variable costs that were not covered by other
defined categories.
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The nominal discount rate, r, is calculated from the real discount rate, rr, and inflation
rate, i, according to Equation (16).

r = (1 + rr)·(1 + i)− 1 (16)

For combined heat and power (CHP) applications, more complex equations are used,
dependent on what the main product is. Namely, the LCOE is used if the decision maker
chooses the main product of interest as electricity; consequently, when calculating the
LCOE for CHP plant, revenues from heat sales must be deduced, and if the main product
is heat, when calculating the LCOH for CHP plant, revenues from electricity sales must be
deduced (Equations (17) and (18)):

LCOE(chp) =
∑TPL

t=1
It−St
(1+r)t + ∑TPL

t=1
OMt·(1−TR)

(1+r)t − ∑TS
t=1

RHSt·(1−TR)
(1+r)t − ∑TPL

t=TS+1
RHMt·(1−TR)

(1+r)t

∑TPL
t=1

EHt
(1+r)t

, (17)

LCOH(chp) =
∑TPL

t=1
It−St
(1+r)t + ∑TPL

t=1
OMt·(1−TR)

(1+r)t − ∑TS
t=1

RESt·(1−TR)
(1+r)t − ∑TPL

t=TS+1
REMt·(1−TR)

(1+r)t

∑TPL
t=1

EEt
(1+r)t

, (18)

where RHSt represents revenues from subsidized heating power sales in year t, RHMt
represents revenues from the market heating power sales in year t, RESt represents revenues
from subsidized electricity sales in year t, REMt represents revenues from the market
electricity sales in year t, and TS represents the duration of subsidized price of electricity or
heating power.

3.3.3. Net Present Value

The NPV metric is in this methodology is calculated as shown in Equation (19):

NPV =
TPL

∑
t=0

at·St =
S0

(1 + r)0 +
S1

(1 + r)1 + . . . +
ST

(1 + r)T , (19)

where St is the balance of cash flow (inflows minus outflows) at time t, at is the financial
discount factor chosen for discount at time t, and r is the nominal discount factor. The
nominal discount factor is calculated according to Equation (16). Inflows include revenues
obtained from electricity and/or heat sells. Outflows include investment costs, which are
calculated according to Equation (14) and operating costs, which are further calculated
according to Equation (15) but also include yearly tax payments.

3.3.4. Avoided CO2 Emissions

In order to assess the environmental impact of such conversion projects and, conse-
quently, to approximate the money savings based on this indicator, calculation of avoided
CO2 emissions during operational phase of the plant is proposed and calculated in this
methodology. The avoided emissions during operational phase are calculated based on the
comparison with the production of the same services with the reference electricity mix and
reference heat mix, respectively. The reference mixes are country specific and represent
business-as-usual developments until 2019 for each country.

For scenarios with only electricity generation, the amount of avoided CO2 emissions
(tons) is calculated as stated in Equation (20):

ECO2 =
top

∑
p=1

( .
Ep·eCO2,elemix

)
, (20)

where top represents the duration of the operational phase of the plant,
.

Ep is the net electric-
ity production by system at the operating conditions of period p (MWhe), and eCO2,elemix
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is the specific CO2 emissions of electricity production from the reference electricity mix
(kgCO2/MWhe).

For scenarios with only heating power production, the amount of avoided CO2
emissions (tons) is calculated as stated in Equation (21):

ECO2 =
top

∑
p=1

( .
Qp·eCO2,heatmix

)
, (21)

where top represents the duration of the operational phase of the plant,
.

Qp is the produced
heat energy to cover heating requirement during period p (MWhth), and eCO2,heatmix is the
specific CO2 emissions of heating production from a heat mix (kgCO2/MWhth).

In case of CHP scenario, Equations (20) and (21) are combined into Equation (22).

ECO2 =
top

∑
p=1

( .
Ep·eCO2,elemix +

.
Qp·eCO2,heatmix

)
, (22)

4. Case Study

A case study was formed, i.e., mature oil field with high water-cut production served
as the basis for forming the case and conduction of two-layer clustering. The oil field
formed for the case study was slightly altered from the existing oil field for the purposes
of retaining realistic parameters needed for the conduction of further calculations. The
remaining required input data were modelled in such manner as to replicate geothermal
systems that could be found in reality regarding technology, modelling of the developed
scenarios, environmental and economic data such as the market price of electricity, emission
factors, share of fossil fuels in total energy mix for each country, weather data for each
country, etc. The rest of the input data for the purposes of the heat demand calculation
and variable operational cost of production pumps, injection pumps, and BHE pumps are
based on proxy values and can be replaced with the user’s input.

In order for the outputs of methodology to be comparable with the outputs from other
scenarios, it is desirable for the input data to be similar, referring to data such as heat needs,
temperature difference, downtime, etc.

Regarding the heat production, the heat produced by exploiting the default tempera-
ture range will be shown. The calculation of heat demand is based on the building’s heating
system, i.e., heating curve [47]. The operational cost of production pumps is based on [48],
where inserting data is required with respect to the well’s geometrics for each well, well
fluids parameters, productivity, and the associated pressures such as dynamic pressure,
differential pressure, hydrostatic pressure, pump intake pressure, etc. For the wells that
are newly included in the production of geothermal water, at the start of the calculation
there is a short check up to verify if there is a need for production pump installation; if the
outcome is positive, the well with its parameters enters the above-mentioned calculation.
For the selection of the production pump, an optimization process of selection based on
the Schlumberger catalogue [49] is developed where the pump with highest efficiency at
the corresponding flow is chosen while satisfying the minimum velocity check-up and
operating range check-up. The operational cost of injection pump is based on the per-
formance curves of injection pumps installed at the facilities for geothermal exploitation.
The operational cost of BHE pump is estimated by calculating the pump’s head loss and
Darcy–Weisbach friction factor by using Colebrook’s equation [50]. For operational costs,
it is assumed that the electricity from the grid is used at the market price and electricity
generated from the power plant is sold at the subsidized price.

For the purposes of the case study, the oil asset will be called “Reservoir 1,” and it
is determined to be in France in the Aquitaine basin. The temperatures in the basin are
mainly between 65 ◦C and 90 ◦C. The reservoir is characterized with tidal and fluvial
sandstones interbedded with clays with thermal conductivity of 3 W/m/K. Reservoir 1 for
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the conversion to geothermal field consists of 26 production wells and 10 injection wells.
The choice for performing deep borehole technology can be any well from the field with
suitable production temperature of circulating fluid. The well chosen for Scenario 3 will
be the well with the maximum temperature of the geothermal fluid at the wellhead. All
injection wells are considered to be of suitable properties for the injection of overall fluid
flow. In Figure 2, the spatial distribution of production wells is shown.
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Figure 2. Spatial distribution of production and injection wells at Reservoir 1.

The main input parameters with respect to Reservoir 1 are shown in the Table 2. Most
of the data are shown as the average of all wells taken into calculation. The wells on
the field were all oil production wells with no newly added wells, and the data used for
further clustering and calculations are more detailed and well specific. Depending on well
depth, wells on the field range from 22 ◦C to 97 ◦C with respect to the temperature of
geothermal water at the wellhead. Depending on the distance from the gathering station,
pipe material, and insulation, temperature loss from gathering lines from the wellhead
also varies from 0.2 ◦C to 2 ◦C overall. The yearly thermal dropdown explains the annual
decline rate of reservoir temperature, and the yearly water-cut increment represents annual
linear water-cut increase. For the simplification of the calculations, two mentioned values
are taken as constant during the duration of project.

Table 2. General data about the Reservoir-1.

Input Data Value Unit

Overall fluid flow 0.042332 m3/s

Average wellhead temperature of considered wells 55.67 ◦C

Average temperature loss through gathering lines 1.23 ◦C

Reservoir pressure gradient 0.0874 bar/m

Density of produced oil 850 kg/m3

Density of geothermal water 1014 kg/m3

Specific heat capacity of geothermal water 3914 J/kg ◦C

Yearly thermal dropdown 0.5 %

Average reservoir water-cut production 84.22 %

Yearly water-cut increment 0.15 %

Minimum number of well required for the spatial clustering 4 -
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4.1. Modelling of the Heat Production Scenarios

The input data for modelling heat production scenarios for all wells on the field are
presented in Table 3. Scenario 1, which is about decommissioning oil assets, has no input
parameters regarding the production, and it will not be shown in this subchapter or the
following one. The downtime presents the yearly percentage of time when the well, plant,
and other surface facilities were not operating. It could be due to disruption in production,
maintenance, or similar reasons. The outlet temperature is the temperature of the fluid at
the outlet of the plant. In Scenario 5, a parallel configuration model was applied where
heat demand is calculated based on input data stated in Table 3 needed for heating curve
performance computation and, consequently, the building’s heat demand. The pipeline
temperature coefficient corresponds to temperature loss caused by transmission pipelines
from the plant to the end-user. It ranges from 0 to 1, where 1 means all the heat is transferred
through the pipeline, and 0 corresponds to total temperature loss. The presented value is
dependent on the pipeline material and geometry.

Table 3. Input data for the heat production scenarios.

Scenario 2 Scenario 3

Input Data Value Unit Input Data Value Unit Input Data Value Unit

Downtime 10 % Downtime 10 % Circulating fluid flow 0.004 m3/s

Outlet temperature 70 ◦C Outlet temperature 70 ◦C Efficiency of surface
heat exchanger 100 %

Efficiency of heat exchanger 100 %
Well depth 3500 m Temperature ratio 0.718 -

Specific heat capacity of
circulating fluid 4187 J/kg ◦C Density of circulating fluid 1000 kg/m3

Temperature loss from the
gathering system to the plant 1 ◦C Yearly thermal dropdown of

the wellbore 0.5 %

Temperature loss along
the wellbore 4 ◦C

Geothermal gradient of
the well 0.033 ◦C/m

Scenario 5

Input Data Value Unit Input Data Value Unit Input Data Value Unit

Type of building Public
building - Temperature loss from the

gathering system to the plant 1 ◦C Pipeline temperature
coefficient 0.94 -

Required inside temperature 19 ◦C Building surface 12,000 m2 Thermal pinch-point in
heat exchanger 1.5 ◦C

Outdoor non-heating
temperature of the pivot point 20 ◦C Minimum water temperature

of the pivot point 20 ◦C Specific heat capacity of the
cold loop fluid 4180 J/kg

◦C

Outdoor non-
heating temperature 17 ◦C Maximum flow in the

cold loop 30 m3/h Density of the cold
loop fluid 1000 kg/m3

Minimum water temperature 35 ◦C Minimum flow in the cold loop 10 m3/h

4.2. Modelling of the Electricity Production Scenarios

The input data for modelling electricity production scenarios for all wells on the field
are presented in Table 4. The outlet temperature is the temperature of the fluid at the outlet
of the ORC power plant.

Table 4. Input data for the electricity production scenarios.

Scenario 4 Scenario 5

Input Data Value Unit Input Data Value Unit

Downtime 10 % Downtime 10 %

Outlet temperature 70 ◦C Outlet temperature 70 ◦C

Temperature loss from the gathering
system to the power plant 1 ◦C

Temperature loss from the gathering
system to the power plant 1 ◦C

Pipeline temperature coefficient 0.94 -
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4.3. Environmental and Economic Input Parameters

For further calculations of the outputs, it is important to define environmental and
economic parameters that will be used for calculating avoided CO2 emissions, levelized
cost of electricity or heat, and net present value. The stated outputs are dependent on
production quantities and will have the same input parameters except the specific costs
that are related to the installed power.

Economic input parameters used in calculations are shown in Table 5. For the market
price of electricity, the ARIMA model developed in MATLAB was used to predict the
market price of electricity for the time of the project duration based on the historical
values [51].

Table 5. Economic parameters used in calculations.

Input Data
Value

Unit
Scenario 2 Scenario 3 Scenario 4 Scenario 5

Effective tax rate 30 %

Inflation rate 2.3 %

Discount rate 6.5 %

Electricity market price (average) - - 0.03628 0.03628 €/kWh

Electricity selling price - - 0.065 0.065 €/kWh

Heat selling price 0.045 0.045 - - €/kWh

Lifetime of the project 20 years

The input values regarding the environmental aspects are stated in the Table 6. The
share of each fossil fuel in total fossil fuel electricity or heat generation is taken here as the
default value and is based on the data from [52] for a chosen country. The emission factors
of each fossil fuel for each energy type, i.e., electricity or heat, are obtained from [53] and
will not be publicly shown due to legal reasons.

Table 6. Environmental parameters used in calculation.

Input Data Value Unit

Share of coal in total fossil fuel electricity generation 23 %

Share of oil in total fossil fuel electricity generation 12 %

Share of natural gas in total fossil fuel electricity generation 65 %

Share of coal in total fossil fuel heat generation 7 %

Share of oil in total fossil fuel heat generation 11 %

Share of natural gas in total fossil fuel heat generation 82 %

5. Results

After conducting two-stage clustering, the results of temperature and spatial clustering
are shown in the Table 7. The column “Number of end-uses” represents how many end-
uses are possible for the conversion of each well based on the wellhead temperature,
respectively. The first eight wells have low temperature for district heating and electricity
generation but are adequate for the installation of heat pump systems; as such, they are
automatically excluded from further calculations. The remaining wells from the field, i.e.,
eighteen wells in total, were chosen for further calculations of methodology outputs. The
first subcase “Whole field” includes all eighteen wells. Furthermore, after applying the
DBSCAN method for spatial clustering, the wells were sorted into two clusters, “Cluster
1” and “Cluster 2,” without outlier wells. Namely, eighteen wells in total were chosen for
further calculations of methodology outputs for sub-cases as follows:
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• Whole field—18 production wells;
• Cluster 1—16 production wells;
• Cluster 2—2 production wells.

Table 7. Results of temperature and spatial clustering.

Well Name Wellhead Temperature (◦C) Number of End-Uses Cluster Number

Well 1 22 1 1

Well 2 23 1 1

Well 3 23 1 2

Well 4 25.3 1 2

Well 5 27 1 1

Well 6 27 1 1

Well 7 29 1 1

Well 8 32 1 1

Well 9 39 1 1

Well 10 47.6 1 1

Well 11 49.3 1 1

Well 12 52.8 1 1

Well 13 54.5 1 1

Well 14 55 1 1

Well 15 60 2 1

Well 16 61.15 2 1

Well 17 68.8 2 1

Well 18 74 2 1

Well 19 74.95 2 2

Well 20 75 2 2

Well 21 78 2 1

Well 22 81.5 2 1

Well 23 83.6 2 1

Well 24 92 2 1

Well 25 95 2 1

Well 26 97 2 1

The input data for the subcases Whole field and Cluster 1 remain the same, as de-
scribed in Sections 4.1 and 4.2. For Cluster 2, the data are changed in order to have realistic
scenarios and meaningful production and are shown in Table 8. The spatial representation
of conducted clustering of production wells is shown in Figure 3.

Table 8. The changed input values for the sub-case “Cluster 2”.

Input Data Value Unit

Outlet temperature from the plant in Scenario 2 50 ◦C

Outlet temperature from the plant in Scenario 4 47 ◦C

Outlet temperature from the plant in Scenario 5 47 ◦C
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Figure 3. Graphical results of the two-stage clustering.

5.1. Calculated Input Values

After the two-stage clustering, the values described in Section 3.3.1. are calculated and
shown for each scenario, i.e., subcase in Tables 9–12: calculated input values for Scenario 5.
The calculated values, together with the required input data, are substituted into further
calculation of methodology outputs.

Table 9. Calculated input values for Scenario 2.

Calculated Value Unit Whole Field Cluster 1 Cluster 2

Wellhead temperature ◦C 81.16 82.10 72.93
Specific heat capacity of geothermal water J/kg ◦C 3904.49 3906.12 3890.20

Density of geothermal water kg/m3 1012.35 1011.38 1020.79
Total geothermal water flow m3/s 0.0406 0.0364 0.0042

Table 10. Calculated input values for Scenario 3.

Calculated Value Unit Whole Field Cluster 1 Cluster 2

Wellhead temperature ◦C 78.93 78.93 82.44

Table 11. Calculated input values for Scenario 4.

Calculated Value Unit Whole Field Cluster 1 Cluster 2

Wellhead temperature ◦C 84.48 85.96 72.93
Specific heat capacity of geothermal water J/kg ◦C 3900.69 3902.03 3890.20

Density of geothermal water kg/m3 1012.30 1011.22 1020.79
Total geothermal water flow m3/s 0.0366 0.0325 0.0042

Thermal efficiency of the ORC plant % 4.40 4.44 2.35

Table 12. Calculated input values for Scenario 5.

Calculated Value Unit Whole Field Cluster 1 Cluster 2

Wellhead temperature ◦C 84.48 85.96 72.93
Specific heat capacity of geothermal water J/kg ◦C 3900.69 3902.03 3890.20

Density of geothermal water kg/m3 1012.30 1011.22 1020.79
Total geothermal water flow m3/s 0.0366 0.0325 0.0042

Thermal efficiency of the ORC plant % 4.40 4.44 2.35
Available fluid for the
electricity generation m3/s 0.0307 0.0271 0.0006
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Contrary to greenfield geothermal projects, end-of-life oil wells conversion into
geothermal ones enables omitting more than a half of the costs related to drilling and
stimulation. The values for CAPEX and OPEX are for the purpose of this study estimated
based on real data collected by the authors. CAPEX is represented with specific investment
costs in Euro per kilowatt and consists of costs included in Equation (14), which depend on
the analysed scenario. For each scenario, OPEX is calculated according to Equation (15).
Additionally, tax rates are country specific, the discount rate was calculated according to
Equation (16) where annual inflation rate for France at the moment of the analysis was
2.3% [54], and the discount rate was considered to be 6.5% [55,56].

CAPEX and OPEX for each scenario and “Whole field” case and additional subcases
“Cluster 1” and “Cluster 2” are shown in Table 13.

Table 13. Calculated CAPEX and OPEX for each case and each scenario.

Input Data
Value

Unit
Scenario 2 Scenario 3 Scenario 4 Scenario 5

Whole field
CAPEX

ORC - - 5667.48 5566.87
€/kW

Heat 449.26 2340.47 - 385.14

OPEX (average) 0.0906 0.0121 1.0217 0.3147 €/kWh

Cluster 1
CAPEX

ORC - - 6333.58 5469.57
€/kW

Heat 440.83 2340.47 - 380.72

OPEX (average) 0.0733 0.8337 0.0121 0.2713 €/kWh

Cluster 2
CAPEX

ORC - - 6710.21 5714.34
€/kW

Heat 392.69 1511.67 - 367.37

OPEX (average) 0.0396 0.0086 1.2715 0.0780 €/kWh

5.2. Methodology Outputs

The graphical results for each subcase and its outputs for each scenario are shown for
the first year of operation. The production quantities of heat and electricity scenarios are
shown in Figures 4 and 5.

Geosciences 2021, 11, x FOR PEER REVIEW  21  of  30 
 

 

 

Figure 4. Heat production quantities for each of three sub‐cases. 

 

Figure 5. Electricity production quantities for each of three subcases. 

The differences between  the production quantities are due  to number of wells  in‐

cluded  in each subcase;  thus,  fluid  flow and  the  temperature varies.  In Scenario 3,  the 

production quantities between each subcase are directly dependent of the fluid’s temper‐

ature, since the remaining input data are the same; hence, heat production is the greatest 

for Cluster 2. In Scenario 5, the heat production quantities are similar for all three sub‐

cases since it is required in order to satisfy the heat demand first. The electricity produc‐

tion temperatures are directly dependent on fluid flow and thermal efficiency of the ORC 

turbine, which  is  conditioned  by  the  geothermal  fluid  temperature  at  the  inlet  of  the 

0

2000

4000

6000

8000

10000

12000

14000

Scenario 2 Scenario 3 Scenario 5

H
ea
t 
p
ro
d
u
ct
io
n
 q
u
an

ti
ti
es
 [
M
W
h
]

Whole field

Cluster 1

Cluster 2

0

100

200

300

400

500

600

700

Scenario 4 Scenario 5

E
le
ct
ri
ci
ty
 p
ro
d
u
ct
io
n
 q
u
an

ti
ti
es
 [
M
W
h
]

Whole field

Cluster 1

Cluster 2

Figure 4. Heat production quantities for each of three sub-cases.
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Figure 5. Electricity production quantities for each of three subcases.

The differences between the production quantities are due to number of wells included
in each subcase; thus, fluid flow and the temperature varies. In Scenario 3, the production
quantities between each subcase are directly dependent of the fluid’s temperature, since
the remaining input data are the same; hence, heat production is the greatest for Cluster 2.
In Scenario 5, the heat production quantities are similar for all three sub-cases since it is
required in order to satisfy the heat demand first. The electricity production temperatures
are directly dependent on fluid flow and thermal efficiency of the ORC turbine, which is
conditioned by the geothermal fluid temperature at the inlet of the power plant and the
temperature difference between the mentioned temperature and the outlet temperature
from the power plant. The levelized costs of heat and levelized costs of electricity are
shown in Figures 6 and 7.
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Figure 6. Levelized cost of heat for each of three subcases.
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Figure 7. Levelized cost of electricity for each of three subcases.

The levelized cost of heat is greater that the levelized cost of electricity since the
production of electricity is significantly lower than the production of heat, according to the
set case study. The net present value is generally negative since it is required in investing in
the conversion to geothermal assets, and due to the great investments in the first year of the
operation period, the expenses exceed revenues. The net present value for each scenario of
three subcases is shown in Figure 8.
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Figure 8. Net present value for each scenario of three subcases.

The CO2 emissions that are avoided in the production of geothermal energy are
directly dependent of the energy production quantities, since the emission factors and the
share of each fossil fuel in the fossil fuel mix are the same and are, as said, country specific.
The avoided CO2 emissions for each scenario of the three sub-cases are shown in Figure 9.
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Figure 9. Avoided CO2 emissions for each scenario of three subcases.

6. Discussion

When comparing the production of energy in each scenario and for each subcase, the
production directly depends on fluid flow and the inlet temperature of the geothermal fluid
or circulating fluid. When producing heat, in Scenario 2, for the Whole field and Cluster
1 subcases, the quantities are nearly the same; the greater inlet temperature in Cluster 1
compensates for the part of the lower flow that is caused by the lower number of production
wells compared to Whole field. In Scenario 3, heat production using the borehole heat
exchanger produces the most heat in Cluster 2 since the wellhead temperature is higher by
more than 3 ◦C compared to rest of the subcases. In Scenario 5, subcases Whole field and
Cluster 1 with similar inlet temperatures and flow of geothermal fluid managed to satisfy
the heat needs where the remaining available flow was directed to the electricity production
facility. Regarding Cluster 2, the changed input parameter of the outlet temperature, i.e.,
the greater exploitable temperature range, delivered enough heat to satisfy head demand,
and more than 60% of the available flow was directed to the electricity production facility.
Regarding electricity production, subcase Whole field produced more electricity than
Cluster 1, where greater fluid flow in Whole field compensated for greater wellhead
temperature and thermal efficiency of ORC turbine in Cluster 1. Cluster 2, with its two
production wells, the wellhead temperature of 72.93 ◦C, and a low thermal efficiency of
the ORC turbine (2.35%), produced about 90% less electricity than Whole field and Cluster
1, even with decreased outlet temperature from the ORC power plant. As stated before,
in line with the objectives of MEET 2020 for enhancing heat-to-power conversion, the
modelled case study uses low temperature (60 ◦C—90 ◦C) at the inlet of the power plant
where smart mobile Organic Rankine Cycle units can be used for electricity production.
Using mobile ORC greatly enlarges the potential sites that could be exploited together
with the use of abandoned oil wells. Such usage of low temperature sources can result in
uneconomic scenarios with respect to lower energy production quantities, but existing oil
wells can minimize capital investments and increase cost competitiveness.
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6.1. Economic Results

The levelized cost of electricity or heat and net present values are the main indicators
for investment. For the modelled case study and associated subcases, the mentioned
outputs quite differ depending on each subcase and scenario.

For the Whole field subcase, LCOH varies from 59.41 €/MWh in Scenario 3 to
301.36 €/MWh in Scenario 5 for heat generation, and the LCOE varies from 1365.82 €/MWh
in Scenario 4 up to 1532.94 €/MWh in Scenario 5 for electricity production. Such varia-
tions can be explained by the different costs of capital investment, operational costs, and
produced energy. It can be observed in the scenarios of electricity generation that lower
thermal efficiency greatly affects production where revenue from selling electricity cannot
exceed the cost of capital investment and high operational cost of running the production
pumps. The operational cost of running the production pumps corresponds to the changes
in electricity market price since the electricity from the grid is used to power pumps.

For the Cluster 1 subcase, LCOH varies from 59.41 €/MWh in Scenario 3 up to
465.76 €/MWh in Scenario 5, and as for LCOE, it varies from a minimum of 1052.14 €/MWh
in Scenario 5 up to 1143.25 €/MWh in Scenario 4. Different values between two mentioned
subcases can be explained with the difference in the number of production wells where
there are 18 production wells in Whole field and 16 production wells in Cluster 1. For
Scenario 3, a similar value of LCOH results from the fact that the same well was chosen to
be converted into the borehole heat exchanger.

For subcase Cluster 2, there are two production wells, and LCOH ranges from
42.76 €/MWh in Scenario 3 to 100.21 €/MWh in Scenario 5, and LCOE ranges from
1307.08 €/MWh in Scenario 4 to 1664.96 €/MWh in Scenario 5. The lower values of
LCOH in this subcase can be explained by lower pump operation costs and higher inlet
temperatures in Scenario 3 for the borehole heat exchanger.

As for the entire case study, Cluster 2 has the lowest values of LCOH. In Scenario 3,
Whole field and Cluster 1 have the same LCOH, but they slightly differ in Scenario 2. The
largest difference is in Scenario 5 where the LCOH of Cluster 1 exceeds the LCOH of Whole
field since the calculation of LCOH counts for the overall investment cost of combined heat
and power, and the revenue from the electricity generation is subtracted. The LCOE values
are the lowest for Cluster 1 in both scenarios and for Scenario 4; for the subcases Whole
field and Cluster 2, the LCOE is slightly lower in the latter subcase due to lower thermal
efficiency. In Scenario 5, Cluster 2 has the highest LCOE due to lower electricity production
quantities and the result of subtracting revenues from selling heat.

As for the net present value of the case study, the values range from −7.616 M€ for
Scenario 5 up to −0.116 M€ for Scenario 3 in the Whole field subcase, from −6.351 M€ for
Scenario 5 up to −0.116 M€ in Scenario 3 in the Cluster 1 subcase, and from −1.263 M€
in Scenario 4 to 0.063 M€ in Scenario 3 in sub-case Cluster 2. The negative values of the
net present value are the result of the investment cost of the plant at the beginning of
the project and the replacement cost of the production pumps in year 15 of the project
duration. Another reason for the negative NPV values is the high operating costs of
production pumps and injection pumps that depend upon the electricity market price and
the running time of the facility. In general, the lowest net present value for all scenarios
is the Whole field followed by Cluster 1 where the differences are manifested from the
production pump investment and operational cost of the pumps, among other associated
costs. Cluster 2 has higher net present values since it consists of only two production
wells and one injection well. Scenario 3 for all subcases has the highest net present value
since the investment consists of plant and well configuration costs. For subcase Cluster
2, Scenario 3 has a positive net present value since the revenue from the heat produced
exceeds the investment costs.

In general, the heat production scenarios are more economically feasible than the
electricity generation scenarios due to low production quantities of electricity. The greater
heat production quantities cover the initial investment cost of the oil-to-water conversion,
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but pump replacement lowers the cumulative cash flow of each scenario, along with the
operational cost of each pump.

6.2. Environmental Results

Although almost all the scenarios of subcases are not economically feasible, it is impor-
tant to elaborate about their environmental footprint regarding the potentially produced
CO2 emissions. The CO2 savings during the operational period are shown as the avoided
CO2 emission, which is substituted with the geothermal exploitation. The quantity of the
avoided emissions is directly correlated with energy production, emission factors of each
fossil fuel, and the share of fossil fuel type in the total share of fossil fuels. The latter two
are the same for all scenarios performed; thus, the only influencing value is the energy
produced. The avoided CO2 emissions range from 49.94 to 2837.73 t of CO2 eq/year for
Whole field, from 49.64 to 2783.77 t of CO2 eq/year for Cluster 1, and it ranges from 29.54
to 637.01 t of CO2 eq/year for Cluster 2. It can be concluded that the highest production
generates the greatest CO2 savings, and it cannot stand alone as the output based on which
decisions will be made.

7. Conclusions

The presented methodology and the demonstrated case study offer solutions for the
conversion of mature or abandoned oil fields to a geothermal asset and, for this reason,
extend the production life of the reservoir. The comprehensive methodology takes into
account production technology, economic and environmental parameters, and, together
with the presented two-stage clustering, provides various options for further converting
petroleum to a geothermal facility while regulatory and policy aspects of such action are
left with the knowledge of the user or potential investor, since this is highly country and
project specific.

One of the main features of the conversion is bi-level clustering, which facilitates firstly
clustering of the wells according to geothermal fluid temperature into a different end-use
group, and secondly, clustering of the wells into spatial groups according to the distance
between each well. This approach allows optimal conversion and usage of the cumulative
production flow from the production wells, simultaneously minimizing the costs for piping
infrastructure and power plant spatial positioning and avoiding the decommissioning and
abandonment costs of an oil field. An extensive review of input parameters and calculated
values such as wellhead temperature, geothermal water flow, specific heat capacity, and
density of geothermal fluid produced a thorough background for creating the different
scenarios for conversion.

The methodology was applied to the modelled Reservoir 1, which replicates the
petroleum reservoir that could be found in reality, in order to evaluate the best conversion
scenario for the Whole field or the given clusters for the modelled case study. The outputs
indicate that the best scenarios for the oil-to-water conversion were heat production sce-
narios due to highest production and avoided CO2 emission quantities, which are directly
related. The calculated economic parameters, LCOE, LCOH, and NPV, indicate that the
optimal scenario for conversion was Scenario 3 for performing the deep borehole heat
exchanger in all three subcases due to its lowest investment and operating costs, followed
by Scenario 2 where production and injection wells are used to generate heat. Temperature
clustering enabled considering a greater number of wells in heat production calculation
rather than in electricity generation scenarios that had influence on the cumulative flow
and the temperature of the geothermal fluid. The clustered wells showed different outputs
in each cluster, which considered pipeline costs due to spatial clustering, and since there
were no newly added wells, the pipeline cost was reduced to a minimum.

The mentioned scenarios resulted in the different main outputs such as production
quantities, levelized cost of electricity, levelized cost of heat, and net present value which
served as the peculiar roadmap towards the optimal oil-to-water conversion.
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Appendix A

Table A1. Temperature ratio database.

Source Case Working Fluid Depth (m) Bottomhole Temperature (◦C) Outlet Temperature from BHE (◦C) Temperature Ratio

[57] Simulation R–C318 5950 165.00 100.38 0.608

[58]

Real Isobutane 1050 154.70 75.95 0.491
Real Isobutane 1050 154.70 76.37 0.494
Real Isobutane 1050 154.70 74.51 0.482
Real Isobutane 1050 154.70 71.21 0.460
Real Propane 1050 154.70 77.75 0.503
Real Propane 1050 154.70 76.10 0.492
Real Propane 1050 154.70 73.61 0.476
Real Isopentane 1050 154.70 81.97 0.530
Real Isopentane 1050 154.70 81.72 0.528
Real Isopentane 1050 154.70 80.71 0.522
Real Butane 1050 154.70 78.51 0.507
Real Butane 1050 154.70 77.54 0.501
Real Butane 1050 154.70 74.48 0.481

[59] Stimulation Water 5593 350.00 84.00 0.240

[24] Stimulation Decafluoro-Butene 1909 295.50 150.00 0.508

[60]
Real Water 6800 211.48 130.00 0.615
Real Water 6000 186.60 130.00 0.697
Real Water 4900 152.39 130.00 0.853

[61] Real Water 2295 73.00 43.00 0.589

[62]
Stimulation Water 3950 105.70 68.00 0.643
Stimulation Water 3950 105.70 86.60 0.816
Stimulation Water 3950 105.70 53.00 0.501

[63] Stimulation Water 2340 73.18 19.90 0.272

[64] Real Water 1000 185.00 128.00 0.692

[65] Stimulation Water 4423 159.80 138.00 0.864

[28]

Stimulation CO2 1800 54.00 24.19 0.448
Stimulation Water 1800 54.00 18.43 0.341
Stimulation R134a 1800 54.00 27.30 0.506
Stimulation R152a 1800 54.00 27.69 0.513
Stimulation R227ea 1800 54.00 27.65 0.512
Stimulation R245fa 1800 54.00 26.48 0.490
Stimulation R1234ze 1800 54.00 27.85 0.516
Stimulation R600a 1800 54.00 28.92 0.536
Stimulation Pentane 1800 54.00 28.09 0.520

[66]

Stimulation Water 4000 180.00 129.88 0.722
Stimulation Water 4000 180.00 129.28 0.718
Stimulation Water 4000 180.00 128.93 0.716
Stimulation Water 4000 180.00 128.96 0.716
Stimulation Water 4000 180.00 128.50 0.714
Stimulation Water 4000 180.00 128.35 0.713
Stimulation Water 4000 180.00 128.22 0.712
Stimulation Water 4000 180.00 128.11 0.712
Stimulation Water 4000 180.00 128.01 0.711
Stimulation Water 4000 180.00 127.92 0.711
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