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Preface to ”Biophysics of Nucleic Acids Celebrating
the 75th Birthday of Professor Kenneth J. Breslauer”

This Special Issue of Life celebrates the pivotal contributions of Professor Kenneth J. Breslauer

to the field of DNA biophysics. The Special Issue represents a collection of 15 papers (4 dedicated

reviews and 11 primary research articles) that deal with different aspects of nucleic acid structure,

stability, and interactions with ligands and ions. Taken together, this Special Issue presents a timely

overview of recent trends in nucleic acid biophysical research from a theoretical and experimental

perspective. Although not exhaustive, the issue should represent a useful guide for scientists who

wish to familiarize themselves with current topics in nucleic acid biophysics research. It should also

be of interest to those who wish to better understand the physical and chemical principles underlying

and governing biological functions of nucleic acids. A brief summary of the range of topics covered

in this Special Issue is given below.

The first single crystal X-ray structure of a B-DNA oligonucleotide was published by Dickerson

and coworkers back in 1980. Since then, the number of published X-ray and NMR DNA structures

that have been deposited in the nucleic acid database repository (NDB) has increased dramatically.

Berman, Lawson, and Schneider review recent developments and future plans for the NDB as a

publicly accessible and centrally important community resource driving research into nucleic acid

properties.

Although nearly 70 years have passed since the double helical nature of DNA was first proposed

by Watson and Crick, details of the physical properties of the double helix are still actively debated

and investigated. In their review of mechanical unzipping experiments of nucleic acids, Rissone and

Ritort focus on equilibrium and non-equilibrium stretching behavior of DNA and RNA molecules and

evaluate nearest neighbor thermodynamic parameters from a perspective of mechanical unfolding

experiments (as opposed to the more conventional temperature unfolding thermodynamic analysis).

Young and colleagues conduct an extensive reevaluation of nucleic acid nearest neighbor effects on

local DNA conformation by making use of the greatly expanded number of newly deposited single

crystal X-ray and NMR structure entrees to the NDB database. The extended database allows these

authors a more rigorous and statistically more sound evaluation of such effects than prior efforts.

Sequence and site-specific ligand binding to desirable drug targets with minimal nonspecific

binding to off-targets is the holy grail of drug development. Minetti and Remeta review the

thermodynamic principles underlying ligand binding that can aid in drug development. In a

subsequent research paper, Minetti and coworkers apply these principles to optimize the design of

aurintricarboxylic acid (ATA) as viral inhibitor for targeting, inter alia, SARS-CoV-2 Viral Targets.

In a related article, Paul and coworkers explore the use of minimalist pyridine ligands derived

from well-established DNA minor groove binders to gain better insights into the forces that control

molecular recognition and binding thermodynamics of minor groove complexes. Whereas the Wilson

group (above) systematically varies the ligand to modulate DNA recognition, Scott and Chalikian

turn this process on its head, by using known classical minor groove binders to discriminate between

different DNA targets. They aim to use minor groove binders as a means to specifically bind and

stabilize a subset of DNA quadruplexes containing hairpin like loop domains, while excluding

or minimizing binding to other G quadruplex DNA forms. The structural similarity of the core

quadruplex that is independent of details of the surrounding sequences make identifying ligands that

bind only to specific G quadruplexes sequences to the exclusion of all others a challenging prospect,

making targeting features of the loop a more promising option. G-quadruplex-forming sequences are
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often able to adopt several conformationally distinct, but closely related, four-stranded structures in

response to variations in environmental conditions. Takahashi and coworkers highlight how different

ligands targeted specifically to the core G quadruplex domain derived from a telomer sequence can

preferentially interact and stabilize different conformational isomers of the G-quadruplex and alter

DNA replication outcomes in an in vitro replication assay. These observations suggest that targeting

G-quadruplexes holds promise for therapeutic interventions if ligands can be made to target specific

G-quadruplexes to the exclusion of all or most others.

As indicated above, DNA G-quadruplexes represent particularly interesting noncanonical DNA

structures, not only because of their multitude of closely related and often dynamically interchanging

conformations, but also because sequences that are able to adopt G quadruplex structures are often

closely associated with biologically relevant sequence domains and have been reported to play crucial

roles in the control of gene expression and in telomer stability, for example. The article by Prislan,

Urbic and Poklar-Ulrih reflects the dynamically interchanging nature of the d(G4T4G3) G-quadruplex

by promoting an unconventional kinetic model to analyze heat capacity data at variable heating and

cooling rates for this construct. Tariq and coworkers use differences in the pressure dependence

of the TM for the intermolecular parallel stranded G-quadruplex formed from d(TGGGGT)4 in

comparison to the structurally related intramolecular parallel-stranded G-quadruplex formed by the

Pu22-T12T13 variant of the VEGF transcription initiation site to argue for the importance of loop

bases in influencing quadruplex hydration.

The success of DNA modeling efforts often depends on the relevance and accuracy of the force

field chosen to model DNA interactions. Schneider et al. report a self-consistent set of parameters

for DNA residues for application with the AMBER force field that will allow improved modeling of

dynamics in novel DNA polymers, an area that is of increasing importance going forward.

The polyanionic nature of nucleic acids makes their physical properties highly depend on salt

conditions. The article by Knop and colleagues investigates the properties of nucleic acids at extremes

of salt and pressure such as encountered on Mars as one example. The study represents an effort to

assess if conditions on Mars are supportive of DNA-based life forms as we know them.

The polyanionic nature of DNA also represents a repulsive force between adjacent DNA duplex

chains. Nevertheless, attractive interactions between neighboring DNA chains have been observed,

and they play a critical role in DNA packaging and in homologous strand exchange events in

nature. They are also important for various DNA surface depositing protocols for biotechnological

applications. The article by Chen and Pettitt investigates the potential of mean force (PMF) between

neighboring DNA chains to understand how DNA flexibility impacts attractive interactions between

neighboring DNA chains.

Besides nonspecific ionic interactions typical for alkali metal ions, DNA can form specific DNA

metal complexes with transition metal ions. The article by Ihara, Kitamura, and Katsuda reviews

some of their recent work on transition metal nucleic acid interactions that were designed to stabilize

specific DNA structures (e.g., DNA triplexes), assist in dynamic DNA splicing, and/or amplify

metal DNA signals (e.g., lanthanide luminescence) for biotechnological applications. The article

demonstrates how judicious application of insights into DNA structure formation together with

knowledge of specific transition metal nucleic acid interactions can be combined to develop clever

concepts for nucleic acid-based biotechnology and sensing applications.

Last but by no means least, the famous experiments by Stanley Miller and Harold Urey in the

1950s established that the basic building blocks for the development of life could form in the early

earth environment, but how does one get from such basic building blocks to the complexity that is

necessary for life to develop? In an intriguing article, Farquharson, Agozzino, and Dill attempt to
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address this fundamental question with a simple non-equilibrium thermodynamic model that allows

for spontaneous polymerization and interactions between two kinds of molecules (information and

functional molecules, loosely associated with nucleic acids and proteins, respectively) confined within

a membrane system that can grow to a limited size only before dividing. Time evolution of such

a simple system, coupled with an application of only a very few physical laws, quickly generates

complexities not unlike those seen in real life. Such model studies show that life in all its complexities

could indeed have evolved from simple precursors.

To summarize, this Special Issue covers topics ranging from the structure and thermodynamics

of canonical and non-canonical DNAs and their complexes to efforts to understand interchain

interactions between double helices and to develop nucleic acid-based sensors. The authors employ a

gamut of biophysical techniques ranging from the classical spectroscopic, calorimetric and, pressure

perturbation tools to the more modern single molecule force extension methods as well as a range of

computational approaches for their studies. As such, it is hoped that the articles in this Special Issue

will be informative and helpful to an interested reader in highlighting recent developments in the

field of nucleic acid biophysics.

Tigran Chalikian and Jens Völker

Editors
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Editorial

Tribute to Kenneth J. Breslauer
Tigran V. Chalikian

Department of Pharmaceutical Sciences, University of Toronto, Toronto, ON M5S 3M2, Canada;
t.chalikian@utoronto.ca

It is an exciting experience to serve as guest editor for a Special Issue celebrating
the 75th birthday of Professor Kenneth J. Breslauer. For more than five decades, Ken
Breslauer has been one of the giants shaping the field of biopolymer thermodynamics.
After doctoral studies in the laboratory of Prof. Julian Sturtevant and postdoctoral training
in the laboratory of Prof. Ignacio Tinoco, Ken joined the Department of Chemistry of
Rutgers University. That was in 1974, and he has remained loyal both to Chemistry and to
Rutgers ever since.

Ken’s lasting impact on molecular biophysics has been especially prominent in his
fundamental quest to elucidate the energetic determinants of DNA polymorphism, drug–
DNA interactions, DNA repair, and, more recently, the molecular mechanisms of genetic
diseases associated with uncontrolled triplet expansion. In retrospect, Ken’s pivotal and
pioneering studies, particularly into the nearest-neighbor-based thermodynamics of DNA
stability and the differential energetics of drug binding to compositionally similar but
structurally and hydrationally distinct DNA duplexes, emerge as high points in the progress
in our understanding of the physical principles governing the structure and function
of DNA.

Ground-breaking work in the Breslauer lab convincingly showed that the associa-
tion of the quintessential minor groove binder netropsin with the poly(dA)poly(dT) and
poly(dAdT)poly(dAdT) duplexes, while being characterized by nearly identical binding
free energies, has dramatically different enthalpic and entropic origins [1]. Ken’s seminal
paper on the nearest-neighbor thermodynamics of DNA, published in PNAS in 1986, in-
spired wide-spread endeavors that continue to this day [2]. Those efforts have resulted
in the development of nearest-neighbor databases for computing the full thermodynamic
profiles of the duplex-to-single-strand transitions of any duplex DNA, including canonical
B-DNA, mismatched DNA, mutagenic DNA lesions, and hairpins, under different envi-
ronmental conditions (for summary, see ref. [3]). More recently, his studies have provided
novel thermodynamic insights into the evolution of the genetic code [4] and resulted in the
discovery of “rollamers” [5]. The latter represent dynamic polymorphic DNA structures
that may explain the inception and progression of triplet expansion-based genetic diseases
and suggest possible avenues for their treatment.

For decades, the Breslauer lab has been a conceptual powerhouse in the development
of thermodynamic insights into the functioning of DNA. As such, it has been a hub for
collaboration among, and a destination for visits from, highly accomplished scientists
from around the world. I was fortunate to spend five years between 1992 and 1997 in this
vibrant atmosphere. Ken’s mentorship was unobtrusive and unforced, giving you all the
freedom you needed to test your ideas. At the same time, he was generously supportive
should you need his guidance to overcome a seemingly insurmountable obstacle. More
than anything, he was a constant and wonderful example of a superb scholar and effective
principal investigator. I learned a great deal from him. I learned the importance of looking
broadly into the scientific problem at hand and of thinking outside the limits of a specific
experimental technique, employing to that end a combination of techniques, each offering
a unique insight into the problem.
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I gratefully acknowledge that, throughout my subsequent career as an independent
researcher, I felt Ken’s gentle support and guiding attention. Recently, helping my son
with his biology class, I recounted the Hershey–Chase experiment in which DNA, and not
the protein, was shown to carry the infectiousness of the phage. It occurred to me that I
knew first-hand that DNA is infectious. Before joining Ken’s lab, proteins had been the
center of my research interests. Ken infected me with his enthusiasm and passion for DNA.
Twenty-five years later, I still retain that infection.

This Special Issue is a tribute to Ken’s influential presence in the field of DNA bio-
physics. It comprises 15 papers that broadly encompass the current state-of-the-art in the
field. They include experimental and theoretical studies into the stability and interactions
of canonical and noncanonical DNA structures. In some respects, these studies parallel,
complement, and extend concepts Ken Breslauer articulated decades ago and has been
developing ever since.

Below, we present, in alphabetical order, the testimonials and personal accounts from
people who have known Ken at different stages of his career as a mentor, a colleague, or
a friend.

1. Robert Boikess, Professor

When I was Ken’s department chair, and even afterwards, looking after his best
interests was always one of my major concerns. When he was up for promotion and
tenure, some senior faculty were concerned that he didn’t have enough funding. I assured
them that a lot more would be coming (something of an understatement). Over the
years, his rare combination of skills as a research scientist and as a scientific administrator
attracted the attention of other universities. Fortunately, I was able to convince the Rutgers
administration to do what was necessary to keep him at Rutgers. These actions were
something that neither I, nor anyone else at Rutgers, ever regretted.

2. Walter A. Dickerhof, Lab Technician

My employment under Ken at Wright-Riemann Laboratories was the first full-time
position in my field of study after having graduated college. Despite his impressive
stature at the University, Ken proved to be remarkably approachable, as well as extremely
welcoming to those new to his group thereby facilitating a seamless integration into same.
Though the essence of our affiliation was implicitly professional, Ken possessed a genuine
sincerity underpinning this professionalism and serving to foster a relationship at a more
personal level while at the same time preserving his authority.

Years after I had left the University, I contacted Ken regarding a reference for potential
employment and was pleasantly surprised as to how enthusiastically receptive he was after
so many years; this moment being void of any awkwardness and having a feel as if it were
days, not years, which had passed since our last conversation. That communication, as well
as those following during the brief period thereafter, had this old-friend kind of vibe to
them. For this, I cannot find words sufficient but can only state, simply, that it speaks to his
character, to wit: typically, it is the employer who expects loyalty from their subordinates;
nevertheless, nearly two decades later, still I had Ken’s support. This was an exceptional
act of loyalty, one by which I felt flattered and, even more so, humbled.

Inarguably intrinsic to Ken’s nature, the afore-described attributes instilled in me a
visceral sense of belonging as well as a strong feeling of pride to be a member of his research
group; sentiments which have persisted with me until this very day.

Thank you, Ken, for your kindness, your generosity and all that you had done for me
then and what you have done for me since.

Happy Birthday, my friend.

2
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3. Ann Doeffinger, Administrative Assistant

Simply having the opportunity to wish “75th Happy Birthday” to—and help celebrate
the life of—such a Distinguished Professor and a gentleman as Dr. Kenneth Breslauer is in
itself a gift.

It has been an immense honor and pleasure to work in the Chemistry Department
alongside one of its most pre-eminent professors, as he is truly a remarkable person in
every respect.

“I have come to believe that a great professor is a great artist and that there are
few as there are any other great artists. Teaching might even be the greatest of
arts since the medium is the human mind and spirit” —John Steinbeck

4. Dick Foley, Dean, Professor Emeritus

As Dean of Arts and Science at Rutgers for a decade, I worked with Ken and saw
first-hand what a remarkable academic administrator he is. “Remarkable” understates the
case. His record of successes at Rutgers is unprecedented. It was during that decade that he
oversaw a reorganization of the life sciences and established the Division of Life Sciences,
but it was anything but an ordinary reorganization. Every university I have been associated
with has an exaggerated sense of itself as uniquely complex, but at Rutgers in those years,
my love for the place notwithstanding, this was no exaggeration. Its unusual history and
administrative structures had produced a confusing university-wide tangle of schools,
departments, and institutes that duplicated each other’s research and teaching portfolios in
the life sciences and did so, frankly, with notably different degrees of quality. The task of
unsorting and then reassembling this jumble demanded equal measures of academic vision,
political skill, and sheer tenacity. It was a herculean task which Ken pulled off in ways that
no one else could have approximated, the eventual result being a well-integrated collection
of prospering departments, centers, institutes, state-of-the-art buildings, core facilities, and
the list goes on and on. Impressive as all this is, the most important of Ken’s successes over
the years are the result of his eye for intellectual talent and ability to attract it. Time after
time he competed successfully against far better endowed universities to recruit and retain
top faculty. He did so with his characteristic persistence but also ingenious arrangements,
all done with a fraction of the resources of the competition. With apologies to Churchill,
never has so much been accomplished with so little. It was exciting to be Ken’s partner and
co-conspirator during that decade, but it was also just great fun. Little in life is better than
working on undeniably valuable projects with someone you enormously admire but also
hugely enjoy.

5. Barbara Gaffney, Lecturer

I was a Lecturer in the Douglass College Department of Chemistry when, in 1974,
our esteemed chair, Stan Mandeles, was fortunate in recruiting Ken Breslauer as a young
Assistant Professor. Stan had himself been recruited to build a cutting-edge research
department at Douglass that was to be focused at the interface of chemistry and life
sciences (this was well before the 1981 reorganization that combined the various college
chemistry departments into a single unit at Rutgers Wright Labs). Our small Douglass
faculty were friendly and collegial, and Ken fit right in, with his great charm and wit.
He was a natural teacher, so he was exceedingly popular with the outstanding Douglass
undergraduates. Research funding was scarce, so Stan’s new hires were all encouraged to
seek external funding, at which Ken showed exceptional skill. With great care, Ken set up
his biophysical lab with good instrumentation: his first spectrophotometer and calorimeter.
He mentored several graduate students but depended primarily on post-doctoral fellows.
After the 1981 reorganization of the college chemistry departments, Ken would soon move
his operation to Wright Labs, where it flourished. At Douglass, he had overseen the medical
technology program, so perhaps it was natural that at Busch he would again choose to
combine research with administration. In 1985, he became the Associate Dean of Life
Sciences, and the rest, as they say, is history.

3
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6. Craig A. Gelfand, CEO

It was a tremendous privilege to have been part of the Breslauer lab in the late 1990s,
and only later could I look back with full appreciation upon the spectrum of scientific and
career learnings. It is impossible to distill 4 years into a few paragraphs. To my non-scientist
friends, I often tell silly one-liners like the fact that a lot of us developed an unhealthy
addiction to caffeine to offset the slow pace at which a DSC generates data. I will leave
deeply scientific topics to my esteemed colleagues, the amazing people that continued to
work and thrive in the thermodynamics community. While my career path moved me
away from thermodynamics as a main research topic, the lessons I learned in the Breslauer
lab, much like the science of thermodynamics itself, always seem apply to the projects that
I am dealing with. So, I would like to take this opportunity to thank Dr. Ken Breslauer for
his patience in teaching an excited kid that had a lot to learn and to describe a few of the
key universal lessons that I was privileged to have learned from a wonderful mentor.

One lesson that applied over-and-over during my career was that hypothesis-driven
experiment planning needed to be balanced with flexibility to let resulting data tell their
own story—in essence, do not let your preconceived notions interfere with thorough and
thoughtful interpretation of your data. A few aspects of my own work as a post-doctoral
fellow and research associate in Ken’s lab are perhaps a small example of this, but the body
of work coming from the Breslauer lab at large serves as tribute to the breadth of inventive-
ness that this approach enables: the data themselves are the main storytellers; successful
researchers listen to those stories, communicate them by publication or presentation, and
then help write the next chapter of the story by devising new experiments based on the
prior data. I write this knowing that to many this will seem superficial (e. g., “that’s how
science is supposed to be done”), but throughout the years of my own career that followed,
I observed others (and occasionally caught myself) making the mistake of preconceiving
desired outcomes, often leading to derailed projects; so, it’s a true career benefit that I
received this learning during my post-doc years. Productive scientists succeed by being
clever, flexible, and patient observers and good stewards of data. Among the achievements
that I take most pride in from my own work are the few times when I was asked to solve
‘project-killing messes’ merely by letting each problem tell itself to me first through the
existing data, then navigating to successful solutions.

A correlated lesson is the ability to tell those stories. Ken is a gifted communicator,
able to convert the complicated into the understandable, capable of presenting, seemingly
effortlessly, to a wide spectrum of people from deeply technical to lay audiences and, even
more uniquely, with flair and enthusiasm. There is an intrinsic career barrier that I think is
a particularly acute burden in complex fields such as thermodynamics: a communication
‘activation energy barrier’ that needs to be overcome. The work of any scientist can be
rendered essentially irrelevant if we cannot communicate it, sometimes with the paradox
that the more unusual or novel the story that needs to be told, the higher the burden for
precise and concise communication. Ken is a master, and it is clear that he took extra
effort to mentor us lab folk to be better communicators, in parallel with teaching us the
science. I clearly recall being exposed to the equally important yet somewhat different skills
required to prepare effective oral presentations (through hours of editing and re-working
of slides—especially in the prior era when physical transparencies and slides needed to
be finished well ahead of time) and written works (I recall at least a few times that Ken
somehow managed to write more by hand in red ink in the margins and on backs of pages
than I had typed in preparing a draft). These are lessons that are more easily appreciated in
retrospect, and skills that I am certain benefitted my career. My Ph. D. advisor, Dr. Joyce
Jentoft, had a similar passion for teaching the critical skill of communication of science, so I
was doubly fortunate of having two mentors drive this topic. I hope that I have honored
the importance of these lessons by passing them on to scientists that I trained and worked
with, helping support their careers in the way that my mentors helped me.

I look forward to the privilege of continuing to learn from Ken and from my continued
association with his lab.
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7. Vera Gindikin, Research Associate

I am grateful for this opportunity to express the appreciation I have had for many
years now for Dr. Breslauer and to convey how lucky I feel to have been working in his lab.

Dr. Breslauer, first and foremost, is an incredible, brilliant, and highly devoted scientist,
who never ceased to amaze me with his extraordinary mind, vast knowledge, and unique
perspective on things. These qualities are well known and appreciated by many who
have met and collaborated with Prof. Breslauer, quite a few of whom are contributing to
this publication. However, I am also fortunate to have had a personal perspective of Dr.
Breslauer by having been a part of the Breslauer lab for the past three decades.

I met Dr. Breslauer for the first time a few years before I joined Rutgers University,
when I visited the US while still being an undergraduate student majoring in Biochemistry
and Molecular Biology. I was planning to apply to graduate schools and wanted to talk
to faculty at Rutgers chemistry department. Dr. Breslauer not only agreed to meet with
me but spent a long time of what I am sure was a very busy day talking to me and then
introducing me to some of the other faculty members. I also remember how incredible
comfortable he made me feel; it was all very surprising and unusual. I had never met
people like him before, and now, more than 30 years later, I can honestly say that I have
never met people like him since.

I consider myself very fortunate for having joined Ken’s lab as a graduate student in
1992 and to be able to continue working in the lab after graduation. Not only did I have
the luxury of scientific research flexibility and the input and care of a wonderful scientific
advisor, but I also always had incredible personal support from Dr. Breslauer during some
difficult times in my life. Dr. Breslauer always found kind words and great solutions to
help me, and it made me feel stronger because I felt that support. I think it is an incredible
gift to feel such support from one’s advisor, which only a very few lucky people get to
experience. I am among these few lucky ones, and I am eternally grateful.

Happy Birthday from one very grateful and appreciative “last graduate student”!

8. Arthur P. Grollman, MD, Professor

The Shakespearian theme “What’s past is prologue”, coupled with the quest of “How
small molecules do great things” that guides research in the Zickler Laboratory of Chem-
ical Biology (LCB), epitomizes my 30-year collaboration with Ken Breslauer and Francis
Johnson, Director of the Division of Medicinal Chemistry at Stony Brook. Our collaboration
continues apace on Ken’s 75th birthday as it did when the three of us were considered
young Turks.

In 1993, funding was obtained from the National Cancer Institute to support a Pro-
gram Project grant (PPG), “Exocyclic DNA Adducts and Oxidative DNA Damage.” The
central theme of this multidisciplinary program involved relationships between molecular
structure, energetics, and biological activity. The integration of these factors proved to be
central to understanding the molecular mechanism(s) of DNA replication, DNA repair,
and mutagenesis. At that time, the mapping of energy landscapes that link structures
with biological functions were entirely lacking. Breslauer’s research and databases proved
critical in bridging this experimental and conceptual gap. His group’s seminal research
was a unique feature of our PPG, contributing to enthusiastic reviews and continuous NIH
funding for this research program for more than 20 years.

The site-specific introduction of single lesions into DNA, using innovative synthetic
methods developed in the Johnson lab at Stony Brook, provided modified DNAs with
which Breslauer and his talented research associates at Rutgers generated novel energetic
insights and concepts, designed to complement structure-based interpretation of biological
processes [3].

As a physician-scientist, I was acutely aware of the paucity of drugs considered safe
and effective in treating human viral disease. Accordingly, when I initiated a program
on rational antiviral drug design, supported by private philanthropy, it was clear that
Breslauer and his group were among the few who could meet the exacting goals of such a
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program. Ken serves on the three-person Executive Committee that guides our blue-ribbon
consortium. Our first report (on the active principle of ATA) appears in this Festschrift.
As orally effective drugs are urgently needed to combat SARS-CoV-2, we have chosen to
repurpose emetine as an antiviral, using low doses to minimize the well-known side effects
of this established amebicide. Ken’s extensive experience with drug development, together
with administrative skills honed over decades, which are summarized in this Editorial, are
playing an important role in overcoming the bureaucratic roadblocks associated with our
drug development research.

As a personal friend and colleague, Ken has an upbeat attitude toward others diplo-
matically helping where he can. This is supported by an imaginative capability to solve
problems through useful suggestions, always with a light touch and a wonderful sense of
humor. He is a scientist for all reasons in all seasons.

9. Martha Haviland, Professor

I first met Ken Breslauer when he was the Dean, Division of Life Sciences, Linus C.
Pauling Distinguished Professor, and Vice President, Health Science Partnerships, and
I was the Director of Undergraduate Advising for the Division of Life Sciences. As I
understand the history, it is Ken’s vision and his ability to work with and motivate others
that led to the development of the Division and, ultimately, the undergraduate program
in life sciences at Rutgers. But it was not until I moved into the position of Director of
the Undergraduate Instruction for the Division and reported directly to Ken that I truly
understood his dedication to undergraduate education. As just one example, under his
leadership and guidance, we revamped our introductory General Biology curriculum,
received funding from NSF and the State of New Jersey for our efforts, and leveraged this
external funding to secure internal funds to renovate undergraduate classroom laboratory
spaces as well as increase the number of teaching assistant positions assigned to the
Division. You might expect that a person with his responsibilities might not prioritize
individual undergraduate students, but Ken ensured that every e-mail from a student
was answered. Some of my fondest memories are when Ken attended undergraduate
celebrations, whether they be research symposia, graduation events, or Rutgers Day. His
smile is engaging, he always has his hand out to shake yours, and he made each student
he spoke with, and their parents, know that they were heard and respected. Finally, on
a personal note, Ken encouraged me and supported my growth as an academic and an
administrator. He provided me with the autonomy and authority to make decisions and
move forward, but I always knew he had my back and would step in to provide support
if asked.

10. Roger Jones, Professor Emeritus

Ken has always been a visionary.
I first met Ken in 1977, upon my hire into the Chemistry Department of Douglass

College, which is part of Rutgers University. Ken was a few years ahead of me in the
Assistant Professor ranks, but he was already influential in the department. Ken was
universally liked by both faculty and students. He never missed an opportunity to assist,
support, and encourage his students to do their best in addition to being a loyal and
professional colleague. We had both been hired as part of the plan of the Chair, Stan
Mandeles, to add nucleic acids research to the department, and we quickly developed a
lifelong friendship. Nucleic acids research was not common in chemistry departments
at the time and was not represented in the much larger Rutgers College department. It
happened that the two departments were merged in 1981, and it was my fate to come up for
tenure in 1982. Likely, it was Ken’s eloquence that convinced the newly combined faculty
that my synthetic nucleic acid program was worth promoting. He was always ready to
help a colleague.

Ken’s long-standing goal was to grow life sciences at Rutgers, which he did with
great success! From his time at Douglass College, and continuing through his university
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administrative positions, Ken proved as adept at raising Rutgers funds to support his
life science goals as he was at raising NIH funds to support his research program. In my
42 years at Rutgers, Ken is unique in his ability to sustain a high-quality research program
while simultaneously a highly successful series of substantial administrative positions.

“The qualities of a great man are vision, integrity, courage, understanding, the
power of articulation, and profundity of character” —Dwight Eisenhower

11. Mike Kiledjian, Professor

Happiest of birthdays Ken!
Thank you for all your tireless dedication and support of the Life Sciences at Rutgers

University. Your vision to coalesce life science research within the School of Arts and
Sciences into a single division and build a first-rate research program was visionary, and
we are all better now because of your forward thinking.

Ken and I first met when I was an undergraduate student at Rutgers working in a
lab within the Department of Chemistry. He and my research advisor were colleagues,
and Ken was a valuable source of knowledge and guidance. A decade later in 1995, Ken
was instrumental in recruiting me back to Rutgers as a junior faculty member in what is
now the Department of Cell Biology and Neuroscience (CBN). I have had the pleasure of
working closely with Ken in his role as Dean of the Division of Life Science. Ken’s tireless
efforts to establish, foster, and lead the Division of Life Sciences at Rutgers is a testament to
his commitment to scientific excellence.

On a personal level, I am grateful to Ken for his support and mentorship during my
appointment as Chair of CBN in 2012. The CBN faculty and I are forever indebted to Ken
for his unwavering support throughout the years that enabled us to recruit outstanding
junior faculty and establish a superb foundation for the growth of the department. This
momentum continues to this day and was initiated in large part to Ken’s support.

Cheers to 75 amazing years and to many, many more to come!

12. Elsa Klump, Artist, Widow of Professor Horst Klump

What do I recollect of the Ken Breslauer stories, with which my beloved Horst Klump
entertained me? Of course, it was not academic. I am a sculptor, a listener, and an
enthusiastic identifier with the lives, thinking, and products of others. This account is
therefore second-hand creative hearsay.

How did Horst and Ken connect? To me they recognized each other as brilliant
entrepreneurs and scientists, streetwise survivors who could compete, work, and play
hard—both top academics with talents in many more directions, bordering on genius.

Horst was an Assistant Professor in the Dept of Physical Chemistry 2, and at times
Acting-Head, at the University of Freiburg, Germany, when Ken Breslauer arrived in
1981/82 on a Humboldt Fellowship for post-doctoral research. There were complications
though. Both the families of Ken’s father and mother, Breslauer and Schaeffer, had fled
Germany during the Nazi regime, ahead of the Hitler horrors. Their home was on the
East-Coast USA now, and Ken’s father had misgivings about his son’s return to Germany.
So, the parents accompanied their very adult son—Ken Breslauer—back to Germany to
assure his well-being, comfort, and safety.

Horst received the Breslauers and welcomed Ken into his family life with two young
sons. For Horst it was an honor, and he formed a strong connection with Ken. They were
both top researchers, breaking new ground; they understood and appreciated each other’s
projects, even when one was more than a decade senior to the other. They were both keen
sportsmen. Horst was a yachtsman, a tennis and soccer player, and skied in winter. Ken
could have become a professional sportsman/baseball player. Together they had fun. As I
see it, Ken is a team sports person, whereas Horst was into individual sports. Somehow,
through Ken’s personality, Horst was roped in. The parents could leave their son behind in
Horst’s trustworthy hands. In turn, Horst could trust Ken and eventually was even willing
to entrust his lifetime research to him.

7



Life 2022, 12, 1325

When Ken returned to academic life in the USA, they stayed in contact. Horst would
visit the Breslauer family when on sabbatical or attending conferences in USA, first at
Ken’s parental home in Queens and later near Rutgers, Ken now having two sons of his
own. At first, Ken focused on research, but he quickly extended his talents into managing,
developing, and expanding the status of life sciences at Rutgers, The State University of
New Jersey, USA. He kept his research lab, entrusted to capable researchers, but most of
his time was taken up running Rutgers.

In 2000, when Ken was a Linus Pauling Professor of Chemistry and the Dean and
Director of Life Sciences at Rutgers, Horst (and I) came to Ken’s lab, initially for the first 3
months of Horst’s sabbatical year from UCT. Horst found this setup at Rutgers so conducive
to his own research that (although he also planned periods at West Coast Universities)
he preferred to stay for most of that year and, from 2002 on, returned annually for the
allowed three-month stints for another 14 times. Horst, as a brilliant original researcher and
talented lateral thinker, found it difficult when others would take his ideas to appropriate
the work for themselves. However, Horst was willing to entrust Ken with his unpublished
research accomplishments—“ploughing with other’s oxen”. Ken could comprehend the
thrust of a thought direction, a research paper, facilitate possibilities and even repackage
the presentation of a publication to make the work more accessible and marketable, but
he would always acknowledge the creator/initiator/pioneer. The Breslauer family CAN
write. So could Horst, but better in his mother tongue, German.

I got the impression, as an outsider in science, that Ken appointed scientists he trusted
and then allowed them a measure of freedom to develop science projects that suited their
own talents and personalities best. Jens Voelker, a former PhD student of Horst’s from UCT,
now part of Ken’s group, put it this way: “This (research) could not be done without Ken’s
support and his willingness to let us play”.

Nancy Ludowicki, PA, was Ken’s backbone and was hands on with Ken’s many
Rutgers University projects. Nancy could achieve directives on many levels. I think
Nancy’s capabilities were wide. Nancy equipped and installed us, for example, into our
living quarters at Treetops Apartments at the edge of Rutgers’ “Ecological Forest”, where
wildlife abounded. Apparently, the day before she died, when Ken visited Nancy in
hospital, Nancy still gave Ken the where’s and whatall’s that she felt Ken needed to know
about the tasks that she was leaving behind.

During Horst’s sabbaticals, Ken arranged for me to do sculpture at the Rutgers arts
school lab on Livingston campus. What a privilege! I had interesting discussions on art
with Ken Breslauer, and I was amazed at the depth of Ken’s understanding, insights, and
advice upon explaining my sculptural art.

I worked in clay and wood and received all the support needed from Rutgers staff.
How grateful I am. Thanks to this arrangement enabled by Ken I was able to exhibit with
the art lecturers at the Gallery of Mason Gross School of Art and to connect with so many
creatively different post-graduate students. I would like to believe I contributed to the
development of their thought processes.

13. Ajar Kochar, MD, MHS

I had the privilege of first meeting Dr. Breslauer circa 2005–2006 as a young, highly
impressionable Rutgers undergraduate student. At the time, stem cell research was very
much in vogue as a potential treatment modality for a panoply of medical pathologies.
However, the ethical dilemmas surrounding the use of embryonic stem cells was extremely
politically charged. Rutgers, and New Jersey more broadly, were being considered as a
central hub for a major stem cell research center. Rutgers was and remains a driving force
for academic scholarship and community engagement. Rutgers is able to play this role
in large part due to the inimitable leadership of icons like Dr. Breslauer. Dr. Breslauer, in
partnership with another college mentor of mine—Dr. Wise Young—helped organize a
series of community-based events focused on stem cell research.
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I initially got to know Dr. Breslauer in helping to plan these stem-cell-research-based
conferences. I vividly recall the first-time meeting with Dr. Breslauer in his office. I was
simply awed by his inimitable presence as he radiated a unique combination of academic
brilliance, administrative nous, and genuine compassion. Looking back, I had no business
being anywhere near those conferences. I had at best a paltry understanding of the science
let alone the complex interplay between the science and politics of high-level scientific
investigation. Yet, Dr. Breslauer never let me or my classmates (including the incredibly
talented Dr. Nakul Raykar, who is now a rock-star trauma surgeon/clinical researcher
at Brigham and Women’s Hospital/Harvard Medical School) ever feel like our opinions
were immaterial. In fact, he encouraged us drive the ship while skillfully shepherding us
through the process. Under Dr. Breslauer’s mentorship, we were able to help execute a
very well attended and insightful series of programs focused on stem cell research.

Much to my delight, after the completion of these stem cell research events, Dr.
Breslauer continued to remain a key college mentor and role model. The transition from
college to “what’s next” is always an incredibly stressful period. Dr. Breslauer played an
integral role with my application to medical school, even going so far as to make phone
calls to advocate on my behalf. I am confident that without his support I would not have
ultimately landed at Brown Medical School, where I had a tremendous experience in
medical training. Not only did Dr. Breslauer go above and beyond to support me and many
others, but he was incredibly encouraging and nurturing during the process. Moreover,
he provided a fantastic example on how to pursue a career in science employing steadfast
dedication, passion, and a pinch of humor. Admittedly, I am still at the beginning phases of
my own academic career—but I often think about Dr. Breslauer as a North Star role model
to emulate.

I would be remiss not to mention that some of my most enjoyable experiences with
Dr. Breslauer have been beyond the realm of academics. I was a senior when Rutgers beat
Louisville in 2006. I recall celebrating with Dr. Breslauer a few days later and Dr. Breslauer
explaining the downstream positive impacts of such a victory on the entire University
community. More recently, I have relished celebrating the incredible accomplishments of
our Men’s Basketball team successfully qualifying for the NCAA tournaments in back-back
(really should be a third back . . . ) years. Dr. Breslauer’s passion beyond science speaks to
the Renaissance man that he is. I only hope I will continue to have the opportunity to learn
from his incredible expertise and will conclude by simply saying: thank you for a lifetime
of memories and mentorship.

14. Ernie Lepore, Board of Governors Professor

I have known Ken for decades now, and I have always thought of him as something
like a big brother, probably because he always helps me get out of various messes I created;
twice he bailed out two of my graduate students with summer funding when I forgot
to secure the funding myself. One of them is at NYU now; the other is at Princeton.
Thank you, Ken, from them both. Several times he’s allowed me to use the life sciences
building for conferences I organized. This was especially helpful during the hurricanes
we suffered. And the list goes on and on. Oddly, I even trust his judgment more than I
trust the judgment of my own internist and his internist, too. His storehouse of knowledge
is something to marvel—ranging from chemistry to life sciences to sports to academia
to campus politics and, yes, even to medicine. To envy his long list of accomplishments
would not only be presumptuous but would also deprive you of enjoying them. I have
been pretty successful in moving Rutgers forward: building an internationally recognized
department, hiring National Academy of Sciences members. But then there’s Ken—one
building, two buildings, three buildings. Incredible. I sometimes wonder whether Rutgers
has enough space to house all the buildings that Ken’s planning. But it would be remiss
not to acknowledge the magic of his voice. Whenever I hear it, it brightens my day.
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15. Charles Martin, Professor Emeritus

Ken’s extraordinary science will be clear from others who write here. Like many
others, I followed his research and benefitted from his scientific achievements. I can also
testify about as his skills as an administrator and program builder. In my opinion, much of
expansion of the life sciences at Rutgers and the reunification of the medical school with
Rutgers can be directly attributed to Ken’s efforts.

In 1996, Ken was appointed as the Dean of the new Division of Life Sciences within
the School of Arts and Sciences. Ken asked me to assist him and got me appointed as
the Director of the Bureau of Biological Research—it was at this point that I was able to
closely watch and marvel at his administrative, social, and political abilities. Ken has a
remarkable gift for bringing people together, extracting money and effort from them, and
getting them to do big things. His first efforts were to raise money for recruiting and
building. And what a job he did! Through his well-founded connections built during the
first reorganization in the 1980s, he managed to acquire internal funds from various sources
within the University. He also recognized that he would need to hire “rainmakers”—
well-funded and nationally recognized scientists to build and head new departments
and research centers. His first effort was to hire Wise Young to establish the Center for
Collaborative Research in Neuroscience. Wise was a prominent NYU Neurobiologist who
specialized in spinal cord injury research. Ken recruited Wise and supported his fund-
raising efforts from sources ranging from the Keck Foundation (a USD 2.1 million grant),
Wall Street bankers, pharmaceutical firms, you name it. We had many meetings, and I got
to watch up close (with some “I didn’t know you could do that”, jaw-dropping amazement)
as he and Wise organized and ran fund-raising events on Wall Street and at the Lincoln
Center that were used to build the Center in a large space connected to Nelson Laboratories.
This effort paid off very well in the early days of the Division and brought a lot of good
press to the University and the Division of Life Sciences.

Ken’s second big effort was recruiting Jay Tischfield to establish the Department of
Genetics and the Human Genetics Institute. Jay was a well-known human geneticist at
the University of Indiana Medical School who had established a well-funded human cell
repository. When Jay moved to Rutgers, he greatly expanded the repository and its funding
base, which was then used to recruit top faculty and establish the impressive Department
of Genetics that we see today. Ken worked in many ways to support this new department,
including raising funds to build the Life Sciences building to house it. Another of Ken’s
efforts was in support of the Molecular Biosciences Graduate Program, formed from a
number of graduate programs in the life sciences at Rutgers and UMDNJ (New Brunswick).
The programs consolidated their first-year fellowships and acquired additional ones from
the Rutgers Graduate School; these were then used to recruit students into a first-class first
year program involving an advanced curriculum and laboratory rotations. This program
still exists today and is a model for graduate programs at universities across the country.

16. Patricia Morton, Associate Professor

Dr. Kenneth Breslauer: leader, colleague, mentor, and most of all, treasured friend. He
always has time, always has good advice, and always has your back. Ken is a visionary: he
sees beyond what others see, then builds a path which he enables everyone to traverse. He
is a unique balance between dreamer and clear-eyed practitioner.

I came to Rutgers from outside academia, and thus into a world of different processes
and practices. Dr. Breslauer took me under his wing and, more than once, guided me onto
a safe and effective route, thus avoiding many invisible landmines.

He immediately understood the vision and commitment of our new W. M. Keck
Center and was amazingly supportive as we tried new ways to raise funds, such as the
very successful ‘CURE’ events in New York City; initiated programs across the normal
lines of operations like the Presidential Lecture Series; and absolutely radically welcomed
people with spinal cord injuries into our Research Center. His appearance at events was
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always very meaningful to people in the community, as they were honored that someone
in his position would take time to speak to and be with them.

There are many stories I could tell but will sum things up by saying: The world would
be a better, more creative, and genuinely caring place if there were more people like Ken
Breslauer.

I am deeply grateful that Dr. Kenneth Breslauer has been, and is, part of my life.

17. G. Eric Plum, Lecturer

For more than 30 years, I have benefitted from Ken Breslauer’s mentorship and
friendship. We all celebrate his stellar career as a scientist and university administrator.
In addition to his intellect, Ken exhibits a rare gift for personal engagement and empathy.
Everyone who worked with him appreciated his sensitivity about curveballs—although it
was my understanding that he could not hit one.

The characteristic of Ken’s that I still find most remarkable is his enthusiasm about
science. Despite his many conflicting responsibilities, he was always eager to discuss my
latest ideas and experimental results. Early in my time in his laboratory, Ken and I made
a trip to Long Island to confer with our collaborators at SUNY Stonybrook. Unlike the
graduate students, who all had pretty nice cars, Ken drove an old Volvo with at least one
wheel in the junkyard. The weather was bad and the Volvo’s wipers barely cleared the
windshield of rain. I was quite unnerved. Throughout the trip, Ken exuberantly discussed
the project with me while occasionally looking at the road. At that point, I believed that
“I could do some really interesting science with this guy”—so long as we make it back to
New Jersey.

Congratulations Ken on reaching this milestone, and thanks for the “interesting
science” and your friendship over the years.

18. Jamshid Rabii, Professor Emeritus

My 33 years at Rutgers University have left me with many fond memories. Like
many of my colleagues, a number of these memories stem from my experiences in research,
teaching, as well as mentoring undergraduate and graduate students. In my case, however,
I was fortunate enough to be encouraged by Ken Breslauer to join his team when he
undertook development of the newly created Division of Life Sciences. That Ken was
extremely successful in creating a world-class division engaged in research and teaching
is a well-established fact. What may be less obvious is his invaluable influence on the
professional lives of his team members. I recall accepting Ken’s offer of the position
of Director of Undergraduate Affairs in the Division of Life Sciences with a degree of
apprehension. Although at that time I knew Ken casually from being on several committees
with him, I was not familiar with either his leadership qualities or his work ethics. It did
not take very long for me to appreciate his impressive leadership ability and management
style. It quickly became evident to me that Ken took genuine interest in all aspects of
the Division’s development and performance and, when needed, offered his support and
advice to every member of his team. Adding an ever-present composure and a good sense
of humor to his other qualities made Ken Breslauer the ideal “boss.” There were many
challenges along the way as I strived to manage the undergraduate affairs of the Division
up to the high standards that were expected by Ken. It would have been near impossible
to get through such challenges had it not been for Ken’s guidance and encouragement.
Ken Breslauer’s support and mentorship, as well as his friendship, was an integral part of
my career advancement at Rutgers University. I would be remiss if I did not mention that
Ken’s support of his team members went beyond their professional activities within the
Divison of Life Sciences. On more than one occasion, when frustrated in dealing with the
local medical community for a health-related issue for myself or my family, all I needed
was to reach out to Ken and he invariably employed his vast range of contacts to remedy
the situation.
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I am proud to have had Ken Breslauer as a boss, a mentor, and, especially, as a
good friend.

19. Glen Ramsay, CEO

When Jack Aviv first introduced to me to Ken Breslauer, I was at that awkward stage of
my professional life: transitioning from a postdoctoral fellow to my career. Career choices
are a matter of self-preparation but also of opportunities created by others. I was, and
still am, a bit of a duck: not the best flyer, nor swimmer, nor walker, but capable of all
and of spanning the interfaces. Not being the best can stymie a career, but Ken and Jack
saw an opportunity in me. Ken’s lab needed not only the best people, but also top-notch
instrumentation. Jack used his companies to keep Ken well stocked with the necessary
hardware. It was into this mutually beneficial relationship that I landed.

The job offer made to me, which I readily accepted, was a joint position in both
of their institutions. The position was uniquely created for me, which I’m sure was an
administrative feat. My work involved developing instrumentation that could benefit both
men’s aspirations. The point I wish to make is that it was these men’s faith in myself (and
others) that is supreme among their attributes. They always recognized that the collective
advancement of others would ultimately be beneficial to all. This “faith in others”, I believe,
is a chief contributor to their own successes. The result has been the launching of numerous
careers, a huge number of publications, and, ultimately, improvement in our society.

This journal’s many articles and kind words are proof of Ken’s scope of influence. But
let my experience demonstrate the depth of his generosity and commitment.

20. Armen Sarvazyan, CSO

Throughout his career, Ken Breslauer has been a leading figure in the field of ther-
modynamics of nucleic acids and their complexes. As a true visionary, Ken was quick to
recognize the benefits of combining traditional calorimetric investigations with volumetric
studies based on ultrasonic velocimetric and densimetric techniques. This combination was
the foundation of an extremely fruitful collaboration between Ken, my former graduate
student Tigran Chalikian, and myself. The collaboration is still ongoing, resulting in dozens
of papers that provide unique insights into the physical nature of inter- and intramolecular
interactions governing the biological function of proteins and nucleic acids. I want to use
this occasion to wish Ken good health and continued scientific leadership for many years
to come.

21. Jay A. Tischfield, Ph.D., FFACMG, Professor and Founding CEO

Ken Breslauer is an internationally renowned scientist and academic administrator,
but perhaps most importantly, he is a visionary and builder of colleagues and programs.
Ken and I had an extraordinarily productive partnership at Rutgers over a 20-year period,
during which time I learned of and often appropriated the unorthodox ways in which he
conducted his decadal role in the Division of Life Sciences and later as University Vice
President for Health Science Partnerships. He taught me to act first and apologize later
when we had a good idea that others ignored, frequently suborning co-conspirators whose
interests coincided with ours. In retrospect, some of these individuals had divergent goals
but they cooperated based on our pledge to support their interests in the future. We could
do this because Ken’s word and handshake were viewed as his bond, no paper necessary
in most instances, a characteristic that I seek to emulate.

Ken was the key individual responsible for recruiting me to Rutgers as the first
permanent chair of the Department of Genetics. Initially, I did not want to take the job
because I had spent the previous 25 years in various positions at schools of medicine and
undergraduate programs were too intimidating. But then Ken did the most unusual thing:
he telephoned my childhood friends who were still living in the New York metropolitan
area, imploring them to convince me to come back to the region where I spent the first
21 years of my life. I was so impressed that anyone would have the imagination and
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chutzpah to do this, which clearly required a good spiel and the force of a persevering
personality, that I came to Rutgers in 1998. I thought to build faculty research laboratories in
Nelson Labs, but it proved to be wholly inadequate for the plans that Ken and I incubated.
With unerring technique, Ken convinced the University administrative hierarchy to lend
me the money to renovate space for what became the Rutgers Cell and DNA Repository
(RUCDR). The project took off, and I was able to quickly repay the money. At every
opportunity, Ken touted my success, knowing full well that we could use it as a launch
pad for our greater goals. Next, he convinced the administration to build the Life Sciences
Building at a time when there was very little construction on campus. In doing this, Ken
demonstrated deftness and agility at maneuvering within the Rutgers political system.
Almost everybody in the administration succumbed to the promises emanating from his
velvet tongue. This was followed by a series of highly original agreements that Ken
brokered between the University and RUCDR, creating the wealth and infrastructure (e.g.,
more buildings and equipment) that allowed RUCDR to deliver hundreds of millions of
dollars of federal and industry grants and contracts, providing employment for well over a
hundred people and recent privatization at a significant profit to Rutgers.

I stand in awe of Ken’s fundamental scientific contributions. His publications describe
advances in our understanding of the thermodynamics of nucleic acids, a subject that I
can only approach at 30,000 feet. My understanding of some of the biophysical principles
that Ken describes in his papers is a tribute to their fundamental importance and his clear
and highly articulate writing. I am honored that he has occasionally solicited my input or
opinion, especially as it relates to medical implications.

Ken and I were both raised in New York City, though we occasionally regard our
home boroughs as different planets. Oddly, we were both at Yale for graduate studies at
the same time, though we didn’t know each other because he was in the Department of
Biophysics with the smart people. In fact, I almost flunked the graduate-level physical
chemistry course offered by Ken’s advisor. After Yale, we both gravitated to the University
of California at Berkeley for postdoctoral studies, but we never met until he led the Rutgers
recruitment dance.

I pay homage to Ken Breslauer on his 75th birthday, though I’ve been a fan and acolyte
since we first met. I thank him for being a great friend and remarkable human being and
for teaching me to navigate the Rutgers system. I regret that our paths did not cross before
I joined Rutgers, especially in view of our prior geographic proximity.

22. Douglas H. Turner, Professor Emeritus

Ken and I were postdocs together in Nacho Tinoco’s lab for about 20 months in 1973–
1974. We were both Yankee fans from New York, so we bonded immediately. He has been
a good friend ever since. At Berkeley, he reminded me of Mickey Mantle because he was
the best softball center fielder I ever saw, especially his breaks on fly balls. We also bonded
on watching Monday Night Football games. Along with Eric Weitz (now at Northwestern
University), we were the greatest chefs of TV dinners on those nights. After Ken was set up
at Rutgers, he kindly let me, and Sue Freier (now at IONIS Pharmaceuticals), come to his
lab for a series of calorimetry experiments on poly-C. Together with Luis Marky, the four of
us pioneered high throughput calorimetry by perfecting sleeping on the lab floor while
experiments were running. Ken’s calorimetry has had a major effect on my career due
to his 1975 JMB publication with Sturtevant and Tinoco establishing that optical melting
experiments best agree with calorimetry when linear lower baselines are subtracted from
the UV absorption curves. My group has applied this crucial insight in at least 60 papers.

From later visits, it became clear that Rutgers was lucky that Ken expanded his
interests to include academic administration. Our original bonding with the Yankees was
also important for those visits. When Ken gave me directions for driving to his house, he
said, “When you come to a fork in the road, take it.” Turns out Ken lived near Yogi Berra,
and Yogi famously gave the same directions, but expanded them to include living life. That
made them easy for me to remember.
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23. Jens Völker, Associate Research Professor

It is a great honor and privilege, and no easy task, to be involved in editing a
Festschrift/Special Issue on the occasion of Professor Kenneth J. Breslauer’s milestone
birthday and to come up, in a few words, with something to say about Ken. Where does
one start with someone as multifaceted as Ken Breslauer, and how does one keep it to just
a few words?

Perhaps it is best to start where it all began for me, as my first introduction to Ken
speaks volumes about the kind of person Ken is, beyond his numerous scientific and admin-
istrative achievements. I first met Ken when I attended, as a lowly and very much overawed
PhD student from a far corner of the earth, the Gordon Conference on Biopolymers Ken
co-chaired in 1992. I met him by literally bumping into him and a group of invited speakers
and other luminaries in the elevator of the conference center. Ken immediately turned
around and introduced himself by saying, “I thought I knew most people at the conference.
I don’t know you. I am Ken Breslauer.” Upon hearing I was the odd PhD student from
South Africa (we had communicated by fax so that I could get an invite to the conference),
Ken proceeded to ask what my PhD was all about (thermodynamics of DNA triple helices),
and if I had a poster at the conference. Upon hearing that indeed I had, he turned to his
colleagues and said, “Carry on without me, I need to see this” and proceeded to spend the
next hour and then some talking with me about my PhD project and invited me to visit his
lab, if I got the chance. In the process of talking to me, whether intentionally or not I do not
know, he managed to greatly alleviate my considerable anxieties of how my research done
in isolation at the far end of the world compared with world-class research done in the US.
It is this ability to talk to people from all walks of life and to make them feel comfortable I
have since come to value and appreciate as one of Ken’s greatest assets, a view that is also
reflected in the numerous personal reminiscences listed in this editorial and the wide range
of authors willing to contribute to this Special Issue.

Two years later, I accepted a postdoc position in Ken’s lab, and I have been collab-
orating with Ken ever since. Having worked with Ken (often in collaboration with my
former PhD advisor Horst Klump until his untimely passing last year), I have since come
to appreciate many of Ken’s other qualities, such as his willingness and encouragement to
let me pursue my data to wherever they may lead (however outlandish it initially might
have seemed); his patience with my struggles to make sense of my data and write them
up in a semi-coherent manner (and whose importance he seemed to grasp within minutes
when I finally felt comfortable to share them); his ability to convert my semi-coherent texts
into something even a non-specialist can follow; and, not in the least, his willingness to
find time to deal with research results despite his full administrative plate as dean and vice
president at Rutgers. (Even if it sometimes took a while for him to get around to read/edit
the many manuscripts produced in the lab—a standing joke in the lab for many years
was that KJB (Ken’s Journal of Biology) was a most exclusive journal with a readership
of ONE, containing the hottest results unavailable to anyone else.) However, despite all
these (and many other) academic/professional achievements, it is my opinion that Ken’s
ability to relate to people, to take their concerns seriously, and, when needed, his unstinting
willingness to help out when life throws a curveball (as several other contributors have
commented and that I can attest to from personal experience) that represent Ken’s greatest
gifts and that make it such an honor and privilege to have been involved in this Special
Issue and to write this testimonial.

Happy Birthday Ken, and I hope we will find many an interesting and fruitful research
topic to pursue in the years to come.

24. Peter von Hippel, Professor

I send my enthusiastic best wishes on the occasion of this celebration of your 75th
birthday by your many friends, colleagues, and admirers. Achieving this three-quarter-
century mark represents a momentous milestone in your busy and productive personal and
scientific life and provides a point at which one could legitimately consider ‘hanging up
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one’s boots’. However, you show no signs of slowing down, and therefore, this celebration
and Festschrift could be considered instead as a ‘mid-career assessment’ opportunity
for you, an opportunity for your friends and colleagues to celebrate all that you have
accomplished, and an opportunity to help you think about what you might still want to
attempt in the ‘second-half’ of your scientific career.

I had hoped to mark the occasion by providing an overview of some recent and (thanks
to the new methods developed by my research collaborators) perhaps ‘ground-breaking’
single molecule and 2D fluorescence spectroscopy work we have been conducting on
the structural characterization and rates of inter-conversion of single-stranded (ss)DNA
conformations on microsecond time scales, which has also helped us to more directly
approach issues involving how various DNA conformations actually interact with ssDNA-
binding proteins in real time. Clearly, this work builds on the major calorimetric and
other biophysical chemical studies of DNA (and RNA) structures and sequences and their
interactions with binding ligands that you and your lab have been engaged in for so many
years. In our recent studies, we have been able to use some new methodologies to actually
begin to monitor the appearance and disappearance of elements of the secondary structure
of ssDNA on microsecond time scales, rather than just inferring (through monitoring the
slower protein rearrangements that follow) what the DNA must be doing at rates that
have been too fast to observe directly. We have also been studying the fluctuations in
and the balance of forces that control the structure, stability, and inter-conversion rates of
double-stranded DNA, and the fork and ss–dsDNA junctions that connect ds- and ssDNA
segments in the DNA scaffolds of replication and transcription complexes. These latter loci
serve as the positions at which the protein components of these systems actually function.
This is, of course, a field to which you and your collaborators have contributed much, and
thus such a paper seemed particularly appropriate for your Festschrift. However, now
that the deadline is actually upon us, I find that I have, unfortunately (and not for the first
time), over-estimated the rate at which this research could proceed before a review could
legitimately be written. Therefore, our contribution will have to be limited to this shorter
congratulatory message.

I close with a few more personal thoughts. We have been friends and have interacted,
both scientifically and personally, for many years. In that capacity, I have much enjoyed
reading and thinking about (and on occasion, serving as editor of or reviewer for) the
seminal scientific work that you and your collaborators have produced. Those studies have
mostly used physical biochemical techniques to characterize the structures and interactions
of nucleic acid components with one another and with the proteins that drive the various
processes of genome expression at the cellular and evolutionary levels. Your group’s work
has resulted in the production of unique and invaluable databases that have helped to put
nucleic acid studies on a sound thermodynamic footing and have provided the necessary
parameters to facilitate the discovery of ligands and drugs that have both increased our
basic knowledge and have helped to devise rational approaches to the treatment of various
diseases. You have also served as an insightful and constructive editor and reviewer for
our papers. I can’t now remember exactly when we first met, but our paths have crossed
in multiple contexts, including formal and informal occasions connected with basic and
applied research issues at meetings and seminars and visits and correspondence over at
least the last 40 years. I look forward to the next 40! My colleagues and I are grateful for
your many scientific and administrative and personal contributions to our field and to our
lives. Thank you!

25. Gabrielle Wilders, Senior Executive Associate

I have worked with Dr. Breslauer for several years at the School of Arts and Sciences.
He frequently goes out of his way get to know the staff, tell a joke, or share a story.

When I was diagnosed with a serious medical illness, I was in a state of shock and
unsure of next steps. I reached out to Dr. Breslauer for help. I knew he appreciated the
urgency of my situation; I knew he would know the top doctors in the area, and most
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importantly, I knew that helping his friends and colleagues in these situations was a priority
to him.

Without hesitation, he paved the way for me to see leading experts in the field until I
found one that I was completely comfortable with. I would not have been able to navigate
my way to the excellent care I received without Dr. Breslauer’s skilled guidance and
compassion.

I am eternally grateful for the kindness he has shown me and the concerted effort he
put forth to help ensure that I regained my health.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: In an effort to identify functional-energetic correlations leading to the development of effi-
cient anti-SARS-CoV-2 therapeutic agents, we have designed synthetic analogs of aurintricarboxylic
acid (ATA), a heterogeneous polymeric mixture of structurally related linear homologs known to
exhibit a host of biological properties, including antiviral activity. These derivatives are evaluated for
their ability to interact with a plasma transporter protein (human serum albumin), eukaryotic (yeast)
ribosomes, and a SARS-CoV-2 target, the RNA-dependent RNA polymerase (RdRp). The resultant
data are critical for characterizing drug distribution, bioavailability, and effective inhibition of host
and viral targets. Promising lead compounds are selected on the basis of their binding energetics
which have been characterized and correlated with functional activities as assessed by inhibition of
RNA replication and protein synthesis. Our results reveal that the activity of heterogeneous ATA is
mimicked by linear compounds of defined molecular weight, with a dichlorohexamer salicylic-acid
derivative exhibiting the highest potency. These findings are instrumental for optimizing the design
of structurally defined ATA analogs that fulfill the requirements of an antiviral drug with respect to
bioavailability, homogeneity, and potency, thereby expanding the arsenal of therapeutic regimens
that are currently available to address the urgent need for effective SARS-CoV-2 treatment strategies.

Keywords: aurintricarboxylic acid (ATA); salicylic acid polymers; methylene-salicylic acid; SARS-CoV-2;
RNA-dependent RNA polymerase (RdRp); yeast ribosomes; human serum albumin (HSA); molecular
recognition; biological function and viral disease; inhibitor binding; thermodynamics

1. Introduction

The emergence of highly infectious life-threatening diseases, as evidenced by the
SARS-CoV-2 global pandemic, necessitates effective treatment strategies, including the
development and evaluation of novel pharmacological compounds as prospective antivi-
ral therapeutics. Over the past several decades, the Breslauer, Grollman, and Johnson
research laboratories have pursued a collaborative synergistic program to elucidate specific
structure–function–energetic correlations in systems of biomedical relevance. This com-
prehensive multiparametric strategy has enabled us to characterize the overall impact of
carcinogenic and mutagenic DNA lesions [1–9] on nucleic acid recognition [10], replica-
tion [11], and repair [10,12] (as reviewed in [13]). Applying the methodology developed and
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refined during this timeframe towards identifying effective treatment protocols to combat
infectious diseases, our laboratories are currently exploring investigational compounds
and repurposed molecules to assess their overall therapeutic potential as anti-SARS-CoV-2
inhibitors. The latter includes aurintricarboxylic acid (ATA), a salicylic acid polymer
that exhibits a broad range of biological activities, including its efficacy as an antiviral
agent [14,15].

The synthesis of ATA traces its origin to 1892 as the primary product of a condensation
reaction between salicylic acid and formaldehyde in the presence of sulfuric acid and nitrite
ion [16]. Multiple applications have been reported since its discovery, including seminal
studies conducted during the 1960s and 1970s [17] that explored ATA as an inhibitor of
protein synthesis in eukaryotes while elucidating specific mechanisms of several antiviral
and antibiotic compounds at the ribosomal level [18–26]. Harnessing insights gained
from parallel investigations on emetine [17–19,24,27], Grollman and colleagues focused
particular attention on the initiation of viral protein synthesis as a target for anti-viral
drug design. These researchers demonstrated that triphenylmethane dyes such as ATA
inhibit initiation of protein synthesis [21] and prevent the attachment of viral RNA to
ribosomes isolated from rabbit reticulocytes [20,23]. Subsequent investigations identified
nucleic acid binding proteins as an alternate target for ATA [28] via mechanisms suggested
to involve inhibition of nucleic acid interactions with the template binding sites [29,30].
Significantly, the groundbreaking studies conducted by Grollman and associates have
inspired the publication of over 750 articles on ATA describing its biomedical applications.
A long-standing challenge that remains is to characterize the active principle constituent(s)
in the ATA mixture and develop lead compounds for further optimization.

Our approach to antiviral drug design is consistent with these observations as we ex-
plore initiation of protein synthesis at the ribosomal level and inhibition of RNA-dependent
RNA polymerase (RdRp). Moreover, compounds that are structurally related to ATA and
share its mode of action might lead to the design of novel antiviral agents [20,31]. The poly-
meric heterogeneous nature of ATA mixtures imposes a significant challenge for medicinal
chemistry investigations of such compounds. Nevertheless, the ability to inhibit an early
event in viral replication suggests that the active principle(s) of this heterogeneous mixture
might represent a novel chemical entity. In view of its effective utility as both a protein
and nucleic acid synthesis inhibitor, heterogeneous ATA mixtures have been demonstrated
to exhibit antiviral activity by inhibiting replication of influenza [26], coxsackievirus [32],
and SARS-CoV [33]. Recently, screenings of prospective anti-SARS-CoV-2 inhibitors have
identified ATA as exhibiting antiviral activity via inhibition of viral cell attachment and
invasion by blocking spike protein interactions with ACE2 [34].

Considering the myriad of biological and antiviral properties associated with ATA,
identification and resolution of the active component(s) represents a critical hurdle in
developing these as lead compounds for further optimization to achieve both a higher
potency and selectivity. A feasible and practical alternative is to design synthetic protocols
that afford generation of homogeneous lead compounds which mimic and/or exceed
the polymeric mixture activity. As part of our ongoing efforts to correlate biological and
biophysical properties, we are pursuing leads generated via the design of defined syn-
thetic ATA derivatives that optimize inhibitory activity, antiviral selectivity, bioavailability,
and the ability to penetrate cells. The current synthetic scheme to produce ATA involves
treatment of salicylic acid with formaldehyde, sulfuric acid, and sodium nitrite result-
ing in a heterogeneous polymeric mixture [35]. The degree of product heterogeneity is
dependent on synthetic conditions such as reactant concentrations, reaction time, and
temperature [36,37]. The heterogeneity of ATA preparations has been acknowledged by
several investigators [36,38] who have provided detailed information on optimal synthetic
routes and product characterization [39,40].

Although specific efforts have been undertaken to isolate/segregate the active frac-
tion(s) and identify their respective biological properties [41], attempts to purify and char-
acterize a homogeneous ATA species have not succeeded. These observations inevitably
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lead to the proposition that aurintricarboxylic acid (i.e., monomeric ATA) as depicted in
Scheme 1A is in fact an inactive compound [36,41] and its functional activities are conceiv-
ably the consequence of “impurities” including formaurindicarboxylic acid and higher
molecular weight species [36]. Despite its predominantly polymeric nature, ATA is often
regarded as a monomeric triphenylmethane dye that is presumed to represent the active
ligand state in molecular docking studies. Consequently, biological properties attributed
to ATA are interpreted via computational and prediction methods as arising from specific
interactions between the monomer and molecular target(s). The body of experimental evi-
dence accumulated to date supports the notion that ATA biological properties are primarily
attributed to compounds of average molecular weight ≥ 2000 [39,42] with a predominant
species proposed as illustrated in Scheme 1B.
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Scheme 1. Chemical Structures of Aurintricarboxylic Acid (ATA). (A) Monomer (triphenylmethane
unit). (B) Idealized representative ATA polymer within the heterogeneous mixture (based on [35]).

Since the discovery of ATA antiviral properties [20,21], there have been extensive
investigations regarding the components responsible for biological activity. Perhaps the
most significant studies conducted by Cushman and associates examined both low [39,43]
and high [35] molecular weight components of this dyestuff for antiviral activity. These
investigators concluded that amongst the former, compounds 2 and 3 (Scheme 2) are the
most active against HIV-1 in cultured mammalian cells. Significantly, neither of the methyl
esters is active thereby indicating the important role of carboxylic anions. Moreover, the
low molecular weight compounds containing a quinomethine residue are inactive. The
greatest activity appears in the 7000–12,000 MW range with weight average (Mw) and
number average (Mn) molecular weights of approximately 2937 and 2547, respectively [35].
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Basic matrix–like structures 1a, 1b and 4 (Scheme 2) have been proposed [35,39,43] as
repeating units in the higher MW polymers yet scant evidence exists to support such
chemical structures. Nevertheless, a prominent feature in both series of compounds is the
quinomethine group, which accounts for the orange–red color observed in most substances.
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Considering the heterogeneity of polymeric ATA mixtures, it is desirable to identify
the active component(s) responsible for biological and selective antiviral activities. Our
experimental strategy involves the synthesis of defined chemical structures that mimic
specific components comprising the heterogeneous mixture. This is accomplished by
synthesizing homogeneous linear polymers (i.e., dimers, tetramers, hexamers, octamers,
etc.) in lieu of triphenylmethane units. It is important to note that when a commercial
sample of ATA is reduced by zinc dust in acetic acid to convert the quinomethine groups to
salicylic acid residues, antiviral activity is retained in the colorless product. This finding
in conjunction with the studies of Cushman and colleagues [35,38–40,42,43] infers that
biological activity is due primarily to a run of methylene-salicylic residues in the ATA
polymers and suggests that the quinomethine groups represented in 4 (Scheme 2) do not
contribute to this activity. These observations set the scene for establishing a synthetic
strategy in which oligomers comprised solely of methylene-salicylic acid units are evaluated
for the purpose of determining whether un-oxidized regions are the primary source of
biological activity.

Our systematic multidisciplinary protocol focuses on identifying a prospective lead
compound of defined chemical structure and molecular weight that exhibits functional
activity comparable to or exceeding the heterogeneous ATA mixture. This study describes
the synthesis of a dichlorohexamer that mimics polymeric ATA in terms of its biological
activities toward initiation of protein synthesis and SARS-CoV-2 RdRp, yet retains the
characteristic features of a lead compound with respect to homogeneity and ADMET
qualities. We employ a complementary array of binding assays that utilize a combination of
calorimetric and optical techniques to characterize the properties of lead compounds that
inhibit RdRp and mammalian protein synthesis in cell-free systems. Parallel experiments
profile the binding of heterogeneous polymeric ATA to human serum albumin (HSA), a
universal drug-transporter protein in the bloodstream that possesses a unique ability to
interact with a myriad of compounds harboring a broad range of hydrophobicities and
molecular weights. An accurate assessment of HSA binding energetics is essential, as
transporter proteins can diminish the overall bioavailability and/or bioactivity of lead
compounds by competing for drug binding to viral or infected host cell receptor sites.
Acquisition of the relevant biological and biophysical properties for ATA interactions
with antiviral targets facilitates function–energetic correlations. The resultant data serve
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as a baseline for investigations on small molecule interactions with specific viral targets,
including SARS-CoV-2 RdRp and the eukaryotic ribosome.

2. Results
2.1. Experimental Strategy

This study employs a complementary array of biophysical binding assays that utilize
a combination of calorimetric and optical techniques to identify and characterize the prop-
erties of aurintricarboxylic acid (ATA) (refer to Scheme 1) as a prospective lead compound.
ATA is available commercially or as a component of LOPAC screening libraries (refer to
Materials and Methods) and comprises a heterogeneous mixture of oligomeric/polymeric
species that exhibit antiviral activity [35,44]. We initially assess the binding properties of
ATA to human serum albumin (HSA) as characterization of such interactions provides a
measure of plasma bioavailability which can be integrated within ADMET properties to
evaluate lead compound pharmacokinetics. Whereas a low binding affinity suggests imme-
diate availability of the administered compound, a high binding affinity infers that HSA
may function as a reservoir maintaining homogeneous distribution to the tissues thereby
increasing biological lifetimes [45]. Considering its role on overall drug pharmacokinet-
ics [46], HSA may limit and/or control toxicity while modulating metabolic inactivation
and elimination through excretory pathways. A secondary yet equally relevant objective
underlying initial assessment of HSA binding properties is to identify predominant molec-
ular species in the compound mixture and determine an average molecular weight. The
resultant compilation of biophysical properties sets the stage for investigations on ATA
derivative interactions with specific host targets including SARS-CoV-2 RdRp which is
crucial for viral replication and the 40s ribosomal subunit where initiation of viral protein
synthesis occurs.

2.2. Biophysical Properties and Binding Energetics
2.2.1. Optical Characterization of ATA–HSA Interactions: Binding Is Accompanied by
Fluorescence Quenching and Energy Transfer

We have characterized the biophysical and physicochemical properties of ATA by
exploring specific optical (i.e., UV/Vis, Fluorescence) profiles. Analysis of the resultant
UV/Vis spectrum acquired over the wavelength range of 200–800 nm reveals major and
minor absorbance peaks centered at ~310 nm and 528 nm, respectively. The latter is only
detected at sufficiently high concentrations (Figure S1) and reflects the presence of higher
molecular species which exhibit more extended conjugation relative to the lower molecular
weight compounds [35]. Concentration-dependent absorbance (Figure 1A) and fluorescence
(Figure 1B) profiles suggest that ATA polymers do not undergo further intermolecular
self-association in solution as evidenced by a linear increase of intensity (Figure 1A,B
insets). The absorbance peak wavelength (i.e., 310 nm) in the UV/Vis spectrum (Figure 1A)
has been selected for excitation of ATA and the resultant emission spectra recorded over
270–600 nm (Figure 1B) with a characteristic maximum emission intensity observed at
425 nm.

A detailed analysis of ATA–HSA interactions monitored via fluorescence spectroscopy
reveals that ATA promotes a reduction of the HSA aromatic residue intensity and the
resultant quenching is accompanied by fluorescence resonance energy transfer (FRET) that
is simultaneously detected at 425 nm. Specifically, when ATA is titrated into HSA and the
aromatic residues are excited at 280 nm, one observes a binding-induced quenching of HSA
emission intensity at 330 nm and a concomitant increase in ATA fluorescence emission
intensity at 425 nm as depicted in Figure 2A. This enhancement is only evident in the
presence of HSA, as isolated ATA standards excited at 280 nm do not exhibit an increased
intensity at 425 nm (Figure S2). A secondary optical probe of the drug–protein interaction
involves monitoring titration of HSA into an ATA solution excited at 310 nm which results
in a concentration-dependent enhancement of ATA fluorescence at 425 nm (Figure S3).
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Figure 2. (A) Family of HSA Fluorescence Profiles Monitoring ATA-Induced Quenching. The
quenching of HSA fluorescence monitored at 325 nm is accompanied by a concomitant increase in ATA
emission intensity at 425 nm. Each spectral profile is corrected by subtracting an appropriate reference
standard to eliminate the intrinsic fluorescence of ATA upon excitation at 280 nm. (B) Emission
intensities monitored at 325 nm as a function of ATA concentration. (C) Stern–Volmer plot revealing
a Ksv of 9.2 × 105 M−1 (R2 = 0.998). (D) Double logarithmic plot of the ATA concentration-dependent
quenching yielding a single set of binding sites (n = 0.9) and an affinity (Ka) of 5.98 × 105 M−1.
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The measurable increase in fluorescence intensity exhibited by ATA when excited
at 280 nm only occurs in the presence of HSA and presumably arises as a consequence
of energy transfer which can be exploited to assess ATA interactions at specific protein
binding sites. This observation infers that upon excitation of HSA Tyr and Trp residues,
the proximity of ATA to these aromatic residue(s) at the ligand-protein binding site(s)
facilitates detection and quantization of the interaction via FRET that can occur from an
excited fluorescent donor (HSA) to a suitable acceptor (ATA). Significantly, one observes
a characteristic isoemissive wavelength at ~395 nm, which suggests the presence of two
distinct emitting species. Exploitation of these unique fluorescent properties represents a
useful probe of ligand–receptor interactions and validation of this protocol is a powerful
tool for evaluating the interaction of antiviral molecules with SARS-CoV-2 targets.

The HSA fluorescence quenching data monitored at 325 nm as a function of increasing
ATA concentrations (Figure 2B) are recast in the form of a Stern–Volmer plot (Figure 2C). A
linear Stern–Volmer plot is consistent with static quenching experienced by a single class of
fluorophores that is equally accessible to the quencher. The ATA–HSA binding profile has
also been analyzed via a double-reciprocal logarithmic plot (Figure 2D). Inspection of the
data reveals that this interaction involves a single set of sites (n = 0.9) and is characterized
by a binding constant (Kb) of 6.0 × 105 M−1 (i.e., Kd = 1.7 µM).

2.2.2. Elucidating ATA–HSA Binding Energetics via ITC: Protein-Ligand Complex
Formation Is Enthalpy-Driven with Favorable Entropic Contributions

Isothermal Titration Calorimetry (ITC) facilitates characterization of ligand–receptor
binding energetics and thereby, furnishes a complete thermodynamic description of the
ATA–HSA association process. The standard experimental protocol consists of titrating a
concentrated ATA stock solution (500 µM) via thirty successive 10 µL aliquots into an HSA
standard (10 µM) employing a 300 s integration period between injections. A representative
ITC thermogram reflecting the exothermic reaction accompanying binding of ATA to HSA
is depicted in the upper panel of Figure 3. The resultant heats are integrated to yield a
binding profile (bottom panel) that is fit via nonlinear least squares analysis to a single site
model (red line). Formation of the ATA–HSA complex is characterized by a Gibbs Free
Energy (∆G) of −7.6 kcal·mol−1 that is primarily enthalpy driven (∆H = −6.4 kcal·mol−1)
with a favorable entropic contribution (T∆S = 1.2 kcal·mol−1) and an overall binding affinity
(Ka) of 5.0 × 105 M−1. The Ka values derived from fluorescence and ITC measurements
(i.e., ~5–6 × 105 M−1) are in excellent agreement. The enthalpic nature of these interactions
is consistent with the polar character of ATA and entropically favorable contributions may
be attributed to binding-induced desolvation of the HSA binding site.

Recasting the binding energetics in terms of an ATA monomer (Mw = 422.3) as the
modular/structural unit (refer to Scheme 1A), the resultant stoichiometric ratio (n ~ 4.5)
reveals that polymeric ATA preparations comprise an average molecular weight species
approximating 2000. These findings suggest that the predominant species are on the
order of 4–5 ATA monomeric units. Systematic studies employing well-defined molecular
weight compounds (i.e., monomer, dimer, trimer, etc.) should assist in evaluating our
working hypothesis regarding the stoichiometric ratio observed. Determining the potential
self-assembly of small molecules is pivotal for evaluating their spatial distribution in a
cellular environment [47] and a primary factor in assessing the IC50 towards a specific
target. These non-covalent interactions can be sufficiently ordered to form large assemblies
or nanostructures yet may also be responsible for disordered aggregation and precipitation.
A control experiment in which the ATA stock solution is diluted into dialysate appears in
Figure S4 and reveals negligible reaction heats, thereby confirming that the ATA polymers
do not undergo non-covalent intermolecular self-association. Collectively, our results
suggest that ATA interacts with one of the HSA subdomains in a single site binding mode
with the ligand averaging a molecular weight approximating 2000, which is equivalent to
4–5 ATA monomeric species.
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Figure 3. ITC Profile Monitoring ATA–HSA Association. The binding isotherms are acquired at
25.0 ◦C in 10 mM sodium phosphate buffer (pH 7.4). Titration of HSA (10 µM) with ATA (500 µM) is
reflected in the thermogram (top panel), integrated peak areas (blue circles), and corresponding fit
(red line) to a single site binding model (bottom panel).

2.2.3. Characterizing HSA Binding of a Dichlorohexamer ATA Analog via ITC: Protein-
Ligand Complex Formation Is Enthalpy-Driven with Unfavorable Entropic Contributions

Comparable to its interaction with heterogeneous polymeric ATA, the calorimetric
profile of HSA binding to a chlorinated hexamer designated as compound 11 (Refer to
Scheme 3) is characterized by an enthalpy-driven (∆H = −15.1 kcal·mol−1) process as illus-
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trated in Figure 4. In contrast with the heterogeneous polymeric mixture that is expressed
in terms of triphenylmethane units (yielding a stoichiometric ratio of ~4.5), compound 11 is
expressed as a single hexameric unit (Mw = 956.11). Accordingly, inspection of the resultant
ITC profile reveals formation of a 1:1 protein–ligand complex with a single dichlorohexamer
occupying an HSA subdomain. Another distinguishing characteristic of the interaction
between compound 11 and HSA is its unfavorable entropic nature (T∆S = −7.1 kcal·mol−1)
which results in a binding free energy (∆G) of−8.0 kcal·mol−1. While HSA association with
the chlorinated hexamer and heterogeneous polymeric ATA are characterized by compara-
ble Gibbs Free Energies (∆∆G = 0.4 kcal·mol−1), their thermodynamic binding signatures
are remarkably distinct. These results can be rationalized in terms of binding-induced mo-
tion restriction within the dichlorohexamer that incurs an entropic penalty. Table 1 presents
a summary of thermodynamic binding parameters deduced via analysis of ITC profiles
characterizing HSA-ligand interactions for polymeric ATA and the dichlorohexamer.
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(b) LiBH4; (c) sulfuric acid; (d) 10% PdO, H2.
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the dichlorohexamer (70 µM) is reflected in the thermogram (top panel), integrated peak areas (blue
circles), and corresponding fit (red line) to a single site binding model (bottom panel).

26



Life 2022, 12, 872

Table 1. Thermodynamic Binding Parameters for ATA–HSA Interactions.

Compound Ka × 105 (M−1) Kd (µM) n a ∆G
(kcal·mol−1)

∆H
(kcal·mol−1)

T∆S
(kcal·mol−1)

ATA 5.0 ± 0.1 6.7 ± 0.1 4.5 ± 0.5 −7.6 ± 0.1 −6.4 ± 0.2 1.2 ± 0.1
Dichlorohexamer 9.9 ± 0.5 1.0 ± 0.1 1.0 ±0.0 −8.0 ± 0.2 −15.1± 0.2 −7.1 ± 0.2

a The stoichiometry (n) is calculated based on the molecular weight for a monomeric unit of ATA (Mw 422.34) and
the dichlorohexamer (Mw 956).

2.2.4. Interaction of ATA-Derivatives with Host and/or Viral SARS-CoV-2 Targets: A
Synthetic Chlorinated Hexamer Binds Ribosomal Particles with Moderate Affinity

ATA has been reported to prevent the attachment of bacteriophage messenger RNA
to ribosomes [21]. The initiation of protein synthesis in cell-free extracts from E. coli or
rabbit reticulocytes is inhibited at ATA concentrations (<100 nM) which do not prevent
chain extension [23]. We have evaluated the ability of ATA derivatives to interact specif-
ically with yeast 80S ribosomes via fluorescence anisotropy. In this experiment, aliquots
of purified ribosome stock are titrated into the ligand solution equilibrated in a quartz
cuvette under continuous stirring at 25 ◦C. Fluorescence anisotropy (r) values monitoring
ribosome–ligand binding are measured at excitation/emission wavelengths of 305 nm and
420 nm, respectively. The resultant G-factor-corrected r values are employed to calculate
the binding affinities as illustrated in Figure 5. Following analysis of the data via linearized
plots as described in Materials and Methods, we measure an affinity of 4.8 × 10 6 M−1

(Kd = 0.21 ± 0.02 µM) for the synthetic dichlorohexamer.
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Figure 5. Dichlorohexamer Binding to Yeast Ribosomes Monitored via Fluorescence Anisotropy.
Aliquots of purified ribosome stock (27 µM) are titrated into the ligand solution (1 µM) under
continuous stirring at 25 ◦C. Fluorescence anisotropy (r) values monitoring ribosome–ligand binding
are measured at excitation/emission wavelengths of 305 nm and 420 nm, respectively. The double
reciprocal plot yields an affinity of 4.8 × 106 M−1 (Kd = 0.21 ± 0.02 µM) for the synthetic chlorinated
hexamer 11.
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2.3. Biological Properties and Functional Activity
2.3.1. Heterogeneous ATA and a Synthetic Chlorinated Hexamer Inhibit Protein Synthesis
in Rabbit Reticulocyte Lysates

Since ATA has been originally described as an inhibitor of mammalian protein syn-
thesis, we evaluated commercial heterogeneous ATA and synthetic oligomers of various
lengths for their potential to affect translation in lysates of rabbit reticulocytes using mRNA
coding for firefly luciferase. The dose–response change in chemoluminescense monitored
in the presence of various concentrations of investigational drugs following addition of
luciferin allows comparison across compounds. Cycloheximide, a known inhibitor of pro-
tein synthesis elongation, has been used as a positive control with an EC50 (50% inhibitory
concentration) of 0.106 µM (Figure 6A). Employing this assay, we analyzed heterogeneous
ATA and several intermediates in the synthetic pathway (Refer to Scheme 3). Whereas
polymeric ATA exhibits an EC50 of 17.6 µM, small molecular weight analogs represented
by chlorinated dimer 4a (a derivative of compound 5 in Scheme 3), chlorinated tetramer
(8), and dechlorinated tetramer (9) did not impact protein synthesis over a concentration
range extending to 50 µM. Significantly, the chlorinated hexameric compound (11) inhibits
protein synthesis with an efficiency (i.e., EC50 of 28.13 µM) similar to that of the hetero-
geneous ATA preparation (Figure 6B). It is worth noting that at 100 µM concentrations,
both polymeric ATA and the dichlorohexamer completely inhibited translation, exhibiting
a signal comparable to background values (i.e., in the absence of mRNA substrate). These
results suggest that a hexamer is the minimum length of ATA-derived species required to
inhibit protein synthesis activity.
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The mechanisms underlying ATA-mediated anti-viral activities consist of early 
stages in the viral life cycle and conceivably comprise inhibition of viral RNA-dependent 
RNA polymerase (RdRp). In this study, we assessed the binding and inhibition activities 
for several host and viral targets including SARS-CoV-2 RdRp. The heterogeneous ATA 
preparation efficiently inhibits RdRp-mediated RNA replication (IC50 = 56 nM), confirm-
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Figure 6. Inhibition of Protein Synthesis by CHX and ATA Derivatives in Rabbit Reticulocyte Lysates.
(A) Dose-dependent Inhibitory activity of CHX. (B) Inhibitory activities of ATA and synthetic deriva-
tives. Concentrations of ATA species are indicated above each bar. Test compounds are incubated
with lysates of rabbit reticulocytes in the presence of mRNA coding for luciferase. The chemilumi-
nescence of reaction mixtures is measured following addition of luciferin. Samples incubated in the
absence of investigational drugs are used as 100% reference. Results are presented as mean values
and standard deviations for three independent measurements; otherwise, data are presented as
average values of two independent experiments with 10–15% agreement. EC50 values are calculated
and displayed in Panel A.

2.3.2. Heterogeneous ATA and Synthetic Chlorinated Hexamer Inhibit SARS-CoV-2 RNA
Dependent RNA Polymerase

The mechanisms underlying ATA-mediated anti-viral activities consist of early stages
in the viral life cycle and conceivably comprise inhibition of viral RNA-dependent RNA
polymerase (RdRp). In this study, we assessed the binding and inhibition activities for
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several host and viral targets including SARS-CoV-2 RdRp. The heterogeneous ATA prepa-
ration efficiently inhibits RdRp-mediated RNA replication (IC50 = 56 nM), confirming
previous assumptions that ATA interacts with and inhibits RdRp. Moreover, amongst the
various molecular weight lead compounds evaluated, we find that only the dichlorohex-
amer retains an ability to inhibit RdRp with a potency comparable to the ATA mixture
(IC50 = 108 nM). Our data on RdRp polymerase activity reveal that the compounds stud-
ied herein rank according to the following order of inhibitory activity: Polymeric ATA
(IC50 = 56 nM) ~ Dichlorohexamer 11 (IC50 = 108 nM) >>> Tetramer 8 (IC50 = 163 µM) >
Tetramer 9 (IC50 = 514 µM). A representative inhibition profile for these compounds is
presented in Figure 7. Inspection of the data indicates that a hexamer is the minimum
length required for inhibitory activity which is consistent with previous reports that the
bioactive species in ATA preparations comprise molecular weights ≥ 1000. These findings
suggest that the synthetic dichlorohexamer exhibits an optimal footprint to interact with
and inhibit the RdRp polymerase complex at nanomolar potency.
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mammalian targets for a given compound and antiviral mechanism(s) is/are selective to-
ward the virus. When puromycin labeling is applied to establish whether polymeric ATA 
inhibits protein synthesis in Vero E6 cells, we observe only a 30–40% response between 
150–300 μM ATA, in contrast with CHX, which inhibits protein synthesis at concentra-
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Figure 7. ATA and the Dichlorohexamer Inhibit SARS-CoV-2 RdRp. ATA derivatives are incubated
with nsp12/7/8, an active complex of RdRp, in the presence of hybridized RNA substrate and ri-
bonucleoside triphosphates. Cy3-labelled products are resolved via gel electrophoresis and inhibitory
activity (IC50) of each compound evaluated by fitting the inhibitory curves to a four-parameter logistic
regression. Each dose-response curve is generated from three independent experiments. Mean and
standard deviation values are plotted for each concentration of test compounds. The full activity
(100%) of RdRp in the absence of inhibitors ranged from 33–72 pmol of product depending on the
reaction date.

2.3.3. Heterogeneous ATA Is Non-Toxic and Exhibits Limited Activity as a Protein
Synthesis Inhibitor in Cultured Vero E6 Cells

In an effort to establish the effects of ATA species in cultured cells, we have studied cell
growth and viability of a Vero E6 cell line in response to heterogeneous ATA, tetramer 8, and
tetramer 9. In view of our long-term goal to generate antiviral drug candidates, we selected
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the Vero E6 cell line that is amenable to infections with various coronaviruses including
hCoV-OC43 and SARS-CoV-2. The SRB assay is employed for in vitro cytotoxicity screening
and measures the absorbance of total protein proportional to cell biomass. Application
of this assay reveals that none of the three compounds affect cell growth and viability
at concentrations up to 400 µM over 48 h (Figure 8A). The lack of host cell toxicity is
a desirable property for investigational drugs, which usually suggests that there are no
mammalian targets for a given compound and antiviral mechanism(s) is/are selective
toward the virus. When puromycin labeling is applied to establish whether polymeric ATA
inhibits protein synthesis in Vero E6 cells, we observe only a 30–40% response between
150–300 µM ATA, in contrast with CHX, which inhibits protein synthesis at concentrations
of 1 µM. Representative data illustrating the differential impacts of ATA and CHX on
protein synthesis inhibition are depicted in Figure 8B. The inability of ATA to inhibit
protein synthesis in Vero E6 cells might be attributed to the fact that such cells are of
renal origin which express P-glycoprotein, a transporter responsible for drug efflux [48].
Another possibility is the charged nature of ATA derivatives, which might prevent passive
diffusion into the intracellular space. Since compounds with similar charge exhibit no
effects in human lung A549 cells (data not shown) and the latter do not overly express
P-glycoprotein, our second hypothesis appears more plausible. Accordingly, other groups
have demonstrated that while ATA might inhibit protein synthesis in cell free systems, it
may lack this activity in cell culture [49,50]. Our results indicate that further modifications
of the carboxyl groups in synthetic ATA species might be required to observe antiviral
effects in vitro and in vivo.
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Figure 8. Impact of Heterogeneous ATA and Synthetic Derivatives on Vero E6 Cells in Culture.
(A) SRB assay following 48 h exposure in culture with ATA, tetramer 8, and tetramer 9. (B) Represen-
tative immunoblottings for puromycilated proteins and ß-actin following 1 h exposure to ATA and
cycloheximide (CHX) in culture and puromycin labelling. An asterisk (*) indicates wells that include
commercial protein standard. Refer to Figure S5 and Table S1 for additional details.

3. Discussion

Seminal studies on the remarkable antiviral properties of triphenylmethane dyes dis-
covered over four decades ago [21–23,25,26] have prompted investigations of their potential
use as lead compounds in targeting SARS-CoV-2. In the search for novel activities via
HTS assays utilizing the LOPAC arsenal of compounds, ATA is often identified among
positive hits in drug discovery campaigns, including those in the quest for SARS-CoV-2
therapies [34]. Considering the potential utility of ATA in terms of its multitarget effects,
a thorough characterization of biophysical and molecular features including drug-like
properties is severely lacking. In view of the intrinsic heterogeneity observed amongst
polymeric ATA preparations [35–37], there is an urgent need to isolate and/or identify

30



Life 2022, 12, 872

active components for the express purpose of developing and synthesizing lead compounds
that retain the characteristic molecular properties. The latter must be achieved while simul-
taneously ensuring the requisite homogeneity and purity that enables such compounds to
be considered as viable drug candidates.

3.1. Biophysical Studies Assist Synthetic Efforts in Selecting a Representative Oligomeric
ATA Analog

ATA is an anionic polymer that has been demonstrated to bind a variety of viral protein
targets including gp120 of HIV-1 and HIV-2 and reported to prevent SARS-CoV replication
in cultured cells [33]. A complete understanding of the biological mechanisms underly-
ing antiviral activity necessarily requires a comprehensive multidisciplinary approach to
characterize the physicochemical and structural properties of ATA as lead candidate(s).
Considering the heterogeneous nature of such compounds, our experimental strategy aims
at identifying and evaluating the distribution of oligomeric species/states to assist chemists
in the overwhelming task of synthesizing compounds that mimic the bioactive properties
of these mixtures yet exhibit well-defined structures and molecular weights.

3.2. Characterization of ATA Intrinsic Biophysical Properties

As a prerequisite for studying ATA binding to specific cellular targets involved in
SARS-CoV-2 infectivity, we have characterized the optical and calorimetric properties of
ATA–HSA interactions. Knowledge of the HSA binding affinity for lead compounds is
required to assess the bioavailability of these drug candidates in vivo. Moreover, such
studies are critical in terms of advancing/evaluating ADMET properties that are required
in drug development. The resultant data provide unique insights into specific binding
modes, stoichiometry, and driving forces underlying ATA–HSA interactions. Our bio-
physical approach for characterizing ATA binding properties to the ubiquitous protein
carrier/receptor HSA has proven particularly insightful.

Employing a combination of optical and calorimetric techniques, we have defined the
primary ATA polymeric binding species and determined the requisite binding affinity, stoi-
chiometry, and thermodynamic signatures to dissect the enthalpic and entropic components
driving protein–ligand association. Characterization of the ATA–HSA thermodynamic
profiles serves as a reference for elucidating specific interactions with other competing
cellular targets, including SARS-CoV-2 RdRp and/or the ribosomal site(s) where viral
protein synthesis initiation occurs. Collectively, these studies map the binding profiles and
thermodynamic signatures of drug–target and off-target interactions that are related to
their antiviral biological activities and thereby provide an additional layer of information
for rational drug design/optimization, decision-making protocols during screenings, and
structure–energetic activities in antiviral drug discovery.

This study provides the basis for synthesis of a lead compound resembling the poly-
meric ATA mixture that has been characterized in terms of its structural identity and
homogeneity via mass spectrometric and NMR analysis in conjunction with concentration-
dependent optical and calorimetric studies. Our data corroborate a wealth of published
studies in which the ATA bioactive species is comprised of a polymeric mixture in lieu of
well-defined monomeric structures. Following confirmation of the identity, purity, and
molecular weight, we have characterized the binding energetics of this bioactive compound
with an off-target transporter protein (HSA) and its respective viral target(s). Specifically,
we have identified structural features of ATA-derived compounds that drive the observed
antiviral activity.

3.3. Binding Profiles of Polymeric ATA versus the Synthetic Dichlorohexamer

ATA is suggested to adopt polymeric structures that are able to interact with and inhibit
the helicase from hepatitis C NS3 virus [51]. However, unlike the branched structure pro-
posed by Gonzalez et al. [36], the authors contend that ATA adopts a more linear polymeric
arrangement which mimics nucleic acid structures [51,52]. Inspection of the ITC profile for
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ATA binding to HSA (Figure 3) reveals an average stoichiometry of ~5 ATA monomeric
units per protein, a finding that infers the predominant molecular weight species is on the
order of 2000 Da, which is consistent with fractionation studies conducted previously [36].
Considering the idealized structure proposed by Cushman et al. [35] and our observation that
the active ATA component is comprised of approximately five monomeric units, we have
designed an experimental strategy to synthesize linear oligomeric compounds with the goal
of identifying an optimal molecular weight and length that exhibits maximal activity.

Pursuing this synthetic strategy, we have isolated a dichlorohexamer that interacts
with HSA via a single site binding mode and exhibits a stoichiometry of one hexamer
per HSA molecule (Figure 4). Comparison of the respective HSA binding profiles for
polymeric ATA and the dichlorohexamer reveals comparable Gibbs free energies yet their
thermodynamic signatures are quite distinct (Table 1) as the ATA analog exhibits both a
higher enthalpy and unfavorable entropy. While ITC studies on the viral targets are deferred
to a subsequent study, we can infer that the dichlorohexamer retains biophysical properties
commensurate with desirable drug-like qualities such as the hydrophilicity required for
solubility and bioavailability. Moreover, as a lead compound that exhibits a high enthalpic
efficiency, the ATA analog may outperform prospective competitors that are predominantly
entropy-driven with concomitant insolubility and loss of target selectivity [53].

Enthalpic efficiency is considered a unique advantage in drug discovery [53,54] as this
metric is proposed to confer higher target selectivity while optimizing ADMET proper-
ties (as reviewed in [55]). The enthalpic nature of dichlorohexamer–HSA interactions is
consistent with the polarity of prospective lead compounds and suggests that this ATA
analog may exhibit the requisite specificity of an antiviral drug provided interactions with
specific targets are comparable to those observed for HSA binding. Studies are currently
in progress to evaluate this hypothesis by characterizing the thermodynamics of ATA
derivative interactions with various host and viral targets. The chlorinated hexamer has
been compared with polymeric ATA in terms of its biological and biomolecular properties,
revealing similar or superior potency relative to commercially available ATA preparations
as described in the following sections.

3.4. ATA Derivatives Bind and Inhibit SARS-CoV-2 Targets

Antiviral drugs exhibit a broad range of mechanisms to target one or more steps in the
virus life cycle within mammalian cells. These include blocking cell entry, inhibiting viral
proteases required for polypeptide cleavage yielding active viral proteins, and preventing
interactions between the virus and host cell that are crucial for viral reproduction. Specific
drugs inhibit various components that are exploited by the virus for protein synthesis (e.g.,
the mammalian ribosome) and replication of its genetic material (i.e., viral RNA-dependent
RNA polymerase). This study focuses on host ribosomal protein synthesis machinery and
SARS-CoV-2 RdRp. Recent findings suggest that ATA exhibits antiviral activities against
SARS-CoV [33] and SARS-CoV-2 [34,56] which reinforces our strategy to identify the
antiviral bioactive species in ATA preparations and characterize their respective target(s).

3.5. ATA Derivatives Bind Host Ribosomes and Inhibit Protein Synthesis Initiation

Early studies [21,31,57] reported on ATA inhibition of messenger RNA attachment
to ribosomes with negligible effect on aminoacyl transfer to peptide. The initiation of
protein synthesis in rabbit reticulocytes is impacted by ATA at concentrations (<100 nM)
which do not prevent chain extension [21,58]. The remarkable properties of ATA inhibiting
ribonucleic acid attachment to the ribosome and halting protein synthesis initiation has
sparked broader interest in exploring its prospective role as an effective antiviral agent
and prompted us to investigate the binding properties and inhibition mechanisms of
ATA derivatives towards eukaryotic ribosomes. Inspection of fluorescence anisotropy
binding profiles (Figure 5) reveal that the dichlorohexamer exhibits a preferential affinity
for purified yeast ribosomes (i.e., Kd~200 nM) nearly ten-fold higher than its association
with the non-target HSA.
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In an effort to explore the underlying mechanisms triggered by specific interactions
with purified ribosomes, we have assessed the impact of various ATA-derived compounds
on protein synthesis by reticulocyte lysate ribosomes (Figure 6). Analysis of the resultant
data reveals that these compounds inhibit protein synthesis in reticulocytes thereby cor-
roborating prior studies. In contrast with equilibrium binding assays, the IC50s for protein
synthesis inhibition in reticulocytes are substantially higher (on the order of 20–30 µM). At
concentrations of 100 µM, both ATA and the dichlorohexamer inhibit translation by nearly
100%. While the origin of these results requires further exploration, the data suggest that
there are a number of concurrent events (i.e., on target/off target) in the reticulocyte lysate
ribosome samples. These might recruit ATA and its analog which compete with protein
synthesis inhibitory mechanisms and thereby require higher concentrations for effective
protein synthesis inhibition. Our ongoing studies are aimed at identifying the origins of
these intriguing results.

3.6. ATA Derivatives Bind and Inhibit SARS-CoV-2 RdRp

Direct ATA-target binding interactions have been reported for a number of nucleic
acid processing enzymes including DNase I (Kd = 9 µM), RNase A (Kd = 2.3 µM), reverse
transcriptase (Kd = 0.25 µM), and Taq polymerase (Kd = 82 µM) as measured via fluores-
cence studies [59]. The overall mechanisms ascribed to ATA derivatives reside in the ability
to inhibit crucial macromolecular processes via substrate/cofactor displacement and/or
competition mechanisms in addition to direct interaction with the target enzymes. Exam-
ples of ATA-mediated inhibition processes that likely displace their natural substrate(s)
include several polymerases, helicases, and other viral enzyme targets [29,52,60–62]. The
fact that ATA is efficacious against a number of viruses [26] including coronaviruses and
a potential mechanism of action is viral replication inhibition [25], a logical strategy is to
assess the impact of such compounds on SARS-CoV-2 RdRp.

The current study reports direct inhibition of SARS-CoV-2 RdRp by polymeric ATA
and synthetic oligomers with nanomolar potencies. Amongst several derivatives stud-
ied, the dichlorohexamer is nearly equipotent (IC50 = 108 nM) to heterogeneous ATA
(IC50 = 58 nM) in inhibiting the RdRp-dependent RNA replication complex (Figure 7).
Comparing these results with data on other nucleic acid enzymes (i.e., Kd/IC50 ranging
from 0.25 to 82 µM) [59], and assuming the interchangeability of Kd and IC50 (an approxima-
tion that is not always warranted), the dichlorohexamer represents a high affinity candidate
with an IC50 ranking among some of the highest potency inhibitors. In fact, recent studies
report RdRp inhibitors with IC50s in the low micromolar range, values that are comparable
to those observed for remdesivir as a control compound [63].

3.7. ATA Analog Bioactive Conformation as RdRp Inhibitor

Despite the wealth of experimental evidence accumulated to date that confirms the
heterogeneous polymeric nature of ATA preparations, computational models with docking
poses suggest that the ATA monomer (Scheme 1) binds SARS-CoV RdRp at the target
site(s). Our experimental strategy employing a combination of synthetic, biological, and
biophysical protocols has confirmed a minimal length for effective inhibitor activity. Specif-
ically, the dichlorohexamer retains comparable activity to the polymeric ATA mixture,
whereas tetrameric compounds 8 and 9 exhibit minimal or no RdRp inhibition activity
(i.e., IC50 ~ 163 and 514 µM, respectively) as illustrated in Figure 7. Efforts towards iden-
tifying suitable lead compounds with proven antiviral activity and preferably targeting
RdRp should provide the basis for developing effective therapeutics against SARS-CoV-2
and facilitating the design of broad-spectrum antivirals that may be useful in combating
future coronavirus outbreaks. This study describes the characterization of ATA-derived
compounds selected on the basis of their homogeneity, binding, inhibition, and antiviral ac-
tivities, essential characteristics that serve as a lead for the generation of novel compounds
with a clear therapeutic efficacy.
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3.8. ATA and Derivatives in the Cellular Context: Permeability and Toxicity

Although antiviral activity has been demonstrated for ATA against SARS-CoV in the
absence of toxicity to host cells [33], the latter is achieved only at significantly high concen-
trations (i.e., 200–500 µM). Recently, it has been reported that ATA inhibits propagation of
SARS-CoV-2 in VERO cells [56] albeit at concentrations as high as 100 µM to achieve full
antiviral activity. Our findings are generally consistent, as we observe modest activity when
assessing the antiviral properties of ATA and dichlorohexamer at concentrations ≥200 µM
(data not shown) in hCoV-OC43 and VERO E6 cells. Given the inhibitory activity of ATA to-
wards mammalian protein synthesis in cell-free systems and the lack of toxicity in host cells,
we hypothesize that ATA antiviral activity generally occurs at high doses and is elicited via
inhibition of viral entry. In fact, investigators have identified another mechanism by which
ATA may exert antiviral activity that involves inhibition of cell-surface receptor (i.e., acetyl
cholinesterase 2) binding by the RBD (receptor binding domain) of the SARS-CoV-2 spike
protein [34]. While a recent study claims that ATA is membrane-permeable in a rat brain
PC12 cell line, the concentrations required to monitor its accumulation within cells is on
the order of 300 µM [64]. The unusual choice of host cells selected for these measurements
warrants caution in interpreting their results.

In view of these disparate findings and our experimental observations, we contend
that neither ATA nor the isolated synthetic derivatives retain an ability to readily penetrate
cultured cells. Moreover, the ATA species that affect viral entry are conceivably distinct
from those inhibiting viral RdRp and/or protein synthesis, which require resolution of
ATA components within heterogeneous preparations. The most plausible explanation for a
lack of cell permeability is that the charged nature of ATA compounds precludes passive
diffusion into the intracellular space, thereby exhibiting minimal or no activity in cultured
cells. In an effort to address this deficiency, our ongoing studies are aimed at optimizing
ATA-derived lead compounds in order to preserve potency while simultaneously improv-
ing their ability to enter mammalian cells. As an alternate approach, specific ATA analog
delivery systems will be evaluated in terms of the ability to facilitate cell entry/permeability
and thereby exert their full potential as antiviral molecules.

3.9. Structure-Activity Considerations regarding ATA Derived Lead Compounds

Although officially reported as triphenylmethane (CID: 2259; MW = 422.34 g/mol),
ATA in fact comprises a heterogeneous polymeric population of various molecular weight
species. Investigations utilizing ATA in screenings generally assume with rare excep-
tion that this compound exists in the monomeric state which is employed for in silico
docking. Unlike numerous studies that persist in perpetuating the “active” ATA species
as a monomer, a recent study suggested that ATA indeed adopts polymeric structures
and the latter are effective helicase inhibitors [51]. These authors have correctly sug-
gested that ATA adopts a more linear polymeric arrangement resembling nucleic acid
structures similar to the proposal of Cushman and colleagues [52]. Our combined bio-
logical/biochemical/biophysical data characterizing the ATA-elicited RdRp inhibition
properties suggest that a minimum optimal oligomeric size is required for viral activ-
ity. Considering the proposed idealized structure [35] and controlled synthesis of linear
oligomeric compounds presented herein, we envision specific interactions of the ATA-
derived polymers to occur via a polysalicylic stretch linearly distributed as illustrated in
Figure 9, which may resemble nucleic acid substrates. While the dichlorohexamer mimics
or even exceeds the biological properties of heterogeneous ATA, we are expanding our
synthetic repertoire to generate higher molecular weight structures (e.g., an octamer) that
are the focus of a forthcoming study.
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Figure 9. An Idealized Binding Mode Based on Biological and Biophysical Properties. Considering
the structure proposed by Cushman et al. [35] depicting triphenylmethane units in blue (left panel)
and molecular weight deduced from the ITC stoichiometric ratio in conjunction with inhibition of
RdRp exhibited by the dichlorohexamer, we envision that the polysalicylic acid stretch outlined in
red (right panel) corresponds to a minimal optimal enzyme footprint for ATA activity. Reduction of
the quinomethine groups yielding methylsalicylic acid polymers such as the dichlorohexamer does
not abolish the activity of these ATA analogs.

4. Concluding Remarks

Given the recent emergence of SARS-CoV-2 as a global pandemic, coupled with
the need to maintain vigilance in a post-pandemic/endemic era, the identification of
potent antiviral therapies represents an urgent priority with the surge of novel variants
exhibiting resistance to current vaccine regimens. Recent studies screening thousands of
novel and repurposed compounds have identified ATA as a prospective lead candidate
in SARS-CoV-2 treatment strategies [34,56,65–67]. ATA preparations currently employed
for screening purposes comprise a heterogeneous mixture of active/inactive components
that preclude drug development and lead optimization. The current study represents an
inaugural attempt to alleviate such shortcomings by synthesizing potent homogeneous ATA
derivatives harboring specific therapeutic properties. The latter must meet or exceed that
of the active heterogeneous ATA preparations, thereby serving the purpose of identifying
effective anti-SARS-CoV-2 agents with potential broad spectrum therapeutic applications
in the drug discovery arena. The finding that a hexameric salicylic acid derivative exhibits
optimal SARS-CoV-2 RdRp inhibition activity underscores the potential viability of these
compounds as lead candidates in antiviral treatment therapies and remains the focus of
our ongoing studies.

5. Materials and Methods
5.1. Materials

Aurintricarboxylic Acid (ATA) was procured from Millipore Sigma (St. Louis, MO,
USA) as catalog number A1895 with a designated Mw of 422.34. ATA was suspended
without further purification/treatment in 10 mM sodium phosphate buffer (pH 7.4) or
dialysate for calorimetric characterization of protein-ligand binding interactions. Defatted
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Human Serum Albumin (HSA) was obtained from Millipore Sigma (St. Louis, MO, USA)
as catalog number A1887. HSA stock solutions (100 µM) were prepared by suspending
the lyophilized powder in 10 mM phosphate buffer containing 1 mM mercaptoethanol
(BME) to ensure disruption of Cys-34 crosslinked dimers. The HSA solution was dialyzed
extensively against three 1.0 L exchanges of 10 mM sodium phosphate buffer (pH 7.4) to
remove excess BME and the resultant monomeric mercaptoalbumin used for biophysical
measurements. The HSA standard concentration was determined spectrophotometrically
employing an extinction coefficient of 35,000 M−1 cm−1 at 280 nm. Cycloheximide (CHX),
TWEEN20, sodium dodecyl sulfate (SDS), trypsin-EDTA, TRIS-buffered saline, Dulbecco’s
phosphate-buffered saline (PBS), methanol, puromycin, and film for chemoluminescence
detection were obtained from Millipore Sigma (St. Louis, MO, USA). Unless indicated
otherwise, reagents, materials and equipment for electrophoresis and immunobloting were
purchased from Bio-Rad Laboratories (Hercules, CA, USA). The sources of other relevant
reagents, biological kits, and materials are noted in the protocols described below.

5.2. UV/Vis Absorbance and Fluorescence Spectroscopy
5.2.1. Characterization of HSA and ATA Optical Properties

The optical properties of HSA, heterogeneous polymeric ATA, and oligomeric deriva-
tives have been characterized by monitoring their respective absorbance profiles on an
AVIV Biomedical Model 14 UV/Vis Spectrophotometer (Lakewood, NJ, USA). Absorbance
spectra have been acquired at 1.0 nm intervals over the wavelength range of 200–800 nm
employing an averaging time of 5 s and slit width of 1 nm. The profiles are characterized by
absorbance peaks centered at 280 nm and 310 nm for HSA and ATA, respectively. In view of
the fact that drugs tend to aggregate as a consequence of their intrinsic hydrophobicities, it
is important to assess the state of these ligands in terms of biophysical and structural proper-
ties. Concentration-dependent measurements of polymeric ATA standards spanning the 10
to 2500 µM range have been conducted to determine its propensity for intramolecular aggre-
gation. Expanding these measurements to the nanomolar range, concentration-dependent
studies on the fluorimetric properties of polymeric ATA standards ranging from 10 to
1000 nM have been evaluated. Analysis of the respective absorbance and fluorescence
spectra reveals a strictly linear dependence of optical density and emission intensity over
this expanded concentration range. These findings suggest that polymeric ATA does not
exhibit appreciable intermolecular aggregation and/or form supramolecular assemblies.

5.2.2. Characterization of HSA and ATA Fluorescence Properties

The fluorescent properties of HSA, heterogeneous polymeric ATA, and oligomeric
derivatives have been characterized by monitoring their respective profiles on an AVIV
Biomedical Model 107 Differential Fluorescence Spectrophotometer (Lakewood, NJ, USA).
Fluorescence emission spectra of HSA and ATA analogs have been acquired in a 10 mm
quartz cuvette at 1.0 nm intervals over the wavelength range of 250–600 nm employing
an averaging time of 5 s and excitation/emission slits of 10 nm. Excitation of an HSA
standard at 280 nm yields an emission spectrum with a maximum intensity at 320 nm,
whereas excitation of a polymeric ATA standard at 310 nm yields an emission spectrum
with a maximum intensity at 425 nm.

5.2.3. Characterization of ATA–HSA Binding via Fluorescence Quenching

Fluorescence quenching measurements of protein–ligand binding interactions monitor
the emission intensity of aromatic chromophores including Tyr and Trp residues at 280 and
295 nm, respectively. The impact of polymeric ATA on HSA fluorescent properties has been
evaluated via measurement of the protein emission intensity in the presence of increasing
ligand. The ATA–HSA interaction has been characterized by titrating aliquots of ligand
stock into the protein standard in 10 mM phosphate buffer (pH 7.4) and monitoring the
resultant fluorescence emission at 325 nm employing an excitation wavelength of 280 nm.
The HSA fluorescence quenching data monitored at 325 nm as a function of increasing
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ATA concentrations (Figure 2) are recast in the form of a Stern-Volmer plot and analyzed
in accordance with the following relation: F0/F = 1 + KSV [ATA]. The ATA–HSA binding
profile has also been analyzed via a double-reciprocal logarithmic plot according to the
relation: log [F0 − F/F] = n log Kb − n log [1/[Q] − (F0 − F) × [Pt]/F0] where: Q = ATA
concentration; Pt = total HSA concentration; F0 and F are HSA fluorescence in the absence
and presence of ATA. Employing a reverse titration mode monitoring the addition of HSA
into ATA, one observes a significant increase in ATA emission intensity at 425 nm upon
excitation at 310 nm, suggesting the existence of protein-induced enhancement of ligand
fluorescence. This phenomenon is interpreted as the result of enhanced ligand fluorescence
upon migrating from an aqueous to protein site environment and corroborates the existence
of a specific binding interaction.

5.2.4. Characterization of Ligand–Ribosome Binding via Fluorescence Anisotropy

Fluorescence anisotropy (r) of ribosome–ligand binding interactions are performed
by exciting the ligand fluorophore (ATA and/or derivatives) with polarized light (310 nm)
and measuring the fluorescence intensities (420 nm) that are both parallel (IVV) and perpen-
dicular (IVH) to the excitation polarization. The resultant values of IVV, IVH, and grating
factor (G) are introduced into the following relation to calculate fluorescence anisotropy:
r = IVV − G·IVH/IVV + 2G × IVH. The G value corrects for efficiency differences in the in-
strument optics [68] and is determined by measuring the intensity ratio of vertical and
horizontal components when the free fluorescent ligand solution is excited with horizon-
tally polarized light. Fluorescence anisotropy measurements are performed in 1.0 cm
quartz cuvettes under continuous stirring at 25 ◦C in the presence of increasing ribosome
concentrations until saturation is achieved. The interaction of ATA derivatives with ri-
bosomes is characterized by titrating 1–2 µL aliquots of ribosome stock (27 µM) into the
ligand solutions in 20 mM PIPES (pH 7.4), 5 mM MgCl2, 30 mM KCl, and measuring the
r values for calculation of fraction bound (f B). The latter is determined via the following
relation: f B = r − rF/R × (rB − r) + r − rF, where r is the anisotropy measured at a given
ribosome concentration with rF and rB corresponding to the anisotropy of free and fully
bound ligand, respectively. Since the ligand fluorescence intensity increases in the presence
of a targets as observed for ATA–HSA interactions (refer to Figures S1 and S2), a correc-
tion factor (R) is introduced in the equation to account for these changes [69]. Parallel
fluorescence intensity measurements are performed to determine the R value which is
calculated as follows: R = FB/FF, where FB and FF represent ligand fluorescence intensities
in the bound and free states, respectively. Recasting f B as a function of ribosome con-
centration via a double-reciprocal plot yields the binding constant (Kb) according to the
relation: 1/f B = 1/Kb × 1/[ribosome] + 1.

5.3. Characterization of Binding Energetics via Isothermal Titration Calorimetry

Thermodynamic binding parameters for the association of polymeric ATA and oligomeric
derivatives with Human Serum Albumin (HSA) were determined calorimetrically employ-
ing a MicroCal VP-ITC (Malvern Panalytical, Northampton, MA, USA). The protein was
prepared as described in Section 5.1 and dialyzed exhaustively against a buffer comprised
of 10 mM sodium phosphate adjusted to pH 7.4. The ATA polymer and dichlorohexamer
were dissolved directly in final dialysate at the respective standard concentrations. Each
ITC experiment consisted of thirty consecutive 10.0 µL injections during which the reaction
heat is monitored and integrated over a 5.0 min period under continuous stirring. The
experimental protocol has been designed to ensure that there is a tenfold excess of ligand
in the titration syringe relative to standard protein concentration in the sample cell. The
resultant binding isotherms are generated by recording the integrated reaction heats nor-
malized for ligand concentration versus the HSA:ligand ratio. A nonlinear least squares fit
of the resultant profile to a single site binding model yields thermodynamic parameters for
the HSA–ligand complex including the affinity (Ka), Gibbs free energy (∆G), enthalpy (∆H),
and entropy (∆S).
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5.4. Biochemical and Biological Assays

The following solutions of ATA analogs were prepared for biological studies. Stock
solutions of synthetic ATA species (compounds 8, 9, and 11) were prepared in DMSO at
50–100 mM and stored at −80 ◦C. Commercial heterogeneous polymeric ATA (catalog
number A1895) was obtained from Millipore Sigma (St. Louis, MO, USA). A stock solution
containing 15.8 mg/mL was prepared in DMSO and labeled 37 mM ATA employing the
molecular weight of 422.3 for a monomeric ATA unit.

5.4.1. Inhibition of SARS-CoV-2 RNA Dependent RNA Polymerase Active Complex

Non-structural proteins 12, 7, and 8 (Nsp12, 7, and 8) of SARS-CoV-2 were purified as
described previously [70]. The RNA extension assay was performed in a reaction buffer
containing 50 mM KCl, 100 mM Tris-HCl (pH 8.0) and 1 mM DTT. A fluorescent-labeled
RNA primer (5′-Cy3-Gr Ur Cr Ar Ur Ur Cr Ur Cr Cr Ur Ar Ar Gr Ar Ar Gr Cr Ur Ar-3′) was
annealed to a 40 nt RNA template (5′-Cr Ur Ar Ur Cr Cr Cr Cr Ar Ur Gr Ur Gr Ar Ur Ur Ur
Ur Ar Ar Ur Ar Gr Cr Ur Ur Cr Ur Ur Ar Gr Gr Ar Gr Ar Ar Ur Gr Ar Cr-3′) by heating
the reaction to 75 ◦C and gradually cooling to 4 ◦C which generated a double-strand RNA
substrate. SARS-CoV-2 RdRp (nsp12) was incubated with its co-factors nsp7 and nsp8
(1:2:2 molar ratio) on ice for 20 min prior to polymerase extension. The reactions (20 µL)
contained 15 mM MgCl2, 500 nM RNA substrate, 500 µM NTPs, varying concentrations
of ATA species and were initiated by the addition of 1 µM pre-incubated RdRp complex
at 37 ◦C. The reactions were terminated after 60 min by adding 10 µL of stop solution
comprised of 95% formamide in 20 mM EDTA. A 5 µL aliquot of reaction product was
loaded onto a 16% denaturing polyacrylamide gel and the Cy3-labelled RNA products
visualized using a Typhoon Imager. Experiments on each ATA analog were repeated
independently at least three times.

5.4.2. Inhibition of Protein Synthesis in Rabbit Reticulocyte Lysates

The TnT® Quick Coupled Transcription/Translation System from Promega (Madison,
WI, USA; L1170) was used to evaluate the inhibitory effects of ATA derivatives and cyclo-
heximide on protein synthesis. Assay conditions were employed as recommended by the
manufacturer. In summary, reactions (20 µL) contained 80% TNT Quick master mix, 20 µM
methionine, and 40 ng/µL luciferase RNA (Promega; L4561) at the indicated concentration
of test chemicals. Samples were incubated at 30 ◦C for 90 min and diluted ten-fold with
PBS. An aliquot (2 µL) was mixed with 20 µL of luciferase assay reagent (Promega; E1500)
and luminescence was measured with a Turner Designs Model TD-20/20 Luminometer. De-
pending on the compound evaluated, experiments were repeated two-four times with good
agreement between the runs. For compounds that exhibited minimal or no activity, two
independent experiments were conducted to confirm the findings. The results are reported
as average values including the mean and standard deviation wherever applicable.

5.4.3. Cell Culture

African green monkey kidney cells (Vero E6) were purchased from the American Type
Culture Collection (Manassas, VA, USA; Cat. No. VERO C1008 (Vero 76, clone E6, Vero E6)
CRL-1586TM). Complete details regarding this cell line may be accessed at the following
link: https://www.atcc.org/products/crl-1586#detailed-product-information (accessed
on 24 April 2022). Prior to commercial availability, the cell lines are tested by the vendor
for mycoplasma contamination and authenticated via short tandem repeat profiling. The
Vero E6 cell line was handled and maintained according to manufacturer’s instructions in
Eagles’s Minimum Essential Medium (EMEM) supplemented with 10% fetal bovine serum
(10% FBS-EMEM) in a humidified incubator in 5% CO2 at 37 ◦C.

5.4.4. Protein Synthesis in Cultured Cells: Puromycin Pulse Labeling

Prior to the experiment, Vero E6 cells were seeded at 30,000 cells per cm2 in 6-well
plates in 5% FBS-EMEM. Two days following plating, the medium was replaced with 5%
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FBS–EMEM containing polymeric ATA at concentrations spanning the range of 1–300 µM
and the plates incubated for one hour followed by addition of puromycin (0.01 mg/mL
final concentration). Control experiments were conducted in the absence and presence of
cycloheximide (1–150 µM) or DMSO. Following incubation with puromycin for 10 min, the
medium was quickly removed and cells washed with warm PBS and allowed to recover in
drug-free 5% FBS-EMEM for 30 min. Cell pellets collected by trypsinization and centrifu-
gation were stored at −80 ◦C while awaiting protein preparation and immunoblotting as
described below.

5.4.5. Protein Preparation and Immunoblotting to Detect Puromycilated Proteins

Cell lysates were prepared in RIPA (radio-immunoprecipitation) buffer (Sigma; R0278)
containing protease inhibitors (Sigma; P8340). Protein concentrations were determined
via the PierceTM bicinconinic acid (BCA) assay (Thermo Fisher Scientific, Waltham, MA,
USA) using bovine serum albumin as a standard. All procedures were performed in
accordance with protocols recommended by the manufacturers. For immunoblotting,
8 µg of protein was combined with Laemmli buffer containing 10% β-mercaptoethanol,
heated at 95 ◦C for 5 min and loaded on 8–16% Mini-PROTEAN® TGX™ precast protein
gels. Samples were resolved via electrophoresis in Tris-Gly-SDS buffer and transferred to
nitrocellulose membranes in Tris-Gly buffer containing 20% methanol at 4–6 V/cm2 for one
hour. Membranes were blocked in 10 mM sodium phosphate buffer containing 150 mM
NaCl (pH 7.8), 5% milk and 0.1% TWEEN20 (PBST) at room temperature for at least one
hour, then incubated overnight with primary anti-puromycin antibodies (TFS; MABE343
mouse monoclonal antibodies clone 12D10; 1:25,000) at 4 ◦C. Membranes were washed
three times for five minutes with PBST and incubated with secondary goat anti-mouse
horseradish peroxidase (HRP)-conjugated antibodies (TFS, Invitrogen; G21040; 1:25,000) for
90 min. Following three additional rounds of washing as described above, membranes were
incubated with an HRP substrate (TFS; 34,077) for one minute and chemoluminescence
visualized by exposing membranes to film for various times.

For β-actin staining, the same membranes used for puromycin immunostaining were
washed four times for five min with 20 mM Tris-buffered saline containing 500 mM sodium
chloride (pH 7.5) and 0.1% TWEEN20 (TBST) and stripped by two rounds of 20- and
10-min washes at 50 ◦C in glycine buffer (pH 2.2) containing 0.1% SDS (w/v) and 1%
TWEEN20. Membranes were then washed at room temperature with PBS (3 × 10 min)
and PBST (2 × 5 min). Blocking, primary (1:4000), and secondary (1:5000) antibody
staining were conducted as described above. Primary rabbit anti-β-actin antibodies (4967S,
lot 9) and secondary HRP-conjugated goat-anti-rabbit antibodies (7074S, lot 27) were
obtained from Cell Signaling. The results were quantified with Image J 1.52a software
using β-actin staining for each sample as an internal reference. A second set of puromycin
labeling experiments was conducted to confirm the findings and results are displayed as a
representative immunoblotting.

5.4.6. Evaluation of Growth Inhibition and Toxicity in Vero E6 Cells

A day before exposure, Vero E6 cells were plated on 24-well plates (500 µL per well) at
6250 cells per cm2 in 10% FBS-EMEM. Test compounds were dissolved in EMEM at two-fold
concentrations from their designated amounts in culture and added to cells in equal volume
(500 µL) to achieve concentrations of 1–400 µM in 5% FBS-EMEM. The cells were exposed
under standard culture conditions for 48 h. Controls containing varying amounts of DMSO
and sans DMSO were included as well. A sulforhodamine B (SRB) assay was conducted to
evaluate the impact of polymeric ATA and oligomeric analogs on cell growth and survival.
All procedures were conducted according to protocols employed by the National Cancer
Institute that are available online at https://dtp.cancer.gov/discovery_development/nci-
60/methodology.htm (accessed on 24 April 2022). In summary, the exposed cells were
fixed by addition of trichloroacetic acid (TCA, 10% v/v) and incubated for one hour at
4 ◦C after which the plates were washed five times with tap water and air dried. For color
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development, 500 µL of 0.4% SRB reagent prepared in 1% acetic acid was added to fixed
cells and the samples were incubated at room temperature for 15 min under gentle rocking.
Unbound dye was removed via five washes in 1% acetic acid and the plates air dried.
Trizma base (10 mM) was used to dissolve the stain and absorbances recorded at 515 nm
on a UV/Vis Model Ultrospec2000 Spectrophotometer (PharmaciaBiotech, Piscataway,
NJ, USA). Since DMSO did not affect cells at the concentrations employed in our assay,
the absorbance values of cells incubated in media with or without DMSO for 48 h were
combined and established as 100% growth/survival. We also conducted an SRB assay on
separate wells of cells the same day of exposure (day 0) taking advantage of the ability to
store fixed plates for parallel processing with samples following exposure. All experiments
were repeated two/three times independently, two/three wells per each condition within
an experiment. Dose-dependent changes in survival and cell growth were analyzed via
the Sigma Plot Program v.13.0 (Systat Software, Inc., San Jose, CA, USA) and displayed as
mean values with standard deviations.

5.4.7. Isolation of 80S Yeast Ribosomes

Saccharomyces cerevisiae YPL 154C strain (MATa leu2∆0 met15∆0 ura3∆0 pep4∆::kanr,
Horizon Discovery, Lafayette, CO, USA) was grown in YPD medium and disrupted in liq-
uid nitrogen by SPEX 6870 freezer mill. Yeast cell extracts were prepared in a buffer system
comprised of 50 mM Hepes-KOH (pH 7.4), 11 mM magnesium acetate, 1 mM dithiothreitol,
1 mM phenylmethylsulfonyl fluoride, cOmplete Protease Inhibitor Cocktail (1 tablet/50 mL,
Roche 11697498001), and 60 U/mL Protector RNase Inhibitor (Roche 03335402001). The
supernatant was obtained via ultracentrifugation in a SW32Ti rotor (Beckman, Brea, CA,
USA) at 13,000 rpm (max 30,000× g) for 45 m at 4 ◦C. The supernatant was loaded onto
37.65% (w/v) sucrose, 20 mM Bis-Tris (pH 6.5), 11 mM magnesium acetate, 0.2 M ammo-
nium acetate, 0.3 M potassium chloride and 5 mM dithiothreitol. Ultracentrifugation was
performed in a SW32Ti rotor (Beckman) at 28,000 rpm (max 140,000× g) for 22 h at 4 ◦C.
The supernatant was decanted and the pellet washed twice with a buffer composed of 20
mM Hepes-KOH (pH 7.4), 11 mM magnesium acetate, 30 mM potassium chloride, 2 mM
dithiothreitol, cOmplete Protease Inhibitor Cocktail (1 tablet/50 mL, Roche 11697498001),
and 40 U/mL Protector Rnase Inhibitor (Roche 03335402001). The pellet was suspended in
identical buffer, transferred to a 1.5 mL tube, and centrifuged at 20,817× g for 10 m at 4 ◦C.
The supernatant was transferred to a fresh tube and frozen in liquid nitrogen. The ribosome
preparation obtained from 90 g of wet yeast pellet was 122 mg/mL (27,120 pmol/mL).
This procedure has been described in detail elsewhere [71]. As a quality control measure,
8000 pmol of the sample was analyzed by gradient centrifugation using 15–45% sucrose
(Supplementary Material; Figure S6 and Table S2).

5.5. Synthesis of Defined ATA-Derived Analogs

Several ATA derivatives of defined length and molecular weight were synthesized in
our laboratory. The quality and purity of samples was verified by high performance liquid
chromatography (HPLC), nuclear magnetic resonance (H1-NMR) and liquid chromatog-
raphy tandem mass spectrometry (LC-MS/MS). The synthetic route of ATA-derivative
11 is delineated in Scheme 3 and may be summarized as follows. Bis-formylation of 5
prepared according to Cushman et al. [39] (a) with hexamethylene tetramine/triethylamine
followed by reduction with LiBH4 (b) led to 6, which in the presence of sulfuric acid could
be coupled with two equivalents of 7 (c) to produce tetramer 8. Upon catalytic reduction
with 10% PdO and H2 (d), tetramer 8 yielded 9. The latter, when subjected to the same
series of reactions used to convert 8 to 10 via 9, yielded the desired dichlorohexamer 11.
This oligomer exhibited excellent activity when tested in reticulocytes and as an inhibitor
of SARS-CoV-2 RdRp. The synthesis and purification of each ATA derivative is currently in
progress and specific details will be reported elsewhere.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/life12060872/s1, Figure S1: UV/Vis Absorbance Spectrum of the
ATA Polymer Standard (2.0 mM) Revealing Major and Minor Peaks at 310 and 530 nm, respectively.
Figure S2: Impact of has on ATA Emission Fluorescence; Figure S3: Fluorescence Intensity of ATA in
the Presence of Increasing HSA Concentrations; Figure S4: ITC Profile of ATA Dilution into Dialysate;
Figure S5: Full Size Immunoblotting Corresponding to Figure 8; Figure S6: Fractions of Yeast 80S
Ribosomes Obtained via Sucrose Gradient Centrifugation. Table S1: Densitometry Results for Figure 8
and Supplementary Figure S6; Table S2: Optical Density of Yeast 80S Ribosome Fractions Obtained
via Sucrose Gradient Centrifugation.
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Abstract: DNA sequences that are rich in guanines and can form four-stranded structures are called
G-quadruplexes. Due to the growing evidence that they may play an important role in several
key biological processes, the G-quadruplexes have captured the interest of several researchers. G-
quadruplexes may form in the presence of different metal cations as polymorphic structures formed
in kinetically governed processes. Here we investigate a complex polymorphism of d(G4T4G3)
quadruplexes at different K+ concentrations. We show that population size of different d(G4T4G3)
quadruplex conformations can be manipulated by cooling rate and/or K+ concentration. We use a
kinetic model to describe data obtained from DSC, CD and UV spectroscopy and PAGE experiments.
Our model is able to describe the observed thermally induced conformational transitions of d(G4T4G3)
quadruplexes at different K+ concentrations.

Keywords: G-quadruplexes; potassium; calorimetry; polymorphism; kinetics; folding; kinetic models;
fitting

1. Introduction

Understanding the relationship between the structure of biological macromolecules
and the thermodynamic or kinetic properties that dictate stability and binding with other
molecules remains one of the most important problems in biochemistry and biotechnol-
ogy [1]. Such knowledge is crucial to understanding biological processes and to design
more efficient pharmaceutical ligands. The laws of thermodynamics and kinetics do not
tell us directly about molecular structures or mechanisms, although we can use the results
of thermodynamic property measurements to help us interpret molecular mechanisms of
a system [2].

Over the past couple of decades, DNA sequences that are both rich in guanines and can
form four-stranded structures, called G-quadruplexes, have captured the interest of several
major laboratories all over the world. This is mainly due to the growing evidence that
G-quadruplexes may play an important role in several key biological processes [3,4]. Even
though much progress has been made in understanding kinetic and thermodynamic factors
responsible for the structural interconversion of several quadruplex structures, there are
still many factors that govern the formation of G-quadruplexes and their physico-chemical
properties that are poorly understood.

Four guanine bases linked by Hoogsteen type hydrogen bonds form a cyclic coplanar
G-tetrads which can stack on top of another tetrad to form G-quadruplex structures [5,6].
These structures are additionally stabilized by metal cations that are selectively bound in the
central cavity between the G-quartets. Cation coordination is essential for the stabilization
of G-quadruplexes, and monovalent and divalent ions have been shown to influence the
structure and stability of G-quadruplexes. By compiling a number of studies, one can
estimate that G-quadruplex stabilization follows the general trend: Sr2+ > K+ > Ca2+ >
NH4+, Na+, Rb+ > Mg2+ > Li+ ≥ Cs+ [7].
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Changing the type or concentration of cations can induce the formation of new
long-lived G-quadruplex conformations with identical nucleotide sequence. For instance,
oligonucleotide d(G2AG2AG) forms a bimolecular G-quadruplex at low Na+ concentra-
tion and a tetramolecular G-quadruplex at higher Na+ concentration [8]. Furthermore,
d(G3T4G3) forms only hairpin dimer G-quadruplex structures in the presence of Na+ ions,
while in the presence of K+ ions both hairpin dimer and linear, four-stranded G-quadruplex
structures were observed [9]. This phenomenon is known as G4 polymorphism [10–12]
and can even lead to concurrent folding isomers in heterogenous ensembles [13–15]. The
polymorphism of GQ structures is determined by strand orientation (i.e., parallel vs. an-
tiparallel), the conformation of the glycosidic bonds, and the loop topology (e.g., lateral
loops vs. diagonal loops). These variations in the structure might be due to several rea-
sons, such as the cationic coordination, π-stacking interactions, hydrogen bonding and
hydrophobic effects [16]. Different mechanisms have been proposed to describe fold-
ing/unfolding pathways of G-quadruplexes. Some of them are sequential and do not
consider side-reactions [17] while others consist of several parallel pathways [18,19].

The behavior of G-quadruplexes in the presence of potassium ions is of particular
interest due to the high intracellular concentrations. Chaires et al. have suggested, based
on NMR, fluorescence, CD experiments, and molecular modeling, that model telomeric
human DNA, 5′-AGGGTTAGGGTTAGGGTTAGGG-3′ (Tel22) in K+ solutions appears as
an equilibrium mixture of two (3 + 1) hybrid-type G-quadruplex structures, Hybrid-1 and
Hybrid-2 [20]. This was later confirmed by Bončina et al., who successfully described the
unfolding/folding mechanism of Tel22 and showed that each conformational transition
depends on K+ concentration [11]. Grün et al. were studying the cMYC gene-promoter
region and used a kinetic model to describe a novel, noncanonical folding isomerism of
G-quadruplexes with more than four G-rich tracts [21]. Grey et al. utilized a variety of spec-
troscopies to follow the kinetics of human telomeric DNA sequences folding and unfolding,
and identified previously unreported slow kinetic steps [17]. Kinetics of potassium binding
to telomeric (hybrid) and c-myc (parallel) G-quadruplexes have been investigated with elec-
trospray mass spectrometry where authors have reported that misfolded states can linger
for several minutes [18]. Different folding timescales of DNA and RNA G-quadruplexes
have been reported by Zhang and Balasubramanian, who discussed their findings in rela-
tion to a biological timescale [22]. The folding rate of quadruplexes and folding timescale
were also investigated by Nguyen et al., who showed that a stem loop accelerates the
folding of quadruplexes significantly as compared to a non-structured loop [23]. One can
conclude that the formation of G-quadruplexes takes place through different mechanisms
on various timescales, making the folding rate of a G-quadruplex and the effect of the
environment and loop properties very important parameters to investigate.

Our laboratory has used kinetic models to describe the polymorphism of d(G4T4G3)
quadruplexes in Na+ and K+ solutions [24,25]. To test whether this approach can be used
under different environmental conditions, we followed in this work the thermally induced
folding/unfolding transitions d(G4T4G3) quadruplexes at different K+ concentrations, and
tried to interpret them in terms of a kinetically governed coexistence of several folded
structures and their unfolded forms. We used a variety of experimental techniques (UV
and CD spectroscopy, DSC, gel electrophoresis) in order to improve the significance of the
proposed model and calculated parameters. We demonstrate that the d(G4T4G3) sequence
can fold into different quadruplex structures and that the mechanism of thermally induced
folding/unfolding depends on the cooling/heating rate and potassium concentration.

2. Materials and Methods
2.1. Sample Preparation and UV Spectroscopy

The d(G4T4G3) oligonucleotide was obtained HPLC pure from Invitrogen Co., (Carls-
bad, CA, USA) and Midland Co. (Midland, CO, USA)., and used without further purifica-
tion. Its concentrations in buffer solutions were determined at 25 ◦C spectrophotometri-
cally using for the extinction coefficient of its single stranded form at 25 ◦C the value of
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ε260 = 105,100 M−1cm−1 estimated from the nearest-neighbor data of Cantor et al. [26]. The
quadruplex concentration used in this study were 0.82, 0.60 and 0.52 mM in single strands
in 25, 35 and 50 mM K+ solutions, respectively. The buffer used in all experiments consisted
of 10 mM K-cacodylic buffer, 1 mM EDTA and different concentrations of KCl (15, 25 and
45 mM) at pH = 6.9. The starting samples were first unfolded into single-stranded form by
heating in an outer thermostat at 95 ◦C for 5 min, cooled down to 4 ◦C at the cooling rates
of 0.05 or 1.0 ◦C/min to form quadruplex structures and then used in the UV, CD, DSC and
PAGE experiments.

2.2. CD Spectroscopy Melting Experiments

CD spectra of d(G4T4G3) quadruplexes in K+ solutions were measured as a function
of temperature in an Jasco J-1500 CD Spectropolarimeter. Ellipticity, Θ, was measured
between 5 and 95 ◦C in the temperature intervals of 3 ◦C at the average heating rate of
0.5 ◦C/min. CD spectra of samples (0.82, 0.60 and 0.52 mM in single strands) prepared at
cooling rates of 0.05 or 1.0 ◦C/min, corrected for the corresponding buffer contribution,
were collected between 215 and 320 nm in a 0.25 mm cuvette at 60 nm/min, with a signal
averaging time of 2 s and a 5 nm bandwidth. Melting curves were obtained by plotting
ellipticity at λ = 290 nm vs. temperature.

2.3. Gel Electrophoresis

G-quadruplex structures formed upon the cooling of single-stranded DNA at different
rates of 0.05 or 1.0 ◦C/min and at different potassium concentrations were studied by
non-denaturing PAGE performed on 20% polyacrylamide gels supplemented with 25, 35
and 55 mM KCl. G-quadruplex samples were loaded on gels and the electrophoreses were
run at 5 ◦C (5 h), 20 ◦C (3.5 h) and 35 ◦C (1.7 h), all at 10 V/cm (I = 300 mA). Bands in the
gels were followed by UV shadowing at λ = 254 nm. To facilitate comparisons between
the bands observed with different samples, the single-stranded d(5′-AGAAGAAAAGA-3′)
and d(5′-TCTTTTCTTCT-3′) and double-stranded (5′-AGAAGAAAAGA-3 mixed with
5′-TCTTTTCTTCT-3′) 11-mere control oligonucleotides were used.

After UV shadowing, experiment gels were submerged in ethidium bromide solution
and bands were recorded in fluorescent mode at an excitation wavelength of 290 nm.

2.4. Differential Scanning Calorimetry (DSC)

DSC experiments were performed using the Nano DSC III instrument (Calorimetry
Sciences Corp., Lindon, UT, USA) and the Nano DSC instrument (TA Instruments, New
Castle, DE, USA) on samples prepared by cooling in an outer thermostat. Samples were
first heated to 95 ◦C and cooled down to four ◦C at the selected rate (0.05 or 1.0 ◦C/min).
Samples were then loaded to DSC and the first DSC melting scans were recorded at the
selected heating rate (0.5, 1.0 and 2.0 ◦C/min). Next, an annealing scan was recorded at a
cooling rate of 1.0 ◦C, followed by another melting scan at the selected heating rate. The cor-
responding baseline (buffer-buffer) scans were subtracted from the unfolding/folding scans
prior to their normalization and analysis. The total enthalpy of unfolding or folding, ∆Htot,
was obtained from the measured DSC thermograms as the area under the ∆cp = cp,2 − cp,S
versus T curve, where ∆cp is the measured heat capacity cp,2 corrected for the baseline
and normalized to 1 mole of quadruplex in single strands, and cp,S is the corresponding
partial molar heat capacity of the unfolded single stranded state extrapolated from high
temperatures over the whole measured temperature interval. For samples prepared either
at the cooling rate of 0.05 or 1.0 ◦C/min, the measured DSC heating and cooling curves
were highly reproducible at all measured heating and cooling rates above ~10 ◦C.

2.5. Model Analysis of Structural Transitions

We attempted to interpret the observed DSC data in terms of the already described
complex model (Figure 1) [24], which considers the thermally induced folding/unfolding
transitions of d(G4T4G3) quadruplexes in the presence of K+ ions as a global kinetic tran-
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sition process that involves one parallel tetramolecular quadruplex structure (T4), three
bimolecular quadruplexes that possibly exhibit characteristics of parallel, anti-parallel
and/or hybrid structures (A2, B2 and C2), and the corresponding single strands (S).
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are rate constants for each i→j transition step.

In order to describe the DSC data, we used the previously reported model function [24]:

∆cp = cp,2 − cp,S = −dαA

dT
∆HA −

dαB

dT
∆HB −

dαC

dT
∆HC −

dαT

dT
∆HT (1)

in which at any T in the measured temperature interval cp,2 is the measured partial molar
heat capacity of the solute (DNA) expressed per moles of single strands, cp,S is the corre-
sponding measured heat capacity of the unfolded quadruplex form occurring at high tem-
peratures extrapolated to T, and αA, αB, αC and αT are the corresponding fractions of quadru-
plex species present in the solution. The dα

dT terms needed to calculate ∆cp are obtained by
taking into account the rates of reactions predicted by the model and the heating or cooling
rate, r = dT

dt , at which the DSC experiment is performed. The rates of reactions can be

expressed using the Arrhenius relation kij = Aije
(−Eij/RT) = eA′ij e(−Eij/RT) = e(A′ij−Eij/RT),

where kij represents rate constant, Aij = eA′ij frequency factor and Eij activation energy for

corresponding ij step. Unit of eA′ij is s−1 for unfolding and s−1 M−1 for folding transitions
of A2, B2 and C2 (s−1 M−3 for folding transition of T4 from S, i.e. eA′ST) and unit of Eij
is cal/mol.
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For a given total concentration of DNA in the single-stranded form, ctot (in unit mol/L),
expressed as ctot = cS + 2cA + 2cB + 2cC + 4cT, the dα/dT terms needed to calculate ∆cp
are obtained by taking into account the rates of reactions predicted by the model (Figure 1):

− dαA
dT = 1

r
[
(kAB + kAS + kAC)αA + CtotkATα2

A − kBAαB − kTAαT − kCAαC

−2kSACtot(1− αA − αB − αC − αT)
2
]

− dαB
dT = 1

r
[
(kBS + kBC + kBA)αB + CtotkBTα2

B − kABαA − kTBαT − kCBαC

−2kSBCtot(1− αA − αB − αC − αT)
2
]

− dαC
dT = 1

r
[
(kCB + kCS + kCA)αC + CtotkCTα2

C − kBCαB − kTCαT − kACαA

−2kSCCtot(1− αA − αB − αC − αT)
2
]

− dαT
dT = 1

r
[
(kTA + kTB + kTC + kTS)αT − CtotkATα2

A − CtotkBTα2
B − CtotkCTα2

C

−4kSTC3
tot(1− αA − αB − αC − αT)

4
]

When fitting the kinetic model (Figure 1) to our experimental data, all parameters
were allowed to be used. We found out that not all of them were necessary to obtain an
acceptable fit of model functions to experimental data. We neglected these parameters (set
kij to 0), thus simplifying the system of equations and increasing the significance of the
remaining parameters:

− dαA

dT
=

1
r
[(kAB + kAS)αA − kBAαB]

− dαB

dT
=

1
r

[
(kBS + kBC + kBA)αB + CtotkBTα2

B − kABαA − 2kSBCtot(1− αA − αB − αC − αT)
2
]

− dαC

dT
=

1
r
[kCSαC − kBCαB]

− dαT

dT
=

1
r

[
kTSαT − CtotkBTα2

B

]

To solve this system of differential equations for a given set of adjustable parameters
at each measured heating and cooling rate, the Cash-Karp adaptive step-size controlled
Runge-Kutta method was employed [27], and the obtained solutions (αi and dαi

dT ) were used
to calculate the corresponding model function. The calculation started at a high temperature
and a set cooling rate. The initial composition was αS = 1. When the low temperature was
reached, the obtained composition was a starting point for heating. The “best fit” adjustable
parameters were calculated from global fitting model functions to the experimental DSC
curves using the non-linear minimization of the corresponding χ2 function. The values of
adjustable parameters at the global minimum of χ2 are considered to be the best descriptors
of the experimental ∆cp vs. T curve, and therefore are used to characterize the kinetics and
thermodynamics for all steps in the suggested model mechanism.

3. Results and Discussion
3.1. Observing Polymorphism of d(G4T4G3) Quadruplexes in K+ Solution

We measured the CD spectra of d(G4T4G3) samples prepared in 25, 35 and 50 mM
K+ solutions at the cooling rate of 0.05 ◦C/min (Figure 2a), and at the cooling rate of
1.0 ◦C/min (Figure 2b). The CD spectra is often used to interpret the structure of G-
quadruplexes. CD-spectra with positive peak at ~290 nm and negative peak at ~263 nm are
characteristic of the anti-parallel type quadruplex structures. On the other hand, the parallel
type structures exhibit CD spectra with a positive peak at ~263 nm and negative peak at
~240 nm [28,29]. Hybrid quadruplex structures may also be involved in thermally induced
folding/unfolding transitions [11,30,31]. The comparison of three spectra in Figure 2a
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shows that the peak at 263 nm increases, and the peak at 290 nm decreases with increasing
K+ concentration. The same behavior can be observed when samples are prepared at
the cooling rate of 1.0 ◦C/min (Figure 2b). Thus, we can conclude that increasing K+

concentration favors the formation of a structure with spectral properties similar to parallel
type quadruplexes. Interestingly, when comparing the CD spectra of samples prepared at
different cooling rates, we can observe that a slower cooling rate results in increased peak
at 263 nm and a decreased peak at 290 nm. These results show that besides changing K+

concentration, different cooling rates can be used to manipulate the structure of d(G4T4G3)
quadruplexes during thermally induced folding. The cooling rate dependence of structural
properties of d(G4T4G3) quadruplexes point to the conclusion that thermally induced
folding/unfolding transitions of d(G4T4G3) quadruplexes are a kinetically driven process.
Furthermore, because of the increased peak at 263 nm after a slow cooling rate, we can
assume that a slower cooling rate also favors the formation of a structure with spectral
properties similar to parallel-type quadruplexes.
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Figure 2. Temperature dependence of CD spectra of d(G4T4G3) quadruplexes in K+ solutions (25, 35 

and 50 mM): (a) d(G4T4G3) quadruplexes prepared at the cooling rate of 0.05 °C/min; (b) d(G4T4G3) 

quadruplexes prepared at the cooling rate of 1 °C/min. The measured ellipticity was normalized to 

1 M single strand concentration and 1 cm light path length. 
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Figure 2. Temperature dependence of CD spectra of d(G4T4G3) quadruplexes in K+ solutions (25, 35
and 50 mM): (a) d(G4T4G3) quadruplexes prepared at the cooling rate of 0.05 ◦C/min; (b) d(G4T4G3)
quadruplexes prepared at the cooling rate of 1 ◦C/min. The measured ellipticity was normalized to
1 M single strand concentration and 1 cm light path length.

The CD spectra suggest that at least two structures with antiparallel and parallel
spectral properties (for reasons of clarity we will call them “antiparallel” and “parallel”
structures) coexist in solution after cooling, and that the ratio between antiparallel and
parallel structures depends on the potassium concentration and a cooling rate. To confirm
these results, we performed PAGE experiments where slow and fast cooled d(G4T4G3)
samples in 25 mM and 50 mM K+ solutions were run on the gels at 5 ◦C, the same tem-
perature at which CD-spectra were recorded (Figure 3). Control oligonucleotide markers
(single-stranded d(5′-TCTTTTCTTCT-3′), single-stranded d(5′-AGAAGAAAAGA-3′) and
double-stranded (5′-AGAAGAAAAGA-3′ mixed with 5′-TCTTTTCTTCT-3′)) were used
to ascribe the size of the molecules to the positions of the bands, and to compare different
gels. The gel experiments show that all samples exhibit at least three bands where two
fast migrating bands are very close to each other, indicating the presence of at least two
structures similar in size and charge. Furthermore, the samples prepared at the cooling
rate of 0.05 ◦C/min (2nd lane) exhibit a more pronounced band, positioned just behind the
fastest migrating band, which in accordance with CD-spectra probably represents a parallel
structure. This observation can be further confirmed by comparing gels at different K+ con-
centrations since the slower of the two fast migrating bands is more pronounced at 50 mM
K+ concentration. Besides the two fast migrating bands, one slow migrating band can be
observed at both K+ concentrations and cooling rates, but the intensity is less pronounced
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in samples prepared at cooling rate of 1.0 ◦C/min (1st lane). Interestingly, staining the gels
with ethidium bromide results in high intensity fluorescence signals for the slowest migra-
tion band and double stranded marker, whereas very weak signals can be observed for the
fastest migrating bands. Based on the fluorescence intensity, we can conclude that ethidium
bromide interacts with the structure in the slowest migrating band in a similar way to the
double stranded marker, and that interaction with quadruplexes is weaker compared to
duplex DNA as already observed before [32]. The position and difference in fluorescence
intensity between fast and slow migrating bands indicates the significant differences of
complexes, and we believe that the slower migrating band corresponds to some highly
ordered structure, for example the parallel tetramolecular d(G4T4G3)4 quadruplex.

Life 2022, 12, x FOR PEER REVIEW 7 of 15 
 

 

concentration. Besides the two fast migrating bands, one slow migrating band can be ob-

served at both K+ concentrations and cooling rates, but the intensity is less pronounced in 

samples prepared at cooling rate of 1.0 °C/min (1st lane). Interestingly, staining the gels with 

ethidium bromide results in high intensity fluorescence signals for the slowest migration 

band and double stranded marker, whereas very weak signals can be observed for the fast-

est migrating bands. Based on the fluorescence intensity, we can conclude that ethidium 

bromide interacts with the structure in the slowest migrating band in a similar way to the 

double stranded marker, and that interaction with quadruplexes is weaker compared to du-

plex DNA as already observed before [32]. The position and difference in fluorescence in-

tensity between fast and slow migrating bands indicates the significant differences of com-

plexes, and we believe that the slower migrating band corresponds to some highly ordered 

structure, for example the parallel tetramolecular d(G4T4G3)4 quadruplex. 

    
(a) (b) 

Figure 3. Non denaturing PAGE (20 %) of d(G4T4G3) quadruplexes prepared at the cooling rate of 

either 1 °C/min (1st lane) or 0.05 °C/min (2nd lane) and followed by UV shadowing (λ = 254 nm) 

and Fluorescence (λ = 590 nm): (a) d(G4T4G3) quadruplexes prepared in 25 mM K+ solution and 

measured at a constant temperature of 5 °C. As a control oligonucleotide double stranded d(5′-AGAA-

GAAAAGA-3′; 5′-TCTTTTCTTCT-3′) (3rd lane) and 11-mere single stranded d(5′-TCTTTTCTTCT-3′) 

(4th lane) markers were used;): (b) d(G4T4G3) quadruplexes prepared in 50 mM K+ solution and meas-

ured at a constant temperature of 5 °C. As control oligonucleotide, double stranded d(5′-AGAA-

GAAAAGA-3′; 5′-TCTTTTCTTCT-3′) (3rd lane), single stranded d(5′-TCTTTTCTTCT-3′) (4th lane) 

and single stranded d(5′-AGAAGAAAAGA-3′) (5th lane) markers were used. 

3.2. Thermally Induced Structural Transitions and Model Analysis 

To observe the thermal behavior of d(G4T4G3) starting samples, we have conducted a 

series of DSC and CD experiments. DSC heating thermograms of d(G4T4G3) samples meas-

ured in 25, 35, and 50 mM K+ solutions and prepared at the cooling rate of either 0.05 or 

1.0 °C/min exhibit at least three peaks suggesting that the melting processes consist of 

several conformational transitions (Figure 4). Samples prepared at the cooling rate of 0.05 

°C/min exhibit peaks at ~20 °C, ~45 °C and ~65 °C, suggesting the coexistence of at least 

three quadruplex structures, which is in line with PAGE experiments. Increasing the K+ 

concentration decreases the intensity of the second peak and increases the intensity of the 

third. Together with the data from CD experiments, this suggests that the third peak cor-

responds to the unfolding of a parallel structure and that the parallel structure is thermally 

more stable than the antiparallel. This can be further proved by PAGE experiments of 

samples prepared at a slow cooling rate at 50 mM K+ concentration (Figure 3b) where the 

increased intensity of the slower of the two fast migrating bands can be observed. Samples 

prepared at the cooling rate of 1.0 °C/min also exhibit three peaks, but the third peak is 

2.5 cm 

ds oligo 

6.8 kDa 

1     2  3  4 1     2  3  4 

2.5 cm 

ds oligo 

6.8 kDa 

1     2  3  4  5 1     2  3  4  5 

Figure 3. Non denaturing PAGE (20%) of d(G4T4G3) quadruplexes prepared at the cooling rate of
either 1 ◦C/min (1st lane) or 0.05 ◦C/min (2nd lane) and followed by UV shadowing (λ = 254 nm)
and Fluorescence (λ = 590 nm): (a) d(G4T4G3) quadruplexes prepared in 25 mM K+ solution
and measured at a constant temperature of 5 ◦C. As a control oligonucleotide double stranded
d(5′-AGAAGAAAAGA-3′; 5′-TCTTTTCTTCT-3′) (3rd lane) and 11-mere single stranded d(5′-
TCTTTTCTTCT-3′) (4th lane) markers were used;): (b) d(G4T4G3) quadruplexes prepared in 50 mM K+

solution and measured at a constant temperature of 5 ◦C. As control oligonucleotide, double stranded
d(5′-AGAAGAAAAGA-3′; 5′-TCTTTTCTTCT-3′) (3rd lane), single stranded d(5′-TCTTTTCTTCT-3′)
(4th lane) and single stranded d(5′-AGAAGAAAAGA-3′) (5th lane) markers were used.

3.2. Thermally Induced Structural Transitions and Model Analysis

To observe the thermal behavior of d(G4T4G3) starting samples, we have conducted
a series of DSC and CD experiments. DSC heating thermograms of d(G4T4G3) samples
measured in 25, 35, and 50 mM K+ solutions and prepared at the cooling rate of either 0.05
or 1.0 ◦C/min exhibit at least three peaks suggesting that the melting processes consist
of several conformational transitions (Figure 4). Samples prepared at the cooling rate of
0.05 ◦C/min exhibit peaks at ~20 ◦C, ~45 ◦C and ~65 ◦C, suggesting the coexistence of at
least three quadruplex structures, which is in line with PAGE experiments. Increasing the
K+ concentration decreases the intensity of the second peak and increases the intensity of
the third. Together with the data from CD experiments, this suggests that the third peak
corresponds to the unfolding of a parallel structure and that the parallel structure is ther-
mally more stable than the antiparallel. This can be further proved by PAGE experiments of
samples prepared at a slow cooling rate at 50 mM K+ concentration (Figure 3b) where the
increased intensity of the slower of the two fast migrating bands can be observed. Samples
prepared at the cooling rate of 1.0 ◦C/min also exhibit three peaks, but the third peak is not
as expressed as in the case of a slower cooling rate. These results, together with the CD
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(Figure 2) and PAGE (Figure 3) experiments, strongly suggest that the thermal unfolding
transition of d(G4T4G3) in the presence of K+ ions may be considered as a combination of
several kinetically governed steps.
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quadruplexes in the presence of 25, 35 and 50 mM K+ ions: (a) The ∆cp vs. T curves measured at
the heating rate of 1 ◦C/min in the presence of 25 mM K+ ions for samples prepared by controlled
cooling in an outer thermostat at the rate of 0.05 ◦C/min (red line) or 1.0 ◦C/min (blue line); (b) The
∆cp vs. T curves measured at the heating rate of 1 ◦C/min in the presence of 35 mM K+ ions for
samples prepared by controlled cooling in an outer thermostat at the rate of 0.05 ◦C/min (red line)
or 1.0 ◦C/min (blue line); (c) The ∆cp vs. T curves measured at the heating rate of 1 ◦C/min in the
presence of 50 mM K+ ions for samples prepared by controlled cooling in an outer thermostat at the
rate of 0.05 ◦C/min (red line) or 1.0 ◦C/min (blue line); (d) The ∆cp vs. T curves measured at the
cooling rate of 1 ◦C/min in the presence of 25 (blue line), 35 (red line) and 50 (green line) mM K+

ions. In all panels full lines represent model–based ∆cp vs. T curves calculated from (1).

The total enthalpy of unfolding, ∆Htot, was calculated from the experimentally ob-
tained DSC thermograms (total area under the ∆CP versus T curve). Analysis of the total
area under measured heating DSC thermograms resulted in very similar overall enthalpies
of unfolding, ∆Htot ≈ 56 kcal/mol of double stranded quadruplex, regardless of the cool-
ing rate or K+ concentration used. From these ∆Htot values, the enthalpy of quadruplex
unfolding is estimated to be about 19 kcal/mol of G-quartets, which agrees well with the
literature values reported for G-quartet formation in the presence of K+ ions [33–35]. After
the first melting scan was recorded at the selected heating rate (0.5, 1.0 and 2.0 ◦C/min),
the sample was left in DSC and a cooling scan was recorded at the rate of 1.0 ◦C/min,
followed by another melting scan at the selected heating rate. Almost no differences were
observed when comparing the second melting scans to the melting scan at corresponding
heating rates obtained from samples prepared in an outer thermostat at the cooling rate of
1 ◦C/min. This confirms the kinetic nature of the folding/unfolding transition of d(G4T4G3)
in the presence of K+ ions.
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Interestingly, DSC thermograms show transition at low temperatures. Even though
the reproducibility and reliability of the measured DSC peaks between 4 ◦C and ~20 ◦C
is rather poor, PAGE experiments confirmed that there is an additional structure present
at low temperatures that disappears at temperatures over 20 ◦C (Figure S2). The position
and difference in fluorescence intensity between fast and slow migrating bands (Figure 3)
indicates significant differences in structures of complexes, and we believe that a slower
migrating band corresponds to some highly ordered structure, for example, the parallel
tetramolecular d(G4T4G3)4 quadruplex.

The results of DSC, PAGE and CD experiments performed on d(G4T4G3) quadruplexes
in K+ solutions reveal that their thermally induced folding/unfolding transitions are kineti-
cally governed and include the participation of at least three structures. A model function
(1) was used to describe thermally induced folding/unfolding transitions of d(G4T4G3)
quadruplexes in the presence of K+ ions at different concentrations. Figure 4 shows the
best fit of model function to the DSC data. To further test the validity of our model, we
have collected and fitted data at several heating rates (0.5, 1.0 and 2.0 ◦C/min) for DSC
experiments. By increasing the heating rate, we can observe shifting of the DSC peaks to
higher temperatures (Figure 5), which is another indication that conformational transitions
of d(G4T4G3) in the presence of K+ ions are kinetically driven processes. The model func-
tion (1) with the same set of parameters (Table 1) was used to describe experimental data at
all heating rates at selected K+ concentration.
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different rates in the presence of 25 (blue color), 35 (red color) and 50 (green color) mM K+ ions: (a) at
the heating rate of 0.5 ◦C/min for samples prepared at the cooling rate of 0.05 ◦C/min; (b) at the
heating rate of 0.5 ◦C/min for samples prepared at the cooling rate of 1.0 ◦C/min; (c) at the heating
rate of 2.0 ◦C/min for samples prepared at the cooling rate of 0.05 ◦C/min; (d) at the heating rate of
2.0 ◦C/min for samples prepared at the cooling rate of 1.0 ◦C/min. In all panels full lines represent
the model—based curves calculated from (1).

Table 1. Calculated adjustable parameters for the kinetic model in Figure 1 which were used to
describe thermally induced folding/unfolding transitions. The unit of eA′ij is s−1 for unfolding and
s−1 M−1 for folding transitions of A2, B2 and C2 and unit of Eij is cal/mol. Experimentally deter-
mined enthalpies of transition, ∆H (cal/mol single strands) were as follows: ∆HA = ∆HB = ∆HC =
(3.1 ± 0.2)·104, ∆HT = (3.6 ± 0.2)·104.

Parameter CK+ = 25 mM CK+ = 35 mM CK+ = 50 mM

A′BS 74 ± 5 79 ± 5 81 ± 5
A′SB 19 ± 3 19 ± 3 19 ± 3
A′AS 49 ± 2 49 ± 2 49 ± 2
A′TS 100 ± 10 100 ± 10 100 ± 10
A′CS 54 ± 2 53 ± 2 50 ± 2
A′BA 15.5 ± 0.8 15.0 ± 0.8 14.9 ± 0.8
A′AB 7.2 ± 0.4 7.2 ± 0.4 7.2 ± 0.4
A′BT 66 ± 4 66 ± 4 66 ± 4
A′BC 24 ± 2 25 ± 2 30 ± 2
EBS (3.9 ± 0.2) × 104 (4.1 ± 0.2) × 104 (4.0 ± 0.2) × 104

EAS (3.2 ± 0.1) × 104 (3.2 ± 0.1) × 104 (3.2 ± 0.1) × 104

ETS (6.0 ± 0.2) × 104 (6.0 ± 0.2) × 104 (6.0 ± 0.2) × 104

ECS (3.7 ± 0.1) × 104 (3.6 ± 0.1) × 104 (3.7 ± 0.1) × 104

EBA (7.0 ± 0.5) × 103 (7.0 ± 0.5) × 103 (7.0 ± 0.5) × 103

EBT (3.2 ± 0.1) × 104 (3.2 ± 0.1) × 104 (3.2 ± 0.1) × 104

EBC (1.5 ± 0.1) × 104 (1.4 ± 0.1) × 104 (1.7 ± 0.1) × 104

By comparing the parameters in Table 1 at different potassium concentrations, we
can observe an increase of parameter A′BC, which is connected to the frequency factor
for the transition from structure B2 to structure C2 by equation ABC = eA′BC . Also, we
can observe a decrease of parameter A′CS, which is connected to frequency factor for
transition from structure B2 to structure C2 by equation ABC = eA′BC . Frequency factors are
proportional to the rate constant, kij, which means that increase in potassium concentration
will increase the population of structure C2. This behavior of model-based parameters
correlates nicely with the experimental data which show higher populations of parallel
quadruplex at CK+ = 50 mM after slow and fast rates of cooling. Calculated population
distributions of bimolecular structures A2 and C2 at slower and at higher cooling rates at
different potassium concentrations are shown in Figure 6. By comparing the data from
Figures 4–6 we can see that increase of the third peak in DSC thermograms correlates to the
increase of the ratio between the calculated fractions of bimolecular quadruplex species C2
and A2. This means that the position of the third peak in DSC heating thermograms, which
increases in intensity when slow cooling or high concentrations of potassium ions are used,
corresponds to the unfolding of structure C2.
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The correlation between fitting parameters was calculated for all potassium concentra-
tions (Tables S1–S3). Most of the parameters show weak correlation but stronger correlation
is observed between parameters A′ij and Eij. Since the choice of baseline is the largest source
of errors accompanying the DSC measurements, the errors were estimated by changing
the baseline and plotting “top and bottom” DSC curves which served as confidence limits
for our experiment (Figure S1). Applying the calculated errors simultaneously to highly
correlated parameters resulted in poorer agreement between the model function and the
experiment (data not shown). This suggests that within the estimated error margins the
observed higher correlation between parameters A′ij and Eij has no significant effect on
their reliability.

Fitting the model function to experimental DSC data yields temperature dependence of
population of predicted quadruplex structures involved in the measured folding/unfolding
process. In order to successfully interpret the observed DSC data, we had to include one
additional bimolecular quadruplex structure B2 in our model (Figure 1). The calculated
population of quadruplex structure B2 is negligibly small at all temperatures, suggesting
that B2 acts as an unstable intermediate. Even though the population of B2 is negligibly
small, its presence in our model is necessary to fit the entire cycle of DSC curves at selected
potassium concentration (two different cooling rates and three different heating rates)
with a single set of parameters. Efforts were made to fit the experimental data without
quadruplex structure B2, but this less complex model was only able to satisfactorily describe
either the melting or cooling curves.

The calculated populations of other predicted structures can be used to construct a CD-
melting curve and compare it to the experimental CD-curve. Figure 7 shows normalized CD
melting curves of d(G4T4G3) quadruplexes obtained from experiments and the CD-melting
curves calculated from the concentrations of predicted structures in the solution. Good
agreement between the calculated and experimental CD-melting curves can be observed at
25 and 35 mM K+ concentrations (Figure 7a,b). However, the agreement of model melting
curve with the experimental melting curve at 50 mM K+ concentration is not so good but
still acceptable (Figure 7c). We attribute this discrepancy to the error in estimated heating
rate during CD-measurements.
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Figure 7. Normalized CD melting curves at λ = 290 nm of d(G4T4G3) quadruplexes obtained from
experiments (dots) and calculated from fractions of quadruplex species present in the solution (αA,
αB, αC and αT ) (full line) after slow (blue color) and fast (red color) cooling: (a) in the presence of
25 mM K+ ions; (b) in the presence of 35 mM K+ ions; (c) in the presence of 50 mM K+ ions.

Even though our proposed model is able to satisfactory describe experimental data, it
is worth mentioning that the rate of quadruplex transitions can be slower than the DSC
timescale [21,36]. Our DSC experiments were performed at different scanning rates, but
other than that, we did not consider this issue in experimental setup and kinetic modeling.
For example, if the transition between structures A2 and C2 is very slow, DSC would be
unable to record it. Although the proposed kinetic model (Figure 1) allowed multiple
pathways, only a minimum number of parameters was used to obtain a good agreement
between model prediction and experimental results. The elimination of parameters might
be interpreted as the nonexistence of corresponding transitions whereas in reality, the
transitions were too slow to be recorded by DSC in dynamic mode or the change in
enthalpy was close to zero. Additional experiments should be performed to quantify the
real number of species in mixture and to define which (if any) are kinetically trapped
intermediates. Fully matched quadruplex assemblies are the most stable structures but
mismatched species can form at a faster rate and have long lifetimes [37–39]. For example,
if we use data from Table 1 at CK+ = 25 mM and T = 281 K, we can calculate the formation
and dissociation rates of structures A2 (kBA = 19.6 s−1, kAS = 2.6·∆10−4 s−1) and C2
(kBC = 0.05 s−1, kCS = 5.0·∆10−6 s−1). Since kBA > kBC and kAS < kCS, we may conclude
that although folding of structure A2 is faster, C2 is thermodynamically more stable. When
the concentration of potassium is increased (CK+ = 50 mM), the folding rate of A2 is
decreased (kBA = 10.7 s−1) while the folding rate of C2 is increased (kBC = 0.66 s−1). At
the same time, the increased potassium concentration further stabilizes C2 by decreasing
the dissociation rate (kCS = 9.2× 10−8 s−1). One might jump to a conclusion that A2 is
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kinetically trapped and C2 is a thermodynamically stable structure, but further experiments
on a longer timescale are needed to confirm this hypothesis.

4. Conclusions

The results of DSC, PAGE and CD experiments performed on d(G4T4G3) quadruplexes
at different K+ concentrations suggest a complex thermally induced folding/unfolding
mechanism that includes the participation of at least three quadruplex structures. To
describe the effects of cooling/heating rates and potassium concentration on thermally
induced formation/disruption of d(G4T4G3) quadruplex structures, we developed a kinetic
model that involves one parallel tetramolecular quadruplex structure, three bimolecular
quadruplexes and the corresponding single strands. The model was able to describe an
interesting behavior of the d(G4T4G3) quadruplex where the distribution of structures with
different spectral and gel mobility properties could be manipulated by cooling rate and
the concentration of potassium ions. We would like to emphasize that following thermally
induced folding/unfolding transitions by DSC is a dynamic measurement. There could
be additional transitions present in our system but if their rate is slow relative to the DSC
timescale they remained undetected.

We believe that our research provides new insights into how conformational changes
of highly ordered G-quadruplexes can be manipulated by the cooling rate of thermally
induced folding and concentration of potassium ions. Also, we have shown how to
use a kinetic model to describe the thermally induced folding/unfolding processes of a
d(G4T4G3)4 quadruplex and obtain kinetic and thermodynamic parameters for individual
elementary steps. It would be interesting to include the concentration of potassium ions
as the fitting parameter in our model, although additional experiments would have to be
performed at several other K+ concentrations. Furthermore, additional experiments on a
longer timescale should be performed to assess whether the system is at equilibrium and
not kinetically trapped. However, this remains the focus of our future work.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/life12060825/s1, Figure S1. In order to estimate experimental error,
two baselines were used to subtract DSC data. First baseline yielded largest overall area under ther-
mogram (empty circles) and the second baseline yielded smallest overall area under thermogram (full
circles). The ∆cp vs. T curves were measured at the heating rate of 1.0 ◦C/min for samples prepared
at the cooling rate of 0.05 ◦C/min; (a) in 25 mM K+ solution (b) in 35 mM K+ solution; (c) in 50 mM K+

solution, Figure S2. Non denaturing PAGE (20%) of d(G4T4G3) quadruplexes prepared at the cooling
rate of either 1.0 ◦C/min (1st lane) or 0.05 ◦C/min (2nd lane) in 50 mM K+ solution and followed by
UV shadowing (λ = 254 nm) and Fluorescence (λ = 590 nm): (a) d(G4T4G3) quadruplexes measured
at constant temperature of 5 ◦C; (b) d(G4T4G3) quadruplexes prepared at constant temperature of
20 ◦C. (c) d(G4T4G3) quadruplexes prepared at constant temperature of 35 ◦C. As control oligonu-
cleotide double stranded d(5’-AGAAGAAAAGA-3’; 5’-TCTTTTCTTCT-3’) (3rd lane), single stranded
d(5’-TCTTTTCTTCT-3’) (4th lane) and single stranded d(5’-AGAAGAAAAGA-3’) (5th lane) markers
were used. Table S1: Correlation matrix corresponding to the model analysis of the DSC melting
and cooling thermograms for concentration K+ ions equal to 25 mM, Table S2: Correlation matrix
corresponding to the model analysis of the DSC melting and cooling thermograms for concentration
K+ ions equal to 35 mM, Table S3: Correlation matrix corresponding to the model analysis of the DSC
melting and cooling thermograms for concentration K+ ions equal to 50 mM.
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Abstract: The G-quadruplex (GQ), a tetrahelix formed by guanine-rich nucleic acid sequences, is a
potential drug target for several diseases. Monomolecular GQs are stabilized by guanine tetrads and
non-guanine regions that form loops. Hydrostatic pressure destabilizes the folded, monomolecular
GQ structures. In this communication, we present data on the effect of pressure on the conformational
stability of the tetramolecular GQ, d[5′-TGGGGT-3′]4. This molecule does not have loops linking the
tetrads; thus, its physical properties presumably reflect those of the tetrads alone. Understanding
the properties of the tetrads will aid in understanding the contribution of the other structural
components to the stability of GQ DNA. By measuring UV light absorption, we have studied the
effect of hydrostatic pressure on the thermal stability of the tetramolecular d[5′-TGGGGT-3′]4 in the
presence of sodium ions. Our data show that, unlike monomolecular GQ, the temperature at which
d[5′-TGGGGT-3′]4 dissociates to form the constituent monomers is nearly independent of pressure
up to 200 MPa. This implies that there is no net molar volume difference (∆V) between the GQ and
the unfolded random-coil states. This finding further suggests that the large negative ∆V values for
the unfolding of monomolecular GQ are due to the presence of the loop regions in those structures.
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1. Introduction

The guanine-quadruplex (GQ) is a secondary structure of DNA and RNA formed
by molecules with sequences rich in guanines in the presence of some cations, such as
sodium or potassium. The cation coordinates a tetrad of mutually hydrogen-bonded
guanine residues that arrange in a plane, and these tetrads stack on one another to form the
quadruplex. Intramolecular GQs form by the folding of a single DNA or RNA molecule,
whereas intermolecular GQs contain two or four guanine-rich molecules [1–3]. Guanine-
rich DNA sequences that form GQs in vitro are implicated in a number of human diseases
and are situated in conserved regions in the genome across species [4–11]. The ability
of GQs to self-assemble has led to their use in nanotechnology applications based on
DNA [12–14].

Stability studies relying on changes in temperature, pH, and solvent parameters for
GQ-containing solutions provide insight on the energetics of the folding process [15].
By studying the effect of pressure on GQ-containing systems, we can understand the
role of water in the folding event [15–19]. The data to date show that the formation of
monomolecular GQ structures is accompanied by a net release of water molecules into the
bulk from the dehydration of metal cations and the formation of void volume by tetrad
stacking [18,20,21]. The water-excluded voids, in turn, lead to a structure that is sensitive
to pressure changes [15,22]. By analyzing the effect of pressure on the equilibrium between
the folded and unfolded forms of the molecule, we can obtain the volumetric parameters
that characterize the process [15,23–25]. Volumetric studies of GQs are important for
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understanding the hydration of these structures and the role the intracellular milieu may
play in stabilizing or destabilizing these structures in vivo [26–29].

The effect of hydrostatic pressure on the conformational stability of monomolecular
GQs has received some attention. In all cases, increasing the pressure leads to a destabiliza-
tion of the folded structure to an oligonucleotide with no distinct secondary structure [15].
In addition, the role of the loops in the observed destabilization caused by pressure has
also been investigated [21,30].

In this manuscript, we present data on the effect of hydrostatic pressure on the
tetramolecular GQ formed by the hexanucleotide d[5′-TGGGGT-3′] (TG4T). The four-
stranded quadruplex, d[5′-TGGGGT-3′]4 (TG4T-GQ), does not have any loop structures
and only consists of four G-tetrads with single thymine residues at the 5′- and 3′- ends.
Thus, the volumetric properties of this quadruplex should be representative of those of the
G-tetrads that stabilize the structure. Our data show, rather surprisingly, that in contrast to
the behaviour observed for monomolecular GQs, the thermal stability of the d[5′-TGGGGT-
3′]4 structure is independent of pressure up to at least 200 MPa.

2. Results
2.1. Formation of TG4T-GQ

The formation of TG4T-GQ from its constituent oligonucleotides is slow [31,32]. We
monitored the formation of TG4T-GQ in a solution containing 100 µM oligo concentration
and 100 mM NaCl at room temperature and observed continued formation up until the
last day the sample was measured at 22 days (data not shown). To facilitate the formation
of TG4T-GQ for the purposes of studying the pressure dependence of its thermal stability,
we increased the NaCl concentration to 1000 mM. Figure 1a presents 92 circular dichroism
(CD) spectra taken at 15-min intervals over 1380 min (23 h) to demonstrate the formation
of the quadruplex. The maximum in the CD spectrum, at 263 nm, is characteristic of the
formation of the four-stranded structure, and a plot of the intensity of the CD signal at
263 nm as a function of time is shown in Figure 1b. The signal at 263 nm leveled off by
the end of this incubation period of 23 h. It is important to note the results in Figure 1b
are qualitative in nature, as we fit them to a simple exponential without consideration of a
fourth-order reaction mechanism. Rather than elucidate the kinetics parameters, we were
interested in determining a starting point for our experiments.
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time; a spectrum was acquired every 15 min for 23 h. (b) Plot of the ellipticity at 263 nm from (a) as a
function of time, showing the approach to equilibrium in the formation of TG4T-GQ. The half-time
of the formation process is approximately 140 min. It must be noted that these kinetic results are
merely a means of estimating the time at which most of the sample has folded into a GQ to establish a
starting point for our pressure experiments. The data points were fit to a simple exponential without
consideration of the dead time or fourth-order reaction mechanism. Refer to the paper by Mergny
and colleagues on tetramolecular kinetics for a more comprehensive kinetic analysis of four-stranded
GQ [31].

2.2. Measurements at Elevated Pressures

Next, we investigated the effect of pressure on the melting temperature (T1/2) of
TG4T-GQ. Using the Clausius–Clapeyron equation, we calculated the volume change
associated with the unfolding of the structure. According to the results shown in Figure 2
and Table 1, there was only a very modest change in the T1/2 of TG4T-GQ at pressures
as high as 200 MPa. Based on these data, we calculated a molar volume change, ∆V,
equal to −1.5 ± 2.3 cm3 mol−1 for the dissociation of TG4T-GQ into its four constituent
oligonucleotides, d[5’-TGGGGT-3′]. Analysis of the enthalpy change upon dissociation
assuming a single-step reaction is also reported in Table 1.
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Figure 2. (a) Thermal denaturation of TG4T-GQ at different pressures. Fresh samples were used
for each measurement. The samples contained 100 µM TG4T, 1000 mM NaCl, 10 mM tris, pH 7.5.
(b) The pressure dependence of the melting temperature for the TG4T-GQ. The error in the T1/2

measurements is ±0.5 ◦C.

The four oligonucleotides in TG4T-GQ are oriented parallel to one another. We
examined another parallel-stranded GQ formed from the oligo Pu22-T12T13, a variant of a
22-mer sequence proximal to the VEGF transcription initiation site [33,34]. We studied the
dependence of the stability of the Pu22-T12T13-GQ on hydrostatic pressure. In comparison
to the results for TG4T-GQ, the T1/2 of the parallel-stranded, monomolecular Pu22-T12T13-
GQ showed significant destabilization with increasing pressure (Table 1). From our data,
we calculated a molar volume change (∆V) for the unfolding of Pu22-T12T13-GQ equal to
−37.9 ± 10 cm3 mol−1.
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Table 1. The effect of hydrostatic pressure on the thermal denaturation of TG4T-GQ a and the
G-quadruplex formed by Pu22-T12T13 b.

GQ Applied
Pressure T1/2 (◦C) * ∆H (kJ) ∆V (cm3 mol−1)

TG4T

0 68.9 240 ± 14

−1.5 ± 2.3

80 68.5 270 ± 16
100 68.7 300 ± 19
120 69.9 250 ± 19
160 68.8 280 ± 25
200 69.5 270 ± 18

Pu22-T12T13
0 71.8 190 ± 23

−37.9 ± 10 **80 69.9 120 ± 19
180 60.7 130 ± 26

a TG4T samples: 100 µM TG4T, 1000 mM NaCl, 10 mM tris, pH 7.5. b Pu22-T12T13 samples: 100 µM Pu22-T12T13
in 2 mM KCl, 10 mM phosphoric acid, 0.1 mM EDTA, pH 7.0. * TG4T samples were heated at 0.9 ◦C/min, while
Pu22-T12T13 samples were heated at 0.5 ◦C/min. Heating rates of 0.1, 0.5, and 0.9 ◦C/min did not influence the
results for TG4T-GQ (unpublished). We present the data obtained with a 0.9 ◦C/min heating rate simply because
it was the most complete set of data for TG4T. ** This error is an estimate based on prior publications with our
pressure instrument [21].

3. Discussion

The number of studies that explore the effect of hydrostatic pressure on DNA G-
quadruplex (GQ) structures is limited. In contrast to double-stranded conformations of
nucleic acids, the G-quadruplexes have structural domains that may exhibit differential
responses as a function of pressure. G-quadruplexes are stabilized by G-tetrads, which
consist of four mutually hydrogen-bonded guanine residues that stack upon each other
in the folded GQ structure. In monomolecular G-quadruplexes, successive G-tetrads are
connected by nucleobases that are not guanine or cytosine residues. These bases that
connect the stacked G-tetrads form the loops, which generally consist of two or three bases
although loops with other numbers of bases are also possible. The bases in the loops do not
form base-pairing interactions with other bases, and their existence leads to void volumes
in folded G-quadruplex structures. The final component of the G-quadruplex structure
are the cations that are coordinated by the O6 oxygen atoms of the guanine tetrads. When
complexed with the G-tetrads, these ions are dehydrated, but upon denaturation of the
G-quadruplex structure, they become rehydrated. The existence of structural voids and
the rehydration of the cations released upon denaturation of the G-quadruplex structure
are considered to be two of the primary causes of the destabilization of G-quadruplexes by
pressure.

We can write the volume change arising from the denaturation of a monomolecular
G-quadruplex as follows:

∆V(mmGQ) = ∆V(tetrad) + ∆V(loops) + ∆V(ion)

where ∆V(mmGQ) is the observed volume change for a monomolecular G-quadruplex such
as HTel (human telomeric sequence) or VEGF (vascular endothelial growth factor); ∆V(tetrad)
is the volume change that arises from the denaturation of the G-tetrads; ∆V(loops) is the
contribution of the loops to the observed value of ∆V(mmGQ); and ∆V(ion) is the volume
change that arises from the rehydration of the ions coordinated by the O6 oxygen atoms of
the G-tetrads from the native structure.

The role of the loops in the sensitivity of G-quadruplexes to pressure has been ex-
plored [21,30]. These studies show that the loops play an important role in the magnitude
of the observed behaviour. Simple modifications to the loop regions result in significant
changes in the unfolding volume of the monomolecular GQs formed by HTel and TBA
(thrombin binding aptamer) GQs [15,21,30,35]. However, in all cases, regardless of the
sequences of the loop, the volume change arising from the unfolding of the G-quadruplex
is negative, i.e., the structure is destabilized by pressure. Upon the unfolding of the G-
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quadruplex structure, the bases that comprise the loops undergo a large change in the
solvent-accessible surface area. In addition, the imperfect packing that arises from the
structure of the loops in the folded structure leads to void volumes. These void volumes
are lost upon the unfolding of the G-quadruplex structure.

To assess the contribution of the G-tetrads and ion release to the pressure dependence
of the stability of G-quadruplexes, we have investigated the four-stranded complex formed
by TG4T, which associates to form TG4T-GQ. The complex does not have loops; therefore,
the observed volume change may be written as:

∆V(TG4T-GQ) = ∆V(tetrad) + ∆V(ion)

where ∆V(TG4T-GQ) is the observed volume change in the measurements carried out as a
function of hydrostatic pressure. With knowledge of ∆V(TG4T-GQ) and ∆V(ion), we may then
calculate the contribution of the G-tetrads to the measured volume change, ∆V(TG4T-GQ).

TG4T-GQ has slow folding kinetics. Figure 1a,b show that in 1000 mM NaCl, a solution
containing 100 µM TG4T formed over the course of 24 h with a half-time of formation of
approximately 140 min. After incubating for 23 h, the CD spectrum was consistent with
that of a G-quadruplex structure, and the spectra no longer changed with time. Because of
the slow rate of formation of TG4T-GQ, each sample was subjected to only a single thermal
denaturation.

When the TG4T-GQ samples were studied at different hydrostatic pressures, we did
not observe a change in the stability of TG4T-GQ under the conditions of our measurements
(see Figure 1b and Table 1). That is, we did not observe a statistically significant change
in the T1/2 as a function of pressure (p) (i.e., ∆T1/2/∆p ~0 ◦C/MPa). This result suggests
that either (1) the volume change arising from rehydration of the ions has nearly the same
magnitude but opposite sign from the volume change arising from the disruption of the
G-tetrads, or (2) the volume change of both processes is negligible.

The denaturation of the G-tetrads entails the loss of the hydrogen bonds between the
guanine residues, the unstacking of the G-tetrads, and the release of bound cations. The
guanine–guanine hydrogen bonds lost upon denaturation will be replaced by hydrogen
bonds with water. However, the unstacking of the G-tetrads will cause an increase in
the solvent-accessible surface area (SASA). This change in SASA will involve exposure
of the aromatic bases to water and a negative volume change. The release of the cations
bound to the O6 oxygen atoms of the guanine residues will lead to the formation of
interactions between the ions and water. This is also a process that proceeds with a negative
volume change.

Thus, ∆V(tetrad) and ∆V(ion) are both anticipated to be negative. The observation that
the T1/2 of TG4T-GQ is independent of hydrostatic pressure implies that
∆V(tetrad) ≈ −∆V(ion). In the absence of loops, which give rise to void volumes, most
of the effect of hydrostatic pressure on the stability of TG4T-GQ will arise from the changes
in the interactions of water with the associated and dissociated states of this system. The
properties of water, including its partial molar volume, are sensitive to temperature. For
example, the partial molar volume passes from negative values at temperatures below
~50 ◦C to small positive values above this temperature [36]. From this, we infer that the
interactions between the released ions and water are weaker in the higher temperature
regime. Similar considerations apply to the interactions of the aromatic bases with wa-
ter. Taken together, our findings suggest that possibility (2), the volume change of both
processes is negligible, is relevant in this system, that is, the volume change arising from
the hydration of the released ions and the exposed bases tend toward zero at the T1/2 of
TG4T-GQ.

The tetramolecular G-quadruplex structure formed from TG4T has strands in an
all-parallel conformation, whereas the monomolecular quadruplex formed from HTel
is non-parallel. For this reason, we also present data on the effect of pressure on the
conformational stability of the G-quadruplex formed by Pu22-T12T13 (Table 1). Pu22-
T12T13 forms a monomolecular structure with parallel strand orientation. The data show
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that the molar volume change of unfolding this G-quadruplex is large and negative, similar
to the other monomolecular structures that have been studied [15]. The results from Pu22-
T12T13 and other parallel-stranded GQs from the literature demonstrate that the parallel
strand orientation is not a cause for the near-zero ∆V of TG4T-GQ [37]. Thus, we conclude
that the behaviour exhibited by TG4T-GQ is not related to the orientation of the strands.

Extending the present findings to the behaviour of single-stranded oligonucleotides
that can form tetrahelical GQ conformations suggests that the pressure dependence of these
monomolecular structures arises mostly from the differential hydration of the loops in these
cases. It would be useful to explore the behaviour of TG4T-GQ stabilized by other ions or
other tetramolecular G-quadruplexes, such as d([5′-TGGGT-3′])4 or d([5′-TGGGGGT-3′])4.

In conclusion, we present data that show that the thermal denaturation of the four-
stranded G-quadruplex, TG4T-GQ, does not depend on pressure in solutions contain-
ing 1000 mM sodium chloride. We attribute the finding that, within experimental error,
∆T1/2/∆p = 0 cm3 mol−1 to volume changes of both the disruption of the G-tetrads and
the rehydration of the released cation tending toward zero at the temperature of the denat-
uration (~68 ◦C). This result suggests that the large, negative value of ∆V for the thermal
denaturation of monomolecular G-quadruplex arises predominately from the presence of
the loops in these structures and the void volumes to which they give rise.

4. Materials and Methods

We purchased the oligodeoxyribonucleotides TG4T (d[5′-TGGGGT-3′]) and Pu22-
T12T13 (d[5′-CGGGGCGGGCCTTGGGCGGGGT-3′]) from ACGT (Toronto, ON, Canada).
DNA was suspended in and dialyzed against Milli-Q® ultra-purified water (Millipore
Milli-Q Biocel Water Purification System, Sigma-Aldrich, Oakville, ON, Canada), vacuum-
dried, and stored at −20 ◦C. DNA concentration was determined by measuring the ab-
sorbance at 260 nm using a molar extinction coefficient of 57,800 M−1 cm−1 for TG4T and
200,400 M−1 cm−1 for Pu22-T12T13 (Cary model 300 Bio spectrophotometer, Varian Canada,
Inc., Mississauga, ON, Canada) [31,38–40]. Stock 100 mM tris(hydroxymethyl)aminomethane
(tris, min. 99.5%, Bioshop, Burlington, ON, Canada) buffer adjusted to pH 7.5 with HCl
was prepared, filter-sterilized (0.22 µM pore size), and diluted to 10 mM as the solvent
for the TG4T and NaCl (1000 mM sodium chloride; Bioshop, Burlington, ON, Canada)
solutions. TG4T-GQ was formed by heating the DNA samples dissolved in buffer to 95 ◦C
for five minutes and then allowing the sample to cool to room temperature overnight in a
1-L Dewar flask fitted with a loose lid. Pu22-T12T13 was also heated and cooled overnight.
Pu22-T12T13 was prepared in a solution of 2 mM KCl (potassium chloride, min 99.5%),
10 mM phosphoric acid, and 0.1 mM EDTA (ethylenediaminetetraacetic acid), titrated to
pH 7.0 with TBAOH (tetrabutylammonium hydroxide), all purchased from Sigma-Aldrich,
Oakville, ON, Canada. Note that 2 mM KCl was chosen because Pu220T12T13 formation is
complete at this concentration [34].

Circular dichroism (CD) spectra were collected on a JASCO model J-1100 CD spec-
tropolarimeter (Jasco, Easton, MD, USA) at 25 ◦C. The average of at least two scans are
reported for each spectrum. The kinetics results in Figure 1 were prepared by first adding
salt to the GQ at room temperature in a 1 mm quartz cuvette, placing the sample in the
CD instrument, heating to 95 ◦C and holding for 5 min, then cooling to 25 ◦C at a rate of
1 ◦C/minute. The spectra were then collected at 15-min intervals for 23 h.

For the pressure experiments, a 350-mL sample cuvette was positioned in an optical
high-pressure cell. Silicon oil was used as the pressure-transmitting liquid [41]. The light
absorption of the sample in the pressure cell was monitored on a Uvikon model 860 spec-
trophotometer (Kontron, Inc., Everett, MA, USA). The temperature of the pressure cell was
maintained by a brass thermal jacket with a programmable circulating water bath. The
temperature was increased at 0.5 ◦C/min or 0.9 ◦C/minute, and the sample temperature
was measured with a thermocouple inserted into the pressure cell. Instrument control
and data acquisition were achieved using a Windows PC running a Python program. The
stability of the G-quadruplex structure was observed at several static pressures between
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atmospheric pressure and 200 MPa. As described in previous work, we calculated the
melting temperature (Tm) as the mid-point of the normalized temperature-induced tran-
sition, and the enthalpy from the slope of the normalized transition using the van’t Hoff
equation; this assumes that the unfolding is a single-step mechanism [42,43]. In the case of
tetramolecular GQs, it is reported as the apparent melting temperature, T1/2 [31,44].

The molar volume change (∆V) of the unfolding of GQs is calculated using the
Clausius–Clapeyron equation,

∆V =
∆H
Tm

∆Tm

∆p

where ∆H is the change in enthalpy at the transition, and p is the hydrostatic
pressure [15,37,45].

Throughout this manuscript, we refer to the single-stranded oligonucleotide, d[5′-
TGGGGT-3′], as TG4T. The quadruplex formed from the association of four strands of
TG4T, (d[5′-TGGGGT-3′])4, is referred to as TG4T-GQ.
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Abstract: DNA carries more than the list of biochemical ingredients that drive the basic functions of
living systems. The sequence of base pairs includes a multitude of structural and energetic signals,
which determine the degree to which the long, threadlike molecule moves and how it responds to
proteins and other molecules that control its processing and govern its packaging. The chemical
composition of base pairs directs the spatial disposition and fluctuations of successive residues. The
observed arrangements of these moieties in high-resolution protein–DNA crystal structures provide
one of the best available estimates of the natural, sequence-dependent structure and deformability of
the double-helical molecule. Here, we update the set of knowledge-based elastic potentials designed
to describe the observed equilibrium structures and configurational fluctuations of the ten unique
base-pair steps. The large number of currently available structures makes it possible to characterize
the configurational preferences of the DNA base-pair steps within the context of their immediate
neighbors, i.e., tetrameric context. Use of these knowledge-based potentials shows promise in
accounting for known effects of sequence in long chain molecules, e.g., the degree of curvature
reported in classic gel mobility studies and the recently reported sequence-dependent responses of
supercoiled minicircles to nuclease cleavage.

Keywords: DNA sequence-dependent structure; DNA deformability; DNA sequence context; DNA
curvature; DNA minicircles

1. Introduction

Encoded in the strings of DNA bases that make up the genomes of living species are
codes that underlie an assortment of biological processes. The underpinnings of these
codes lie in the base sequence-dependent energetic and structural features of DNA, which
dictate the degree to which the long, threadlike molecule fluctuates and how it responds
to the proteins and other molecules involved in its activity and packaging. The preferred
arrangements of base pairs determine the natural folding of individual sequences, as well
as the ease with which these folds deform from their equilibrium rest states.

DNA structure depends upon both the underlying base sequence and the local chem-
ical environment. Variations in the environment introduce large-scale rearrangements
of the canonical right-handed double helix with 10 base pairs per turn [1] to under- and
overwound structures of the same helical sense with, respectively, more or fewer base
pairs per turn [2,3]. These changes in helical state are coupled to changes in the orienta-
tion and displacement of successive base pairs and to rearrangements of the intervening
sugar-phosphate backbone [4]. Whereas the planes of base pairs pass through and stack
roughly perpendicular to the global helical axis of canonical B DNA, they deviate from this
alignment in under- and overwound forms. The changes of helical state introduce slight
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bends between successive base pairs and lateral movements that open channels through
the center of the double helix and expose or hide different nucleotide atoms [5]. For exam-
ple, the underwound A form of DNA is compacted relative to B DNA with atoms on the
minor-groove edges of base pairs, i.e., the edges of the bases containing the pyrimidine
O2 and the purine N3 atoms (Figure 1), much more exposed to the surrounding chemical
environment than in B DNA. By contrast, the major-groove edge, on the opposite side of
the base pairs, becomes more accessible in the overwound C form of DNA.

Figure 1. (a) All-atom model highlighting, in gold, the purine N3 and pyrimidine O2 atoms on the
minor-groove edge of a DNA base-pair step. The orientation and displacement of successive base
pairs, enclosed in rectangular slabs, are described in terms of six rigid-body parameters. (b) Schemat-
ics illustrating positive values of each parameter with the sequence-bearing strand at the left and the
minor groove edge (gold) facing the reader.

The sequence introduces an even finer level of detail in DNA organization. The base
pairs found in high-resolution structures deviate from the ideal, planar hydrogen-bonded
arrangements anticipated by Watson and Crick [6] and do not align one above another
in perfectly ordered arrays. The chemical composition of the bases directs the spatial
disposition of successive residues [7,8], playing a critical role in the overall pathway of the
chain and in processes involving DNA recognition. The helix tends to unwind at certain
base-pair steps with accompanying changes in bending and displacement of the sort found
in A DNA [9]. Other steps exhibit a propensity to overwind and adopt conformational
states more characteristic of C DNA [10]. The shifting of base pairs between the different
helical forms introduces local kinks in the DNA that have pronounced effects on the overall
molecular pathway [11,12].

Analysis of high-resolution DNA structures has revealed subtle sequence-dependent
irregularities in the apparent rest state and fluctuations of successive base pairs [13]. The
observed correlations in base-pair orientation and displacement in crystalline complexes
with proteins have led, in turn, to the determination of a set of knowledge-based elastic
energy functions widely used for understanding the nucleic acid machinery. The average
values and correlations in observed structural parameters have also provided useful bench-
marks for checking state-of-the-art, atomic-level DNA calculations and have stimulated the
extraction of similar elastic functions from the features of base pairs in large ensembles of
computer-simulated molecules [14]. Compared with the experimental data, the computed
datasets include vastly larger numbers of configurational ‘snapshots’ and describe DNA
behavior in specific local chemical environments. The analysis of DNA variability within
ensembles of protein–DNA structures assumes that different proteins impose different sorts
of forces on DNA, that these forces effectively cancel one another (major vs. minor groove
bending, etc.), and that the natural conformational response of DNA surfaces after aver-
aging over the dataset [13]. On the other hand, the features of simulated DNA molecules
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depend upon the number of computed configurations and the reliability of the force fields
used to describe atomic-level interactions [15].

The small number of high-resolution structures limited early analyses of DNA sequence-
dependent structure and deformability to the dimer level, i.e., the spatial orientation and
displacement of successive base pairs. Various properties of DNA—such as the preferred
positioning of nucleosomes on DNA [16,17], the cutting patterns of the DNA backbone by
hydroxyl radicals [18,19], the mobilities of synthetic oligonucleotides on gels [20], the pro-
files of DNase I digestion on restriction fragments and phage promoters [21], etc.—depend
upon sequence content, i.e., the identities of the base pairs flanking a dimer. Moreover,
analyses of simulated DNA structures point to variability in the rest states and defor-
mations of a given dimer within different tetranucleotide environments [22–28], i.e., the
identities of the immediately preceding and following base pairs. The substantial number
of high-resolution nucleic acid structures now available makes it possible to examine the
corresponding effects in protein–DNA crystal complexes. The data include a much wider
variety of DNA-bound proteins than originally examined, with 40-fold or more structural
examples of each unique dimer (see results below).

This article starts with an update of the apparent equilibrium rest states and intrinsic
deformations of successive base pairs in protein–DNA complexes, highlighting trends
in the data accumulated since determination of the first set of knowledge-based poten-
tials. Next follows an overview of the effects of tetrameric context and resolution on the
structural features of the base-pair steps in the collected data. The discussion focuses on
the twist between successive base pairs and the consequent sequence-dependent under-
and overwinding of DNA, as well as on the relative deformability of the base-pair steps.
The narrative then turns to an examination of the extent to which the current dimer and
tetrameric models of sequence-dependent DNA structure and deformability take account
of known effects of sequence on apparent DNA curvature in classic gel mobility stud-
ies [20,29–31]. The test of the data involves comparison of the reported degree of curvature
in selected series of concatenated oligonucleotide sequences with the ring closure propensi-
ties of modeled DNA minicircles of identical composition and chain length, i.e., number
of base pairs (bp). The paper concludes with predictions of the effect of sequence on the
preferred configurations of a well-characterized 336-bp minicircle and the extent to which
the updated models take account of known sites of enzyme cutting on the DNA [32].

2. Materials and Methods
2.1. Dataset

The features of DNA base-pair steps reported herein are based on an ensemble of
configurational states found in a collection of 3971 protein–DNA crystal structures extracted
from the Protein Data Bank (pdb) [33] in February 2022. The dataset (see Table S1 in
Supporting Material) excludes redundant structures, such as those solved independently
under slightly different crystallographic conditions, with modifications of a few base
pairs, with a mutant protein in place of the wild-type protein, etc. These structures are
identified with a new automated procedure, which uses ECOD (evolutionary classifications
of domains) identifiers [34,35] reported within each pdb file in combination with DNA
sequence matching. The sequences in a pair of structures are taken as matched if the longest
stretch of identical base pairs in the two structures is more than 70% of the total DNA length,
and pairs of structures are deemed redundant if sequences so matched associate with a
protein with the same ECOD identifiers, specifically the same number and types of domains
(F-group/H-group names). The structure of better resolution is added to the dataset and
the remaining structure is discarded. Duplicate helices in symmetric structures, e.g., two of
the three helices comprising a three-armed junction, are also excluded. The resulting, nearly
random sample of protein-DNA structures removes bias associated with the repetition
of nearly identical structures, thereby allowing for a more uniform exploration of DNA
configuration space.
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2.2. Configurational States

The configurational states of base-pair steps within the selected structures are ex-
pressed in terms of the six rigid-body parameters—tilt, roll, twist, shift, slide, rise
(Figure 1)—commonly used to describe the relative orientation and displacement of co-
ordinate frames on successive base pairs [36]. The base-pair frames are located on the
mid-frame between complementary bases, following the fitting procedure and rotational
scheme used in 3DNA [5]. The angular parameters are extracted from the Euler angles used
in the rotational scheme and the translational parameters from the vector that connects
base-pair origins, when expressed in the mid-frame (see [37] for mathematical details).
Numerical values are collected for all base-pair steps in a given structure and placed into
10 unique dimer groups, taking account of the sign differences of tilt and shift in non-
unique dimers compared to those on the complementary unique base-pair steps [36]. The
step parameters are further classified in terms of tetrameric context, with the 256 possible
combinations of four successive base pairs reduced to 136 unique values, i.e., the 16 possible
combinations of base pairs flanking each of the six unique non-self-complementary base-
pair steps and the 10 possible combinations flanking each of the four self-complementary
steps (136 = 16 × 6 + 10 × 4; see Figure S1). Base pairs at the ends of chains or adjacent
to ‘melted’ (unpaired) steps are placed into separate groupings, which are not considered
here. Each set of tetramers is then subjected to a culling procedure that excludes outly-
ing states of extreme deformation in a stepwise fashion until there are no base-pair step
parameters more than three standard deviations from their average values. In practice,
quasi-Gaussian distributions of rigid-body parameters are obtained after 3–15 rounds of
such culling. Even though the culling is restricted to the six rigid-body parameters, the
procedure eliminates almost all non-canonical base pairs, e.g., wobble or Hoogsteen pairs
with distinctly different interbase arrangements. The base pairs in the collected set of
structures exhibit minor fluctuations about the ideal, Watson–Crick configuration [38], with
occasional occurrences (<2% depending upon tetrameric context) of partially melted states
with missing hydrogen bonds or slight in- and/or out-of-plane deformations. The six base-
pair parameters—so-called buckle, propeller, opening, shear, stretch, stagger [36]—adopt
values similar to those previously reported for double-helical structures [39,40]. Small
uncertainties in the positions of individual atoms have limited effect on the computed
values of both the base-pair and the base-pair-step parameters [41].

2.3. Knowledge-Based Potentials

Average step parameters are determined for the 10 unique dimers in different sequence,
temporal, and resolution contexts. Dimer averages are determined in two ways—averages
of step parameters over all structural examples and weighted averages over all possible
tetrameric contexts, i.e., averages of the mean step parameters of the 16 combinations of
flanking base pairs. Tetramer averages, i.e., the mean configurational parameters of dimers
in a specific tetramer context, are determined over the available structures. Knowledge-
based elastic energy functions are generated, as described previously [13], from the mean
values and dispersion of the step parameters of dimers and tetramers in the collected
data. The deformability of base-pair steps is reported in terms of the average volume of
configuration space 〈Vstep〉 accessible to the different steps. Values are determined from the
product of the square roots of the eigenvalues of the covariance matrix, i.e., the 6 × 6 matrix
with elements corresponding to the differences between the mean products and products
of mean values 〈∆θi∆θj〉 = 〈∆θiθj〉 – 〈θi〉〈θj〉 of all combinations of step parameters, where
θi (i = 1–6) refers to one of the rigid-body parameters. Temporal averages are based on
datasets collected up to and including a given year. Resolution averages are based on
structures at or better than a specified limit.

Properties of a generic MN base-pair step are described in terms of both sequence-
dependent averages, obtained by equally weighting the average step parameters of the
16 possible base-pair steps, and structure-based averages, evaluated over sets of available
structures. In order to remove bias associated with the unequal number of examples of
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different base-pair steps in the collected data, the latter averages are based on the same
number of examples of each type of dimer step, here 70% of the number of examples of
the least represented dimer. The data are collected by randomly sampling a subset of the
configurations associated with each of the 10 unique base-pair steps. The configurations
of non-unique complementary steps are described by the same structural examples with
requisite changes in the signs of tilt and shift (θ1, θ4) [36]. Self-complementary steps include
the step parameters of both strands so that the averages values of tilt and shift are null.
The MN parameters reflect the combined subsets of configurations, i.e., the set of step
parameters and the configurational volumes collected for all 16 base-pair steps. The process
is repeated several hundred times in the context of the year in which the data were available
and the resolution of the most recently collected data.

2.4. Energy Optimization

The sequence-dependent configurations of 150-bp DNA minicircles are obtained using
emDNA, new software that optimizes the energy of a collection of base pairs, in which the
first and last pairs are held fixed [42,43]. The DNA is described at the level of base-pair steps
in terms of the six rigid-body parameters and guided by the knowledge-based potentials
described above. The configuration of the DNA as a whole is monitored by a second set
of variables that keep track of the vectorial displacements of successive base pairs in a
global reference frame. The introduction of the latter quantities makes it possible to take
direct account of the spatial constraints imposed on the DNA and to use unconstrained
numerical optimization methods. The linking number Lk is controlled by the twist assigned
to uniformly spaced base pairs in the initial circular starting structure, here approximated
by the rigid-body parameter of the same name (Figure 1) and assigned values based on
the expected total twist of a relaxed chain. Supercoiled chains are assigned differences in
linking number ∆Lk relative to this reference. The total twist, or the total number of turns of
helix in the starting structure, is obtained by dividing the sum of the assumed equilibrium
twist angles, in degrees, by 360°. The total twist of the optimized structure is measured in
terms of the twist of supercoiling, a quantity that takes account of both the rotational and
the translational contributions to the wrapping of DNA strands about one another [44,45]
as opposed to the step parameter used herein to characterize and build three-dimensional
DNA models. The two twists are nearly identical in the optimized structures, where lateral
displacements of successive base pairs are minimal. A Debye–Hückel term is used to
prevent the self-contact of DNA residues separated by 11 bp or more. The charge on
each phosphate group is placed on the base-pair center and assigned a value –0.24 esu
in accordance with the predictions of counterion condensation theory [46]. The dielectric
medium is taken to be that of a 100 mM aqueous monovalent salt solution.

2.5. Ring-Closure Propensities

The simulated ring-closure propensities, or J-factors, of short minicircles are compared
with reported values of DNA curvature. The ease of cyclization is estimated from the
statistical weights of the energy-optimized configurations. This treatment ignores other
features of the system that might contribute to the free energy, e.g., base-pair melting, long-
range attractive forces, room-temperature fluctuations, etc. DNA curvature is estimated by
interpolation of the ratios of the apparent chain lengths of multimer sequences, determined
from comparison with size markers on polyacrylamide gels, in published figures [20,29–31].
The predicted sequence-dependent uptake of twist in different topoisomers of optimized
DNA minicircles is compared with observed hotspots of enzymatic cleavage [32].

3. Results
3.1. Base-Pair Steps within High-Resolution Structures

The original knowledge-based description of DNA sequence-dependent structure
and deformability derived from a hand-curated dataset of 92 non-redundant protein-DNA
crystal structures with ∼100 examples of each unique base-pair step [13]. There are now
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in excess of 5000 examples of each step, including more than 7000 examples of each of
the four self-complementary steps, in the current collection of computationally curated
structures (Figure 2a). The latter counts include steps from both strands of the sampled
DNA structures, given that the signs of these parameters differ when expressed in terms
of the leading or complementary chain [36]. Although the curation of structures excludes
48 of the 3971 selected protein–DNA complexes, the build-up over time of the number of
examples of the 10 unique base-pair steps has been exponential, save for a pandemic-related
leveling off of new entries in 2020–2022. The most and least represented dimers in the
current collection are CG/CG and AG/CT steps with 7670 and 5078 examples, respectively
(see Table S2 for a complete enumeration of structural counts).

Figure 2. Color-coded histograms illustrating sequence-dependent features of DNA found within
high-resolution protein–DNA structures collected over the last two decades: (a) number of base-pair
steps; (b) intrinsic dimer structure measured in terms of the average twist angle 〈Vstep〉 between
successive base pairs; (c) dimer deformability measured in terms the average volume of configuration
space 〈Vstep〉 accessed by individual steps. MN parameters for a generic MpN step based on equal
weighting of the average parameters of the 16 common dimers. Base-pair steps grouped by chemical
class (pyrimidine–purine, purine–purine, and purine–pyrimidine). See Table S2 for numerical values
and Methods for details.

Many of the sequence-dependent features of DNA base-pair steps found in the original
set of protein–DNA crystal structures have not significantly changed over time. The average
twist of individual dimers has levelled off to characteristic values, within ∼2° of the original
values (see Table S2 for details). Moreover, the same trends in the relative magnitude of twist
deduced from early biophysical studies of DNA in gels and in solution [47] and found in
the first few high-resolution structures [8,13] also persist (Figure 2b). That is, the twist of
pyrimidine–purine, purine–purine, and purine–pyrimidine steps continues to increase in the
same order—CG < CA < TA, AG < GG < AA < GA, and AT < AC < GC, respectively.
Moreover, the 34.1° twist of a generic MN dimer, obtained by equally weighting the aver-
age twist values of the 16 possible base-pair steps, shows remarkable agreement with the
10.6 base-pair helical repeat of mixed sequence DNA found in pioneering micrococcal nuclease
cutting [48] and electrophoresis gel band-shift [49,50] measurements, i.e., 360°/turn÷34.1°/bp
= 10.6 bp/turn.

The deformability of base-pair steps, as measured in terms of the average volume
of configuration space 〈Vstep〉 enclosing the principal axes of dimeric distortion, has also
remained much the same over time, save for appreciable growth in the apparent mobility
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of TA steps (Figure 2c). The volume occupied by current TA structural examples is roughly
double that reported originally and appreciably greater than that of any other base-pair step.
Moreover, the range of TA movement does not yet appear to have reached an asymptotic
limit with the addition of most recent structural examples. The AT step, by contrast,
remains the stiffest dimer in terms of 〈Vstep〉, with less than a 10th of the volume accessible
to the TA step and very limited change in magnitude as new structures have accumulated
(see Table S2 for numerical details). The plotted deformability of a generic MN step is an
average over the configurational volumes of the 16 possible base-pair steps. The resulting
values of 〈Vstep〉 have remained relatively constant over time, with magnitudes comparable
to those of CA base-pair steps. The structure-based values of 〈Vstep〉, obtained from random
subsets of structures available in the database in a specified year (see Methods), are ∼85%
of the sequence-based volumes (see Table S2 for comparative values).

Structures of 3.0 Å or better resolution make up roughly two-thirds of the most recently
accumulated dataset with mean values of twist not substantially different from those of
dimers in the complete set of structures (Figure 3a,b). The average twist of base-pair steps
in the ∼15% best resolved structures, with 2 Å or better resolution, show somewhat larger
differences in value (as much as 1°) from those of the complete dataset. The variation in
the relative magnitudes of twist in the smaller dataset also differs slightly from that noted
above, with the twist of CA steps slightly lower than those of CG steps. The deformability
of base-pair steps is fairly sensitive to resolution, with individual steps in the 3.0 Å subset
of structures occupying ∼60% of the volume accessible to the corresponding dimers in the
full dataset (Figure 3c). The accessible volume is even smaller in the set of best-resolved
structures (<2 Å), with the volume occupied by the best-resolved GC steps less than 10% of
that in the full dataset (see Table S3 for details). The configurational volumes of generic
MN steps show similar decreases in value with improved resolution. The structure-derived
values of 〈Vstep〉 again fall short of the sequence-averaged values (see Table S3 for numerical
comparisons).

Figure 3. Color-coded histograms illustrating sequence-dependent features of DNA found in high-
resolution protein–DNA structures of specified resolution accumulated as of February 2022: (a) num-
ber of base-pair steps; (b) intrinsic dimer structure measured in terms of the average twist angle 〈θ3〉
between successive base pairs; (c) dimer deformability measured in terms the average volume of
configuration space 〈Vstep〉 accessed by individual steps. See Table S3 for numerical values.
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3.2. Effects of Sequence Context on Base-Pair Structure and Deformability

The complete set of collected structures includes 160 or more examples of each DNA
base-pair step in all possible tetrameric contexts, with a maximum of 869 examples of the
configuration of an AT dimer flanked on both sides by a G·C base pair, i.e., the GATG
tetramer (see Figure 4a). As anticipated from atomic-level simulations [22–28], the average
structure of successive base pairs is sensitive to the surrounding nucleotide environment.
The mean twist angles of a specific base-pair step vary over a range of 3–4° depending upon
the identities of the surrounding base pairs. For example, tetramers with a central CG or GC
step are equally likely to be slightly under- or overtwisted relative to the 10.6 helical repeat
of mixed-sequence DNA, with a nearly equal mix of respective blue and red entries in
Figure 4b. The central dimers within other tetramers tend to be either under- or overtwisted
relative to the 10.6 reference regardless of the surrounding base pairs, e.g., primarily blue
untwisted AG, AC, AT, GG steps vs. largely red overtwisted AA, GA, CA, TA steps. The
TAAG step stands out in being highly undertwisted compared to other steps sharing a
central AA dimer, with a value of twist characteristic of an 11-fold helix as opposed to the
10-fold structures adopted by the majority of AA dimers (see Table S4 for numerical values).
The extremes of twisting occur in AT and TA dimers in the context of CATA and ATAG
sequences with average values of 29.3° and 39.5°, respectively. The dimeric averages in the
figure inset, which are based on equal weighting of the average twist of each base-pair step
in all 16 possible tetrameric context, differ slightly (≤0.1°) from the numbers reported in
Figure 2 for the same February 2022 dataset. The latter values are averages evaluated over
all structural examples of a given base-pair step, regardless of sequence context.

Figure 4. Color-coded heat maps of (a) the number of base-pair steps, (b) the average twist angle 〈θ3〉
between successive base pairs, and (c) the average volume of configuration space 〈Vstep〉 accessible
to DNA dimers in all unique tetrameric contexts. Data organized such that purine–purine steps lie at
the top left of each grid, purine–pyrimidine steps at the lower left, and pyrimidine–purine steps at the
top right. Values collected from 3923 high-resolution protein–DNA structures available in February
2022. Dimer values in numbered boxes are averages of the mean values found for each base-pair step
in all 16 tetrameric contexts. See Table S4 for numerical values and Methods for details.

The collected data also point to examples of dimer deformability influenced by se-
quence context. Whereas pyrimidine-purine steps are generally much more deformable
than purine–purine and purine–pyrimidine steps in terms of spanning a broader range of
configuration space, the CA steps within GCAT and TCAG tetramers are surprisingly stiff,
with very small values of 〈Vstep〉 compared to other sequence contexts (CA entries, respec-
tively color-coded beige and red/maroon in Figure 4c). A few purine–pyrimidine steps are
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extremely stiff, with configurational volumes substantially smaller than those of other steps
sharing the same central base pairs. For example, the replacement of thymine by cytosine in
TGCA compared to CGCA introduces a 30-fold decrease in 〈Vstep〉 (neighboring tan vs. pale
beige GC entries in Figure 4c corresponding to the greatest and least deformable GC steps).
Among purine–purine steps, AG and GG dimers show greater sensitivity to sequence
context than AA and GA dimers, which are nearly as stiff as purine–pyrimidine dimers.
The context-averaged dimeric values of〈Vstep〉 reported in the figure inset show similar
trends in magnitude but appreciable numerical differences from the structure-averaged
configurational volumes reported in Table S2, particularly in the highly deformable TA and
CG steps (see Table S4 for numerical values). The numerical differences are unsurprising
given both the various averages contributing to 〈Vstep〉 (see Methods) and the different
number of examples of each tetrameric context. The structure-based dimer averages in
Table S2 do not consider these differences.

Sequence context has much the same effect on base-pair step configuration and de-
formability in the subset of recently collected structures with 3.0 Å or better resolution. The
latter data include 91 or more examples of each base-pair step in all tetrameric contexts,
with 789 examples of the AT dimers within a GATG tetramer (the same sequence context
found in greatest number in the complete set of recent structures regardless of resolution).
The least populated tetrameric sequence, CGAG, is also common to both sets of structures.
Although numerical values of average twist differ in individual cases, the trends in relative
magnitude persist. For example, AT and TA dimers with respective twists of 28.4° in CATA
tetramers and 39.9° in ATAG tetramers remain at the extremes of under- and overtwisting
relative to the same 10.6 helical repeat of mixed-sequence DNA. The differences in average
twist between the smaller and larger datasets range between –1.4° and +1.9° with an aver-
age magnitude of 0.3°. The trends in relative dimer deformability also persist despite the
average 60% drop in 〈Vstep〉 over all tetrameric contexts. The base-pair steps within some
tetramers show little change in deformability between the two datasets (e.g., CTAA, TCGA,
ACGT, TAGT) whereas others show very substantial drops in configurational volume (e.g.,
more than an order of magnitude decrease in CA deformability in the very stiff GCAT
sequence noted above). See Table S5 for numerical details.

3.3. Sequence-Dependent DNA Curvature

The sequence-dependent structure and deformability of successive base pairs underlie
larger-scale features of double-helical DNA, such as the intrinsic curvature associated with
repeated tracts of A·T pairs separated by segments of G+C-rich DNA [51]. Estimates of
DNA ring closure guided by the current set of knowledge-based potentials show remark-
able agreement with the apparent curvature of assorted sequences determined in classic
gel mobility studies (Figure 5a). The predicted cyclization propensities of a collection of
150-bp sequences increase in the same order as the reported ratios of apparent molecu-
lar size, based on observed electrophoresis markers of chain length, to the actual chain
length [20,29–31]. The more easily closed sequences with larger J-factors match the more
strongly curved sequences with larger apparent molecular sizes. Moreover, the potentials
take account of the influence of the A-tract repeating length (AjN10–j, where N is G or C),
the relative effects of specific bases within or at the ends of A tracts, and the contribution of
A-tract polarity to the observed degree of curvature (see Figure 5a and Table S6 for details
of sequence acronyms and numerical values). The estimated J-factors of energy-optimized
circles of 147- and 168-bp chains with an A6N4A6N5 repeat, however, exceed experimen-
tally measured values (∼1× 10–4 M) [20], with the treatment incorporating tetrameric
context yielding higher ring-closure propensities (∼1× 10–1 M) than those based on dimer
structure and deformability alone (∼6× 10–2 M). The optimization procedure used here
does not consider fluctuations in DNA structure, which may contribute to the free energy
of cyclization.
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Figure 5. Sequence-dependent estimates of DNA ring closure compared with the degree of curvature
determined in classic gel electrophoresis studies [20,29–31]. (a) Variation in DNA curvature, measured
in terms of the ratio R of the apparent chain length to the true chain length, and in the computed
J-factors of covalently closed 150-bp polymers bearing various 10-bp repeating sequences. J-factors
extracted from the energies of minicircles optimized with the specified knowledge-based potentials:
1998-d (dimeric model reported in [13]); 2022-t (updated model that takes account of tetrameric
context); · · · · · · · · · (ideal DNA). (b) Superimposed molecular images of the intrinsically straight
and curved pathways of chains with NT4A4N and NA4T4N repeating sequences, where N is G or C,
found with the tetrameric model. Pathways described in the frame of the first base pair (triangle).
(c) Concerted changes in local DNA structure that underlie the predicted J-factors of the GT4A4C
and GA4T4C sequences. Average values of roll 〈θ2〉 and twist 〈θ3〉 of dimer steps along a 21-bp
stretch of the intrinsic linear structures are compared with those on the 150-bp minicircles optimized
with the tetrameric model. Trends are similar for CT4A4G and CA4T4G sequences. See Table S6 for
clarification of sequence acronyms and numerical data.

The updated set of knowledge-based potentials takes correct account of gel mobility
data missed with the original set of potentials (labeled 1998-d in Figure 5a). For exam-
ple, optimized minicircles with N5–jAjTjN5–j repeating sequences now appear to be more
curved than those made up of N5–jTjAjN5–j sequences with higher computed J-factors.
As noted above, the high-resolution structures of protein-bound DNA accumulated as
of February 2022 show distinct differences in the preferred arrangements and deforma-
tions of AT vs. TA base-pair steps, with the former steps stiff and overtwisted and the
latter steps highly deformable and undertwisted. The changes in DNA twisting occur in
concert with well-known changes in the bending and lateral displacement of successive
base pairs via roll and slide, respectively [52]. The stiffness of the AT steps restricts the
slide to negative values (–0.7±0.1 Å) regardless of sequence context but allows for subtle,
context-dependent variation in the sign of average roll. The TA steps, by contrast, vary
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widely, with the roll values spanning roughly twice the range of states sampled by the AT
steps and the slide more likely to adopt mean positive values in most tetrameric contexts.
The linear equilibrium structures of N5–jAjTjN5–j sequences are both more curved than
those of N5–jTjAjN5–j sequences and more easily closed into circular configurations with
the updated potentials (see the molecular images and changes in step-parameters that
effect ring closure in Figure 5b,c). Whereas the intrinsic step parameters of the rest states
in the former sequences closely match those in the circular structures, the base-pair steps
along the latter sequence must overtwist and the five steps within the TTTAAA stretch
must adopt more negative values of roll and/or slide in order to bring the chain ends into
perfect register. This mechanical description of DNA curvature differs from conventional
interpretations, which focus on static structural features that might underlie experimen-
tal observations—e.g., hypothesized wedges between successive A·T base pairs [53,54],
differences in overall helical structure between A tracts and intervening G+C-rich linker
segments [20,31], compensatory directions of bending at AT vs. TA steps [55–57]. Detailed
maps of the collective patterns of base-pair structure and deformability will be presented
elsewhere.

3.4. Sequence-Dependent Twist Uptake in DNA Minicircles

The updated potentials also provide a rationalization behind the sequence-dependent
response of designed 336-bp DNA minicircles to nucleases known to cleave segments of
‘melted’ DNA [32,58]. The torsional stress associated with ring closure builds up non-
uniformly in structures optimized on the basis of the context-dependent potentials, even in
the most relaxed state where the linking number is 32, the total twist is 31.8 helical turns,
and ∆Lk is taken as zero. Although the twisting at individual base-pair steps deviates very
slightly on average (–0.04°) from the intrinsic values along this pathway, the DNA over-
and undertwists substantially at selected base-pair steps (see the computed variation in
local twist in Figure 6a). Indeed, the twist changes by as much as ±2° and the elastic energy
jumps sharply at two TA steps, found in the context of CTAT and TTAC tetramers located,
respectively, at residues 144–147 and 193–196 along the published sequence. Moreover,
these sites absorb a disproportionately large degree of the twist introduced in the minicircle
upon supercoiling. The highly overtwisted TA step within the CTAT tetramer on the
relaxed topoisomer becomes substantially undertwisted in the ∆Lk = –1 topoisomer while
the highly undertwisted step within the TTAC tetramer on the relaxed topoisomer becomes
substantially overtwisted in the ∆Lk = +1 topoisomer (note the differences in the signs of
∆θ3 at the sites marked, respectively, by a triangle and a star in the figure). The former step
lies within the hotspot for Bal-31 endonuclease cleavage found in negatively supercoiled
minicircles, while the latter step abuts the 5′-end of the strong S1 nuclease cleavage site
in the same topoisomers [32,58]. Both steps are substantially higher in elastic energy than
other steps along the modeled structures with deformation scores 7–10 times larger than
the average values. The high energies point to sites of likely helical deformation and the
different nature of the torsionally stressed steps to different modes of DNA distortion.
Although the two enzymes have well-proven utility for probing disruptions in double-
helical DNA [59,60], the precise details of protein–DNA recognition remain unknown. The
predicted sites of localized overtwisting likely convert to different distorted forms from the
predicted sites of undertwisting. The current potential functions do not take account of
distortions within individual base pairs and associated movements of the sugar-phosphate
backbone that ‘melt’ double-helical DNA.
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Figure 6. Effects of DNA supercoiling on the optimized configurations of a designed, 336-bp DNA
minicircle. (a) Build-up of twist, ∆θ3, in degrees, at individual base-pair steps along pathways
optimized with the tetrameric model. The color-coded interior sectors correspond to reported
hotspots of enzymatic cleavage [32] and the exterior triangle and star to sites of extreme twist uptake
in the optimized structures. The heavy black curve highlights the 180-bp attR region that is a remnant
of the λ integrase-mediated recombination process used to generate the minicircle [61], with the
arrow denoting the 5′–3′ direction of the chain. The DNA base-pair sequence is color-coded along the
outer edge of the figure. (b) Atomic-level representations of each optimized minicircle illustrating
the changes in overall global shape and the relative locations of the hotspots in the frame of the two
longest principal axes (left) and the frame of the longest and shortest axes (right).

The small changes in ∆Lk have limited effect on the overall fold of the optimized
minicircles. The optimized supercoiled structures adopt more elongated pathways with
greater out-of-plane bending than the relaxed structure (Figure 6b). Although the config-
urations appear to be open from most perspectives, distant segments of the minicircles
cross above or below one another in some viewpoints. Moreover, the relative locations
of the enzymatic hotspots change with respect to the global features of the structure. The
illustrated examples, depicted with two of the three principal axes of each configuration
running along the horizontal and vertical directions of the page (axes 1, 2 in the left images
and 1, 3 in the right), reveal the out-of-plane character of the supercoiled configurations
compared to the relaxed ∆Lk = 0 state, as well as the different directions of chain crossing
in the positively vs. negatively supercoiled states (Figure 6b, right). The enzymatic hotspots
rotate in a clockwise direction in the ∆Lk + 1 topoisomer and a counterclockwise direction
in the ∆Lk − 1 topoisomer relative to the positions found for the relaxed state (Figure
6b, left).

4. Discussion

DNA base sequence carries a multitude of structural and energetic signals important
to its biological activity and organization. Primary sequences of nucleic acid bases describe
real three-dimensional structures with individual residues adopting characteristic spatial
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forms and macromolecular features that reflect the natural rest states and deformations of
those structures. The first estimates of DNA intrinsic structure and deformability, extracted
nearly 25 years ago from the fluctuations and correlations of the arrangements of successive
base pairs within a small set of protein–DNA crystal structures [13], have provided useful
insights into the role of sequence in DNA recognition and folding. As illustrated herein,
the thousands of structures of protein–DNA complexes accumulated since then exhibit
many of the sequence-dependent features of DNA base-pair steps found in the original
92 structures, including the same trends in the values and relative magnitudes of the twist
angle between successive base pairs and the relative deformability of base-pair steps. The
five remaining base-pair-step parameters either vary over broad ranges tightly coupled to
the changes in twist, e.g., roll and slide [52], or exhibit very limited deformations within
the set of structures, e.g., tilt, shift, and rise [62].

Although the current study does not consider whether the observed sequence-dependent
propensities entail rearrangement of the intervening sugar-phosphate backbones, there are
some striking similarities between the under- and overtwisted dimer steps reported here
and the backbones found to connect the corresponding bases in a recent survey of high-
resolution DNA structures [63]. For example, the CpC and GpG halves of the undertwisted
GG dimer show higher than expected tendencies to adopt A-like conformational pathways
while the backbones linking the overtwisted CA and TA steps show strong propensities to
adopt the BII form characteristic of C DNA. How the sequence-dependent deformability of
base-pair steps might be tied to the backbone linkages remains an open question.

The large dataset of currently available structures makes it possible to characterize
the conformational preferences of the DNA base-pair steps within the context of their
immediate neighbors, i.e., in the context of tetramers, for which there are now hundreds of
structural examples of each of the 136 unique tetrameric settings. These data provide critical
benchmarks for atomic-level simulations of double-helical DNA, as well as information
potentially useful in interpreting the properties of specific DNA sequences. For example,
the reported effects of sequence context on relative twist angles extracted from atomic-
level simulations of short B DNA fragments [25,27] differ from those found here in high-
resolution protein–DNA structures. The general trends in dimer deformability, as measured
by the volume of accessible configuration space, show notable similarity, e.g., AT steps
are the stiffest and YR steps the most flexible [25]. The configuration space sampled in
the simulations, however, exceeds that found in the current set of crystal structures. The
predicted effects of sequence on local DNA structure and deformability also depend on the
simulation method, e.g., choice of force field [15].

The set of knowledge-based potentials extracted from the mean values and dispersion
of base-pair-step parameters in the updated set of protein–DNA structures shows promise
in accounting for known effects of sequence in long chain molecules. Estimates of DNA
ring closure guided by the current set of potentials closely mirror the degree of curvature
reported in classic gel mobility studies [20,29–31], including the effects of sequence polarity
on curvature that the early set of structure-based potentials failed to match. The updated
potentials also provide a rationalization behind the observed sequence-dependent response
of designed DNA minicircles to nuclease cleavage [32,58]. The extreme build-up of twist in
specific tetrameric contexts along supercoiled models occurs in the vicinity of observed
hotspots of enzymatic cleavage. These torsionally stressed structures provide a useful
starting point for studies of the ‘melting’ of the double helix necessary for generating the
denatured forms of DNA—e.g., extrahelical bases, short single-stranded bubbles—thought
to be recognized by the enzymes [58]. The data also provide a useful bridge between
the atomic details of the molecular dynamics simulations [58] and the coarse-grained
treatment of DNA [64] previously used to model the disruptions of base pairs and localized
denaturation in the designed minicircle, revealing structural standards against which the
former studies can be checked and identifying features in the observed base associations
for improvement of the coarse-grained force field.
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Abstract: It is not known how life arose from prebiotic physical chemistry. How did fruitful cell-
like associations emerge from the two polymer types—informational (nucleic acids, xNAs = DNA
or RNA) and functional (proteins)? Our model shows how functional networks could bootstrap
from random sequence-independent initial states. For proteins, we adopt the foldamer hypothesis:
through persistent nonequilibrium prebiotic syntheses, short random peptides fold and catalyze the
elongation of others. The xNAs enter through random binding to the peptides, and all chains can
mutate. Chains grow inside colloids that split when they’re large, coupling faster growth speeds to
bigger populations. Random and useless at first, these folding and binding events grow protein—xNA
networks that resemble today’s protein–protein networks.

Keywords: origins of life; DNA-protein networks; protocells

1. Introduction

How did life originate 3.5 billion years ago from the prebiotic world before it? This
puzzle is made more challenging by entangling three mysterious complexities together: di-
verse functional molecules (mostly proteins), molecules that store information and memory
(in xNAs, i.e., DNA and RNA) and encapsulation of biomolecules inside cells.

There have been speculations about what came first? like the chicken-and-egg problem.
Did life start as an RNA world [1–3]? Or, did metabolic reactions precede the enzymes that
could catalyze them [4,5]? Or, was encapsulation first in a “Lipid World” [6]?

On the one hand, a Something-Came-First World would certainly be a wonderful
convenience for modelers, requiring the fewest assumptions and parameters, at least for
that step of early origins. On the other hand, some form of cooperativity must have been
crucial to the story of the origins of life. Furthermore, what is convenient for modelers is
not necessarily what happened in reality. An alternative view is that biology originated
through the co-origination of multiple molecule types together, such as RNA and proteins
(along with small molecules) [7–10].

The attractiveness of the multi-molecule world lies in the fact that it does not require
an explanatory mechanism for the evolution of another molecule type. Both informational
and functional molecules exist and evolve concurrently. The importance and evidence of
mutually fruitful interactions between RNA and proteins at life’s origin has been recently
elucidated [11,12]. Cationic proto-peptides, synthesized under plausible prebiotic condi-
tions, were shown to react directly with RNA to produce mutually stabilizing partnerships:
proto-peptides had longer lifespans and RNA duplexes had enhanced thermal stability.

The modeling challenge we take up here is not to seek a simpler problem that avoids
the multi-molecule complexity, but rather to confront the more complex challenge of
assimilating all three components—function, information and encapsulation—into a single
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model. We posit a model in which peptides and xNAs are produced and elongated inside
protocells. The synthesis of new chains is coupled to the protocell growth rate and protocells
grow and split when they become large. The xNAs and peptides can interact. When these
biomolecules form complexes that accelerate chain elongation, protocell growth accelerates,
leading to increased populations. This process is self-sustaining and grows functional
biochemical networks that further increase protocell growth rates.

The present model builds upon the foldamer hypothesis [13]. In short, the hypothesis
outlines a dynamical mechanism describing two features: (a) the physical basis for how
short chains became longer chains with specific sequences; and (b) a structural and plausible
kinetic basis for a prebiotic autocatalytic system. Furthermore, the present modeling is
itself characterized as an autocatalytic system. Biomolecules in the system are sustained by
what is in the environment and each reaction is catalyzed by a biomolecule type produced
inside of the system. Autocatalytic systems are known to be important for life’s origin
and have been characterized and explored extensively [14]. More specifically, previous
work has indicated that autocatalytic sets could spontaneously develop in an RNA–peptide
world [15]. We remark here two principal properties which differentiate the present
model from previously elucidated autocatalytic sets: (a) catalysis, via the HP foldcat
mechanism [13], has a basis in molecular structure and physical chemistry; and (b) the
resulting chemical networks that form have topological properties with dependencies like
those in today’s biology.

2. The Background and the Model
2.1. The Premises and Assumptions

We describe a speculative mechanism for how chain elongations of proteins and xNAs
inside protocells otherwise acting stochastically could bootstrap prebiotic chemistry to grow
and sustain increasingly complex interaction networks. The premises are found below:

• A nonequilibrium driver. Because life is now, and always must have been, out of
equilibrium, we are at liberty to suppose some persistent nonequilibrium drive was
present. There are many potential sources. Here, we assume the availability of amino
acids and nucleic acids, and that both are persistently being polymerized. At first,
these would produce only short-chain random sequences of xNAs or peptides. Such
plausible syntheses have previously been demonstrated [16–19];

• A propagation principle. Today, life as a whole sustains, and never dies out, due to
the survival-of-the-fittest propagation principle. Moreover, it is resourceful, creative
and innovative, due to its ability to search and choose by mutation and selection.
Without it, there is no biology. It results because changes in biomolecules lead to
changes in cell growth rates, which lead to changes in cell populations. Here, we
assume a simple physical precursor dynamic. We assume peptides and xNAs are
encapsulated and polymerize inside colloids or vesicles, causing such protocells to
grow and to divide by known surface-to-volume effects [20–23]. We assume, as others
have done, that the amino acid and nucleic acid monomers from the surroundings
can pass freely into the protocells, but that the chains inside are too long to pass back
out [24–26];

• Funneling in the molecule space. We believe life originated more as a disorder-to-
order process, and less as specific sequence actions or specific binding actions or
specific recognition between polymers (such as the genetic code). Rather, we believe
such specificity must have emerged from the propagation mechanism (see above)
acting on random molecules.

Two of the premises, the propagation principle and funneling in the molecule space,
bear a striking resemblance to the idea of reciprocally coupled XNOR gating which allows
one to filter and link emergent life properties by interchanging antecedents and consequents
in a “strange loop” [27].

A key property of both proteins and xNA molecules is simply the lengths and growth
rates of their chains. We assume that nucleic acids polymerize to have chain length distri-
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butions that resemble most known polymerization processes [13,28–30], while peptides
polymerize into differently shaped chain length distributions by virtue of their ability to
collapse in water into compact—sometimes uniquely folded—structures and have sequence-
dependent abilities for functionality. We accept that peptides are hydrophobic–polar (HP)
polymers given by the previously elucidated foldamer hypothesis [13,31].

We note here that the difference whereby proteins are functional and xNAs are infor-
mational must have come early in the origins process; living systems need both functional
and informational biomolecules. Proteins can fold so sequence determines structure. In
contrast, xNAs are relatively stiff and rigid, so their properties are relatively independent
of their sequences. The main distinction here is that functional biomolecule types would
have needed to have a strong sequence–structure–function interdependence, whereas the
informational biomolecule types required a strong independence of sequence to structure
and function. Memory storage must be able to store any sequence without bias, so that
all sequences, in principle, could be searched and sampled by mutation. To that point,
functional biomolecules would therefore make for poor information storage units because
different sequences have different physical properties, thus biasing which sequences would
be searched and sampled by mutation.

Our present model recognizes the above distinction between molecule types. Fold-
ability is a property of peptides and proteins. Furthermore, while some xNAs chains can
also fold, they are stiffer chains, so they fold less frequently and without the sequence–
structure relationship. However, we acknowledge that certain xNA sequences can fold,
especially RNA sequences, and are capable of functional activity (i.e., ribozymes). However,
at the current level of granularity of the present model, we do not expect the presence of
ribozymes to dominate or change the observed conclusions. Ribozymes play a small role in
contemporary biology; thus, we suppose they play a role similar in magnitude here.

2.2. The Growth and Split Mechanism

The main property that we require here is the length distributions of xNA chains and
HP peptides. We consider the synthesis rate of a peptide of length L: If k(L) is the rate at
which a molecule of length L is produced it is therefore simply inversely proportional to the
length itself. If kx is the rate of elongation for polymers of type X, we have k(L) = kx/L; this
is simply obtained by assuming a constant time interval between each monomer addition.
Now we consider two different elongation rates for the informational molecule, kI, and
for the functional molecules, kF. We can now write the rate equations for the two types of
molecules as:

dmµ

dt
=

kI
Lµ

, (1)

dnj

dt
=

kF
Lj

, (2)

where mµ and nj are the copy numbers for each different type of NA chain of type µ and HP
chain of type j, respectively. Here, and in the rest of this paper, we will use Greek indices
for I-type molecules and Latin indices for F-type ones. So nj(t) represents the number
of functional molecules inside the droplet of type j, hence with length Lj, at time t, and
similarly for mµ(t). In this mechanism, the sole factor that determines the growth rates of
the vesicle/droplet/protocell is simply how fast the nucleic acids and amino acid chains
are elongating inside it. A visual schematic for protocell growth and splitting, due to chain
elongation, is shown in Figure 1.
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In water, nonpolar matter forms droplets due to the oil–water forces [32,33]. When
droplets grow big, they split into two. We define Vs to be the average droplet volume
at the splitting point. We define Ts to be the average time required to reach the splitting
volume. Now, taking vX to be the volume increase due to the addition of a monomer to the
molecule type X, and N and M to be the total number of different types of peptides and
xNAs, respectively, we get:

Vs =
N

∑
j=1

nj(Ts)vFLj +
M

∑
µ=1

mµ(Ts)vI Lµ. (3)

The time scale for the elongation of a given molecule is faster than the protocell
growth rate. Therefore, we assume that molecules which are incompletely synthesized (i.e.,
molecules shorter than the mature length of either Lj and Lµ) do not have an impact on the
overall growth. Now we can solve Equations (1) and (2); and place them into Equation (3):

nj(t) = n0
j +

kF
Lj

t, (4)

mµ(t) = m0
µ +

kI
Lµ

t, (5)

where n0
j ≡ nj(0) and m0

µ ≡ mµ(0). Now we take the intial time to be one of the splitting
events, when the volume of the droplet is exactly V0 = Vs/2, and calculate the time at
which the total population is sufficient to double this volume. Therefore, we have:

2V0 = V0 + (vFkF N + vIkI M)Ts, (6)

where V0 = ∑N
j=1 n0

j vFLj + ∑M
µ=1 m0

µvI Lµ is the reference volume; it is the volume of the
protocell right after a splitting event. From this expression we can calculate what effectively
is the growth rate of a protocell with a given composition of initial populations n0

j and m0
µ

as the inverse of the splitting time:

r0 =
1
Ts

=
vFkF N + vIkI M

∑N
j=1 n0

j vFLj + ∑M
µ=1 m0

µvI Lµ

, (7)

This is the reference growth rate for a system of protocells whose growing mechanism
is controlled solely by chain elongation. Parameters used to calculate the reference growth
rate are found in Table A1, Equations (A9)–(A11).

2.3. Intermolecular Interactions Drive Network Formation

In this model, proteins and xNA molecules in water interact through hydropho-
bic/polar interactions. xNAs are known to act not only by hydrogen bonding base pairing,
but also by hydrophobic base stacking [34]. Here, when a hydrophobic chain monomer
is exposed to water, it attracts other exposed hydrophobic monomers from either type of
chain. We note that this binary interaction is just a simplification for the present modeling.
Since many of the 20 amino acids were likely present at the origin of life, the full complexity
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of catalytic activities and binding interactions could have begun early. For our simple
model here, our HP coding is a stand-in for how these early simple polymers could fold,
recognize, bind, catalyze and react with one another.

Through this interaction mechanism, some random chains will associate with each
other. This means that interaction networks can form. Here, we call this a protein–
informational interaction (PII) network: every node represents one of the two molecule
types. A link between two nodes corresponds to some form of interaction between the two
corresponding molecules. A link can exist both between molecules of the same type (i.e.,
i − j or µ− ν for protein–protein and information–information molecules, respectively)
or between molecules of different type (i.e., j− µ for protein–information interactions).
Interactions can be of various types. While one outcome is aggregation (nonspecific interac-
tions), another outcome is protein machines that have some primitive functional activity
analogous to more contemporary enzymatic functions. The focus of this study is to explore
a primitive form of functional interaction, and aggregation is only treated as an average.

Here we single out for special focus those proteins that are information copy ma-
chines (polymerase-like proteins) and those that are information-to-protein copy machines
(ribosome-like proteins). We call them xNA copiers and protein copiers, respectively. Visual
representations of the network’s nodes and subgraphs can be seen in Figure 2. Protein
copiers are 3-molecule subgraphs; a protein that reads an xNA and produces another
protein. xNA copiers are 2-molecule subgraphs; a protein that approximately duplicates
an I-molecule. When such machines are catalytically active inside the protocell, they can
increase its growth rate. Copy machines are considered “catalytically active” when the
relevant completed replication or translation subgraph has been formed in the PII network.
The discovery of new interactions is a consequence of changes in the sequence structure
of a molecule type during foldamer-catalyzed elongation. We refer to these changes as
“mutations.” Below we describe the term on a granular level and then show how it is
represented in the present coarse-grain model.
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Figure 2. Defining the symbols representing the model’s PII nodes and important subgraphs. (Top
row, left to right) Four major types of molecules exist in the PII interaction network: xNA molecules,
protein molecules, ribosome-like proteins, and polymerase-like proteins. µ and i are iterators used to
further distinguish between the different types of xNAs and proteins in the network (i.e., molecules
which differ in sequence structure). Nodes represent the entire molecular population of a given type
of molecule. (Bottom row, left to right) The two important types of subgraphs which denote primitive
replicative function in the model: xNA copier subgraph and protein copier subgraph (see text).

In this present model, mutations are a consequence of life’s origin lacking specific
binding actions or specific molecular recognition. We accept the foldamer hypothesis
which posits that foldamers in autocatalytic sets can cross-catalyze foldamers of a different
molecular sequence or can catalyze the elongation of a foldamer of the same sequence [13].
However, without molecular specificity, these elongation processes could have resulted in
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foldamer variants being synthesized. If we consider the following scenario: (a) foldamers
of type A are responsible for catalyzing the elongation of a protein/xNA molecule of type
B; (b) a mutation in the molecular space causes the synthesis of foldamers of type A to
be polymerized as variants, AV; (c) foldamers of type AV now catalyze a new variant
of protein/xNA molecule of type B, hence BV; and (d) B-type molecules are no longer
synthesized, the population now reflects molecules of type BV; we can see how mutations
provide new sequence variations to molecule types existing in the PII network.

The consequence of the mutation is what is simulated in the present model. When
new molecular variants are synthesized, they will either gain or lose an interaction with a
pre-existing molecule type accounted for in the model. The mutational effects are subtle;
only a single interaction can be lost or gained at a time, per a single mutation. Mutations
were random events. A randomly selected Aij matrix element was selected and changed
to its opposite value: 1 → 0 or 0 → 1. Additionally, we did not track which of the two
molecule types was the new variant, simply we simulate whether the mutation led to the
loss or discovery of a molecular interaction between the two molecule types.

Most of the copy machines within the molecular population will not be functional;
we represent this by an effectiveness parameter (α and β below). Effectiveness represents
the catalytic accuracy of a population of a given copy machine type. It is assigned via
a randomized process; an integer between 0 and 1 is chosen at random and assigned
to a machine type. Larger effectiveness values (i.e., close to 1) indicate that the copy
machines are efficient in synthesizing new polymers with little error in the sequence. Lower
effectiveness values (close to 0) indicate that copy machines were error prone; only a few
machines produce polymers having the intended sequence structure. When machines are
effective, they can boost the production of polymers. When an F-molecule is interacting
with a protein copier, its rate of production is subject to the effectiveness parameter. So,
now the chain elongation rate is:

dnj

dt
=

kF
Lj

+ α ∑kµ
Ajk Akµnjnkmµδ(Lj, Lµ), (8)

where α is a parameter that measures how effective the protein copier is, and Ajk and Akµ

are the elements of the adjacency matrix of the network. These elements are 1 if there is a
link between the two index nodes or 0 otherwise, and the Kronecker delta function only
enforces that the transfer of information is possible if the lengths are the same. Similarly,
when an xNA copier interacts with an I-molecule the elongation rate is given by:

dmµ

dt
=

kI
Lµ

+ β ∑k Aµµ Aµknkm2
µ, (9)

where β is the effectiveness parameter of the xNA copier.

Protein Copiers as Peptides

We remark here that the protein copy machines in the present model are peptides,
which goes against the known structure of contemporary ribosomes [35] and the supposed
structures of primordial ribosomes (primarily RNA) [36,37]. We make three points here to
justify our treatment of protein copy machines below:

• The RNA fraction in contemporary ribosomes ranges from 1/3rd–2/3rd in different
organisms [38,39], indicating that the requirement of RNA as part of the machine is
not a strong constraint;

• Contemporary organisms are known to have some nonribosomal peptide synthe-
ses which are facilitated by other protein structures (i.e., nonribosomal peptide syn-
thetase) [40]. As far as we know, there are no known equivalents for xNAs being
duplicated by solely other xNAs;
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• At the current level of coarseness of the present modeling, we simply approximate
ribosomes as being catalytic elongators. Therefore, the network structure would not
differ much from the observed results.

2.4. Computing the Growth Dynamics

Now, with these growth laws, we can determine the time the protocell would take to
reach its splitting volume. These coupled differential equations can be solved numerically.
However, it is possible to solve in the case of a single graph of the types in Figure 2 and
then extrapolate the results in the case of many graphs of such type. In Equation (A5) we
show that the overall protocell growth rate can be written as:

r ≈ r0 + ∆r, (10)

where ∆r is a function of the topology of the interaction network. The process we now
model is that of networks that change through mutations of the molecular sequences,
leading to appearances or disappearances of links in the PII network. Mutations are
random and can occur either in peptides or xNAs.

2.5. Mutations Drive the Network to Discover New Functional Relations, Affecting the Protocell’s
Growth Rate

When the consequences of a mutation are modeled through the PII network (i.e., the
appearance or loss of an interaction), the system’s discovery of a new interaction can lead
to an increase in the growth rate of the protocell. Specifically, if the mutation leads to
the formation of the appropriate subgraph necessary to represent xNA or protein copier
function, the growth rate of the mutant-type protocell increases. Mutant-type protocells
which discover these copy machine functions have enhanced growth rates. The new growth
rate of the mutant is given by:

r ≈ r0 + ∆rR + ∆rC, (11)

where ∆rR is the change in the growth rate due to the introduction of a protein copier,
whereas ∆rC is that due to the introduction of a xNA copier. Details of their expressions are
given in Appendix A Equations (A1)–(A6). The growth rate r represents the growth rate of
the protocell system where foldamer, xNA copier and protein copier catalysis all contribute
to polymer elongation.

2.6. Polymer Aggregation Decrease Proto-Cellular Growth Rate

Polymer aggregation is a consequence of promiscuous interactions. When polymers
aggregate, we predict there is a decrease in the growth rate. Aggregation removes polymers
which are participating in replication or translation subgraphs and those used as templates
in foldamer catalyzed elongation reactions. Consequently, the growth rate contributions
from foldamer catalysis, protein copiers and xNA copiers would be less than their idealized
calculated values. To reflect this feature, we include an aggregation cost:

r = (r0 + ∆rR + ∆rC)−∑k g(k), (12)

where g(k) is the aggregation cost for each polymer type summed across all polymer types
k in the model. The aggregation cost is given by:

g(k) =
{

0, d(k) < D
δ d(k), d(k) ≥ D

, (13)

where the aggregation cost for a polymer type is zero if its number of links d(k) is less than
the threshold aggregation parameter, D; or its aggregation cost is given by δ d(k) if the
number of links to the polymer type exceeds or equals the threshold parameter. δ is a static
scaling parameter used to calibrate the aggregation cost to the magnitude of the growth
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rate. Parameters were set to D = 5 and δ = 0.005 to reflect the network size used and the
magnitude of the reference growth rate.

2.7. Mutations Can Be Advantageous or Noise

The present model predicts that protocell populations evolve through two mechanisms
which resemble natural selection and genetic drift: some changes in the distribution of
polymers in a protocell have a relevant effect on the overall duplication rate, resulting in
protocells with a higher chance to become common in a population; other changes have
minimal to no effect, increasing the diversity of polymers distribution.

When an individual protocell, existing in a system of protocells, undergoes a mutation,
there is a change in the sequence of one of the polymer types in its interaction network.
There are three possible outcomes. First, if the mutation results in the network discovering
some activity—the completion of either a xNA copier or protein copier subgraph—the cell
growth rate and fitness increase. As the protocell population grows and reproduces,
lineages from the mutant protocell have greater reproductive success than wild-type
protocells. Consequently, each generation of protocells progressively look more and more
like the mutant than the wild-type. In this way, beneficial mutations ultimately become
fixed within the population. Second, other mutations can be deleterious, decreasing the
growth rates of those protocells. Or, third, a mutation can be neutral, having no effect.

2.8. Mutations of the Individual Cells Propagate through the Population

In order to determine how likely a new mutation is to be selected by evolution,
hence fixed in the population, it is necessary to consider a model of natural selection.
The probability of fixation in such cases can be assumed to be given by Motoo Kimura’s
expression [41], which simply expresses the probability that a given mutation with some
selective advantage will ultimately be present in the entire population:

µ =
1− e−2s

1− e−4Ns , (14)

s = log rmut − log rwt, (15)

where s is the change in fitness due to a mutation, assuming that fitness is given by the log
of the growth rate. N is the size of the protocell system and a parameter in the simulation.
Simulated evolution trajectories used N = 100,000 protocells. Neutral mutations are fixed
with a probability of [41]:

µ =
1

2N
. (16)

2.9. Computer Simulations of the Model

The initial wild-type PII was a randomly generated Aij symmetric adjacency matrix
with a size given by N + M. Network sparsity was determined by an adjustable probability
whereby a given Aij matrix element is assigned a zero or a one. The adjacency matrix is
mapped into the corresponding adjacency graph, which is the first wild-type PII interaction
network for a protocell in a system of identical wild-type protocells; see Figure 3. The
nodes on that graph represent different types of functional polymers (blue), informational
polymers (red), a xNA copier (purple) and a protein copier (yellow). Each type of polymer
has an initial population size and an assigned length. A link (edge) in the graph indicates
an intermolecular interaction between polymers of either the same type (self-loop) or
different types.
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Figure 3. The available actions at each time step. (Top) A mutation can add a link (black line) or
remove one. (Middle) That link either becomes fixed into the network (bottom right, green link) or
not fixed (bottom left). The network now proceeds to the next time step.

The growth rate of a protocell with the given wild-type PII network was calculated us-
ing Equation (7). The first mutation is then introduced into the system and a link/interaction
is either lost or discovered. Here the growth rate of a protocell with the mutant PII net-
work is calculated using Equation (12). The log of the growth rate for both the wild-type
network and mutant network are taken and further evaluated using Equation (15) to give
the selective advantage, s. If s = 0, then the fixation of the mutation in the population is
driven by genetic drift. If s 6= 0, fixation is driven by natural selection. If it is not fixed by
either evolution force, then the wild-type network “wins out” over the mutant network
(left path in Figure 3). The mutant protocell’s mutation falls out of the population after
multiple generations of growth and selection with the wild-type PII network being the only
available alternative. The process then repeats again with the wild-type network. If the
mutation is fixed by either evolution force, then the mutant network becomes the domi-
nant network-type in the population (right path in Figure 3) after multiple generations of
growth and selection. The previous wild-type network is lost, and the mutant becomes the
wild-type network. The process then repeats until a preset number of mutations have been
introduced. Seven evolution trajectories were simulated for a protocell system containing
100,000 individuals. For each simulation 1,000,000 mutations were introduced into the
system and the simulation ended at the 1,000,000th mutation.

3. Results and Discussion
3.1. When a Network Discovers Complete Copier Subgraphs, Its Protocell Grows Faster

When the above processes are modeled, the model predicts survival-of-the-fittest
behavior. Figure 4 shows a time graph simulating introduced mutations in a protocell
population. When the network of a mutant protocell discovers a beneficial mutation (i.e.,
the discovery of either complete copy machine subgraph), it wins out against the alternative
wild-type in the population. This feature is highlighted by the ever-increasing growth rate
of the population. Protocell generations resemble parents that had discovered additional
ways to elongate their polymer chains. We can relate this to a simple tournament bracket
analogy. When we compare the growth rate of a wild-type and mutant-type protocell,
the one with the higher growth rate will be nonrandomly selected for and its lineage
continues onward to become the new wild-type. Another mutation arises in the population
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and the new mutant and wild-type are compared, with nonrandom selection once again
favoring the protocell with the higher growth rate. This cycle repeats with the result being
a maximization of proto-cellular fitness.
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Figure 4. A protocell’s growth rate ratchets up over time as random mutations in the network happen
to discover and lock in the specific interactions that specify the subnet machines in Figure 2.

We note here that periods of no change in the growth rate do no imply stagnation
in the evolution of the protocell population. Mutants with neutral mutations can still
win out over the wild-type variant, but this due simply to chance. Given the network
size chosen in our simulations, on average, <0.005% of all mutations out of 1,000,000
were beneficial. The remaining 95.995% of mutations were neutral. The frequency by
which neutral mutations occurred does not diminish their importance. Neutral mutations
are important for discovering the requisite interactions for completion of either copy
machine subgraph.

As a general principle of the model, novel protein copier links are harder to discover
and subsequently fix compared to links discovered for the xNA copier. The reason is
two-fold: the subgraph depiction for protein copier function in this model requires one
additional link than that of xNA copier function (Figure 2), and there is a length requirement
for primitive translation between the functional molecule and the informational molecule.
To maintain simplicity in the model we have assumed that the earliest form of the genetic
code had a one-to-one correspondence between an amino acid and a nucleic acid. In essence,
the functional molecule and the informational molecule in the translation subgraph must
be the same length. The addition of the length requirement increases the time it takes for
the first translation subgraphs to appear in the network. However, once a few of them have
been established, subsequent interactions among participating functional and informational
molecules in the established subgraphs become more facile.

Another key feature of the bootstrap model is that it simulates a form of cooperativity
that is known to occur in today’s cellular protein–protein interaction (PPI) networks [42].
In short, bigger subgraphs in PPI networks have higher probability of forming an added
link than smaller subgraphs have. In the present model, this applies to the two types of
subgraphs: the 2-link xNA copier (transcription) and the 3-link protein copier (translation).
When a 2-link translation or 1-link transcription subgraph is present, the probability that
the subgraphs will grow into their respective 3-link and 2-link subgraphs is enhanced. An
interaction which completes a copier subgraph brings with it an increase in growth rate.
Copier subgraphs which have some, but not all, of the requisite interactions for completion
bootstrap the formation and fixation of the remaining interaction(s) which complete it.
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This form of cooperativity is exemplified with the protein copier. When a few of the 3-link
translation subgraphs have already been discovered, the subsequent discovery for more is
enhanced. Consider the case shown in Figure 5.
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Figure 5. Cooperativity: when a network has at least two protein copier subgraphs, subsequent
formation of more becomes more facile; see text.

Functional and informational molecules participating in complete subgraphs have
pre-existing interactions with the protein copier. A new interaction which arises between a
functional and informational polymer on two different 3-link subgraphs can lead to the
immediate formation of another 3-link translation subgraph. Consequently, there is an
increase in growth rate. This observed cooperativity suggests that interactions between
functional and informational polymers in different protein copier subgraphs are more facile
than similar interactions elsewhere in the network.

3.2. Networks Evolve to Become Bigger and More Complex

Figure 6 shows an example trajectory of an evolving PII network. It grows in nodes
and edges. The network begins with only a few interactions. The average number of initial,
randomly generated interactions in the starting network was 64 ± 6. In a network size
of 50 different polymer types, split evenly between functional and information polymers,
the average interaction per polymer was 2 ± 2. After 1,000,000 mutations, where some
were fixed or lost, through processes resembling natural selection and genetic drift, the
final network averaged 160 ± 16 total interactions. Here, each polymer type had on
average 6 ± 3 interactions. Novel interactions between a polymer and either copy machine
made up a fifth of all newly discovered interactions. Calculations regarding the number
of interactions per polymer and the total initial and final network sizes were computed
averages taken from the results of seven simulations.

The giant component of the network starts out sparse, with only a few interactions
existing between polymer types. A component is defined as a group of nodes which are
connected either indirectly or directly. Therefore, we define the giant component as the
network component with the larger proportion of polymer types in it [43]. At time t = 0,
when no mutations have been introduced into the system, a protocell’s growth rate is
dictated solely by the chain elongation processes that occur from foldamer catalysis. To
reflect this, our initial networks did not contain any copy machine subgraphs. Networks

95



Life 2022, 12, 724

also started with a slight degree of fragmentation. Some polymer types were not connected
with the giant component either through direct or indirect interaction. These polymer types
became connected later in evolution as new interactions were discovered.
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Figure 6. Example of a one-time evolution trajectory of a network. Initial network (left) is small and
sparsely linked. Later networks have grown and changed through mutations discovered and lost,
increasing the network’s complexity and size.

Mutations and selection result in an increase of network complexity. Interactions that
are growth-rate neutral are observed most frequently. Protein copier and xNA copiers
also discover fruitful interactions. The completion of a translation or transcription sub-
graphs provides substantial growth rate increases. Networks continue to grow in size as
nonconnected polymers discover interactions with the giant component.

3.3. Bootstrap Model Network Topologies Resemble Today’s PPI Networks

The bootstrap model predicts how simple initial networks grow into more complex
structures later in evolution. The structure and complexities of networks can be character-
ized by their topological features. Three are considered here: degree centrality, betweenness
centrality and closeness centrality. The mathematical definition for all three centralities
can be found in Appendix B, either written in text or shown in Equations (A7) and (A8).
Figure 7 shows that these features predicted from the bootstrap model resemble the corre-
sponding features of protein–protein interaction networks in present-day cells [42]. This
comparison is made by comparing the present model’s topological features in a dynamic
setting to those of static, fully evolved and simulated PPI network topologies. An important
distinction we make here is that while the size of our PII network does not allow for a
direct one-to-one comparison with known PPI networks, irrespective of that, the observed
topologies of each share similar dependencies.
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Here are the interpretations. First, if networks had many hubs—like many big cities
in a traffic network—then the degree centrality plot would show large p(k) values at large
values of k on these figures. However, that is not the case either from the bootstrap model
or the experimental PPI data. Most proteins are connected to relatively few other proteins.
There are very few hubs; they are mostly copy machines. Second, the between centrality
reflects the number of bridges in the network. These are situations in which one molecule
is a go-between linking two other molecules. In both the model and the PPI data, few
molecules are bridging any two other molecules. In the model, the bridging molecules are
largely the copy machines. Third, the closeness centrality shows the number of molecules
that are either highly centralized (close to many other proteins) or highly decentralized,
far away from other proteins. It measures the extent to which a molecule can interact with
all other molecules in the network. The peaks in these plots indicate that most molecules
are neither particularly isolated from others, nor crowded together with others. Our copy
machines have high closeness values because of their hub-like nature. Direct interactions
lead to many indirect interactions. A given molecule can make interactions with all other
molecules without specificity in this model. Molecules that are nodal neighbors to the copy
machines drive copy machines to become more centralized when they discover interactions
to periphery molecules in the network.

Lastly, we briefly comment on the nature of other types of interactions networks,
mainly DNA–protein networks, and RNA–protein networks. For brevity, we classify these
as xNA–protein networks. At present, sufficient data is not available to compare xNA–
protein network topology with the PII network. While recent efforts have been made to
elucidate xNA–protein interactions [44–47], the databases housing the data do not provide
graphical construction of the full interactome. Over the last decade, there has been a
standardization in the data format and quality of PPI network data, but such standards do
not exist for xNA–protein networks. Nevertheless, we are aware of a topological analysis
on one graphical dataset [48] of a noncoding RNA–protein interaction network in yeast,
but it only includes a small subset of interactions and not the full topological comparisons
we seek here.

4. Conclusions

We develop here the bootstrap model for how proteins and nucleic acids might have
evolved fruitful relationships in the origins of life. It is based on premises that we regard as
plausible physical chemistry and maximal initial randomness. It supposes that xNA and
protein molecules occupy vesicles. Since life requires nonequilibrium, our NEQ premise
is the availability of persistent random short-chain syntheses of both polymers. Since
life cannot exist without some form of survival-of-the-fittest propagation dynamic, we
assume protocell colloids grow from the growing chains inside, and split, converting cell
growth rates to cell populations. We suppose that the peptides are hydrophobic–polar (HP)
polymers, and accept the previously elucidated foldamer hypothesis, wherein short HP
peptides collapse hydrophobically in water, expose hydrophobic binding sites, and could,
in principle, accelerate chain elongations with primitive ribosome-like and polymerase-like
functionality. Random mutations can lead to growth advantages, spontaneous propaga-
tion and biochemical networks that have growing complexity. The biochemical network
topologies predicted by the bootstrap model resemble those of today’s PPI networks in
living cells.
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Appendix A

Here we give an approximate solution to the growth rate Equations (8) and (9). The
full solution of these coupled differential equations is not readily obtainable, at least by us.
However, it is possible to solve them for each single graph of the types in Figure 2 and we
can then extrapolate the results in the case of many graphs of such type.

For a single graph of the functional type, the amount of protein p would be given by
the following:

np(t) = n0
p exp

(∫ t

0
F(t′)dt′

)
+

kF
Lp

t, (A1)

where F(t) = α
(

n0
r m0

µ +
(

kFm0
µ + kIn0

r

)
t + kFkI t2

)
. Now we assume that the splitting

time τs is small enough that a first order approximation is valid. The result can be shown
to be:

τs ≈
Ts

1 + ακpn0
r m0

µ
, (A2)

κp =
vFn0

pLp

vFkF N + vIkI M
. (A3)

Since the second term in the numerator ακpn0
r m0

µ > 0 we see how the new splitting
time is always smaller than the splitting time in absence of such machine Ts. This testifies
that a single machine of this type is sufficient to boost the growth rate and hence the fitness
of the protocell. We now extrapolate this result, assuming that this linear approximation
holds on this case as well (true for sufficient small times) and we obtain the following
expression for the growth rate of the entire system:

r ≈ r0 + ∑pµr Apr Arµ
αr0Lp

kF N + kI MvI/vF
n0

Pm0
µn0

r , (A4)

where ∑pµr Apr Arµ indicates the sum over all graphs of the functional type. Similarly for
the xNA copiers, we can obtain an expression for the modified growth rate by solving
the corresponding differential equation for a single graph and then extrapolating to an
arbitrary number of graphs. The growth rate r summed over all possible graphs is:

r ≈ r0 + ∑
pµr

Apr Arµ
αr0Lp

kF N+kI MvI /vF
n0

Pm0
µn0

r

→ + vI
v0

∑pv Avv AvpβLv(m0
v)

2n0
p,

(A5)

≡ r0 + ∆rR + ∆rC, (A6)

where ∑pv Avv Avp indexes all graphs of the xNA type. A convenient definition of fitness is
the logarithm of the growth rate. Hence the rate can be decomposed into a component due
to protein copiers, ∆rR and a component due to xNA copiers, ∆rC.
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Appendix B

The degree centrality is the measure of links, k coming off a given node. The between-
ness centrality is calculated using:

b = ∑
σst(v)

σst
, (A7)

where σst represents the totality of shortest path routes extending from arbitrary node s
to node t. The term of σst(v) represents the number of paths which pass through vertex v.
The closeness centrality is calculated using:

l =
N − 1

∑s d(t, s)
, (A8)

where s 6= t, d(t,s) is the length of the shortest path between nodes t and s in the network
and N is the total number of nodes.

Reported graphs for degree, betweenness and closeness represent the dynamic topolo-
gies for the network as it evolves over time. Topological values are recorded for a network
every 10,000 mutations. These values are compiled at the end of the simulation and a
probability distribution for each topological feature is generated. The generated graphs are
the median values of the probability distribution for each given value of k, b and l across
all simulations.

Reported closeness values of l = 0 are functions of randomized network generation
and fragmentation. Occassionally some nodes in the graph at t = 0 form a subgraph that is
disconnected from the giant component. Due to the very small size of the disconnected
subgraph, nodes will report high values for l because a centralized node might be connected
directly to every node in the outlying subgraph.

Appendix C

The magnitude of the reference growth rate was dependent on both static and dynamic
parameters. Static parameters were not changed between simulations. These parameters
included: N, M, vF, vI , kF, and kI . The preset values for each of these parameters can be
seen in Table A1.

Table A1. Static parameters for the reference growth rate.

N M vF vI kF kI

Static Presets 25 25 0.143 0.303 10 10

Total polymer types for proteins and xNAs were limited to 25. This preset was selected
as it offered good predictive power in relation to computational simulation time. Average
volumes were computed from published literature volumes [49,50] and converted from A3

to nm3 to ensure poper parametric scaling. We assume that the polymer elongation rate for
proteins and xNAs are equivalent, regardless of the mechanism behind polymerization. The
preset for elongation rates of proteins and xNAs had been kept at 10 to keep the reference
growth rate sufficiently small.

Dynamic parameters included: n0
j , Lj m0

µ, and Lµ. These parameters were reset
and reassigned at the beginning of each new protocell evolution trajectory. Lengths were
assigned to each type of protein and xNA molecule using an exponential length distribution
function adapted from the modeled data in the foldamer hypothesis [13]:

d(l) = 0.067e−0.106x, (A9)

where x were chain lengths ranging from 10 monomeric units to 50 monomeric units.
Subsequently, a list of 1000 pseudorandom variates were generated from the distribution
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and randomly assigned to each type of protein and xNA molecule in the model. The initial
population size for each protein type and xNA type in the model were calculated using:

n0
j =

0.067e−0.106(Lj)

0.067e−0.106(length o f shortest protein)
(n0

j o f shortest protein), (A10)

m0
µ =

0.067e−0.106(Lµ)

0.067e−0.106(length o f shortest xNA)
(m0

µ o f shortest xNA). (A11)

The initial population sizes of the shortest length protein type and xNA type were
set to 1000 for every simulation. Lengths of Lj and Lµ in Equations (A10) and (A11)
corresponded to the length of the biomolecule for which the initial population size was
being calculated for.
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Abstract: A detailed understanding of the physical mechanism of ion-mediated dsDNA interactions
is important in biological functions such as DNA packaging and homologous pairing. We report the
potential of mean force (PMF) or the effective solvent mediated interactions between two parallel
identical dsDNAs as a function of interhelical separation in 0.15 M NaCl solution. Here, we study the
influence of flexibility of dsDNAs on the effective interactions by comparing PMFs between rigid
models and flexible ones. The role of flexibility of dsDNA pairs in their association is elucidated by
studying the energetic properties of Na+ ions as well as the fluctuations of ions around dsDNAs. The
introduction of flexibility of dsDNAs softens the vdW contact wall and induces more counterion
fluctuations around dsDNAs. In addition, flexibility facilitates the Na+ ions dynamics affecting their
distribution. The results quantify the extent of attraction influenced by dsDNA flexibility and further
emphasize the importance of non-continuum solvation approaches.

Keywords: molecular dynamics simulation (MD); potential of mean force (PMF); dsDNA–dsDNA
interactions; flexibility

1. Introduction

It has been shown experimentally [1–3] that ion-mediated attraction happens between
like-charged polyelectrolytes such as dsDNA. The attraction is not captured by the well-
known Poisson–Boltzmann (PB) theory and hence other approaches have been proposed.
An extension of condensation theory [4] on two infinite line charges in a highly dilute 1:1
salt solution proposed that the attraction comes from the increase of translational entropy of
condensed counterions. As two dsDNAs approach in an intermediate region, the volume of
the condensation region increases. Another possible explanation of attractive interactions
is counterion correlation, which can be explained by two mechanisms. One [5] involves
counterions that reposition themselves and form a strongly correlated liquid on the surface
of dsDNAs (similar to a Wigner lattice) due to strong interactions with polyelectrolytes,
and with each other. The other explanation [6,7] considers the attractions that originate
from charge fluctuations along the rods. The movement of condensed counterions in-
troduces the fluctuations of the local charges on monomers along the polymer, resulting
in dipole–dipole attractions and even higher-order multipole interactions. In addition,
a more structural argument posits that an ideal alignment of dsDNA pairs produces an
“electrostatic zipper” [8], in which positive counterions in the grooves of one dsDNA can
interact with the negatively charged phosphate groups of the neighboring dsDNA. This
idea also demonstrates a helical-specific recognition of dsDNA–dsDNA interactions.

In previous work, we found that the localization of ions near charged groups can
give rise to a local energy minimum at an optimal short separation due to the formation
of a hydrogen bond (HB) network among Na+ ions, water and phosphate atoms of dsD-
NAs [9]. The studies mentioned above are mostly based on rigid bodies. Although the
rigid structures used were relaxed [10] to improve the theoretical model, possible physical
mechanisms responsible for the attraction are complicated and collectively influenced by
the spatial distributions of counterions, solvent and dsDNAs.
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Interplay between DNA flexibility and the surrounding counterions has been studied
experimentally and theoretically [11–15]. A long dsDNA is a semi-flexible polyelectrolyte
with persistence length. Its overall flexibility can be roughly described by a worm-like chain
model (WLC) [16,17] in which the chain is relatively rigid at a small length scale but turns
flexible over a longer length. Its rigidity is balanced by electrostatic effects (like-charge
repulsion) and various elastic effects (e.g., base pair stacking), and strongly depends on
the counterion types, valence, shape and concentration [14,18]. The counterion density
and fluctuations can reduce the chain persistence length and could lead to instability
of rodlike chain conformations [19]. For a short dsDNA fragment it is arguable among
the experimental, theoretical and simulation studies that the duplex is much softer than
predicted by a WLC model [20–22]. Thus, there exists flexibility in a short dsDNA fragment,
which in turn influences the distributions of counterions and could lead to differences in
correlations between counterions and DNA and among counterions themselves.

In this paper, we present a comparison, using oriented flexible structures of identical
dsDNA models, of the potential of mean force (PMF) of the pairing processes along
the interhelical separation. We wish to consider the effects of local dsDNA flexibility
on parallel strands and investigate the radial and azimuthal angular dependence of the
forces. The PMF calculations were carried out utilizing the adaptive biasing force (ABF)
method [23,24] sampled via molecular dynamics (MD) simulations. The simulations
sampled forces between dsDNA pairs in three different helical alignments in 0.15 M NaCl
salt solution. Although the ion-mediated interaction of infinitely dilute dsDNA pairs is
thermodynamically unfavorable in this monovalent salt solution, an attractive component
exists at short surface separation (within 8 Å of contact), which comes from the collective
correlations of the counterions and water and the relative helical alignment of dsDNA
pairs [9]. We investigated the effects of dsDNA flexibility on dsDNA–dsDNA interactions
considering the surrounding counterions, particularly by studying energetic and dynamic
behaviors of Na+ ions around the dsDNAs. The calculations provide the extent of attraction
influenced by dsDNA flexibility when compared to rigid models and further emphasize
the importance of counterion correlations that are not captured in continuum PB theory.

2. Methods
2.1. MD Simulations

Three models of dsDNA pairs having different helical alignments were considered
(Figure 1). The first one (Model-0) has two identical sequences of 30-base-pair DNAs
(DNA1 and DNA2) parallel to each other sampled at various interhelical separations, d.
The helical axis is along the z-axis. In the other two models, DNA2 was rotated about its
helical axis by 72 degrees (Model-72) and 180 degrees (Model-180), respectively.

Each model was then solvated in a TIP3P [25] water box with dimensions of 99 × 99
× 103 Å. Na+ and Cl− ions were randomly added to both neutralize the system and set
the salt concentration at 0.15 M. The resulting system contained about 101,000 atoms. Each
DNA duplex is effectively infinite as each DNA duplex strand is covalently bonded to itself
through the periodic boundary.

MD simulations were performed using NAMD 2.14 software [26] with the CHARMM36
force field parameter set [27]. NBFIX corrections [28] were applied to Lennard–Jones inter-
action potentials between Na+ ions and Cl− ions and phosphate oxygens. Such corrections
are used to fit to osmotic pressure for concentrated aqueous solutions or confined sys-
tems [28,29]. Particle mesh Ewald [30] was used to calculate long-range electrostatic
interactions, and van der Waals interactions were truncated at 12 Å. All bonds were con-
strained using the SETTLE algorithm [31] and equations of motion were integrated with
a time step of 2 fs. Temperature was controlled with Langevin coupling with a damping
coefficient of 1/ps. After 50K steps of energy minimization, the system was heated up from
0 K to 310 K with restraints on the DNAs with a force constant of 500 kcal/(mol·Å2). The
system was then switched to the NVT ensemble for equilibration for over 100 ns until the
salt and solvent distributions were stable.
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Figure 1. Three models of parallel 30-bp dsDNA pairs in the simulations. The helical axis is along the
z-axis. From the top view of the systems, c1(c1x,c1y,c1z) and c2(c2x,c2y,c2z) represent the helical centers
of DNA1 and DNA2, respectively. d is the interhelical distance. Any point (x,y,z) is considered inside
dsDNA when its radial distance from the corresponding c1 or c2 is smaller than the radius of the
dsDNA, RDNA = 10 Å. Non-interface zone includes each cylindrical region of dsDNA extending to
the bulk solution (x > c1x or x < c2x).

2.2. ABF Calculations

We calculated the PMFs on the three geometric models using two DNA flexibility
settings: rigid body and flexible structures, resulting in a total of six systems. The PMF
calculations were carried out utilizing the ABF method implemented in the Colvars mod-
ule [24] of NAMD. In the ABF calculation, the orientations of the dsDNAs were constrained.
DNA1 was fixed in its global position, and DNA2 was permitted to diffuse along the
reaction coordinate of interhelical distance d by a force that is adjusted via ABF in response
to effective energetic barriers. The biasing force acting on DNA2 is equal in magnitude
and opposite in sign to the mean force on DNA2. Instantaneous values of the force were
accumulated in bins of 0.1 Å along d from 31 to 21 Å center to center. To enhance sampling
of the distribution of configurations and increase the efficiency of the calculations, the PMF
pathway was divided into three consecutive, non-overlapping windows.

The ABF calculations started at 31.0 Å for both flexible and rigid models sharing the
same structures. Then different collective variable restraints were introduced by means
of harmonic potentials with corresponding force constants, k: (i) positional restraints
of DNA1 with k = 80 kcal/(mol·Å2), (ii) rotational restraints of DNA1 and DNA2 with
k = 2000 kcal/(mol·deg2); (iii) positional restraint of DNA2 to restrict its movement in
the yz-plane, k = 80 kcal/(mol·Å2). Those restraints allow the dsDNA atoms to be locally
flexible and yet maintain their separation and orientation features. For the rigid body
systems, we introduced strong restraints on root-mean-square deviation (RMSD) of both
dsDNAs with k = 2000 kcal/(mol·Å2).

The PMF uncertainty was estimated using the method proposed by Henin and
Chipot [23]. The PMF was considered converged once the distribution of the instanta-
neous force at each bin followed a Gaussian distribution and sampling was reasonably
uniform along the reaction coordinate in each window (Figure S1). For each system the
estimate of the sampling time required to complete the entire calculation is ~400 ns.
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2.3. Differential Entropy from Density Fluctuations

To investigate possible ion correlations, we estimated the entropy change associated
with the flexibility influence on the statistics of sodium ion density fluctuations. Theo-
retically, fluctuations of water/ions density in small microscopic volumes obey Gaussian
statistics [32,33]. Following the coarse-grained density field method [34,35], we can com-
pute the density field at a series of spatial grid points r at time t:

ρ(r, t) = ∑
i
φ(|r− ri(t)|; ξ) (1)

and
φ(r) =

(
2πξ2

)−d/2
exp
(
−r2/2ξ2

)
(2)

where r is the distance of the ith particle of interest (Na+ ion here) from r, ξ is the Gaussian
width and chosen to be 3.0 Å, and d is dimensionality. The sum is over all Na+ ions in the
whole space.

For Gaussian density functions, entropy has an analytic form proportional to the
determinant of the covariance matrix. We estimate the correlation of multivariate Gaussians,
which can be quantified by a differential entropy S(x) [36,37],

S(x) = −
∫ +∞

−∞
p(x) ln[p(x)]dx (3)

where x is a random variable with an expected value of µ and a continuous density function
p(x). p(x) is a multivariate Gaussian density function given by

p(x) =
1

(2π)N/2|∑|1/2 exp
[
−1

2
(x− µ)TΣ−1(x− µ)

]
(4)

in which Σ is the covariance matrix. In this study, Σij = δρiδρj = (ρ− ρ)i(ρ− ρ)j and ρi is
the time averaged density of Na+ ions at point i. Then the final entropy can be deduced from

S = const +
kB
2

ln(|Σ|) (5)

where |Σ| is the determinant of covariance matrix, and kB is the Boltzmann constant. The
constant term in Equation (5) depends on grid spacing and the number of grid points studied.
Under the same conditions, we estimate the difference of entropy, ∆S = S(flexible) − S(rigid),
from density fluctuations between the rigid and flexible systems.

2.4. Localization of Diffusion Coefficients of Na+ Ions

The local diffusion constant was calculated by using a finite difference expression [38,39]
with a grid spacing of 1.0 Å.

6Duvw =
1

t2 − t1
< |(r(t2 )− r(t0))

2 − (r(t1)− r(t0))
2| > (6)

where r(t0) is the initial position at instant t0; Duvw is the local diffusion coefficient at a grid
point uvw and was computed whenever |r(t0) − ruvw| < 1.0 Å; t1 and t2 were fixed at 1 ps
and 2 ps, respectively, assuming the diffusion regime would be reached after 1 ps [40] and
would not diffuse beyond 3 Å from r(t0).

3. Results and Discussion
3.1. Potential of Mean Force

In Figure 2, we observe that for all six systems their PMF profiles along d deviate
from the continuum picture or PB theory. The PMF profiles can be divided into three
regions: (i) in the region of d > 26 Å, the PMFs cannot be distinguished, which reflects
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the formally dominating long-ranged repulsive electrostatic interactions between two like-
charged polyelectrolytes; (ii) in a range of ~24 Å < d < 26 Å, the PMFs establish a plateau
or local minimum as has been seen before [9], an indication of the existence of attractive
components of the interactions; (iii) in a region of d < ~24 Å, the PMF profiles display
remarkable differences depending on the helical alignments of dsDNA pairs. The values of
the PMFs in Model-72 and Model-180 are much lower than those in Model-0. This further
demonstrates specific recognition of dsDNA–dsDNA in term of helical alignment [8,9,41].
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Figure 2. Potential of mean force of pairing two identical dsDNAs with difference helical features
along the interhelical distance. The uncertainty (in shade) is up to 1.0 kcal/mol. The curves are
arbitrarily set to zero at 31 Å.

Comparison of rigid and flexible systems shows that dsDNA flexibility softens the
contact wall of the PMFs of dsDNA pairing in all three models. The influence from flexibility
becomes apparent when two dsDNAs get close. In Model-72 as an example: from d = 23 Å
to d = 22.0 Å, the difference of the PMFs between the flexible to the rigid system increases
by 15 times from 0.64 kcal/mol to 9.7 kcal/mol, many times larger than thermal energy.
In addition, we observed that in the distance range between 23.5 Å and 25.5 Å, the rigid
Model-72 forms an energy barrier of about 2.3 kcal/mol. DNA flexibility lowers the energy
barrier by as much as 1.3 kcal/mol and flattens the PMF curve.

We wish to investigate how flexibility enhances the pairing process. We might posit
that the enhancement could be contributed by positive configurational entropy of dsDNA.
Due to the constraint on dsDNAs to remain a helical arrangement in this study, during
the whole simulation the RMSDs of all atoms from corresponding initial structures for
all flexible systems are ~1.0 Å, much smaller than 3~9 Å which was inferred from an
experiment [42] for dsDNAs in free motion. The RMS fluctuations (RMSF) of base groups
are about 0.48~0.71 Å, 0.72~0.84 Å for sugar groups, and 0.85~1.2 Å for phosphate groups,
respectively. The RMSFs are all slightly smaller than the corresponding groups of dsDNA
in free motion [43]. Both RMSDs and RMSFs of the dsDNAs in our model systems are inde-
pendent of distance spacing, so the configurational entropy contribution is not considered
in this study.

To further investigate influences of flexibility on dsDNA–dsDNA pairing, we chose
ten configurations at several distance separations and extended MD simulations for 18 ns
more. The trajectories were saved every 0.1 ps for analysis. According to the PMF profiles,
we chose 22.4 Å (a local maximum) and 24.4 Å (in the plateau) for Model-180; 22.4 Å, 23.7 Å
(a local minimum for the rigid system and in the plateau for the flexible system), 24.9 Å (in
a plateau) for Model-72.
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3.2. vdW Interactions

When surface separation between two dsDNAs is as short as ~2.4 Å, smaller than
the diameter of a water molecule, we investigated the role of the vdW interactions in the
dsDNAs pairing process. The vdW interaction was modeled by the Lennard–Jones (LJ)
potential [27]. The differences of LJ potential energies of water with dsDNAs between the
rigid and flexible structures in all models were estimated to be less than 1.0 kcal/mol, so
we mainly focus on the dsDNA–dsDNA interactions with the participation of counterions.
In Figure 3, we observed that the LJ energies of two dsDNAs, ELJ,DNA-DNA, show little
difference between the rigid and flexible systems. In addition, the total LJ energies, ELJ,total,
in all cases are attractive, and are more favorable in the flexible structures than in the
rigid ones. The total energy difference, ∆ELJ,total = ELJ,total(flexible) − ELJ,total(rigid), is
mainly contributed by the interactions of the Na+ ions with the dsDNAs. In the rigid
models, in events where Na+ ions are moving in close proximity of dsDNA atoms, vdW
clash could happen, which would result in more repulsion between the Na+ ions and
dsDNAs. In contrast, flexibility provides sufficient relaxation of the structures and allows
the vdW contact wall to shift and consequently reduce the clashes of counterions with the
DNA atoms.
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Although the total LJ component is attractive for the approach of two dsDNAs with
each other, the total interactions are energetically unfavorable, indicating that the electro-
static components are dominantly repulsive between isolated dsDNAs given the surround-
ing ions and solvent.

3.3. Ion Distributions and Electrostatic Energy of Ions around dsDNA Pairs

A previous study [9] revealed that close proximity of dsDNAs to each other has
essentially no influence on the fraction of charge inside the grooves. The charge fraction
around one dsDNA is larger than the prediction of Manning counterion condensation
theory [44,45] for a single dsDNA. The large value of charge fraction here is due to the
combination of Na+ ions correlated with the dsDNA, and the Na+ ion atmosphere shared
with the neighboring dsDNA.

Considering the ion mobility near condensed dsDNA molecules and the heterogeneous
environment of dsDNA, we discretized the space into a three-dimensional grid with
a spacing of 1.0 Å. At a voxel we counted the number density of Na+ ions and calculated
the electrostatic energy of this Na+ ion with the dsDNAs and the other Na+ ions using
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the standard Ewald summation [46,47]. In this way, the electrostatic energy contains
information on local variations of Na+ ions and local correlations among the Na+ ions and
the dsDNA charges.

From the number density we calculated the radial distribution of the Na+ ions from
the helical center of the dsDNAs. For the non-interface zone (Figure 1), to avoid mutual
interference in the interface from each dsDNA, we restricted the grid points to each dsDNA
hemicylinder extending into the bulk solution. For the interface zone between two dsDNAs,
a grid point was assigned to DNA1 when its x-coordinate is less than the x-coordinate of
the midpoint of both dsDNA centers; otherwise it was assigned to DNA2. Radial number
density distributions of Na+ ions in the interface and non-interface zone were calculated
by averaging densities within the cylindrical shells from the center of each dsDNA with a
layer spacing of 0.5 Å.

Figure 4A,C displays the radial distributions of Na+ ions number density and electro-
static energy, respectively, for Model-180 with d = 22.4 Å as an example. We observed that
the density profile is correlated to the electrostatic energy profile as expected, particularly
within 6 Å from the helical center of the dsDNAs, where a higher density is found in the
rigid model than in the flexible one. The electrostatic energy reaches a minimum value at
~4.5 Å but with a large uncertainty. Possible explanations of such difference are that (i) due
to flexibility, the electrostatic potentials at some local regions are averaged, resulting in the
change of the electrostatic environment of the dsDNAs. In the rigid model, the sodium
ions are likely to have stronger interactions with dsDNAs in some limited locations. In
particular, they could have higher probabilities of direct contact with dsDNA (Figure S2)
with a long lifetime. Direct contacts give rise to more favorable electrostatic energy at short
range. Alternatively, (ii) dsDNA flexibility induces higher mobility of sodium ions. Even
though direct contacts are possible, the densities are averaged in a fixed shell to yield a
lower density distribution.

A radial distribution describes an average quantity in space, so we further compared
the number density and electrostatic energy of sodium ions at cross sections between
the rigid and flexible structures (Figure 4B,D). In both structures, the lowest electrostatic
energy regions around dsDNA are found in the grooves and interface region. These lower
electrostatic energies correspond to higher sodium densities in the corresponding regions.
In addition, the distribution is more structured along the minor groove of the flexible
systems, indicating flexibility of dsDNAs indeed influences the dynamic averaging of the
Na+ ions. When the mobility is relatively low, Na+ ions are concentrated in a local region
with a long lifetime. When the mobility is relatively high (e.g., in the minor groove) in the
flexible model, the densities or electrostatic energies in a local region are smeared with
a short lifetime. The density and electrostatic energy distribution profiles of Na+ ions in
Model-72 are similar and displayed in Figure S3 in the SI text.

The rigid systems have higher Na+ ion densities and electrostatic potential energies
inside dsDNAs within 6 Å from the helical axis and in the interface zone, which classically
would indicate more screening of the dsDNA charges. We see the flexibility at short range
dominating these screening effects. In addition, ∆ELJ,total are similar at about −10 kcal/mol
in all configurations studied. Thus, there must be other influences from flexibility when
d < 23 Å. We found that the electrostatic energy distribution shows non-mean field interac-
tions of Na+ ions with dsDNAs, which has implications for ion fluctuations and different
dynamic behaviors of ions.
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3.4. Differential Entropy from Density Fluctuations

Counterions could exhibit correlations in fluctuations in distinct local volumes. Due
to the different spatial limits around the two dsDNAs, we focus on three regions: the minor
groove, major groove and interface. Applying a coarse-grained procedure to each of the
three regions with the collection of δρ(r) =

(
ρ(r)− ρ(r)

)
and producing the observed

correlation of δρiδρj, we calculated the entropy change of density fluctuations of the ions
near flexible structures relative to the rigid ones. If Na+ ions are restricted in the rigid
model, we expect low fluctuations and a smaller magnitude of entropy as well. For all
configurations, we used the same grid spacing of 1.0 Å and for the configurations having
the same relative helical angle we restricted the same number of grid points in the minor
and major groove region, respectively. As a result, the constants involved in S (Equation (5))
are canceled in calculations of the entropy difference ∆S.

In Figure 5, we observe that in all cases the values of ∆S in the three regions are positive,
indicating higher density fluctuations in the flexible systems. In a confined volume close
to the dsDNAs, flexibility of the dsDNAs confers movements to the Na+ ions, resulting
in relatively large fluctuations in density. Positive entropy also suggests a favorable free
energy contribution to the interactions of dsDNA–dsDNA.

Although we restrict the study of entropy to the limited spaces, we cannot exclude
possible correlations among these regions and the dsDNAs. Ha and Liu [6] showed that an
increase of charge fluctuation of DNAs not only helps screen the electrostatic repulsion but
also helps contribute to the dipole, quadrupoles and even higher-order multipoles along
the DNAs. These multipoles can interact attractively with other multipoles (or monopoles),
either on the same rod or on neighboring rods. Assuming there were little ion correlations,
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∆S in the minor groove or major groove would be the same along d as well as in the interface
zone sharing the same number of grids. However, we observed that for Model-180, ∆S
in the minor groove/major groove at d = 22.4 Å is more positive than that at d = 24.4 Å.
Similarly for Model-72, ∆S in the interface zone at d = 22.4 Å is more positive than that at
d = 23.7 Å, indicating that ion fluctuations and correlations are strongly influenced by the
close proximity of two dsDNAs.
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3.5. Localization of Diffusive Dynamics of Na+ Ions

As suggested above, “smeared” density and electrostatic energy in the minor groove
implies high mobility of the Na+ ions. So, we studied the mobility of Na+ ions by localizing
diffusion coefficients of the Na+ ions around the dsDNAs. The radial distribution of the
diffusion coefficient of the Na+ ions (Figure 6A,B) shows that the calculated diffusion
coefficient in the bulk is 0.21 ± 0.01 Å2/ps. This is slightly higher than another simulated
result (Na+ ions: 0.17 Å2/ps [38]) and the experimental data (0.12 Å2/ps [48]). It could
be an artifact of the force field or using a damping coefficient of 1.0 ps−1 in temperature
control in the simulation. The lowest spatially localized averaged diffusion constants are
identified with the values of ~0.06 Å2/ps at around ~5.5 Å, which are mainly located in
the minor groove. The Na+ ions in the interface are less diffusive compared to those in the
other similar shell distances when mediating the interactions between the two dsDNAs.

Figure 6A,B also shows that the Na+ ions are slightly more mobile around the DNAs in
the flexible systems than in the rigid ones for all the systems, suggesting different dynamic
behaviors of Na+ ions between the rigid and flexible systems. Diffusion coefficients were
categorized into three groups, the minor groove, major groove and interface of the dsDNAs.
To remove the noise due to low populations at some locations, we divided the 18-ns
trajectory into nine blocks, calculated the diffusion coefficient at each grid point for each
block, extracted the points which are ~70% overlapped, and finally smoothed the points by
weighted averaging of the six closest neighbors until the separation of the sites was larger
than 2.8 Å. Such a method has been successfully applied to identify hydration sites and
effective sodium sites around proteins and DNA [9,49].

Comparison between the rigid and flexible systems is displayed in Figure 6C,D for
Model-180 and Model-72, respectively. The mobilities of the Na+ ions increase in the order
of minor groove < major groove ≤ interface for all systems, reflecting the different dynamic
behaviors around the dsDNAs. It can be inferred from the figures that the datasets have
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a non-normal distribution and contain some extreme values. To compare the diffusion
coefficients between the rigid and flexible systems, we performed Wilcoxon rank sum
test [50,51] with the null hypotheses being equal distribution of the rigid and flexible
systems at the 5% level of significance. Along with the p-value of the test, we estimated
the effective size that describes the magnitude of the difference. We used Cliff’s delta [52],
which is the probability that a value from one group (e.g., rigid system) is greater than
a value from the other (e.g., flexible system) group, minus the reverse probability.
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Figure 6. Comparison of local diffusion constants of sodium ions between the rigid and flexible
systems. (A,B) Radial distribution of diffusion constants in the interface and non-interface zone for
Model-180 and Model-72 at 22.4 Å, respectively. (C,D) Boxplots of local diffusion coefficients of
Na+ ions around the DNA pairs for Model-180 and Model-72. (E) Cliff’s delta effective sizes with
the error bars of 95% confidence interval. An effect size of +1.0 or −1.0 indicates the absence of
overlap between the two groups, whereas 0.0 indicates that group distributions overlap completely.
Generally, Cliff’s delta effect sizes of 0.11, 0.28 and 0.43 correspond to small, medium and large effects,
respectively, displayed in the dash line.

Figure 6E depicts a representation of Cliff’s delta effect sizes and their 95% confidence
interval. The p-values from Wilcoxon rank sum test are all less than the significance level of
0.05. Thus, we can conclude that diffusion coefficients in the rigid systems are significantly
different from those in the flexible systems. For the minor groove, the effect size is medium,
and there is a ~70% chance (Table S1) that a location randomly chosen from the flexible
systems has a higher diffusion coefficient than a location randomly chosen from the rigid
systems. Such a chance is lower for both the major groove and the interface, having a value
of ~60% with a small effect size.

In addition to spatial heterogeneity of the Na+ ions in terms of diffusion coefficients,
we investigated the extent of the timescale during which the Na+ ions can reside in a local
position or site. Localized residence times around the dsDNAs are displayed in Figure S4.
Local residence times decrease in the order of minor groove > major groove ≥ interface
region. The decreasing order is consistent with the increasing order of local diffusion
coefficients. Almost all the sites having residence time longer than 1 ns are in the minor
groove of the rigid systems. At those sites, the Na+ ions are partially dehydrated to directly
contact nucleobase groups and/or O4’ of the sugar groups, and they are also in strong
contacts indirectly via water with the DNAs. While in the similar locations in the flexible
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system, the residence times shrink to a few tens or hundreds of pico-seconds. In the
interface zone, the majority of residence times become shorter, around 10~30 ps, in the
flexible systems, while they are 20~50 ps in the rigid systems.

4. Conclusions

In this paper we focus on the influence of flexibility on dsDNA–dsDNA interactions by
comparing rigid systems with flexible ones in the dsDNA pairing process in 0.15 M NaCl
solution. The calculated PMF curves along the interhelical distance between two parallel
dsDNAs indicate that flexibility enhances the dsDNA pairing process, particularly in a
short distance region (d < 23 Å). Local flexibility of a molecule easily allows sub-Angstrom
displacements in response to strong perturbing forces, such as the electrostatic field and
vdW sphere contact of other surrounding molecular atoms. Thus, flexibility affects not only
energetic properties of Na+ ions but also dynamic behaviors associated with close motion
around dsDNAs, which in turn will affect dsDNA–dsDNA interactions.

It has been proposed that local alignment and pairing of dsDNAs in a “protein-free”
environment is an initial step in homologous recombination [53–57]. Sequence-dependent
attractive interactions are governed by local attractive interactions. A mutual electrostatic
complementarity model [58] was provided to interpret the mechanism of homologous
pairing. However, the calculations were electrostatically mean-field in a continuum solvent
using torsionally rigid DNA, and so may be insensitive to some local features of the dsDNA.
Our simulations demonstrate strong correlated interactions involved in the dsDNA–dsDNA
pairing process. Considering monoatomic counterions like Na+, K+ and Mg2+, the sequence-
dependent specificity found is of an electrostatic nature, and we expect that non-mean-field
interactions play a role in the recognition preference in dsDNA–dsDNA interactions.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/life12050699/s1, Figure S1: Distribution of instantaneous force
at chosen separation distances for both flexible and rigid systems; Figure S2: Minimum distance
distribution of Na+ ions from heavy atoms of dsDNAs in the rigid and flexible structures of Model-
180 with the inter-helical distance at 22.4 Å; Figure S3: From left to right are radial distribution of
Na+ ions number density from the helical center of the dsDNAs, radial distribution of electrostatic
potential energy of Na+ ions with dsDNAs, a cross section of electrostatic potential energy in rigid
structures and flexible structures, respectively; Figure S4: The effective sodium sites in the grooves
and interface zone in the rigid and flexible Model180 and Model-72 with the inter-helical distance
d = 22.4 Å, respectively; Table S1: Probabilities that a location randomly chosen from the flexible
system has higher diffusion coefficient than a location randomly chosen from the rigid one.
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Abstract: Ken Breslauer began studies on the thermodynamics of small cationic molecules binding
in the DNA minor groove over 30 years ago, and the studies reported here are an extension of
those ground-breaking reports. The goals of this report are to develop a detailed understanding of
the binding thermodynamics of pyridine-based sequence-specific minor groove binders that have
different terminal cationic groups. We apply biosensor-surface plasmon resonance and ITC methods
to extend the understanding of minor groove binders in two directions: (i) by using designed,
heterocyclic dicationic minor groove binders that can incorporate a G•C base pair (bp), with flanking
AT base pairs, into their DNA recognition site, and bind to DNA sequences specifically; and (ii) by
using a range of flanking AT sequences to better define molecular recognition of the minor groove. A
G•C bp in the DNA recognition site causes a generally more negative binding enthalpy than with
most previously used pure AT binding sites. The binding is enthalpy-driven at 25 ◦C and above. The
flanking AT sequences also have a large effect on the binding energetics with the -AAAGTTT- site
having the strongest affinity. As a result of these studies, we now have a much better understanding
of the effects of the DNA sequence and compound structure on the molecular recognition and
thermodynamics of minor groove complexes.

Keywords: DNA minor groove binder; mixed base-pair DNA sequences; sequence selectivity; ligand–
DNA complex thermodynamic; molecular curvature; heterocyclic diamidine; biosensor; calorimetry

1. Introduction

In the 1980s, Ken Breslauer and some excellent coworkers initiated a series of fun-
damental studies on the thermodynamics of small-molecule, minor groove agents, and
intercalators, binding to different DNA sequences [1–7]. Among other techniques, they
used batch calorimetry in ground-breaking investigations of the DNA complexes of these
compounds. They established methods for these types of studies that have continued to
influence thermodynamic analysis of small-molecule-DNA binding to this day, including
the work reported here. They introduced concepts and methods such as entropy-enthalpy
compensation that masked driving forces when looking at free energy alone [5]. They used
structural studies to bring an understanding of the structural and solution properties that
influence the thermodynamics of DNA complex formation [4]. In these studies, they began
to develop a microscopic understanding of the experimental macroscopic thermodynamic
results. They started the research with state-of-the-art batch calorimeters, which, from
personal experience with one of my early colleagues, Harry Hopkins, require a thermody-
namics artist’s touch to bring forth beautiful thermodynamics pictures. They later moved
to much-improved titration calorimeters from MicroCal but continued with detailed ther-
modynamics studies of DNA interactions that now are going on around the world. It is a
pleasure to write this paper in honor of Ken’s 75 birthday.
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The Breslauer and other laboratories began studies with available, classical minor
groove binders from polyamides, such as netropsin, to other types of cationic heterocycles,
such as berenil and Hoechst dyes, which were all specific for binding to AT DNA sequences
(Figure 1A) [1–8]. These are all uniformly concave-shaped compounds that fit snugly into
the minor groove in A-tract sequences and have groups that can H-bond with the N3 of dA
or O2 of dT at the floor of the groove.
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Figure 1. (A) Structures of classical AT-specific DNA minor groove binders; (B) structures of three
very different designed mixed-sequence DNA minor groove binders; (C) schematic representation of
the development of AT-specific DNA binding compounds from DB2119 to DB2559 and from mixed
DNA sequence-specific compounds DB2120 to DB2447 and the analogs for this study. Color schemes
used in this figure denote different functional groups.

In addition to forming an H-bond with the cytosine C=O in the minor groove, the
2-amino group of G projects an -N-H into the groove and presents a steric block to classical
AT-specific minor groove binders [9]. In spite of the many successes with these early
minor groove binders, the lack of a broad selection of sequence-specific compounds was a
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limitation for expanded applications. Crystal structures of DNA and complexes suggested
that compounds with H-bond acceptor groups could bind to the free G-NH in the minor
groove to give GC binding specificity [9–14]. This concept was successful with polyamides
but has not been broadly applied to the other minor groove binders such as those listed
above (Figure 1).

As heterocyclic amidine minor groove binders such as 4′,6-diamidino-2-phenylindole
(DAPI) are widely used as cellular nuclear stains and others such as pentamidine, furami-
dine, and berenil (Figure 1A) have been used or tested in humans and/or animals for
therapeutic applications [15–19], we have used the heterocyclic amidine template as the
platform for incorporation of single hydrogen bond-accepting groups in generating the
first set of compounds with increased specificity. The goal with these first compounds was
to recognize a GC base pair in an AT sequence. In this way, it would be possible to create
modules that could be combined to give broad DNA sequence recognition. Successful
compounds with azabenzimidazole, N-alkylbenzimidazole, and pyridine H-bond acceptor
groups for G recognition were created (Figure 1B) [20–25]. Extensive elaborations of the
N-alkylbenzimidazole module have significantly improved the affinity and selectivity
of that module. With a thiophene adjacent to the imidazole of N-alkylbenzimidazole, a
preorganized structure for minor groove recognition was created [25–28].

The original pyridyl-linked amidine-benzimidazole-phenyl compound, DB2120, binds
strongly with the single G•C bp-containing -A4GT4- target sequence with a KD < 0.1 nM.
DB2120, however, has poor solution properties and aggregation difficulties even at low
concentrations under standard experimental conditions for DNA complexes. Because of its
size and AT binding benzimidazole units, it also has less selectivity than optimum for use
in most applications. To increase the possible uses of the pyridine series of compounds, it
is, thus, essential to develop smaller molecules that will have better solution and sequence
recognition characteristics. Hence, in the studies reported here, in-depth experiments
were conducted with 12 primary DNA hairpin duplex sequences (Figure 2) four of which
contain pure AT sequences in their recognition sites (AAAAAA, AAATTT, AATAAT, and
ATATAT), four have mixed AT and single GC bp DNA sequences (AAAGAAA, AAAGTTT,
AATGAAT, and ATAGTAT), and four have AT sequences with two G•C bps (AAAGCAAA,
AAAGCTTT, AATGCAAT, and ATAGCTAT). Three pyridine compounds that are smaller
than DB2120, as well as a phenyl compound, were synthesized with the smaller compound
design ideas (Figure 1C). The smaller compounds are easier to synthesize, have improved
solution properties, and have strong and specific binding to DNA sequences with a single
G•C bp. The results with these new pyridine and phenyl compounds are reported here.
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2. Compound Design

The goal with these compounds was to make a series of DB2120 analogs of reduced size
but better solution properties and with strong and selective binding to target single G•C
bp-containing sequences [23,24]. The compounds would retain the DB2120 core structure
but with different terminal cationic groups. Dications with amidine, imidazoline, and
tetrahydropyrimidine were successfully prepared along with a monocation with terminal
amidine and amide groups (Figure 1C). As a control, an amidine analog with a central
phenyl ring that cannot form the H-bond required for GC specificity was also prepared.
By using our relative curvature determination method [28] (Results), the compounds
were found to have an optimum curvature for the minor groove. Results with these five
compounds and the target and control DNA sequences described above (Figure 2) are
reported here. For complete studies, target sequences have a single G•C bp in an AT
sequence context, while the control sequences have no G•C bp or a two G•C bp insert.

3. Results
3.1. Compound Synthesis

Scheme 1 describes the synthesis of the final amidines 4. Cyanophenol derivatives
2 were allowed to react with bis(chloromethyl)pyridine 1 in anhydrous dimethylformamide
in the presence of potassium carbonate as a base. The formed bisnitriles were converted to
the final amidines by applying Pinner reaction conditions [29,30], where the bisnitriles were
converted to the intermediate imidate ester hydrochloride by stirring in dry ethanolic HCl.
The formed imidate ester was converted to the corresponding amidine by stirring in dry
ethanolic ammonia. Finally, the amidines were purified by conversion to the free base using
sodium hydroxide and then formation of the hydrochloride salt by stirring in ethanolic
HCl. The characterization of the final compounds have described in Experimental Methods.
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3.2. DNA Thermal Melting (∆Tm): Screening for Relative Affinity and Sequence Selectivity for
Target and Control DNA Binding

Changes in DNA thermal melting temperature (∆Tm) provide an initial ranking of
compounds for binding affinity and relative sequence specificity with the target and control
DNA sequences [31,32]. The binding affinities of the pyridyl-centered heterocyclic cations
were tested with pure AT sequences, which are the primary sites of most known minor
groove binders from netropsin to furamidine (Figure 1A) [33–35]. The target DNAs of
primary interest for the compounds in this research have a single G•C bp with flanking
AT sequences. The Tm experiments were carried out in the presence of nonalternating
and alternating AT, and mixed flanking sequences, AAA-TTT, ATA-TAT, AAT-AAT, and
AAA-AAA, Figure 2, where the dashes indicate zero, one, or two G•C bps. These are useful
test sequences as each flanking AT sequence has different properties, including variations
in the minor groove positions of the H-bond acceptor groups on the A•T bp. The number
of G•C bp also varies in these selected mixed DNA sequences, which also gives significant
differences in minor groove width (Figure 3).
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Figure 3. Minor groove width vs. target DNA sequences calculated from the online algorithm of Rohs
and coworkers (Nucleic Acids Res. 2013, 4, W56-62). * indicates the minor groove width of standard
B-form DNA. Groove width gives the perpendicular separation of helix strands drawn through
phosphate groups, diminished by 5.8 Å to account for van der Waals radii of phosphate groups.

With AAA-TTT, a type of nonalternating AT sequence, DB2447, the direct truncated
analog of the original pyridine, DB2120, resulted in an encouraging increase in the thermal
stability of the single G•C bp-containing target site sequences (Figure 4 and Table S1).
DB2447 also showed sequence selectivity, as expected from previous results and the com-
pound design approach. The compound showed significantly lower thermal stability
increases for the two G•C bps and all AT-containing sequences (Figure 4 and Table S1).
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Figure 4. Comparison of relative binding affinities, ∆Tm, ◦C (∆Tm = Tm (the complex) − Tm (the free DNA))
by thermal melting experiments of the designed heterocyclic amidine compounds with pure AT
base-pair and mixed single G•C base-pair-containing DNA sequences. The listed values are for the
2:1 [ligand]/[DNA] ratio and an average of two independent experiments with a reproducibility of
±0.5 ◦C. Full DNA sequences are as described in Figure 2.

Two analogs of DB2447 with terminal 4,5-dihydro-1-H-imidazole (Im) (DB2448) and
1,4,5,6-tetrahydro pyrimidine (THP) (DB2502) were synthesized and tested to determine
how the molecular size and chemistry of terminal dications affect the sequence binding
affinity and selectivity. The Im compound binds to a single G•C bp DNA somewhat more
weakly than DB2447 but with significantly improved selectivity (Figure 4 and Table S1).
The THP compound DB2502 binds to the single G•C bp target slightly more strongly than
DB2447 and with similar selectivity. These results indicate that the terminal Im and THP
analogs are useful additions to expand the chemical space of the parent, DB2447. The three
compounds can be especially useful in biological test applications where their uptake into
different cell types can be very different. In cellular applications where strong specificity
is needed, the Im analog may be preferred. The compound DB2449, with one amidine
replaced with an amide, has quite low ∆Tm values with all of the tested DNAs (Figure 4
and Table S1).

In addition to the compound structure and properties, the DNA sequence has a major
effect on minor groove binding. The alternating DNAs ATA-ATA have a significant drop
in ∆Tm relative to the target, AAA-TTT sequences with all compounds. This is expected
based on the wider Minor Groove (MG) of the alternating sequence (Figures 3 and 4 and
Table S1) [36,37]. The sequence with a pure A-tract AAA-AAA also has a surprisingly
lower ∆Tm relative to the target, AAA-TTT sequences. The AAT-AAT sequences have an
intermediate ∆Tm relative to the target, AAA-TTT sequences. In summary, the -AAAGTTT-
sequence has the best ∆Tm of all of the flanking AT sequence variations. This can easily
be seen in Figure 4, where the three pyridyl-diamidines with each DNA sequence group
have the highest peaks in the histogram set. With DB2559, the -AAATTT- and -AATAAT-
sequences have the highest ∆Tms as expected for a central phenyl. Analysis of the minor
groove widths of the different single G•C bp sequences showed that of all sequences,
-AAAGTTT- has the most narrow minor groove and is most appropriate for binding
compounds such as DB2447 with a connected aromatic system of approximately 3.4 A in
width (Figure 3). The weakest binding is seen with the -ATAGTAT- sequence and it has
the widest DNA minor groove, basically the same as a standard B-form minor groove. The
groove widths for the -AAAGTTT- and -ATAGTAT are shown in Figure 3 for reference.
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3.3. Biosensor-Surface Plasmon Resonance (SPR): High-Resolution Evaluation of Binding Affinity,
Kinetics, Stoichiometry, and Cooperativity

Biosensor-SPR methods provide a high-resolution, label-free way to quantitatively
evaluate the binding affinity, selectivity, and stoichiometry of a set of compounds with
a spectrum of immobilized DNAs [38–40]. The parent pyridyl-linked-phenyl-amidine,
DB2447, binds strongly with AAAGTTT, and global kinetics fitting defined a single binding
site with KA = 5.5 × 108 M−1 (KD = 1.8 nM) at 0.1 M NaCl (Figures 5 and 6, Table S2). The
strong binding of DB2447 is the result of the rapid association that is at the instrumental
limitation (ka = ~4.4 × 107 M−1s−1) and a comparatively slow dissociation rate constant
(kd = 7.8 × 10−2 s−1). DB2447 binds to the pure AT, -AAATTT-, sequence as a monomer
complex with rapid dissociation and a 200-fold lower affinity compared to AAAGTTT.
This result indicates that DB2447 maintains surprisingly high sequence selectivity for the
single G•C bp sequence. The sensorgram of AAATTT shows an off-rate that is much faster,
and complete dissociation from the complex occurs within the first few seconds of the
dissociation phase (Figure S1). With the -AAAGCTTT- binding site, DB2447 shows a 30-fold
weaker binding affinity than with -AAAGTTT- under the same experimental conditions
(Figures 5 and S1, Table S2). It appears that DB2447 can induce a somewhat favorable minor
groove site in -AAAGCTTT- for binding, but the extra GC is a mismatch that reduces the
binding affinity. The phenyl derivative, DB2559, with a simple -N- to -CH conversion, has a
stronger binding for pure AT sequences, over ten times stronger than with the single G•C
sequence, as with most classical minor grooves binders (Figures 5 and S2, Table S2). This
result is as expected for compounds without an H-bond acceptor group in a position to
bind to the G-NH that faces into the minor groove.
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Figure 5. Comparison of equilibrium binding constants (KA, M−1) of phenyl and pyridine analogs
with pure AT and mixed single G•C base-pair-containing DNA sequences. “X” represents no
measurable KA under our experimental conditions. The listed binding affinities are an average of two
independent experiments carried out with two different sensor chips, and the values are reproducible
within a 10% experimental error. Full DNA sequences are as described in Figure 2.
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Figure 6. (A) SPR sensorgrams with kinetics fits and steady-state binding plots for DB2447 with the
AAAGTTT DNA sequence at different salt concentrations; (B) salt dependence of KA for DB2447 bind-
ing as determined by SPR. The KA values were obtained by global kinetics (at two lower salt
concentrations) and steady-state fits (at two higher salt concentrations); (C) plot of ∆Gb

◦, ∆Hb
◦, and

T∆Sb
◦ versus salt concentrations for DB2447 with AAAGTTT sequence at 25 ◦C. The listed binding

affinities are standard thermodynamic values and are an average of two independent experiments
carried out with two different sensor chips. The values are reproducible within a 10% experimental
error; RU = Response Unit based on amounts of bound compounds on the immobilized DNA.

The derivative, DB2448, with an imidazoline terminal group has a KD value about
half as strong as DB2447 for the single G•C bp sequence, but it has negligible binding to
AAATTT under our experimental conditions, an impressive improvement in sequence
selectivity (Figures 5 and S3, Table S2). DB2502, on the other hand, with six-atom terminal
cations has a KD value that is about twice as strong as that of DB2447. Unfortunately, its
KD value for the pure AT sequence is about three times stronger than for DB2447. With
the AAAGCTTT sequence, DB2448 has a KD value over twice that of the DB2447 constant
but the DB2502 value is below half of the DB2447 KD value. The Im substitution thus has a
promising increase in overall selectivity while the results with DB2502 are a disappointment
in selectivity for this series (Figures 5 and S4, Table S2). As with the Tm experiments,
DB2449, the monocation, has relatively weak binding to all tested DNA sequences except
-AAAGTTT with a KD of 52 nM (Figures 5 and S5, Table S2). This compound has very
different solution properties relative to all other compounds and may be an advantage in
cell studies.

With the other three sets of flanking sequences, the single G•C bp sequences always
have the strongest binding (Figures 5 and S1–S5, Table S2), as with -AAAGTTT-, but
the binding is weaker than with -AAAGTTT. With -AAAGAAA- and AATGAAT, the
binding with DB2447 is about a factor of ten weaker than with -AAAGTTT-. With the
fully alternating sequence -ATAGTAT-, the binding is reduced by close to a factor of 40.
Similar reductions in affinity are seen with the other compounds and these DNA sequences

124



Life 2022, 12, 681

(Figure 5, Table S2). With the Figure 5 histograms, the single G•C set of sequences have the
highest plot in each set of DNAs. It should also be noted, however, that the GC sequences
have a stronger-than-expected binding.

3.4. Molecular Curvature Determination

Molecular curvature plays a crucial role in sequence-selective DNA minor groove
recognition in conjunction with DNA minor groove binders’ molecular functionality and
stacking surface. Correct curvature is important for strong H-bonding interaction, charge
interactions, and van der Waals stacking in the groove of the DNA. Our previous report [28]
stated a graphical approach method to determine relative molecular curvature values for
minor groove binding compounds. In this approach, the diamidines compounds are
energy-minimized in the SPARTAN software package using the DFT/B3LYP theory with
the 6-31+G* basis set. The compounds are then matched up in a PowerPoint graphics
package. A reference circle (black circle) is drawn through both amidine carbons, the
center of the compound where the circle’s periphery passes through the center point of the
individual molecular unit of the entire molecule, illustrated in DB2447, DB2448, and DB2502
(Figure 7). Two straight lines (orange) are drawn from the circle point at the center of the
molecule to the amidine carbons. The midpoint of these two lines defines the comparative
curvature value for the diamidines compound. The curvature values are 147◦ for DB2447,
147◦ for DB2448, and 143◦ for DB2502. The curvature analysis of a library of strong DNA
minor groove binding compounds by this method offers a standardization value of around
140–145◦ curvature angle. DB2447 and its analogs also show a similar ◦ of curvature angle,
which supports the strong binding affinity of these diamidines compounds.
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level of theory. In the electrostatic potential maps, red indicates high electronegativity and blue
indicates electron-deficient/positively charged regions. (B) Molecular curvatures for DB2447, DB2448,
and DB2502. Black circles represent reference circles and orange lines represent two straight lines
drawn from the circle point at the center of the molecule to the amidine carbons.

3.5. Effect of Salt Concentration and Temperature on DB2447 Binding to Single G•C bp
DNA Sequences

The Tm, structure evaluation, and SPR binding results indicate that DB2447 has an
optimized length, curvature, and flexibility for effective and selective recognition of a
single G•C bp in an AT minor groove sequence. The SPR results also indicate that DB2447
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has improved solution properties relative to DB2120, which allows us to explore the
thermodynamic behavior of this compound with single G•C bp and other sequences in
more detail. These results help to provide a fundamental understanding of the molecular
basis for specific recognition of the DNA minor groove.

To evaluate the effect of ionic strength on DB2447 binding affinity with the -AAAGTTT-
sequence, SPR experiments were carried out from 100 to 500 mM NaCl concentrations at
25 ◦C (Figure 6, Table 1). The equilibrium binding constants (KA) obtained either by global
kinetics fits at low salt concentration or by steady-state fits at higher salt concentration are
collected in Table 1 and Figure 6. Both theory and experiment suggest that the logarithm of
the equilibrium binding constant KA is a linear function of the logarithm of NaCl concentra-
tion for many organic cations binding to DNA [41,42]. For a typical DNA−cation complex,
the equilibrium binding constant values decrease as the salt concentration increases with
a slope that depends on the compound charge [42–46]. As seen in Figure 6, the log(KA)
versus log[Na+] plot for DB2447 is linear with a slope of 1.6. The number of phosphate
contacts (Z) between DB2447 and the AAAGTTT DNA sequence is predicted to be two and
can be obtained in experiments from the slope/0.88, where 0.88 is the fraction of phosphate
charge shielded by the total associated counterions. For the 11-base-pair synthetic oligomer
AAAGTTT, the obtained Z is 1.8. These results indicate that the dicationic DB2447 releases
2 Na+ ions when binding to the DNA minor groove. The enthalpy change, ∆Hb

◦, for bind-
ing is essentially constant with salt concentration, while for both ∆Gb

◦ and T∆Sb
◦, values

decrease by one kilocalorie with the change in salt concentration from 100 to 500 mM NaCl.

Table 1. Kinetics a and steady-state b analysis of DB2447 with the AAAGTTT sequence at different
salt concentrations in 50 mM Tris-HCl, 1 mM EDTA buffer, pH 7.4 at 25 ◦C.

NaCl (mM) KD (nM) ∆Gb
◦ (kcal/mol) ∆Hb

◦ (kcal/mol) T∆Sb
◦ (kcal/mol)

100 1.4 −12.0 −6.8 5.2
200 4.3 −11.4 −6.5 4.9
300 7.8 −11.1 −6.9 4.2
500 15.8 −10.7 −6.9 3.8

a Kinetics analysis was performed by global fitting with a 1:1 binding model and b steady-state fits were carried
out by using 1:1 binding equation model. ∆Hb

◦ was determined in ITC experiments; T∆Sb = −∆Gb
◦ + ∆Hb

◦.

To obtain an additional understanding of the thermodynamic basis for DB2447 inter-
actions with DNA, SPR experiments were conducted from 25 ◦C to 40 ◦C at 100 mM salt
concentration. The SPR results reveal that temperature significantly affects the DB2447-
DNA binding thermodynamics and kinetics, as shown in Figure 8 and Table 2. The
ligand-DNA binding affinity decreases (KA) with experimental temperature. However, the
temperature changes have a smaller effect on the ∆Gb

◦ as previously observed for other
minor groove binders [42]. As can be seen in Figure 7, the enthalpy and entropy for binding
have compensating decreases with increasing temperature. The T∆Sb

◦ and ∆Hb
◦ values

are similar at 20 ◦C but T∆Sb
◦ approaches zero at 45 ◦C, and ∆Hb

◦ completely accounts
for ∆Gb

◦.
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Figure 8. (A) SPR sensorgrams with kinetics fit for DB2447 with the AAAGTTT DNA sequence at
different temperatures at 100 mM NaCl; (B) thermodynamic results, from Table 2 for binding of
DB2447 to the AAAGTTT site at different temperatures. The listed binding affinities are standard
thermodynamic values and binding affinities are an average of two independent experiments carried
out with two different sensor chips, and the values are reproducible within a 10% experimental error;
RU = Response Unit based on amounts of bound compounds on the immobilized DNA.

Table 2. Kinetics and thermodynamic results for DB2447 with the AAAGTTT sequence at different
experimental temperatures at 50 mM Tris-HCl, 100 mM NaCl, 1 mM EDTA buffer at pH 7.4.

Temperature (◦C) KD (nM) ∆Gb
◦ (kcal/mol) ∆Hb

◦ (kcal/mol) T∆Sb
◦ (kcal/mol)

25 1.4 −12.0 −6.8 5.2
30 2.0 −11.8 −8.3 3.5
35 2.5 −11.7 −9.3 2.4
40 4.2 −11.4 −10.5 0.9

3.6. Isothermal Titration Calorimetry (ITC) of Complex Formation: Effects of Salt Concentration
and Temperature

Characterization of the full thermodynamics of cationic compound–DNA interactions
is an essential component of any detailed analysis of DNA molecular recognition and
rational drug design. Isothermal titration calorimetry (ITC) is the method of choice to
analyze the energetic basis for the strong and selective binding of compounds with the
DNA minor groove. It has been used with minor groove binders since the early studies
of Ken Breslauer and colleagues and it is applied here to DB2447–DNA complexes. ITC
provides a key component of the thermodynamic profile of ligand–DNA interactions by
direct determination of the enthalpy (∆Hb

◦) of binding. With the enthalpy and ∆Gb
◦

from biosensor experiments, it is possible to calculate the entropy of binding (∆Sb) from
the known thermodynamic relationships (∆Gb

◦ = −RTlnKA) and (∆Gb
◦ = ∆Hb

◦ − T∆Sb).
Thermodynamic profiles are valuable in drug design because they provide quantitative data
on drug–DNA interactions that cannot be obtained directly by structural or computational
methods [47–51]. They also provide valuable ideas about the compound-DNA-water
components of complex formation [52].

In the experiments reported here, ITC was used to monitor the heat released upon
the binding of DB2447 to the target binding sites. For strong binding compounds such
as DB2447, ITC experiments require considerably higher concentrations than the com-
pound KD for DNA interactions. In cases such as this, the enthalpy of binding can be
determined quite accurately in the presence of excess DNA in the calorimetry cell such that
the compound is fully bound to the DNA. In this model-free approach, the ∆Hb

◦ is simply
determined from the average of ∆Hb

◦ versus the binding ratio below saturation binding.
The binding constant must then be determined at lower concentrations by an alternative
method such as SPR or fluorescence methods.
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The ITC curves were fitted using Origin software to obtain the enthalpy at each titra-
tion point. The data (Figure 9) indicate an exothermic interaction after adding DB2447 to the
solution containing -AAAGTTT-DNA at each NaCl concentration. The subtraction of the
integrated peak areas for ligand/buffer titration from the ligand/DNA titration gives a di-
rect determination of ∆Hb

◦ at each temperature. Figure 9 shows the titration of DB2447 into
AAAGTTT with the blank buffer correction, and the ∆Hb

◦ value is −6.8 ± 0.2 kcal/mol
at 25 ◦C at a 100 mM salt concentration. The favorable negative enthalpy change sug-
gests strong H-bonding, electrostatic, and van der Waals interactions between DB2447
and AAAGTTT DNA. Interestingly, the complex formation of DB2447-AAAGTTT has an
enthalpy at 25 ◦C that is larger than most of the A-tract minor groove binders reported in
the literature [44,47–49]. This is expected from the known sequence-dependent differences
in minor groove structure and hydration between the single G•C bp and all AT DNA
sequences (Table 1).

To evaluate the relationship between thermodynamic measurements of the DB2447–
AAAGTTT complex and experimental salt concentrations, the ITC experiments were carried
out at 100–500 mM NaCl concentrations. The SPR results show that the binding constant
decreases by almost ten times (Table 1) with increasing salt concentration. However, the ITC
experiments show that salt concentrations have a much smaller effect on ∆Hb

◦ than on ∆Gb
◦

(Figure 9 and Table 1). This phenomenon reveals the enthalpy of complex formation for an
energetic component, which is the sum of interactions such as hydrogen bond formation
and van der Waals interactions and is essentially independent of salt concentration.
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Figure 9. ITC data for the titration of DB2447 with AAAGTTT DNA at different salt concentrations at
25 ◦C. The listed binding enthalpies are an average of two independent experiments, and the values
are reproducible within a 10% experimental error.

3.7. Determination of the Heat Capacity of the DB2447−AAAGTTT Complex

The ITC experiments of DB2447 with AAAGTTT were also carried out at different tem-
peratures (15−40 ◦C) with a constant 100 mM NaCl concentration (Figure 10). The titration
profiles indicate that the enthalpy of DB2447–DNA complex formation strongly depends
on the experimental temperature and becomes more negative with increases in temperature
(Table 2). The temperature-dependent differences in the binding enthalpy of DB2447–DNA
complexes were used to calculate the heat capacity (∆Cp) for binding from the slope of
a linear least-squares fit of the plot of ∆Hb

◦ versus temperature, ∆Cp = −285 cal/mol K
(Figure 10). The temperature-dependent ITC results also show the effect of temperature on
the entropy term. As the ∆Gb

◦ of binding is essentially constant with temperature (Figure 8,
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Table 2), the subtraction of ∆Hb
◦ from ∆Gb

◦ yields results that show that the entropy of
binding decreases as the temperature is increased (Table 2) and, as previously noted, T∆Sb

◦

approaches zero at 40–45 ◦C.
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ΔGb° (Figure 4) allows calculation of the ΔSb for each sequence (Figure 11). The -
AAAGTTT- sequence has the most favorable ΔGb° and with a substantial ΔSb°, which is 
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smaller ΔSb° with a decreased ΔGb°. With AAAGTTT and ATAGTAT, the binding ΔHb° is 

Figure 10. (A) ITC data for the titration of DB2447 with AAAGTTT DNA at different experimen-
tal temperatures by using 100 mM NaCl. (B) Plot of ∆Hb

◦ versus temperature for DB2447 with
AAAGTTT DNA, and the linear fit yields a ∆Cp of −285 M−1 K−1. The listed binding enthalpies
are an average of two independent experiments, and the values are reproducible within a 10%
experimental error.

3.8. The Effects of AT Flanking Sequence Variations on DB2447 Binding Thermodynamics

In Figure 11, the effects of the four sequences with different AT sequences flanking the
single G•C bp binding site are shown. Determination of the ITC ∆Hb

◦ and the SPR ∆Gb
◦

(Figure 4) allows calculation of the ∆Sb for each sequence (Figure 11). The -AAAGTTT-
sequence has the most favorable ∆Gb

◦ and with a substantial ∆Sb
◦, which is why it is the

best binding sequence. The AATGAAT sequence has a similar ∆Hb
◦ but a smaller ∆Sb

◦ with
a decreased ∆Gb

◦. With AAAGTTT and ATAGTAT, the binding ∆Hb
◦ is decreased but the

∆Sb
◦ is higher than with AATGAAT. With AAAGTTT, the binding becomes entropy-driven,

and binding to AAATTT is shown as a strongly entropy-driven reference (Figure 11).
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Figure 11. (A) ITC data for the titration of DB2447 with different single G•C base-pair-containing
mixed DNA sequences in 50 mM Tris-HCl, 100 mM NaCl, 1 mM EDTA buffer, pH 7.4 at 25 ◦C.
(B) Comparison of thermodynamic parameters, ∆Gb

◦, ∆Hb
◦, and T∆Sb

◦, of DB2447 with different
single G•C base-pair-containing mixed DNA sequences. The plotted thermodynamic parameters
are an average of two independent experiments, and the values are reproducible within a 10%
experimental error. Full DNA sequences as described in Figure 2.

3.9. Thermodynamic Effects in the Binding of the Pyridyl Diamidine Compounds

The three compounds have similar thermodynamics with DB2502 having a slightly
larger ∆Gb

◦, while the value is smallest with DB2448 (Figure 12). DB2447 has the most
favorable ∆Hb

◦, suggesting that the unsubstituted amidines form the most favorable H-
bonds. DB2502 has the most favorable ∆Sb

◦, indicating that the large tetrahydropyrimidine
displaces the most water from the minor groove on binding.

130



Life 2022, 12, 681Life 2022, 12, x FOR PEER REVIEW 16 of 22 
 

 

 
Figure 12. (A) ITC data for the titration of DB2447, DB2448, and DB2502 with AAAGTTT DNA se-
quence in 50 mM Tris-HCl, 100 mM NaCl, 1 mM EDTA buffer, pH 7.4 at 25 °C. (B) Comparison of 
thermodynamic parameters, ΔGb°, ΔHb°, and TΔSb°, of DB2447, DB2448, and DB2502 with 
AAAGTTT. The plotted thermodynamic parameters are an average of two independent experi-
ments, and the values are reproducible within a 10% experimental error. 

3.10. Competition Electrospray Ionization Mass Spectrometry (ESI-MS) of DB2447 
Competition MS allows high-throughput screening for the comparison of binding of 

compounds to a panel of DNA sequences for the evaluation of relative affinity and selec-
tivity [53,54]. The dashes represent zero, one, or two G•C bps with the AAA-- TTT se-
quences used. In Figure 13A, the free DNA peaks are shown for AAATTT (m/z 6684), 
AAAGTTT (m/z 7302), and AAAGCTTT (m/z 7921). After the addition of DB2447, the in-
tensity of the peak for AAAGTTT (m/z 7302) is reduced with the appearance of a new peak 
at m/z 7672, which is the characteristic of a 1:1 AAAGTTT–DB2447 complex (Figure 13B). 
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to -AAAGTTT- is seen. There is no appearance of other DNA–ligand complex peaks at 
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Figure 12. (A) ITC data for the titration of DB2447, DB2448, and DB2502 with AAAGTTT DNA
sequence in 50 mM Tris-HCl, 100 mM NaCl, 1 mM EDTA buffer, pH 7.4 at 25 ◦C. (B) Comparison
of thermodynamic parameters, ∆Gb

◦, ∆Hb
◦, and T∆Sb

◦, of DB2447, DB2448, and DB2502 with
AAAGTTT. The plotted thermodynamic parameters are an average of two independent experiments,
and the values are reproducible within a 10% experimental error.

3.10. Competition Electrospray Ionization Mass Spectrometry (ESI-MS) of DB2447

Competition MS allows high-throughput screening for the comparison of binding of
compounds to a panel of DNA sequences for the evaluation of relative affinity and selectiv-
ity [53,54]. The dashes represent zero, one, or two G•C bps with the AAA-TTT sequences
used. In Figure 13A, the free DNA peaks are shown for AAATTT (m/z 6684), AAAGTTT
(m/z 7302), and AAAGCTTT (m/z 7921). After the addition of DB2447, the intensity of
the peak for AAAGTTT (m/z 7302) is reduced with the appearance of a new peak at m/z
7672, which is the characteristic of a 1:1 AAAGTTT–DB2447 complex (Figure 13B). This
is in agreement with the ∆Tm and SPR results that show stronger binding to the single
G•C bp sequence. At the 1:1 ratio of compound-to-DNA in this experiment, only binding
to -AAAGTTT- is seen. There is no appearance of other DNA–ligand complex peaks at
this compound-to-DNA ratio. As the ratio is increased beyond that in Figure 13, binding
to other, less favored sequences begins to be observed. The observed ESI-MS spectra
strongly indicate the high sequence specificity and affinity of DB2447 for the single G•C
bp sequence.
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Figure 13. ESI-MS negative mode spectra of the competition binding of sequences AAATTT,
AAAGTTT, and AAAGCTTT (10 µM each), with 30 µM DB2447 in buffer (100 mM ammonium
acetate with 10% methanol (v/v), pH 6.8). (A) The ESI-MS spectra of free DNA mixtures; (B) the
ESI-MS spectra of DNA mixtures with DB2447. The ESI-MS results are deconvoluted spectra, and
molecular weights are shown with each peak.

4. Discussion

Over the last 50 years, there have been extensive studies on the interaction of a broad
range of minor groove binders with DNA. Most of these compounds, especially those in the
initial studies such as netropsin, DAPI, and Hoechst 33258 (Figure 1A), have been specific
for binding to pure AT bp sequences, especially with A-tract type sequences. In the project
described in this paper, the studies have been broadened to include new compounds from
our laboratories that were designed to include a pyridine group with the goal to add a G•C
bp to the traditional AT recognition sequence (Scheme 1, Figure 1C). The DNA sequences
were also designed to include variations in the AT bp sequences that flank the G•C bp
(Figure 3) to probe the effects of flanking sequences on affinity and specificity in binding.
The pyridine group has been incorporated in the minor groove binders to complex with the
G-NH that protrudes into the minor groove. One control compound has a phenyl in place
of the pyridine to quantitatively evaluate the pyridine effects. The terminal cationic groups
on the compounds (Figure 1) were varied to determine their role in DNA recognition.
The compounds have either amidines, imidazolines, tetrahydropyridines, or, in one case,
a combination of one amidine and one amide for a total of five compounds. The DNA
samples included in the studies have zero, one, or two central GC base pairs with various
flanking AT sequences (Figure 2). The combination gives five compounds and 12 DNA
sequences for broad comparison with thermal melting, SPR, ITC, and combination MS
methods under a variety of salt concentration and temperature conditions.
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The ∆Tm results present a complete but low-resolution picture of all five compounds
with the 12 DNA samples. For all of the pyridine derivatives, the single GC sequences have
the highest ∆Tm values, and the highest of all is obtained with the -AAAGTTT- sequence
(Figure 4, Table S1). It clearly has the optimum combination of groove width, curvature,
and placement of H-bond acceptor groups in the minor groove to interact with the pyridine-
substituted compounds (Figure 1C). With DB2447, for example, the ∆Tm with -AAAGTTT-
is 14 ◦C, while the ∆Tm values for all other single G DNAs are between 5 and 7, about
one-half the -AAAGTTT- ∆Tm. In all cases, the alternating AT sequence -ATAGTAT- has the
lowest ∆Tm values with all DNA sequences. This sequence has a significantly wider minor
groove width than -AATGTTT- and is a less favorable binding site for these types of minor
groove binders (Figure 3). DB2448, with imidazoline cationic groups, binds a little weaker
than the amidine, but it has excellent selectivity and only has a significant ∆Tm with single
G•C sequences. DB2502 with tetrahydropyrimidine terminal cations binds more strongly
than the other two compounds but with lower specificity. Ab initio calculations on the
three pyridine dications indicate that DB2448 is the most planar structure while DB2502 is
the least planar. DB2559 with the pyridine replaced with a phenyl binds best to pure AT
sequences as expected. It has the best binding with -AAATTT-, while all other pure AT
sequences only have about one-half of the ∆Tm of -AAATTT-.

Biosensor-SPR methods provide more quantitative binding results than the ∆Tm
values but they are in qualitative agreement (Figures 4 and 5). The KD for DB2447 with
-AAAGTTT- is 1.8 nM, and results with -AAAGAAA- and AATGAAT are ten-fold higher,
in agreement with their lower ∆Tm values. As with ∆Tm, the weakest binding is seen
with -ATAGTAT- with a KD of 68 nM. The same trend is observed with the other pyridine
compounds with the ∆Tm results: DB2448 binds slightly weaker but with greater selectivity,
while DB2502 binds slightly more strongly but with lower selectivity. DB2559 binds best to
pure AT sequences and, as expected, it has the strongest binding to -AAATTT-.

Given that -AAAGTTT- is the best binding sequence, more detailed thermodynamic
studies were conducted with it and DB2447 to determine what components are most
important for complex formation. As is typical of many biological complexes that are
formed from numerous relatively weak interactions, the pyridine DB2447 complex in this
set has a large negative heat capacity for complex formation, −248 cal/mol deg. With
DB2447, the ∆Hb

◦ and −T∆Sb values are −6.8 and −5.1 kcal/mol at 25 ◦C, respectively. As
expected from the negative heat capacity, the values at 40 ◦C are −11.4 and −0.90 kcal/mol
and the compensating changes maintain an almost constant ∆Gb

◦. This agrees with the
thermodynamics for other minor groove binders that interact with a G•C bp and indicates
an enthalpy-driven complex stabilized by an array of H-bonding, van der Waals, and
electrostatic interactions [22,55]. With compounds such as DB75 that recognize only AT
bp sequences, the binding entropy is the dominant component of the complex formation
due to the release of water from the minor groove AT sites [49]. With DB2559, for example,
the ∆Hb

◦ and −T∆Sb
◦ values are approximately −4 (Figure S6) and −6 kcal/mol at

25 ◦C, respectively, and the difference is even larger with DB75, approximately −2 and
−7 kcal/mol, respectively [49]. The clear conclusion from the available results then is that
adding a G•C bp to a minor groove binder recognition sequence significantly increases the
binding enthalpy and reduces the binding entropy. A similar thermodynamic shift was
seen with DB293 and DB2277 [22,55]. With an -AATT- sequence, however, DB293 binds as
an entropy-driven complex [56]. In all of these systems, the binding energetics shift more to
energetic emphasis on H-bond formation through the G-NH to compound acceptor group
and more to water release and entropy in a pure AT minor groove sequence.

Strong support for the highly selective binding of DB2447 to -AAAGTTT- is seen in
competition mass spectroscopy experiments (Figure 13). This is in agreement with the ∆Tm
and SPR results that show stronger binding to the single G•C sequence. To help better
understand the structural basis of molecular recognition of DNA sequences with a GC
bp in an AT flanking sequence context, a molecular dynamics (MD) simulation for a com-
plex of the pyridine compound, DB2447, with the DNA sequence ds[5′-CCAAAGTTTGG-
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3′)(5′CCAAACTTTGG-3′)] was conducted (Figure 14). Force constants for DB2447 were
determined as described previously and added to the force field for the simulation [57,58].
The MD simulation was performed by using Amber 16 in the presence of 0.15 M NaCl as
previously described. The DB2447 complex can dynamically orient to provide favorable
curvature to the DNA complex and interactions between the compound and DNA. The
pyridine N and amidine -NH groups are positioned for strong H-bonds with the -G-NH
(3.1 A) and -two T=O (2.9–3.0 A) groups at the floor of the minor groove (Figure 14). The
H-bonding ability, stacking with the minor groove walls, and dynamics of the bound sys-
tem help provide the high binding affinity of DB2447 to the -AAAGTTT- binding site. The
strong G-NH to pyridine N H-bond provides high binding selectivity of DB2447 toward
the AAAGTTT sequence, in agreement with the ESI-MS results. Additional selectivity in
binding is provided by −CH groups of the two phenyls that point into the minor groove
(Figure 14B). The −CH groups form a dynamic weak interaction with −dT=O that are
adjacent to the central G·C bp. The combination of weak to strong interactions in the
complex gives the large negative heat capacity and strong binding of DB2447.
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CCAAACTTTGG-3′)] complex from MD simulations. The sphere model in a green-white-blue-
red-yellow (C-H-N-O-S) color scheme represents DB2447. The DNA bases are represented in a ball
and stick and ribbon model with a cyan-white-red-blue-orange (C-H-O-N-P) color scheme. (B) The im-
portant interactions between different sections of the DB2447–DNA complex are illustrated. DB2447
forms three direct H-bonds (black dashed lines) with DNA bases. Red lines indicate compound
aromatic -CH interactions with -T=O groups.

For drug design, it is essential to understand the effects of solution conditions on
minor groove binder–DNA complexes. The equilibrium constant, KA, decreases as the salt
concentration is increased as with other minor groove binders. As expected, the slope of a
logKA versus log[Na+] plot is linear with a slope of 1.6 (Figure 6). The enthalpy change,
∆Hb

◦, is affected by a very small amount with changes in salt concentration. The effects
of salt concentration on ∆Gb

◦ and T∆Sb
◦ are complementary and amount to about a one-

kilocalorie decrease as the salt concentration increases from 100 to 500 mM NaCl. As the
temperature increases, however, ∆Hb

◦ becomes much more negative and the heat capacity
for binding is a large negative value for binding a small molecule.

ITC experiments were also used to evaluate the effects of the DNA sequence on the
binding of DB2447. The results show (Figure 11) that the -AAAGTTT- sequence has substan-
tial ∆Hb

◦ and ∆Sb values and the most favorable ∆Gb
◦, which is why it is the best binding

sequence. The -ATAGATA- sequence has a relatively small ∆Hb
◦ and ∆Sb that sum to give

it the lowest ∆Gb
◦ value of all the single G sequences. Evaluation of the three pyrimidine
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diamidine compounds shows that they all have similar binding thermodynamics. DB2502
has the most favorable ∆Sb, indicating that the cyclic tetrahydropyrimidine group displaces
the most water from the minor groove on binding. DB2448 has the lowest ∆Sb that sums
with its ∆Hb

◦ to give it the lowest ∆Gb
◦ of the three compounds.

In summary, the results presented here show that minor groove binding thermody-
namics depends on both compound structure and DNA sequence.

Supplementary Materials: The following supporting information can be downloaded at: https:
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sensorgrams, and affinity binding curves for DB2447, DB2448, DB2449, DB2502, and DB2559; SPR
equilibrium dissociation constants (KD, nM) data table for DB2447 and analogs with pure A·T and
mixed DNA sequences; ITC of DB2559 and DB2448 with AAATTT sequence; 1H NMR spectra of
final products. Figure S1: Comparison of equilibrium binding constants (KD, M) of DB2447 with
pure AT and mixed single/two G•C base pair(s) containing DNA sequences; Figure S2: Comparison
of equilibrium binding constants (KD, M) of DB2559 with pure AT and mixed single G•C base-pair
containing DNA sequences; Figure S3: Comparison of equilibrium binding constants (KD, M) of
DB2448 with mixed single/two G•C base pair(s) containing DNA sequences; Figure S4: Comparison
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Abstract: High pressure deep subsurface environments of Mars may harbor high concentrations of
dissolved salts, such as perchlorates, yet we know little about how these salts influence the conditions
for life, particularly in combination with high hydrostatic pressure. We investigated the effects of
high magnesium perchlorate concentrations compared to sodium and magnesium chloride salts and
high pressure on the conformational dynamics and stability of double-stranded B-DNA and, as a
representative of a non-canonical DNA structure, a DNA-hairpin (HP), whose structure is known
to be rather pressure-sensitive. To this end, fluorescence spectroscopies including single-molecule
FRET methodology were applied. Our results show that the stability both of the B-DNA as well
as the DNA-HP is largely preserved at high pressures and high salt concentrations, including the
presence of chaotropic perchlorates. The perchlorate anion has a small destabilizing effect compared
to chloride, however. These results show that high pressures at the kbar level and perchlorate anions
can modify the stability of nucleic acids, but that they do not represent a barrier to the gross stability
of such molecules in conditions associated with the deep subsurface of Mars.

Keywords: B-DNA; DNA-hairpin; perchlorates; brines; pressure; Mars; habitability

1. Introduction

Investigating the chemical and physical limits of life and its associated biomacro-
molecules allows us to assess the habitability of extraterrestrial environments with respect
to known life on Earth [1]. A large number of organisms thrive under extreme conditions
on Earth, such as in the deep ocean, the subseafloor, in marine hydrothermal vents and
volcanic environments, which are also suggested to be candidate locations for the origin of
life. Extremophilic organisms on Earth, such as halophiles (salt-loving microorganisms),
psychrophiles (cold-loving organisms) or piezophiles (pressure-loving microorganisms),
as encountered in the deep sea where pressures up to about 1000 bar are encountered, are
found in all three domains of life [1–5].

One of the requirements for life as we know it is the presence of liquid water. There is
now abundant evidence of periods of surface water on ancient Mars, and more controversial
suggestions of liquid water on present-day Mars, including in the deep subsurface [1,6–8].
In addition to any geochemical stressors, deep subsurface water on Mars would also be
subjected to pressurization, which would be ∼1 kbar at the base of the cryosphere if it
reached a depth of 10 km [6]. Such deep subsurface environments have been proposed to
harbor high concentrations of dissolved salts, yet we know little about how such brines
shape the conditions for life. One particular anion found ubiquitously on Mars is perchlo-
rate, ClO4

− [9–11]. Perchlorate salts, such as Mg(ClO4)2, exhibit deep eutectic temperatures
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allowing for the presence of liquid water at temperatures as low as −70 ◦C. Perchlorates
are known to act as chaotropes, perturbing the structure of water and its hydrogen bonding
capacity [12], and might, hence, affect biomolecular hydration, structure, dynamics and
function. To advance our understanding of the ability of subsurface environments of Mars
to support life, we need to examine the combination of strong ionic effects imposed by
these salts and high hydrostatic pressures (HHP).

Previous studies have demonstrated deleterious effects of perchlorates on the activity
of enzymes such as α-chymotrypsin (α-CT) at ambient conditions [10,11,13]. Conversely,
stabilizing salts, such as magnesium sulfate, MgSO4, have been shown to increase the ac-
tivity and structural stability of α-CT [11]. We demonstrated that high pressures increase
the enzymatic activity of α-CT, even in the presence of high perchlorate concentrations,
and the results suggested that HHP may increase the habitability of environments under
perchlorate stress. In another study, we investigated the binding of the small ligand
8-anilinonaphthalene-1-sulfonic acid (ANS) to the protein bovine serum albumin (BSA)
at ambient and low temperatures, and at high pressure conditions in the presence of
ions associated with the surface and subsurface of Mars [14]. We found that salts such
as MgCl2 and MgSO4 only slightly affect protein–ligand complex formation. In contrast,
Mg(ClO4)2 strongly affects the interaction between ANS and BSA, leading to a change in
stoichiometry and strength of ligand binding. Remarkably, both a decrease in temperature
and an increase in pressure favor the ligand binding process. Ligand binding studies of
the complex formation between the ligand thioflavin T (ThT) and tRNA in the presence of
Martian salts showed a strong reduction in the binding constant as well [15]. This effect is
largely due to the interaction of ThT with the salt anions, which leads to a strong decrease
in the activity of the ligand. Remarkably, the pressure favored ligand binding regardless
of the type of salt [15]. Studies of the effect of Martian-like salts on biomolecular protein
condensates based on liquid-liquid phase separation (LLPS) phenomena, which might
also have played a significant role during protocell formation under prebiotic conditions,
showed that the driving force for phase separation of dense protein solutions is not only
sensitively dictated by the amino acid sequence of the polypeptide, but also strongly
influenced by the type of salt and its concentration [16]. We showed that at high salin-
ity, as encountered in Martian soil, short-range interactions, ion correlation (e.g., ion
pairing) effects and hydrophobic interactions can sustain LLPS for suitable polypeptide
sequences. We have also seen that spatial confinement, such as narrow pores in sedi-
ments or water pools, can dramatically stabilize the droplet phase [16]. In a subsequent
study of these Martian salts on lipid-based compartments, viz. model biomembranes, we
could show that the fluidity, lateral organization and morphology of lipid membranes
are largely affected under extreme salt and pressure conditions relevant to Mars-like
environments [17].

The effect of high concentrations of Mars-like salts on the stability of nucleic acids
is still largely unknown. Pressure is known to have a small stabilizing, destabilizing or
no effect on the structure of the B-DNA, depending on the temperature and salt concen-
tration [18–23]. Recently, it was found that non-canonical nucleic acid structure, such
as DNA-hairpins (DNA-HP) and G-quadruplexes, are much more pressure-sensitive,
however [24–32]. Single-molecule Förster resonance energy transfer (sm-FRET) measure-
ments [33] were used to directly measure the population distribution of DNA-HPs at HHP
conditions. The pressure sensitivity of such structures is due to a conformational transition
from a closed state to an open state, which is accompanied by a volume decrease, ∆V, in
the order of −10 to −30 mL mol−1 [28,32].

Here, we present first data on the effect of high concentrations of Mg(ClO4)2 compared
to NaCl and MgCl2 and high hydrostatic pressures on the conformational dynamics and
stability of B-DNA and, as a representative of a non-canonical DNA structure, a DNA-HP.
To this end, high-pressure UV-absorption spectroscopic and sm-FRET experiments were
carried out.
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2. Materials and Methods

The oligomeric nucleic acids used in this study were purchased from biomers.net
(Ulm, Germany). The sequences are given below:

HP1: 5′-TGG CGA CGG CAG CGA GGC TTA GCG GCA (A)30 AGC CGC X-3′ (X is
T-Atto 550); HP2: 5′-GCC TCG CYG CCG TCG CCA-3′ (Y is T-Atto 647N); A: 5′-GGA CTA
GTC TAG GCG AAC GTT TAA GGC GAT CTC TGT TTA CAA CTC CGA-3′; B: 5′-TCG
GAG TTG TAA ACA GAG ATC GCC TTA AAC GTT CGC CTA GAC TAG TCC-3′.

TrisHCl, TrisBase, NaCl, NaClO4, MgCl2 and Mg(ClO4)2 were purchased from Sigma-
Aldrich (Darmstadt, Germany). The double-stranded DNA samples were prepared by
mixing 20 µL of 100 µM solution of strand A and the same amount of the complementary
strand B with 360 mM buffer containing 20 mM TrisHCl at pH 7.5 and 15 mM NaCl. The
solution was heated to 95 ◦C for 5 min and subsequently cooled down to 25 ◦C at a rate
of 1 ◦C min−1 to ensure proper annealing. For the UV-absorption measurements, 100 µL
of this solution was added to 300 µL of buffer containing the required amount of salt to
achieve a final concentration of 250 mM (or 15 mM) salt and 1.25 µM double-strand DNA.

Annealing of the DNA-HP for the single-molecule FRET microscopy experiments was
carried out in a similar way. One microliter of each strand (HP1 and HP2) at a concentration
of 100 µM was diluted in 100 µL of 20 mM TrisHCl pH 7.5 buffer with 15 mM NaCl. The
annealed strands were kept at −80 ◦C for storage. Before the measurements, the 1 µM
annealed stock solution was diluted to yield the desired low concentration for the single-
molecule measurements of about 50–100 pM in 20 mM TrisHCl pH 7.5 buffer including the
required concentration of salts.

The fluorescence microscopy setup and pressure apparatus used for the sm-FRET
measurements was described in detail elsewhere [32]. The UV-spectroscopic measurements
were performed using a Perkin Elmer Lambda 25 spectrometer. For the temperature
dependent measurements at different pressure points, a home-made cylindrical stainless-
steel pressure cell with two quartz glass windows (1 cm thickness) and water-thermostat for
temperature control (Julabo Hl F32) was used. The path-length of the sample cell was 1 mm.
Pressure was applied via a piston-pump using water as pressurizing medium. To separate
the sample from the pressurizing medium, a drop of oil was applied to the connection of
the pressure pump. Before the sample measurements, the spectrometer was blanked with
the corresponding buffer.

3. Results and Discussion

We show the combined effects of pressure and high concentrations of the salts MgCl2
and Mg(ClO4)2 on the stability, as expressed in increases in the melting temperature, Tm, of
two different classes of nucleic acid structures, a 48 bp B-DNA and an adenine DNA-HP.
Figure 1A,B show, as representative examples, melting curves of the 48 bp B-DNA in
buffer consisting of 15 mM NaCl, 20 mM Tris pH 7.5, at 1 bar and at 1500 bar, respectively.
Figure 1C shows the pressure dependence of Tm-values obtained including experiments
carried out at high salt concentrations, viz. 250 mM NaCl, 250 mM MgCl2 and 250 mM
Mg(ClO4)2. The addition of 250 mM NaCl increases Tm from 68.7 ± 0.1 ◦C to 80.0 ± 0.3 ◦C
at ambient pressure. The salt MgCl2, at 250 mM, shows a similar strong stabilizing effect
(Tm = 78 ± 2 ◦C). The addition of 250 mM Mg(ClO4)2 increases Tm from 68.7 ± 0.1 ◦C to
73 ± 4 ◦C only (Figure 1C), indicating a decreased stability compared to the presence of
250 mM NaCl.

The salts NaCl and Mg(ClO4)2 show a similar pressure dependence of the Tm-values
of the B-DNA (consisting of almost equal GC (23/48) and AT (25/48) bp) at 250 mM salt
concentration. In both cases, Tm increases at a rate of about 10 ◦C/kbar. Conversely,
in buffer solution we found the melting temperature to increase less dramatically with
pressure (~3 ◦C/kbar) (Figure 1C). This finding is in good agreement with studies on
poly(A-T) and poly(C-G) DNA, showing an increase in Tm of 3–4 ◦C/kbar [34].
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Figure 1. Pressure dependent melting curves of a 48 bp B-DNA. (A) shows the melting curve in
buffer (15 mM NaCl, 20 mM Tris, pH 7.5) at 1 bar, (B) shows the melting curve at 1500 bar. (C) shows
the pressure dependence of all Tm-values obtained from BOLTZMANN fits including experiments
carried out at high salt contents (250 mM NaCl, 250 mM MgCl2 and 250 mM Mg(ClO4)2). The
maximum temperature measured was limited to 92 ◦C; therefore, Tm data at 1500 bar obtained from
the Boltzmann fits can only be considered approximations, since a distinct second plateau was not
reached. (D) shows the corresponding VAN’T HOFF melting enthalpies obtained for the measurement
in buffer solution.

The VAN’T HOFF melting enthalpy, ∆HvHoff, was obtained by using a Boltzmann fit
of the melting curves for a two-state helix-to-coil transition. Figure 1D depicts the data
for the measurement in buffer solution as a function of pressure, showing ∆HvHoff values
around 250 kJ mol−1 within the accuracy of the experiment (± 100 kJ mol−1). Owing to the
absence of nice S-shaped melting curves at high salt concentration due to the high melting
temperatures reached at high pressures, ∆HvHoff values could not be determined for these
samples. Using the Clapeyron equation

dTm

dp
=

∆V
∆H/Tm

(1)

The volume change, ∆V, upon melting of the B-DNA construct in pure buffer solution
can be calculated. We obtained ∆V ≈ +18 mL mol−1, which is about the molar volume of
one water molecule, only. The positive sign of ∆V is in line with the observed stabilization
of the folded duplex state upon pressurization. Such stabilization is quite expected as, in
contrast to proteins, canonical DNA structures (having Tm-values > 50 ◦C) are generally
stabilized by hydrostatic pressure [18,19] owing to their dense packing and stabilization via
H-bonding and π-π-stacking interactions, which are marginally affected by pressure, only.
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The volumetric properties of nucleic acids seem to be essentially determined by the state of
hydration of the counterions that are accumulated in their vicinity, the specific contribution
of the counterions depending on their identity (charge density, polarizability, size) and the
structure of the nucleic acid sequence [18,19,23]. Significant stabilization was observed in
the presence of high concentrations of the sodium and magnesium salts, which is even
more pronounced at high pressure of 1500 bar, where the melting temperature reaches
about ~97 ◦C in the presence of 250 mM NaCl. A similar observation was made in the
presence of 250 mM MgCl2 for which no melting of the B-DNA was observed below 100 ◦C
at 1500 bar. These data indicate a similar strong stabilization effect of the B-DNA by Na+

and Mg2+ with Cl− as counterion at ambient pressure, a further increase in stability at high
pressures for the Mg2+ cation, however. The comparison with the 250 mM Mg(ClO4)2 data
indicate that the perchlorate anion, ClO4

−, imposes a slight destabilizing effect compared
to Cl−. The similarity of Clapeyron slopes, dTm/dp, suggests similar volume and enthalpy
changes upon melting, however. The increase in Clapeyron slope in the presence of salts
can be explained by an increase in ∆V and/or decrease in ∆H, which could be due to
differential hydration effects in these salt solutions.

To unveil the influence of typical Martian salts like perchlorates on the conformational
dynamics of non-canonical nucleic acids at elevated pressure conditions, we studied their
effect on the stability of a DNA-HP. DNA-hairpins are common secondary structure motifs
that play important roles in gene expression, DNA recombination, and transposition [35]. To
be able to differentiate between different conformational states of the system, we employed
the single-molecule FÖRSTER resonance energy transfer (sm-FRET) technique, which also
allows pressure dependent measurements to be carried out using special pressure-resistant
quartz capillaries. For experimental details, please refer to [28–34]. Peaks in the recorded
FRET efficiency histograms are related to conformations with different spatial separations,
R, of the two attached fluorescent dyes, yielding different FRET efficiencies, E, according to
E = R6

0·
(

R6
0 + R6)−1. The FÖRSTER radius, R0, is the distance at which 50% of the excited

donor molecules will be deactivated; here, R0 = 6.5 nm for the fluorophores used, Atto
550 and Atto 647N. According to the FRET efficiency analysis, individual hairpins remain
in a low (E ≈ 0.3) or a high (E ≈ 0.90) FRET state, which correspond to the open and
the closed (native) conformation of the DNA-HP, respectively. We found that over the
whole pressure range covered (1–1500 bar), the hairpin stays always in an equilibrium
between the open and closed conformation in neat buffer solution. As seen in Figure 2A,
upon pressurization, the structure of the DNA-HP gets destabilized, leading to a shift in
the conformational equilibrium towards the open, unfolded state. At high hydrostatic
pressure (1500 bar), the population of the open conformation increases up to ~60%, which
corresponds to a volume change, ∆V, for the helix-to-coil transition of about −18 mL
mol−1, in agreement with the literature data [32]. Significant changes were observed in the
presence of MgCl2 and Mg(ClO4)2 salt. When adding even low salt concentrations such as
6 mM MgCl2, only the native, closed conformation is detectable in the FRET histogram at
1 bar, and the conformation remains stable even up to pressures of 1500 bar (Figure 2B).
Conversely, in the case of 6 mM Mg(ClO4)2, both open and closed conformers are detectable
at ambient pressure, the population of the closed and open states being about 80% and
20%, respectively (Figure 2C). Furthermore, unlike the scenario in neat buffer condition,
the fraction of closed conformation of the DNA-HP remains essentially constant up to
the maximum pressure reached, indicating that stabilization of the DNA-HP structure is
not only driven by the divalent cation, but also affected by the corresponding counterion.
Furthermore, the perchlorate leads to a small destabilizing effect of the native conformation
of the DNA-HP compared to MgCl2, resulting in a small population of unfolded states. The
population distribution does not change with pressure, suggesting that the magnitude of
the volume change decreased, rendering ∆V negligible.
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Figure 2. Pressure dependent FRET distribution histograms of the DNA-hairpin (A) in buffer, (B) in
6 mM MgCl2 and (C) in 6 mM Mg(ClO4)2. The buffer was 20 mM TrisHCl, pH 7.5. The measurements
were carried out at 25 ◦C. Please note, that sm-FRET measurements in the high-pressure capillary
are a bit noisier and broadened compared to the ambient pressure measurements on a coverslip
(Figure 3).
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Figure 3. FRET histograms of the DNA-hairpin in the presence of different salt concentrations:
(A) NaCl, (B) NaClO4, (C) MgCl2 and (D) 15 mM NaCl + Mg(ClO4)2 at ambient pressure and
temperature (T = 25 ◦C).

Altogether, we found that the salt effects observed were dependent on the chemistry
of the salt and the internal architecture of the nucleic acid structure. In the case of the
canonical nucleic acid conformation, the double-stranded B-DNA, perchlorate anion lowers
the stability of the double-strand compared to the chloride, probably due to weak (stacking)
interactions of this highly polarizable, almost hydrophobic anion with nucleic acid bases.
Furthermore, the stability in the presence of NaCl is higher compared to both MgCl2 and
Mg(ClO4)2 at the same salt concentration. Hence, the stability is not only dependent on
the cation but also on its counterion. On the other hand, the folded state of the DNA-
HP is more efficiently stabilized in the presence of MgCl2 and Mg(ClO4)2 compared to
the corresponding sodium salts, which suggests that the extra conformational stability is
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gained by the divalent cation, which is also in accordance with earlier studies [36] reporting
that DNA and RNA helices are stabilized more effectively by Mg2+ than by Na+. The
salt-dependent sm-FRET data presented for the DNA-HP in Figure 3 clearly show that the
addition of NaCl and NaClO4 has a similar effect on the conformational stability of the
DNA-HP, leaving a small population of unfolded states (~20%) still present at 250 mM
salt concentration. Conversely, the MgCl2 and Mg(ClO4)2 salts lead to a more effective
stabilization of the folded structure of the DNA-HP.

4. Concluding Remarks

Taken together, we found that significant stabilization of the B-DNA and DNA-HP
is gained in the presence of all salts, even those including the chaotropic perchlorate
anion, the degree of stabilization depending both on the cation and its counterion. The
perchlorate imposes a destabilizing effect compared to the chloride salts, which is still small
at high (250 mM) salt concentrations. Pressure has a minor influence on the conformational
dynamics of the DNA-HP in the presence of high salt concentration. The stability of the B-
DNA in the presence of high salt increases still significantly at high pressures, in particular
in the presence of MgCl2. This suggests that the salt induces a more compact packing
by reducing the repulsive interaction between the backbone’s phosphate groups through
effective charge screening and different hydration characteristics of the DNA. Hence, these
results show that Mars-relevant salts confer small-scale changes in the stability of nucleic
acids at pressures up to the kbar level, which may imply some biochemical adaptations
to adjust, but that nucleic acids remain fundamentally stable under potential subsurface
Martian conditions. This suggests that biochemical adaptation to high pressure, perchlorate
rich environments should predominantly be seen in lipid membranes and proteins as they
exhibit higher sensitivity to such conditions than nucleic acids.

Author Contributions: Conceptualization, R.W. and C.S.C.; experiments and data analysis, J.-M.K.
and S.K.M.; discussion and writing, J.-M.K., S.K.M., S.G., C.S.C. and R.W. All authors have read and
agreed to the published version of the manuscript.

Funding: R.W. received funding from the European Union’s Horizon 2020 research and innovation
programme under the Marie Skłodowska-Curie grant agreement No 801459—FP-RESOMUS and
was funded by the Deutsche Forschungsgemeinschaft (DFG) under Germany’s Excellence Strategy
—EXC 2033—390677874—RESOLV. C.S.C. acknowledges support from the Science and Technology
Facilities Council (grant ST/V000586/1). S.G. was supported by an EPSRC studentship.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Cockell, C.S. Astrobiology: Understanding Life in the Universe; Wiley-Blackwell: Oxford, UK, 2020.
2. Harrison, J.P.; Gheeraert, N.; Tsigelnitskiy, D.; Cockell, C.S. The limits for life under multiple extremes. Trends Microbiol. 2013, 21,

204–212. [CrossRef] [PubMed]
3. Daniel, I.; Oger, P.; Winter, R. Origins of life and biochemistry under high-pressure conditions. Chem. Soc. Rev. 2006, 35, 858–875.

[CrossRef] [PubMed]
4. Oger, M.; Jebbar, M. The many ways of coping with pressure. Res. Microbiol. 2010, 161, 799–809. [CrossRef] [PubMed]
5. Meersmann, F.; Daniel, I.; Bartlett, D.H.; Winter, R.; Hazael, R.; McMillan, P.F. High-Pressure Biochemistry and Biophysics. Rev.

Mineral. Geochem. 2013, 75, 607–648. [CrossRef]
6. Clifford, S.M.; Lasue, J.; Heggy, E.; Boisson, J.; McGovern, P.; Max, M.D. Depth of the Martian cryosphere: Revised estimates and

implications for the existence and detection of subpermafrost groundwater. J. Geophys. Res. 2010, 115, E07001. [CrossRef]

145



Life 2022, 12, 677

7. Orosei, R.; Lauro, S.E.; Pettinelli, E.; Cicchetti, A.; Coradini, M.; Cosciotti, B.; Di Paolo, F.; Flamini, E.; Mattei, E.; Pajola, M.; et al.
Radar evidence of subglacial liquid water on Mars. Science 2018, 361, 490–493. [CrossRef]

8. Orosei, R.; Ding, C.; Fa, W.; Giannopoulos, A.; Hérique, A.; Kofman, W.; Lauro, S.E.; Li, C.; Pettinelli, E.; Su, Y.; et al. The global
search for liquid water on Mars from orbit: Current and future perspective. Life 2020, 10, 120. [CrossRef]

9. Hecht, M.H.; Quinn, R.C.; West, S.J.; Young, S.M.M.; Ming, D.W.; Catling, D.C.; Clark, B.C.; Boynton, W.V.; Hoffman, J.;
DeFlores, L.P.; et al. Detection of perchlorate and the soluble chemistry of martian soil at the Phoenix lander site. Science 2009,
325, 64–67. [CrossRef]

10. Laye, V.J.; DasSarma, S. An antarctic extreme halophile and its polyextremophilic enzyme: Effects of perchlorate salts. Astrobiology
2018, 18, 412–418. [CrossRef]

11. Gault, S.; Jaworek, M.W.; Winter, R.; Cockell, C.S. High pressures increase α-chymotrypsin enzyme activity under perchlorate
stress. Commun. Biol. 2020, 3, 550. [CrossRef]

12. Lenton, S.; Rhys, N.H.; Towey, J.J.; Soper, A.K.; Dougan, L. Highly compressed water structure observed in a perchlorate aqueous
solution. Nat. Commun. 2017, 8, 919. [CrossRef] [PubMed]

13. Gault, S.; Cockell, C.S. Perchlorate Salts Exert a Dominant, Deleterious Effect on the Structure, Stability, and Activity of α-
Chymotrypsin. Astrobiology 2021, 21, 405–412. [CrossRef] [PubMed]

14. Jahmidi-Azizi, N.; Oliva, R.; Gault, S.; Cockell, C.S.; Winter, R. The Effects of Temperature and Pressure on Protein-Ligand Binding
in the Presence of Mars-relevant Salts. Biology 2021, 10, 687. [CrossRef] [PubMed]

15. Jahmidi-Azizi, N.; Gault, S.; Cockell, C.S.; Oliva, R.; Winter, R. Ions in the Deep Subsurface of Earth, Mars and Icy Moons: Their
Effects in Combination with Temperature and Pressure on tRNA-Ligand Binding, Int. J. Mol. Sci. 2021, 22, 10861. [CrossRef]

16. Fetahaj, Z.; Ostermeier, L.; Cinar, H.; Oliva, R.; Winter, R. Biomolecular Condensates under Extreme Martian Salt Conditions.
J. Am. Chem. Soc. 2021, 143, 5247–5259. [CrossRef]

17. Kriegler, S.; Herzog, M.; Oliva, R.; Gault, S.; Cockell, C.S.; Winter, R. Structural Responses of Model Biomembranes to Mars-
relevant Salts. Phys. Chem. Chem. Phys. 2021, 23, 14212–14223. [CrossRef]

18. Dubins, D.N.; Lee, A.; Macgregor, R.B.; Chalikian, T.V. On the stability of double stranded nucleic acids. J. Am. Chem. Soc. 2001,
123, 9254–9259. [CrossRef]

19. Son, I.; Shek, Y.L.; Dubins, D.N.; Chalikian, T.V. Hydration changes accompanying helix-to-coil DNA transitions. J. Am. Chem.
Soc. 2014, 136, 4040–4047. [CrossRef]

20. Wilton, D.J.; Ghosh, M.; Chary, K.V.A.; Akasaka, K.; Williamson, M.P. Structural change in a B-DNA helix with hydrostatic
pressure. Nucleic Acids Res. 2008, 36, 4032–4037. [CrossRef]

21. Girard, E.; Prangé, T.; Dhaussy, A.C.; Migianu-Griffoni, E.; Lecouvey, M.; Chervin, J.C.; Mezouar, M.; Kahn, R.; Fourme, R.
Adaptation of the base-paired double-helix molecular architecture to extreme pressure. Nucleic Acids Res. 2007, 35, 4800–4808.
[CrossRef]

22. Winter, R. Interrogating the Structural Dynamics and Energetics of Biomolecular Systems with Pressure Modulation. Ann. Rev.
Biophys. 2019, 48, 441–461. [CrossRef] [PubMed]

23. Akasaka, K.; Matsuki, H. (Eds.) High Pressure Bioscience; Springer: New York, NY, USA, 2015.
24. Fan, H.Y.; Shek, Y.L.; Amiri, A.; Dubins, D.N.; Heerklotz, H.; MacGregor, R.B.; Chalikian, T.V. Volumetric characterization of

sodium-induced G-quadruplex formation. J. Am. Chem. Soc. 2011, 133, 4518–4526. [CrossRef] [PubMed]
25. Takahashi, S.; Sugimoto, N. Effect of pressure on thermal stability of G-Quadruplex DNA and double-stranded DNA structures.

Molecules 2013, 18, 13297–13319. [CrossRef] [PubMed]
26. Takahashi, S.; Sugimoto, N. Effect of pressure on the stability of G-quadruplex DNA: Thermodynamics under crowding conditions.

Angew. Chem. Int. Ed. Engl. 2013, 52, 13774–13778. [CrossRef] [PubMed]
27. Takahashi, S.; Sugimoto, N. Pressure-dependent formation of i-motif and G-quadruplex DNA structures. Phys. Chem. Chem. Phys.

2015, 17, 31004–31010. [CrossRef] [PubMed]
28. Patra, S.; Anders, C.; Erwin, N.; Winter, R. Osmolyte Effects on the Conformational Dynamics of a DNA Hairpin at Ambient and

Extreme Environmental Conditions. Angew. Chem. Int. Ed. 2017, 56, 5045–5049. [CrossRef]
29. Knop, J.-M.; Patra, S.; Harish, B.; Royer, C.; Winter, R. The Deep Sea Osmolyte TMAO and Macromolecular Crowders Rescue

the Antiparallel Conformation of the Human Telomeric G-Quadruplex from Urea and Pressure Stress. Chem. Eur. J. 2018, 24,
14346–14351. [CrossRef]

30. Sung, H.L.; Nesbitt, D.J. Single-Molecule Kinetic Studies of DNA Hybridization under Extreme Pressures. Phys. Chem. Chem.
Phys. 2020, 22, 23491–23501. [CrossRef]

31. Garcia, A.E.; Paschek, D. Simulation of the pressure and temperature folding/unfolding equilibrium of a small RNA hairpin.
J. Am. Chem. Soc. 2008, 130, 815–817. [CrossRef]

32. Patra, S.; Anders, C.; Schummel, P.H.; Winter, R. Antagonistic effects of natural osmolyte mixtures and hydrostatic pressure on the
conformational dynamics of a DNA hairpin probed at the single-molecule level. Phys. Chem. Chem. Phys. 2018, 20, 13159–13170.
[CrossRef]

33. Wozniak, A.K.; Schröder, G.F.; Grubmüller, H.; Seidel, C.A.M.; Oesterhelt, F. Single-molecule FRET measures bends and kinks in
DNA. Proc. Natl. Acad. Sci. USA 2008, 105, 18337–18342. [CrossRef] [PubMed]

146



Life 2022, 12, 677

34. Chen, Y.Z.; Prohofsky, E.W. Theory of pressure-dependent melting of the DNA double helix: Role of strained hydrogen bonds.
Phys. Rev. E 1993, 47, 2100–2108. [CrossRef] [PubMed]

35. Sugimoto, N. Chemistry and Biology of Non-Canonical Nucleic Acids; Wiley: Weinheim, Germany, 2021.
36. Tan, Z.-J.; Chen, S.-J. Nucleic acid helix stability: Effects of salt concentration, cation valence and size, and chain length. Biophys. J.

2006, 90, 1175–1190. [CrossRef] [PubMed]

147





Citation: Schneider, A.L.; Albrecht,

A.V.; Huang, K.; Germann, M.W.;

Poon, G.M.K. Self-Consistent

Parameterization of DNA Residues

for the Non-Polarizable AMBER

Force Fields. Life 2022, 12, 666.

https://doi.org/10.3390/

life12050666

Academic Editors: Tigran Chalikian

and Jens Völker

Received: 1 April 2022

Accepted: 27 April 2022

Published: 30 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

life

Article

Self-Consistent Parameterization of DNA Residues for the
Non-Polarizable AMBER Force Fields
Amelia L. Schneider 1 , Amanda V. Albrecht 1, Kenneth Huang 1, Markus W. Germann 1,2,*
and Gregory M. K. Poon 1,3,*

1 Department of Chemistry, Georgia State University, Atlanta, GA 30303, USA; aschneider@gsu.edu (A.L.S.);
aalbrecht1@gsu.edu (A.V.A.); khuang8@gsu.edu (K.H.)

2 Department of Biology, Georgia State University, Atlanta, GA 30303, USA
3 Center for Diagnostics and Therapeutics, Georgia State University, Atlanta, GA 30303, USA
* Correspondence: mwg@gsu.edu (M.W.G.); gpoon@gsu.edu (G.M.K.P.)

Abstract: Fixed-charge (non-polarizable) forcefields are accurate and computationally efficient tools
for modeling the molecular dynamics of nucleic acid polymers, particularly DNA, well into the
µs timescale. The continued utility of these forcefields depends in part on expanding the residue
set in step with advancing nucleic acid chemistry and biology. A key step in parameterizing new
residues is charge derivation which is self-consistent with the existing residues. As atomic charges are
derived by fitting against molecular electrostatic potentials, appropriate structural models are critical.
Benchmarking against the existing charge set used in current AMBER nucleic acid forcefields, we
report that quantum mechanical models of deoxynucleosides, even at a high level of theory, are not
optimal structures for charge derivation. Instead, structures from molecular mechanics minimization
yield charges with up to 6-fold lower RMS deviation from the published values, due to the choice of
such an approach in the derivation of the original charge set. We present a contemporary protocol
for rendering self-consistent charges as well as optimized charges for a panel of nine non-canonical
residues that will permit comparison with literature as well as studying the dynamics of novel
DNA polymers.

Keywords: nucleic acids; DNA; charge; electrostatic potential; ab initio methods; NMR spectroscopy;
molecular dynamics; forcefield; AMBER

1. Introduction

The commercial success of consumer-grade graphics processing units (GPUs) and their
adoption by major molecular dynamics (MD) packages has rendered practical many atom-
istic explicit-solvent simulations on affordable commodity computers. In the case of DNA,
the AMBER forcefield continues to enjoy widespread use more than twenty years since the
release of the second generation by Cornell et al. [1]. This popularity is attributable to sub-
sequent reparameterization of the parameter set (parm94) that captures dynamic behavior
to the µs timescale [2–5]. These changes (the latest known as OL15 [6] and parmbsc1 [7]
for DNA) have involved the complete parametrization of the backbone dihedral potentials
while retaining the atomic charges in parm94. This evolution contrasts with the extensive
reparameterization of the charge set for proteins post-ff94 [8]. There is consensus that,
taken together, these refinements in OL15 and parmbsc1 represent the accuracy limits
for classical DNA forcefields based on fixed-charge two-body interactions [2]. Efforts are
underway to overcome the limitations of classical forcefields, such as by incorporating
nuclear quantum effects in so-called ab initio MD or AIMD [9–11]. Currently, the computa-
tional demands of AIMD mostly limit its application to the detailed solvation chemistry
of low-MW systems over the fs-ps timescale [12]. Interrogation of biomolecular polymers
exhibiting ns-µs timescales dynamics, which for many purposes do not require quantum
mechanical treatment, remain very amenable to classical forcefields. One may therefore
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expect continued utility of AMBER forcefields in molecular mechanics work of DNA for
the foreseeable future.

The derivation of atomic charges is critical to correctly capture noncovalent interactions
in a classical forcefield. For the AMBER series of biomolecular forcefields, atomic charges
are fundamentally derived from fitting against a quantum mechanical (QM) model of
the electrostatic potential (ESPs) at the molecular surface [13]. For parm94, ESP-fitted
charges are computed using the 6-31G* basis set in the gas phase [1]. The 6-31G* basis
set, which is known to overestimate bond polarity, is chosen deliberately for condensed-
phase systems to balance water models (such as TIP3P and TIP4P) which are themselves
hyperpolarized over the gas-phase value for water [14]. Error compensation in water-
solute and water-water interactions is an inherent feature of fixed-charge forcefields that
lack accounting polarizability and nuclear quantum effects [9,10]. To mitigate spurious
sensitivity of ESP fitting to molecular conformation, a second model, known as restrained
electrostatic potential (RESP) [15], was devised to “restrain” polarization of buried atoms,
which are poorly determined by surface ESPs, towards a zero value during the fit. RESP
fitting is a key finishing step in the parameterization of novel solutes [16] as well as building
blocks for nucleic acids, proteins, and carbohydrates [17].

For polymeric solutes that exemplify biomolecular macromolecules such as nucleic
acids, it is critical that all the residues be parameterized on an equivalent, self-consistent
basis. Self-consistency is a specific concern when new residues are introduced and incorpo-
rated with existing residues in a mixed polymer. The original set of nucleic acid residues
in AMBER contains only the canonical set of A, C, G, and T/U. Advances in solid-state
phosphoramidite chemistry have greatly broadened the scope of nucleic acid residues,
many of which have been parameterized for the AMBER forcefield. For DNA, they include
non-canonical bases that occur naturally, such as hypoxanthine, epigenetically modified cy-
tosines (e.g., 5-methylcytosine), diaminopurine (DAP or 2-aminoadenine, 2AA), and DNA
damage products (e.g., 8-oxoguanine). In addition, many non-natural nucleobases, such as
2-aminopurine, are used as spectroscopic and chemical probes in molecular biology. Given
that mixed sequences of new and canonical residues are typical, it is clearly of interest to
parameterize novel residues to preserve self-consistency with the original canonical bases.

From a self-consistency perspective, RESP fitting is a critical step because it allows
for globally fitting multiple species, with flexibility in fixing, sharing, and restricting
charge assignments during the fit [18]. In the parm94 nucleic acids charge set, which
were RESP fitted from ESPs computed at the HF/6-31G* level, values for the backbone
(deoxyribose and phosphate) atoms are shared across the four canonical bases, with the
exception of the C1’ and H1’ atoms. The latter two atoms float with the variable nucleobase
atoms during the fit. In the literature, parameterization of new residues has generally
adhered to this scheme. More critical and unfortunately less uniform, however, are the
structures used to derive the ESP and RESP-fitted charges. Because atomic charges are
fitted against the surface molecular potential, ESP fitting is highly sensitive to molecular
conformation [15]. Although RESP is more robust to the statistical ill effects of buried atoms
than ESP fitting [19], conformational effects on the derived atomic charges are general
and reflect the molecular microenvironment. The need to control for conformational
effects on charge derivation has spurred several innovations, such as the R.E.D. tools by
Dupradeau, Cieplak, and coworkers [20], aimed at standardizing and automating the
charge derivation workflow.

In the original charge derivation of the canonical nucleic acids in parm94 [18], struc-
tures were derived by molecular mechanics (MM) minimization using the previous-
generation ff86 forcefield by Weiner et al. [21,22]. This choice was presumably due to
the computational demand of the time for ab initio optimization of whole nucleosides.
In contrast, contemporary charge parameterization typically begins with geometry opti-
mization of de novo models at the HF/6-31G* level which is affordable nowadays [23].
In principle, QM optimization should yield physically more accurate structures, but the
consistency of this contemporary practice with the parm94 charge set is not obvious and has
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never been clarified to our knowledge. If the QM-optimized structures do not sufficiently
capture the peculiarity of the MM models (however flawed the latter may be relative to
the former), the self-consistency of the forcefield with respect to a mixed polymer could
be compromised.

How could this be tested? A major stated design principle of the AMBER forcefield
is transferability. Adhering to this principle, factors that impact the parameterization of a
new residue should similarly impact the canonical residues, whose RESP-fitted charges
are known, i.e., parm94. An unambiguous approach to testing the self-consistency of a
parameterization protocol with the forcefield is therefore to apply the protocol to extant
residues in parm94. If the protocol is self-consistent with the derivation of ff94, it should
naturally reproduce the atomic charges of the original bases in the forcefield. The purpose
of this work is two-fold. (1) Determine a parameterization protocol for ff94 that best
preserves self-consistency with the canonical bases in the forcefield. (2) Provide self-
consistent parameters for a panel of non-canonical nucleobases, including several that are
not yet reported. Here, we concentrate on DNA, but we expect the resultant principles and
recommendations to apply to the parameterization of RNA residues as well.

2. Materials and Methods

Chemical structure optimizations. Initial atomic models were obtained from the ff86
forcefield or generated with GaussView (Version 5.0.9; Gaussian, Wallingford, CT, USA).
Coordinates were parameterized to reflect point group symmetry, planarity, or specific
conformations as described in the text. Geometry optimization and subsequent quantum
mechanical calculations were performed in internal coordinates with Gaussian 16 (Revi-
sion A.03; Gaussian). The stationarity of the optimized structures was confirmed with
a frequency calculation. MM energy minimization was performed in either AMBER5 or
AMBER16 using the sander module.

Atomic charge fitting. Fitting to a QM electrostatic potential was performed on QM-
optimized or otherwise specified structures with Gaussian 16 using the Merz–Singh–
Kollman scheme (pop = MK). The ESP was computed at 4 layers (1.4, 1.6, 1.8, 2.0 × the
van der Waals radius) and a nominal density of 1 point/Å2 [13]. RESP fitting was
performed per the reported two-step multi-molecular procedure [18] as described in
Supplemental Methods.

NMR spectroscopy. Hairpin-forming oligodeoxynucleotides were synthesized by Inte-
grated DNA Technologies (Coralville, IA, USA) by standard phosphoramidite synthesis.
The DNA was adjusted to 0.5 M NaCl to dissociate ionic contaminants and purified by
size-exclusion chromatography on a 5 × 5 mL HiTrap Desalting column on an ÄKTA
instrument (Cytiva, Marlborough, MA, USA.) The desalted DNA was lyophilized and
dissolved in 20 mM NaH2PO4/Na2HPO4 containing 50 mM NaCl and 0.5 mM EDTA. D2O
was added to 10% and the pH was adjusted to 6.40. NMR experiments were performed on
a Bruker Avance I 500 spectrometer equipped with a TBI 1H{13C, X} z gradient probe. For
monitoring imino proton resonances, a 1-1 jump and return sequence was used to record
spectra from 288 K to 308 K. Phase-sensitive 1-1 jump and return NOESYs were collected at
288 K with 2048 × 800 data points in the two dimensions and 72 scans per t1 increment
using a 150 ms mixing time and a 1.0 s relaxation delay. Two-dimensional (2D) spectra
were strip transformed and processed using a 4K × 2K matrix. Both dimensions were
apodized with shifted sin(π/2) bell functions. Proton chemical shifts were referenced to
internal 2,2-dimethyl-2-silapentane-5-sulfonate (DSS).

Molecular dynamics simulations. The conformations of an 18-nucleotide (nt) DNA
hairpin designed to probe the effect of an internally positioned residue were sampled
using the GROMACS 2022 package. The parmbsc1 update [7] of the ff94 forcefield was
used. Following topology generation, each system was set up in dodecahedral boxes
1.0 nm wider than the longest dimension of the solute, solvated with TIP3P water, and
neutralized with Na+ and Cl− to 0.05 M. Electrostatic interactions were handled by the P3M
method [24] with a 1 nm distance cutoff. A timestep of 2 fs was used and bonds including
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hydrogens were constrained using LINCS. After the structures were energy-minimized,
the NVT ensemble was equilibrated at 298 K (modified Berendsen thermostat) [25] for 1 ns
to thermalize the system, followed by another 1 ns of equilibration of the NPT ensemble at
1 bar (stochastic cell rescaling) [26] and 298 K. The NPT ensemble was simulated at 298 K
without restraints for 200 ns.

Computational analysis. Furanose ring puckering was computed according to the
Cremer–Pople scheme [27] from ordered atomic coordinates (O4’→ C1’→ C2’→ C3’→
C4’) as described by Chan et al. [28]. For NMR chemical shift calculations, averaged
structures were first optimized by energy minimization against parmbsc1 in TIP3P water
with a nominal complement of 0.05 M Na+ and Cl− ions. Single-point calculations were
performed using the GIAO method at the B3LYP/6-31G* level in implicit CPCM water. A
calculation on the DSS anion, optimized at B3LYP/6-31 + G*, was performed to reference
the computed isotropic shielding tensors.

3. Results and Discussion

MM-minimized structures are superior to QM-optimized models for ff94 charge parameteri-
zation. To determine whether QM-optimized models represented good structures for ff94
parameterization, we optimized the four canonical deoxynucleosides (DAN, DGN, DCN,
and DTN) at HF/6-31G*. Optimizations were constrained only to enforce planarity of the
purine or pyrimidine rings and a trans conformation for the 5’- and 3’-OH relative to the
connected heavy atoms, the latter as indicated in the derivation of ff94 [18]. The resultant
structures differed from the reported MM-optimized geometry [18], which was provided in
summary form in terms of the sugar pucker, the backbone dihedral γ (O5’-C5’-C4’-C3’), and
the N-glycosidic dihedral χ (O4’-C1’-N9-C4 for purines, O4’-C1’-N1-C2 for pyrimidines),
by ~10% (Table 1).

For comparison, we optimized a parallel set of structures at the same level of the-
ory and basis set with additional constraints imposed to match the reported geometry.
We note that these geometric parameters do not specify an explicit structure due to the
specification of sugar puckers as amplitude q and phase W according to the convention
of Cremer and Pople [27]. Since the Cremer–Pople convention takes directly as input
ordered atomic coordinates (O4’→ C1’→ C2’→ C3’→ C4’), the pucker parameters cannot
be constrained directly in terms of functions of internal coordinates during optimization.
By scanning the endocyclic dihedrals, we determined representative geometries matching
the reported phases and amplitudes to within W < 0.01 Å (<3% deviation) in phase and
q < 1◦ (<0.7%) in amplitude. These ring dihedrals were then additionally constrained dur-
ing optimization to yield a set of structures in much better agreement (~1% deviation) with
the reference geometries.

To assess the impact of these discrepancies on the final atomic charges, we followed the
originally described two-step multi-molecular RESP procedure (see Supplemental Meth-
ods) [18]. As our immediate objective is to determine how well the structures reproduce the
parm94 charges, we did not fix any of the charges, only equivalencing rotatable hydrogen
atoms and imposing targeted constraints in combining nucleosides and the phosphate ana-
log (dimethylphosphate) as specified by Cieplak et al. [18]. The imposition of puckering and
N-glycosidic geometries reported in Cieplak et al., as could be practically executed, yielded
final RESP charge parameters in better agreement with parm94 values, albeit less than
expected from the improved agreement in geometry (Table S1, Supplementary Materials).
To test if agreement might be further improved with more polished structures, we fitted
nucleosides optimized at the MP2/6-31G* level (Table S1). The MP2 models did not im-
prove on the agreement with the parm94 charges over the HF/6-31G* models. For structure
preparation in parm94 charge derivation, Hartree–Fock appeared to be near or at the limit
of usefulness achievable by ab initio approaches.
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Table 1. QM- and MM-optimized geometries of canonical DNA nucleosides. Reference values are
quoted exactly as reported by Cieplak et al. [18]. Parametric values from QM (HF/6-31G*) and
MM optimizations (against the ff86 forcefield) are given to one additional significant figure, with
% deviation from the reference values in parenthesis. In all cases, H5’ and H3’ are fixed in trans
with the bonded heavy atoms [18]. The constrained QM optimizations imposed additional dihedral
constraints to satisfy the reference values in the initial structure. The corresponding geometry of
1-NH2-deoxyribose is provided to assess the impact of the base in the nucleosides.

q, Å W, ◦ γ, ◦ χ, ◦

DAN
Reference 0.38 151.9 58.5 210.0

QM 0.337 (−11.3%) 163.62 (7.7%) 51.87 (−11.3%) 227.63 (8.4%)
QM constrained 0.379 (−0.3%) 152.56 (0.4%) 58.50 210.00

MM 0.380 151.84 (−0.04%) 60.40 (3.2%) 206.69 (−1.6%)
DGN

Reference 0.38 151.4 58.5 209.9
QM 0.338 (−11.0%) 164.37 (8.6%) 50.91 (−13.0%) 231.60 (10.3%)

QM constrained 0.376 (−1.1%) 152.01 (0.4%) 58.50 209.90
MM 0.378 (−0.5%) 151.23 (−0.1%) 59.56 (1.8%) 208.74 (−0.5%)
DCN

Reference 0.38 149.2 58.9 209.7
QM 0.337 (−11.3%) 159.50 (6.9%) 54.40 (−7.6%) 205.82 (−1.9%)

QM constrained 0.379 (−0.3%) 149.74 (0.4%) 58.90 209.70
MM 0.383 (0.8%) 149.46 (0.2%) 60.85 (4.0%) 210.27 (0.2%)
DTN

Reference 0.38 149.1 58.4 215.7
QM 0.345 (−9.2%) 159.73 (7.1%) 52.23 (−10.6%) 226.54 (5.0%)

QM constrained 0.383 (0.8%) 149.59 (0.3%) 58.40 215.70
MM 0.382 (0.5%) 149.62 (0.3%) 60.49 (3.6%) 215.43 (−0.1%)

1-NH2-deoxyribose
(QM) 0.332 163.03 51.54

The results with HF/6-31G*-optimized structures as inputs for charge fitting prompted
us to ask whether QM-based structures were necessarily better models for charge fit-
ting over the MM-minimized structures (generated by the previous-generation ff86 force-
field) [18] used in the derivation of ff94. As the legacy AMBER4 program used to energy-
minimize the structures for ff94 is no longer maintained in official AMBER repositories, we
used AMBER5 (courtesy of Dr. Hector Baldoni, Universidad Nacional de San Luis) as the
closest substitute. As inputs, we constructed deoxynucleosides based on the parameter set
of ff86 (parm86). The resultant models were quite different in conformation and charge
distribution from the specifications in Cieplak et al. [18]. Nevertheless, following energy
minimization in the ff86 forcefield, the output structures were significantly closer in con-
formation than the HF/6-31G*-optimized models to the target geometries, even without
the use of strong restraints to enforce agreement (Table S1). Subsequent charge fitting
by ESP followed by multi-molecular RESP yielded atomic charges that agree better with
parm94 by a factor of 3 (deoxythymidine) to over 6 (deoxycytidine) in RMSD over charges
derived from HF/6-31G*-optimized structures (Figure 1A). The goodness-of-fit metrics
were indistinguishable in all cases (Table S1), indicating that the differences in the charges
did not originate with RESP fitting but were pre-existing in the structures.
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carbon) and MM-minimized (green carbon) structures were aligned by the five deoxyribose heavy 
ring atoms (C1’ to C4’ and O4’). The QM models were optimized with constraints targeted at the 
geometry specified for ff94 charge derivation. The MM minimization against the ff86 forcefield 
closely approached the geometric targets even without any strong restraints. See Table 1 for numer-
ical values. 

 

A contemporary protocol for consistently parameterized DNA residues for ff94. The better 
suitability of the AMBER-minimized models as input structures for QM-based charge fit-
ting raises two potential challenges if they were to serve an accessible workflow for the 
community. The first is the general lack of availability of legacy versions of the AMBER 
software from the time that ff94 was developed. To overcome this, we verified that AM-
BER16 reproduced AMBER5 outputs to 10−3 or better when minimization is carried out in 
a flat dielectric corresponding to the gas phase (unit dielectric) (Table S2, Supplementary 
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The second challenge with generating appropriate MM-minimized models for ff94 
concerns the input structures. Nucleoside structures are constructed in ff86 by a fragment-
based approach that conjoins separately prepared bases and deoxyribose. The atomic 
charges were computed by ESP fitting from experimental structures of N9-
methylpurine/N1-methylpyrimidine base and 1’-aminodeoxyribose analogs [13]. Sourc-

Figure 1. Comparison of geometry optimization schemes for ff94 charge parameterization.
(A) Agreement with the parm94 charge set by RESP-fitted charges derived from structures opti-
mized by ab initio (HF/6-31G* and MP2/6-31G*) and MM methods as described in the text. Y/N in
the abscissa refers to whether the optimization was constrained (QM) or restrained (MM). Parametric
values are provided in Table S1, Supplementary Materials. (B) Each pair of QM-optimized (magenta
carbon) and MM-minimized (green carbon) structures were aligned by the five deoxyribose heavy
ring atoms (C1’ to C4’ and O4’). The QM models were optimized with constraints targeted at the
geometry specified for ff94 charge derivation. The MM minimization against the ff86 forcefield closely
approached the geometric targets even without any strong restraints. See Table 1 for numerical values.

To better understand the structural basis of the differences, we examined the optimized
structures by HF/6-31G* and energy minimization in ff86. For each nucleoside, we aligned
the pair of structures by the five atoms of the deoxyribose ring (C1’ to C4’ as well as O4’)
(Figure 1B). In all cases, the RMSD values for these endocyclic atoms were below 0.01 Å.
Since ff86-minimization closely achieved the Cremer–Pople pucker values specified by
Cieplak et al. (Table 1) [18], the slight deviations in the pucker of the constrained QM
structures were not the main contributor to the discrepancy in RESP-fitted charges. Thus,
the overall geometries used in ff94 derivation appeared to fundamentally deviate from
those predicted quanta mechanically. Since ESP fitting is known to be highly sensitive to
conformation [15], one expects structural differences to be amplified and passed on to RESP,
which uses the ESP results directly. As a result, the selection of MM-minimized models as
structures for QM-based charge parameterization in the original derivation of ff94 would
be a consequential choice, with implications for the parameterization of new residues for
use with this forcefield. The adage: “All models are wrong, but some are useful,” famously
attributed to the statistician George E.P. Box, appears to apply to this situation.

A contemporary protocol for consistently parameterized DNA residues for ff94. The better
suitability of the AMBER-minimized models as input structures for QM-based charge
fitting raises two potential challenges if they were to serve an accessible workflow for
the community. The first is the general lack of availability of legacy versions of the AM-
BER software from the time that ff94 was developed. To overcome this, we verified
that AMBER16 reproduced AMBER5 outputs to 10−3 or better when minimization is
carried out in a flat dielectric corresponding to the gas phase (unit dielectric) (Table S2,
Supplementary Materials).

The second challenge with generating appropriate MM-minimized models for ff94 con-
cerns the input structures. Nucleoside structures are constructed in ff86 by a fragment-based
approach that conjoins separately prepared bases and deoxyribose. The atomic charges
were computed by ESP fitting from experimental structures of N9-methylpurine/N1-
methylpyrimidine base and 1’-aminodeoxyribose analogs [13]. Sourcing appropriate ex-
perimental structures of such analogs would likely be generally problematic for novel
entities. To overcome this, we asked whether the structures of the analogs could be
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adequately furnished by QM optimization of ab initio models. We therefore generated
structures of various compounds in silico and compared their ESP-fitted atomic charges
with reported values [13] computed from experimental structures. Charges in simple test
compounds (water, formaldehyde, dimethyl ether, and methanol) were all well matched
up to HF/6-31G** when the in silico structures were optimized at mp2/aug-cc-pVTZ
(Table S3, Supplementary Materials). For nucleobases analogs (N9-methyladenine, N9-
methylguanine, N1-methylcytosine, N1-methyladenine, and N1-methyluracil) and 1’-
aminodeoxyribose, structures optimized at HF/6-311G++(3df,2p) level gave ESP-fitted
charges at the HF/STO-3G level (which was used in deriving ff86) with comparable RMSDs
(Table S4, Supplementary Materials). More computationally costly structures at a higher
level of theory or larger basis set did not furnish significantly better matched charges.
We therefore conclude that base fragments polished at the HF/6-311G++(3df,2p) level
represented sufficiently accurate models for constructing nucleosides for the ff86 force-
field [21,22].

To summarize, our protocol for parameterizing new residues that retain maximum
self-consistency with the AMBER charge set from parm94 up to the most current (parmbsc1
and OL15) is as follows (Figure 2A). Perform HF optimization of the methyl base analog
at as large a basis set as practical, e.g., HF/6-31G++(3df,p), followed by ESP fitting at
HF/STO-3G. Based on these ESP charges, generate an ff86-compatible structure using
charges from parm86 for the deoxyribose. A detailed description of this procedure is
provided in Supplemental Methods. Energy-minimize this structure in a flat gas-phase
dielectric while applying restraints on H5’ and H3’ to remain in trans with bonded heavy
atoms. Continue with ESP and RESP as usual [18]. We note that the steps prior to ESP
are straightforward and computationally inexpensive relative to ab initio optimization of
whole nucleosides at comparable levels of theory and size of basis set.
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Figure 2. Self-consistent parameterization of DNA residues for ff94 and derived (parmbsc1, and
OL15) AMBER forcefields. (A) Workflow of the procedure. The steps in the orange box are described
in the main text. A detailed summary of generating the ff86 topology is provided in Supplemental
Methods. The remaining steps are exactly as practiced elsewhere [18]. (B) Residues derived using this
protocol. Final RESP-fitted charges are listed in Table S5 together with a comparison with previously
reported values in the literature.

The limitations of our recipe are the same as those for the ff94-based forcefields. The
parm94 charge set used only a single conformation of the deoxyribose (C2’-endo) and
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backbone torsions. For self-consistency with the canonical residues, we did not incorporate
multiple conformations in the RESP fitting [20,23]. One could of course parameterize the
canonical and new residues completely anew with multi-conformational fitting, but the
resultant charges and simulations would not be consistent with those using the authentic
parm94-derived parameter set. Finally, residues with radically novel structures may not be
adequately supported by the existing set of bond and dihedral types in the ff86 forcefield
and require additional parameterization regardless of the method of charge derivation.

Having established a protocol for setting the atomic charges of residues to maximize
consistency with the existing residues in ff94, we set out to parameterize a panel of useful
non-canonical DNA residues (Figure 2B). Since N1-methyluracil had been parameterized
for uridine for ff86 [13], this recipe immediately yielded deoxyuridine. The recipe also
yielded an abasic residue (hydrogen-capped C1’), another experimentally useful construct,
by using CH4 as a methyl analog of a hydrogen atom. Other methyl analogs were drawn
from residues that have previously been parameterized as well as commercially avail-
able residues: inosine, 2-aminopurine (2AP), 2,6-diaminopurine (DAP), 5-methylcytosine
(5-MC), iso-guanine (iso-dG), and 5-methyl-iso-cytosine (5-methyl-iso-dC). All N-methyl-
base analogs were optimized at the HF/6-311++g(3df,2p) level and conjoined with 1-
aminodeoxyribose exactly as described for ff86 [22] (see Supplemental Methods). Roughly,
the excess partial charges incurred from removing the methyl and amino substituents
from the base and deoxyribose were absorbed into N1/N9 and C1’ atoms. All nucleosides
generated were associated with the same set of charges for the sugar atoms for energy
minimization. Following ESP fitting at the HF/STO-3G level, the new residues were RESP
fitted globally with the four canonical DNA residues with the charges of the phosphate
and deoxyribose (except for C1’and H1’) fixed to parm94 values. The chemical modifica-
tions in the presented non-canonical bases were assigned by analog using existing bond
and dihedral types. The full set of RESP-fitted charges of the nine non-canonical bases,
parameterized for parmbsc1 are given in Table S5, Supplementary Materials, with literature
values [29–34] where available. Parenthetically, an inspection of Table S5 shows the RMS
deviations between our charges and those from the literature to be on the same order of
magnitude, and in the same direction, as the differences between charges derived from
QM-based models for the canonical residues in parm94 (c.f., Figure 1A).

Is global fitting essential for parameterizing new residues? In principle, self-consistency is
most retained if all residues are fitted simultaneously. The RESP implementation in AMBER
provides this, and we fitted all nine non-canonical residues together with the four canonical
residues. To render new residues transparent to the canonical bases, we fixed (as others
have carried out) the deoxyribose and phosphate charges to the parm94 values. In global
fitting, the optimization of each parameter set is not independent but subject to influence by
the full data set. To evaluate the sensitivity of RESP-fitted charges to the statistics of global
fitting, we compared the RESP charges of non-canonical residues that were fitted globally
with charges derived from fitting the same residues individually with the canonical ff94
bases. Using inosine, 2-AP, and 5-MC as examples, we found negligible differences, no more
than 10−5 in RMSD between the two approaches (Table S6, Supplementary Materials). This
robustness appeared to reflect the greatly reduced number of statistical degrees of freedom
when the phosphate and most of the deoxyribose charges were fixed to the parm94 values.
The practical implication is that future residues could be conveniently added on their own,
even one at a time, suggesting a good degree of “future-proofing” in the procedure.

Demonstration of newly incorporated DNA residues. The chemical shifts of imino protons
are sensitive probes of nucleic acid conformation in solution. Chemical shifts depend on the
nature of the nucleobase, the exchange behavior with bulk water for rapidly exchanging
(broad) residues, and the local environment. We therefore tested several of the newly
parameterized residues in Figure 2B by characterizing their experimental and computed
chemical shift in a mixed-sequence duplex DNA construct. We designed a DNA hairpin
in which a probe base X was part of an internal sequence 5’-d(CGXAA)-3’ (Figure 3A).
To maximize the duplex structure of the cassette, the stack was flanked by a standard
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cassette consisting of an extra base pair from the terminus on one side and a T4 hairpin
on the other. All bases in the cassette were canonical DNA. A reference hairpin harboring
5’-d(CGGAA)-3’ serves as a control.
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Figure 3. Comparison of experimental 1H chemical shifts with predictions using simulated mod-
els of DNA duplexes harboring non-canonical residues. (A) Hairpin cassette designed for this
study. The entire hairpin was simulated as an unrestrained NPT ensemble, and an internal 5 bp
stack, rendered in opaque colors, was used for chemical shift calculations. The central probe residue
position in the duplex is indicated with magenta carbon. (B) Experimental imino 1H spectra of
three test sequences, referenced against DSS and optimally resolved at 288 K. Peaks were assigned by
1H-1H NOESY experiments (not shown). (C) Calculated chemical shifts for test sequences, referenced
against the averaged computed methyl 1H of an optimized DSS structure. Colors follow the spectra
in Panel B. Points represent the means ± standard deviation of the triplicate averaged structures.
(D) Illustrative averaged conformation of the 2AP:T base pair. Watson–Crick bonds are shown with
units in nm.

Experimental 1H chemical shifts were measured by NMR spectroscopy in NaH2PO4/
Na2HPO4 buffer (20 mM, pH 6.4) containing 10% D2O and 50 mM NaCl (Figure 3B). For
MD simulations, the unrestrained NPT ensemble was sampled in explicit TIP3P water
with nominally 50 mM Na+/Cl− counterions at 298 K (see Supplementary Materials).
Supported by the strongly convergent trajectory (over 200 ns) based on the RMSD of atomic
coordinates, we generated averaged structures of the 5 bp stack from non-overlapping 50 ns
segments of trajectory (Figure S1, Supplementary Materials). Given the substantial atom
count of the stack, we optimized the averaged structures by energy minimization against
parmbsc1 with a complement of TIP3P water and Na+/Cl− ions at the same nominal
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concentration as in the NMR samples. For each minimized structure, chemical shifts were
computed at the B3LYP/6-31G* level in implicit water. Following this procedure, we
compared the imino proton chemical shifts for the inner three positions of the stack, i.e.,
d(GXA), with the experimental values. Chemical shifts for distal base pairs of the stack,
which were fully exposed to solvent in the calculations, were expected to diverge strongly
from the experimental values.

For the canonical-only control, the imino protons of the inner triplet from the sim-
ulation (Figure 3C) showed the same rank order as the experimental chemical shifts. A
lack of quantitative agreement with the experimental values might be expected given the
structure minimization (which was needed but also perturbative), forgoing the compu-
tational demands of larger basis sets, and limitations in capturing hydration effects with
implicit water [35]. To test the consistency of the results, we examined a hairpin in which
the probe dG was paired with 5-methyl-dC. The experimental imino 1H chemical shifts
varied at all positions by ±0.03 ppm or less between the reference and methyl-substituted
hairpin. We were encouraged to find that the computed imino proton shifts of the inner
triplet overlapped closely within their standard deviations between the two simulated
hairpins. This was not a trivial result, as a comparison of D5MC (Table S5) shows charge
redistribution relative to DC (Table S4) over multiple atoms.

We next tested d(2AP) paired with dT, whose imino peak (contributed by T) was
significantly downshifted, by 0.8 ppm, relative to the other two base pairs probes. We
found that the computed probe chemical shift was also downshifted, inverting its position
with position 3 as observed experimentally. While imino proton shifts from T are generally
downfield from G counterparts, the order of the computed chemical shifts for the mixed
purine/pyrimidine 5-d(G-2AP-A)-3′ triplet remained in agreement with the experimental
one, lending further credence to the physical relevance of the simulated DNA models
harboring novel residues. Examination of the trajectory showed that the 2AP paired with
the T via expected Watson–Crick interactions (Figure 3D). Similar to active efforts for
RNA [36,37], the semi-quantitative agreement with experimental chemical shifts suggests
that ns-timescale simulations represent reasonable starting points for chemical shift predic-
tion in the case of duplex DNA structures. Currently, classical forcefields admit a tradeoff
in neglecting nuclear quantum effects [9,11] in their treatment of H-bonding. One may
envision that, as the computational burden of AIMD becomes more tractable for macro-
molecules, prediction of the conformational and hydration contributions to experimental
spectroscopic observables would be further improved.

4. Conclusions

Benchmarked against the parm94 charge set of canonical DNA residues, RESP-fitted
charges derived from QM-optimized models exhibit RMS deviation on the order of 10%,
while those from MM-minimized (ff86-based) structures deviate no more than 1%. The
higher self-consistency in MM-minimized structures over QM models for charge derivation
of DNA residues for current AMBER nucleic acids forcefields thus motivates the use of
MM-minimized structures for the parameterization of new residues. To bridge the gaps
left by the approach [18] and legacy software used in the development of the parm94
DNA charge set, which is used also in the most current updates (parmbsc1 and OL15), we
have devised a workflow for generating appropriate structural models from ff86 using
contemporary computational methodologies. We presented a panel of nine non-canonical
residues, some of which have been previously derived using ab initio structural models.
While we do not suggest that RESP-fitted charges of residues derived from QM-optimized
structures are invalid for their intended purposes, they are demonstrably less self-consistent
with the charge set of the original canonical residues and can be readily improved through
a well-defined change in structure preparation (Figure 2A). As high-level optimization of
whole nucleosides, particularly of large and complex bases (e.g., dye-conjugation or heavy
metal substitution), remains computationally demanding, we suggest that the proposed
protocol is compelling in providing higher-quality charges at reduced computational effort.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/life12050666/s1, Supplemental Methods. Table S1. RESP-fitted atomic charges of QM-
and MM-optimized canonical DNA nucleosides. Table S2. Reproducibility of legacy minimization
results by contemporary versions of AMBER. Table S3. Comparison of fits to charge models between
experimental and optimized ab initio structures. Table S4. QM-optimized structures of nucleobase
fragment analogs reproduce ff86 atomic charges. Table S5. Final RESP-fitted atomic charges and
comparison with literature. Table S6. Perturbation of global fitting on RESP-fitted charges. Figure S1.
Equilibration of the DNA hairpin in unrestrained MD simulations.
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Abstract: Once it had been realized that G-quadruplexes exist in the cell and are involved in regulation
of genomic processes, the quest for ligands recognizing these noncanonical structures was underway.
Many organic compounds that tightly associate with G-quadruplexes have been identified. However,
the specificity of G-quadruplex-binding ligands towards individual structures remains problematic,
as the common recognition element of these ligands is the G-tetrad. In this paper, we focus on
G-quadruplex-duplex hybrids (QDH) containing a hairpin duplex incorporated as a stem-loop into
the G-quadruplex core. The presence of a stem-loop renders QDH amenable to sequence-specific
recognition by duplex-binding drugs. Should the thermodynamic crosstalk between the stem-
loop and the tetraplex core be sufficiently strong, the drug binding to the loop would lead to the
stabilization of the entire structure. We studied the stabilizing influence of the minor groove-binders
netropsin and Hoechst 33258 on a family of QDH structures, as well as a G-quadruplex and a hairpin
modeling the G-quadruplex core and the stem-loop of the QDH’s. We found that the binding of
either drug results in an enhancement of the thermal stability of all DNA structures, as expressed
by increases in the melting temperature, TM. Analysis of the hierarchical order of increases in TM

revealed that the drug-induced stabilization arises from drug binding to the G-quadruplex domain
of a QDH and the stem-loop, if the latter contains an all-AT binding site. This result attests to
the thermodynamic crosstalk between the stem-loop and the tetraplex core of a QDH. Given the
existing library of minor groove-binding drugs recognizing mixed A·T and G·C DNA sequences, our
results point to an untapped avenue for sequence-specific recognition of QDH structures in vitro and,
possibly, in vivo; thereby, opening the way for selective stabilization of four-stranded DNA structures
at predetermined genomic loci, with implications for the control of genomic events.

Keywords: quadruplex-duplex hybrids; minor groove binding drugs; thermodynamics; stability;
optical spectroscopy

1. Introduction

G-quadruplexes have entered the fields of biophysics and the structural biology of
nucleic acids, as well as those of molecular and cell biology and nanotechnology, as previ-
ously unappreciated secondary structures that may act as regulatory elements in genomic
events, as well as cation-responsive structural components in DNA-based nanotechnologi-
cal devices [1–10]. Once the regulatory properties of G-quadruplexes were recognized, the
quest for low molecular weight ligands (drugs) that can recognize and stabilize individual
genomic G-quadruplexes has been underway [3,10–15]. These studies have identified a
number of high-affinity ligands that bind to G-quadruplexes [13–15]. For all such drugs,
the main recognition element is the G-tetrad, which is the common structural building
block for any G-quadruplex. The ensuing challenge facing research groups working on the
rational design of G-quadruplex-binding drugs is to discriminate between G-quadruplex
structures. One strategy to meet this challenge is to equip the drug with functional groups
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that sample, in addition to G-tetrads, grooves and loops that would render the drug se-
lective with respect to a particular G-quadruplex structure [14,16]. An alternative and
potentially propitious approach is to concentrate on G-quadruplex-duplex hybrids (QDH),
a sub-class of four-stranded DNA structures.

A QDH incorporates a stem-loop duplex linked to the G-quadruplex core via a duplex-
quadruplex junction [17–19]. More than 80,000 DNA sequences capable of folding into
QDH structures with stem-loops of 20 nucleotides or less have been identified across impor-
tant regulatory sites in the human genome, including transcription/mutagenesis hotspots
and cancer-associated genes [19]. The folding topologies of various QDH structures have
been characterized in vitro by NMR [19–22]. The stem-loop in QDH may be positioned in
a coaxial or orthogonal orientation relative to the G-quadruplex core, and the topology of
the core is sensitive to the orientation of the loop [17]. QDH structures are thermodynami-
cally stable and melt via two-state transitions, as revealed in the careful calorimetric and
spectroscopic studies by Giancola and colleagues [23].

The presence of a double-stranded hairpin loop renders a QDH amenable to recogni-
tion by minor groove-binding drugs, which can be specifically targeted to the sequence of
the loop [24]. Drug binding to double stranded DNA leads to an increase in the stability
of the host duplex [25–28]. Depending on the extent of the cooperative link between the
double-stranded stem-loop and the tetraplex core of QDH, the drug binding to the stem-
loop may or may not cause a global increase in the stability of the hybrid structure. Should
the cooperativity be sufficiently strong to allow the drug-induced stabilization of the loop to
propagate to the tetraplex core, the sequence-specific association of a minor groove-binding
drug with the stem-loop may suggest a new approach to selective tetraplex stabilization.

Our results, described herein, reveal a significant increase in the stability of two
QDH structures following the binding of netropsin or Hoechst 33258 to the AATT/AATT
sequence of the stem-loop. It follows that, at least for the QDH structures studied in this
work, there is a strong thermodynamic coupling between the duplex and tetraplex domains;
the coupling allows the binding of a drug to the stem-loop to stabilize the entire structure.
Taken together, our results point to a novel, allosteric mechanism for selective stabilization
of four-stranded DNA structures with associated structural domains.

2. Materials and Methods
2.1. Materials

The DNA oligonucleotides d(T2G3TG3T3CA2T2G2CACA2T2GT3G3TG3T) (G4HP),
d(CA2T2G2CACA2T2G) (HP), d(T2G3TG3T3CGCGA2GCAT2CGCGT3G3TG3T) (K6bp6T),
d(T2G3TG3TG3TG3T) (G4), and d(T2G3TG3T2CA2T2GTGCATCA2T2GT2G3TG3T) (QDH5L)
were purchased from Integrated DNA Technologies (Coralville, IA, USA). DNA samples
were dissolved in 50 mM CsCl, dialyzed exhaustively against distilled water in Spectra/Por
(2000-Da cut-off, Repligen, Waltham, MA, USA), and lyophilized. The lyophilized DNA
samples, with the exception of G4, were dissolved in a pH 6.7 buffer, consisting of 10 mM
cacodylic acid/cesium cacodylate, 5 mM KCl, and 0.1 mM EDTA. In the presence of 5 mM
KCl, G4 and its complexes with drugs are too stable and melt at temperatures which are
experimentally unattainable. Therefore, G4 was dissolved in a pH 6.7 buffer, consisting of
10 mM cacodylic acid/cesium cacodylate, 0.2 mM KCl, and 0.1 mM EDTA. Before measure-
ments, all DNA samples were annealed to ensure that, at room temperature, they exist not
in a kinetically trapped but in the thermodynamically stable structural state.

Hoechst 33258·3HCl and netropsin·2HCl were obtained from Sigma-Aldrich Canada
(Oakville, ON, Canada). The DNA and drug concentrations were determined spec-
trophotometrically with a Cary 300 Bio spectrophotometer (Varian Canada, Inc., Mis-
sissauga, ON, Canada). To determine the concentrations of G4HP, HP, K6bp6T, G4, and
QDH5L, we used molar extinction coefficients ε260 of 360,200, 146,400, 354,000, 172,800,
and 361,800 M−1cm−1, respectively. These values were computed for the unfolded states
at 25 ◦C from the nearest-neighbor procedure described by Owczarzy [29]. The ex-
tinction coefficients of netropsin and Hoechst 33258 are ε296 = 21,500 M−1cm−1 and
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ε338 = 42,000 M−1cm−1, respectively [30,31]. In CD spectropolarimetric measurements,
the concentrations of the DNA were ~30 µM, while, in fluorometric measurements, they
were ~50 nM.

2.2. Optical Spectroscopy

CD spectral measurements were conducted in a 1-mm path-length cuvette using a
JASCO J-1100 Circular Dichroism Spectrophotometer (JASCO, Easton, MD, USA). Fluo-
rescence intensity in DNA samples in the absence and presence of Hoechst 33258 were
measured using an Aviv model ATF 105 spectrofluorometer (Aviv Associates, Lakewood,
NJ, USA) with a bandwidth adjusted to 2 nm. CD and fluorescence titration profiles were
measured at 25 ◦C by incremental addition of aliquots of a drug solution to the initial
amount of DNA solution. The initial volume of DNA was delivered to the cuvette using
a 1-mL Hamilton syringe, while aliquots of the drug were added using a 10-µL Hamil-
ton syringe (Hamilton Co., Reno, NV, USA). The syringes were equipped with a Chaney
adapter with a relative delivery accuracy of ±0.1%. For fluorescence measurements, the
samples were excited at 359 nm, and the intensity of emission light was recorded through a
monochromator at 470 nm. In the CD melting experiments, the temperature was changed at
a rate of 1 ◦C per minute. The transitions temperatures, TM, were evaluated from analysis
of experimental melting profiles using standard procedures for a two-state helix-to-coil
transition [32–34].

3. Results
3.1. DNA Structures

The QDH-forming DNA sequences studied in this work were the NMR-characterized
sequence d(T2G3TG3T3CGCGA2GCAT2CGCGT3G3TG3T), referred to as K6bp6T, and
its two derivatives, G4HP [d(T2G3TG3T3CA2T2G2CACA2T2GT3G3TG3T)] and QDH5L
[d(T2G3TG3T2CA2T2GTGCATCA2T2GT2G3TG3T)]. K6bp6T has been shown to form a
QHD with a parallel G-quadruplex core and an orthogonally oriented duplex stem [21,22].
This structure is presented schematically in Figure 1a. In G4HP, the six base pairs in the stem-
loop of the original construct (CGCGAA/TTCGCG) are replaced with (CAATTG/CAATTG)
that contains the (AATT/AATT) binding site for the AT-selective minor groove-binding
drugs netropsin and Hoechst 33258. QDH5L contains an AT-containing stem-loop, which
is compositionally similar to that of G4HP. However, QDH5L contains a hairpin with a
five-nucleotide loop (-TGCAT-) in contrast to the three-nucleotide hairpin loop of G4HP
(-GCA-); the stem-loop in the former is more relaxed and should be more B-like than that
of the latter. Therefore, one could expect a stronger binding of netropsin or Hoechst 33258
to QDH5L relative to G4HP. The loop sequences of K6bp6T, G4HP, and QDH5L and the
sequence of the hairpin (HP) are aligned for comparison in Figure 1b.

To ensure that the mutations introduced to K6bp6T do not change the topology of
the G-quadruplex core or the orientation of the stem-loop in the modified QDH structures
(G4HP and QDH5L), we compared the CD spectra of G4HP and QDH5L with the spectrum
of K6bp6T [22]. Figure 2 shows the three CD spectra; the similarity of the overall shapes of
the spectra testifies to the fact that the mutations did not alter the topology of the QDH
structures. The differences in the amplitude of the CD bands between G4HP, QDH5L, and
K6bp6T may be related to the differential nearest neighbor interactions between the bases
of the stem loops.
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with a sequence of d(CA2T2G2CACA2T2G) are the constituent parts of G4HP. We meas-

200 220 240 260 280 300 320
-8

-6

-4

-2

0

2

4

6

8

10

12

 G4HP
 K6bp6T
 QDH5L

[θ
] , 

10
3  d

eg
 M

-1
 c

m
-1

λ, nm

Figure 1. (a) Schematic representation of the QDH structures studied in this work; (b) the stem-loops
of K6bb6T, G4HP, and QDH5L and the hairpin HP.
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Figure 2. The CD spectra of the G4HP (black), QDH5L (red), and K6bp6T (blue) G-quadruplex–duplex
hybrid structures.

The G-quadruplex G4 with a sequence of d(T2G3TG3TG3TG3T) and the hairpin HP
with a sequence of d(CA2T2G2CACA2T2G) are the constituent parts of G4HP. We measured
the CD spectra of these DNA structures to confirm that, under the experimental condi-
tions of our study, G4 indeed forms a G-quadruplex, while HP folds into a hairpin. The
monomolecular nature of the hairpin was additionally verified by UV melting at 260 nm,
which revealed no dependence of the melting temperature, TM, on DNA concentration.
These CD spectra are shown in Figure 3. The CD spectrum of G4 with a negative mini-
mum at 244 nm and a positive maximum at 264 nm is consistent with that of a parallel
G-quadruplex.
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Figure 3. The CD spectra of the G4 G-quadruplex (black) and the HP hairpin (red).

3.2. Drug Binding

To confirm that the two minor groove-binding drugs bind to the host structures under
the experimental conditions of this study, we measured the CD spectra of each DNA in
the absence and presence of netropsin and Hoechst 33258. Additionally, the binding of
Hoechst 33258 to the DNA was monitored by fluorescence. The drug-induced CD spectral
variations of G4HP, QDH5L, HP, K6bp6T, and G4 are shown in Figures 4–8, respectively.
In each figure, panel A shows the data on netropsin, while panel B shows the data on
Hoechst 33258.

The CD spectra of G4HP, QDH5L, and HP depicted in Figures 4–6 exhibit characteristic
binding-induced bands at ~315 (panel A) and ~350 (panel B) nm, which are the CD spec-
troscopic signatures of the association of duplex DNA with netropsin and Hoechst 33258,
respectively [35,36]. Thus, both netropsin and Hoechst 33258 bind to the all-AT binding
sites of the stem-loops of the G4HP and QDH5L G-quadruplex–duplex hybrids and the
hairpin HP. In contrast, the CD spectra of K6bp6T and G4, shown in Figures 7 and 8, either
lack or exhibit very weak CD bands above 300 nm. This observation suggests that the two
minor groove binders do not bind, or bind only weakly, to the minor groove of a duplex;
this is an expected result, given that the G-quadruplex (G4) lacks the duplex portion, while
the stem-loop of K6bp6T does not contain the cognate all-AT binding site.
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Figure 9 presents the fluorescence spectra of G4HP (panel A), QDH5L (panel B), HP
(panel C), K6bp6T (panel D), and G4 (panel E) in the absence and presence of Hoechst
33258. The drug-dependent spectral variations shown in Figure 9A–E suggest strong
binding of Hoechst 33258 to all DNA structures studied here. This result agrees with the
results of previous studies that reported the association of minor groove-binding drugs
with G-quadruplex structures [37–42].
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Figure 9. The emission spectra of G4HP (A), QDH5L (B), HP (C), K6bp6T (D), and G4 (E) in the
absence and presence of Hoechst 33258 at various drug-to-DNA ratios, r (shown in the inset), at 25 ◦C.
The excitation wavelength is 359 nm. The DNA concentration is ~50 nM.

Drug-induced spectral changes, such as those shown in Figures 4–13, can be used to
construct CD- or fluorescence-detected binding profiles at specific wavelengths. Those
profiles can then be fitted within the framework of an appropriate binding model, to
determine the number of drug-binding sites and their respective affinities. Any such model
must accommodate the mutual depletion of DNA and either ligand upon formation of the
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complex. In case of Hoechst 33258, the model must also accommodate its propensity to
aggregate [43]. The effects of mutual depletion and aggregation should be greater at the
concentrations of DNA required for measurements of CD (~20 µM) than at those required
for measurements of fluorescence (~50 nM). Studies along these lines are in progress. In the
present paper, the spectral changes depicted in Figures 4–9 are treated as a manifestation
of ligand binding rather than a source of quantitative thermodynamic information. We
concentrate instead on the binding-induced increases in melting temperatures, ∆TM, which
represent a global measure of drug-induced stabilization of DNA structures.
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Figure 10. Normalized CD-melting profiles at 277 nm of G4HP in the absence and presence of
netropsin (A) and Hoechst 33258 (B) at various drug-to-DNA ratios, r (shown in the insets). The
DNA concentration is ~30 µM. Experimental points were fitted analytically based on the two-state
transition thermodynamic formalism [32] (solid lines).
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Figure 11. Normalized CD-melting profiles at 277 nm of QDH5L in the absence and presence of
netropsin (A) and Hoechst 33258 (B) at various drug-to-DNA ratios, r (shown in the insets). The
DNA concentration is ~30 µM. Experimental points were fitted analytically based on the two-state
transition thermodynamic formalism [32] (solid lines).
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Figure 12. Normalized CD-melting profiles at 277 nm of HP in the absence and presence of netropsin
(A) and Hoechst 33258 (B) at various drug-to-DNA ratios, r (shown in the insets). The DNA con-
centration is ~30 µM. Experimental points were fitted analytically based on the two-state transition
thermodynamic formalism [32] (solid lines).
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Figure 13. Normalized CD-melting profiles at 277 nm of K6bp6T in the absence and presence of
netropsin (A) and Hoechst 33258 (B) at various drug-to-DNA ratios, r (shown in the insets). The
DNA concentration is ~30 µM. Experimental points were fitted analytically based on the two-state
transition thermodynamic formalism [32] (solid lines).

3.3. Thermal Stability

Figures 10–14 show the CD-detected melting profiles of G4HP, QDH5L, HP, K6bp6T,
and G4, respectively, at drug-to-DNA ratios from 0 to 3. In each figure, panel A presents
melting profiles in the presence of netropsin, while panel B shows the thermal data in the
presence of Hoechst 33258. Inspection of Figures 10–14 reveals that the binding of either
drug to each DNA structure studied here results in its stabilization, as can be judged by
significant increases in TM at increasing drug-to-DNA ratios.
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Figure 14. Normalized CD-melting profiles at 277 nm of G4 in the absence and presence of netropsin
(A) and Hoechst 33258 (B) at various drug-to-DNA ratios, r (shown in the insets). The DNA con-
centration is ~30 µM. Experimental points were fitted analytically based on the two-state transition
thermodynamic formalism [32] (solid lines).

Below, we derive the equation for the ligand-induced increase in TM for a biopolymer
with multiple ligand-binding sites. We assume that the biopolymer may exist in either the
native, N, or denatured, D, state and that the ligand binds only to the native state. The
equilibrium between the native state with n ligand-binding sites and the denatured state
(which does not bind ligands) is given by the relationship:

K =
[D]

[N]
=

[D]

[N0]∏n
i=1(1 + ki[L])

=
K0

∏n
i=1(1 + ki[L])

(1)

where K0 = [D]
[N0]

is the equilibrium constant between the native and denatured states of the
biopolymer in the absence of the ligand; ki is the microscopic affinity of the ligand for the
i-th binding site; [L] is the concentration of free ligand; and ∏n

i=1(1 + ki[L]) is the binding
polynomial [44].
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The stability of the ligand–biopolymer complex is given by the equation:

∆G = −RTlnK = ∆G0 − ∆Gb = ∆H0 − T∆S0 + RTln
[
∏n

i=1(1 + ki[L])
]

(2)

where ∆G0 = −RTlnK0 = ∆H0 − T∆S0 is the stability of unligated biopolymer; ∆H0 and
∆S0 are the respective changes in enthalpy and entropy; ∆Gb = −RT∏n

i=1(1 + ki[L]) is the
binding free energy.

At the melting temperature, TM, the value of ∆G = 0. Thus, one obtains the following
relationship by equating Equation (2) to zero:

∆H0 − TM∆S0 + RTM ln
[
∏n

i=1(1 + ki[L])
]
= 0 (3)

From Equation (3), TM is given by the relationship:

TM = ∆H0/
(

∆S0 − Rln
[
∏n

i=1(1 + ki[L])
])

(4)

By dividing the numerator and the dominator of RHS of Equation (4) by ∆H0 and
taking into account that the melting temperature of unligated biopolymer, TM0, equals
∆H0/∆S0, one obtains the following:

∆TM = TM − TM0 = (RTM0TM/∆H0) ln
[
∏n

i=1(1 + ki[L])
]

(5)

where TM0 and TM are the melting temperatures of the biopolymer at free ligand concentra-
tions of 0 and [L], respectively.

For n = 1, Equation (5) converts into the well-known equation derived by Crothers in
1971 [25]. To the best of our knowledge, Equation (5), relating the melting temperature of
a biopolymer with multiple binding sites to the concentration of a ligand and its affinity
for the sites, has not been reported previously. Inspection of Equation (5) reveals that
∆TM represents an unambiguous global measure of the net drug-induced stabilization of
DNA structures.

We fitted the melting profiles presented in Figures 10–14 by a two-state transition
model [32]. The values of TM were determined from the fits as the helix-to-coil transition
midpoints. Table 1 presents increases in TM for each DNA construct studied here in the
presence of netropsin and Hoechst 33258 at a drug-to-DNA ratio, r, of 3.

Table 1. Ligand-induced changes in melting temperatures, ∆TM (◦C), of DNA structures at a drug-to-
DNA ratio, r, equal to 3.

G4HP HP K6bp6T G4 QDH5L

∆TM (Netropsin) 21.5 ± 0.4 24.7 ± 0.4 18.5 ± 0.2 29.3 ± 0.5 26.6 ± 0.7
∆TM (Hoechst 33258) 26.4 ± 0.3 24.4 ± 0.8 14.8 ± 0.4 31.8 ± 3.8 35.9 ± 0.4

4. Discussion

The minor-groove binding drugs studied here associate with the G-quadruplex domain
of a G-quadruplex–duplex hybrid structure and its stem-loop if the latter contains the all-AT
binding site. As alluded to above, a change in TM represents a quantitative measure of
the cumulative effect of drug binding on the structural stability of DNA. Inspection of the
data on TM presented in Table 1 reveals a hierarchical order of drug-induced stabilization,
which is consistent with the following picture. Both netropsin and Hoechst 33258 bind to
the G-quadruplex G4 and strongly stabilize it, as suggested by increases in TM of 29.3 ± 0.5
and 31.8 ± 3.8 ◦C, respectively. It follows, by extension, that the two minor groove-binding
drugs also bind to the G-quadruplex domain of the G4HP, QDH5L, and K6bp6T hybrids.
Comparison of the stability data on K6bp6T and G4 reveals that the presence of the stem-
loop in the hybrid causes a large reduction in the extent of drug-induced stabilization; the
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values of ∆TM diminish to 18.5 ± 0.2 and 14.8 ± 0.4 ◦C for netropsin and Hoechst 33258,
respectively. The stem-loop in K6bp6T lacks the all-AT binding site and, therefore, cannot
associate with either of the two drugs. The observed decrease in the extent of drug-induced
stabilization of K6bp6T suggests that the stem-loop either abolishes or sterically hinders
the access of the drugs to one or more of the binding sites on its G-quadruplex domain.

In contrast to K6bp6T, the stem-loop of G4HP contains an all-AT binding site. Hence,
netropsin and Hoechst 33258 bind, in addition to the G-quadruplex domain, to the stem-
loop of G4HP, which is reflected in the CD spectra in Figure 4A,B. Comparison of the
drug-induced increases in TM for G4HP and K6bp6T reveals that complexation of the
minor groove-binding drugs with the stem-loop of G4HP leads to its stabilization, which
significantly exceeds that afforded by the drug binding to K6bp6T. The values of ∆TM
for G4HP are 21.5 ± 0.4 and 26.4 ± 0.3 ◦C for netropsin and Hoechst 33258, respectively.
Coincidentally, these numbers are close to those observed for the HP hairpin, where the
values of ∆TM are 24.7± 0.4 and 24.4± 0.8 ◦C for netropsin and Hoechst 33258, respectively.

These results are consistent with the notion that the drug-induced stabilization of
G4HP reflects the concerted effect of drug binding to both the stem-loop and the G-
quadruplex domain of the hybrid. Comparison of the stability data for QDH5L and
G4HP provides further evidence that drug binding to the stem-loop contributes signifi-
cantly to the stabilization of a hybrid structure. QDH5L contains a five-loop hairpin in
contrast to the more constrained three-loop hairpin of G4HP. The unconstrained stem-loop
duplex in QDH5L should be more B-like relative to G4HP; hence, the binding of the minor
groove binders to the stem-loop of QDH5L should be tighter than that to the stem-loop of
G4HP. One can, therefore, expect stronger drug-induced stabilization of QDH5L than of
G4HP. In agreement with this expectation, the values of ∆TM for QDH5L were 26.6 ± 0.7
and 35.9 ± 0.4 ◦C for netropsin and Hoechst 33258, respectively, significantly exceeding
those for G4HP. Therefore, an increase in the number of the nucleotides in the loop of the
hairpin from three to five leads to substantially enhanced drug-induced stabilization of the
QDH structure.

Our results suggest that minor groove-binding drugs stabilize QDH structures by
binding to both the stem-loop and the G-quadruplex domains. While the contribution
of drug binding to the G-quadruplex domain is large, the contribution of the binding to
the stem-loop is also substantial. The two contributions are difficult to separate, and the
combined effect of drug binding to the stem-loop and the G-quadruplex domain may
be synergistic.

Our results may seem to contradict those of a study that suggested that netropsin
binding to the hairpin stem-loop portion of one particular QDH does not lead to any
appreciable increase in stability, despite enhancing the stability of the isolated hairpin [24].
The observed disparity reflects the structural differences in the QDH structures studied
in this work and that studied by Nguyen et al. [24]. In the QDH studied in ref. [24], a
nick is introduced to the G-tract bordering the quadruplex–duplex junction. Thus, in that
structure, the stem-loop hangs from the 3′-end of the tetraplex core and is anchored to its
terminal G-tetrad, which serves as the foothold for the loose end of the hairpin. The latter
is not a loop in the tetraplex core of the hybrid structure, in the sense that it does not link
G-runs; it is rather an appendix which is structurally and thermodynamically separate from
the core.

The data described in the present work outline an untapped avenue for sequence-
selective recognition and stabilization of stem-loop-containing QDH structures in vitro and,
possibly and more importantly, in vivo. Given the existing library of minor groove-binding
drugs recognizing mixed AT- and GC-rich DNA sequences [45–49], our results outline a
potential method for stabilization, or even induction, of QDH structures with stem-loops
containing cognate sequences, with clear extensions to, and implications for, the control of
genomic events.

There is a subtle point that merits discussion. The thermodynamic data presented
in this work leave no doubt that drug binding to the stem-loop contributes significantly

171



Life 2022, 12, 597

to an increase in the stability of an isolated QDH. It is less clear if the same or a similar
extent of drug-induced stabilization would be afforded within the context of duplex DNA,
when the QDH is exposed to its complementary C-rich strand. In this scenario, the QDH-
plus-single strand conformation with a single drug-binding site should compete with the
duplex conformation with two drug-binding sites (given the palindromic nature of the
stem-loop). The equilibrium between the QDH and duplex species would, clearly, depend
on the specific DNA sequence and the identity of the drug; the QDH conformation may or
may not outcompete the duplex conformation. Further studies are needed to explore the
effect of drug binding on duplex–QDH equilibrium.

5. Conclusions

We characterized the effect of the minor groove binders netropsin and Hoechst 33258
on the stability of a family of QDH structures, as well as a G-quadruplex and a hairpin
modeling the G-quadruplex core and stem-loop of the QDH’s. The binding of either drug
results in an increase in thermal stability for all DNA structures, as evidenced by increases
in melting temperature, TM. Analysis of the hierarchical order of increases in TM reveals
that the drug-induced stabilization arises from drug binding to both the G-quadruplex
domain of a QDH and its stem-loop if the latter contains an all-AT binding site. This
result attests to the thermodynamic crosstalk between the stem-loop and tetraplex core of
the QDH. Our results allude to an untapped avenue for sequence-specific recognition of
QDH structures.
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Abstract: The human telomere region is known to contain guanine-rich repeats and form a guanine-
quadruplex (G4) structure. As telomeres play a role in the regulation of cancer progression, ligands
that specifically bind and stabilize G4 have potential therapeutic applications. However, as the
human telomere sequence can form G4 with various topologies due to direct interaction by ligands
and indirect interaction by the solution environment, it is of great interest to study the topology-
dependent control of replication by ligands. In the present study, a DNA replication assay of a
template with a human telomere G4 sequence in the presence of various ligands was performed.
Cyclic naphthalene diimides (cNDI1 and cNDI2) efficiently increased the replication stall of the
template DNA at G4 with an anti-parallel topology. This inhibition was stability-dependent and
topology-selective, as the replication of templates with hybrid or parallel G4 structures was not
affected by the cNDI and cNDI2. Moreover, the G4 ligand fisetin repressed replication with selectivity
for anti-parallel and hybrid G4 structures without stabilization. Finally, the method used, referred
to as quantitative study of topology-dependent replication (QSTR), was adopted to evaluate the
correlation between the replication kinetics and the stability of G4. Compared to previous results
obtained using a modified human telomere sequence, the relationship between the stability of G4
and the effect on the topology-dependent replication varied. Our results suggest that native human
telomere G4 is more flexible than the modified sequence for interacting with ligands. These findings
indicate that the modification of the human telomeric sequence forces G4 to rigidly form a specific
structure of G4, which can restrict the change in topology-dependent replication by some ligands.

Keywords: G-quadruplex; replication; thermodynamics; ligand; topology

1. Introduction

DNAs containing tandem repeats of guanine form guanine-quadruplexes (G4s) com-
prising guanine quartets linked via Hoogsteen hydrogen bonds. Telomeres contain ap-
proximately 100 repeats of T2AG3, which can form G4 structures. As telomerase binds
to these regions to elongate telomeres, G4 formation in telomeres can inhibit the binding
and catalysis of telomerase [1]. G4 structures perturb replication [2,3] and transcription,
both in vitro and in vivo [4,5]. Previous studies have suggested that the efficiency of the
inhibition of these reactions by G4 formation depends not only on the structural stability
but also on the topology of G4 formed in the template DNA and RNA [2,4]. As there are
more than 300,000 G4-forming potential regions in the human genome [6], the development
of ligands that selectively tune the formation of a specific G4 and regulate replication is
highly valuable for therapeutic treatment [3,7].
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Although G4 topologies with antiparallel, hybrid, and parallel strands (Figure 1a)
have been characterized, only certain G4 structures can be targeted to regulate gene ex-
pression. The major interaction between G4 and the ligand is the stacking interaction
on the G-quartet [8]. As the G-quartet is a common motif in any type of G4 topology,
such G4 ligands cannot distinguish a particular G4 structure. G4 structures differ in their
sequence, length, and the configuration of the loop regions. In cells, G4 binding proteins
possibly recognize differences in G4 structures [9], but only a few ligands are available to
discriminate G4 topologies. These ligands can interact with the loops or grooves of G4 and
G-quartets [10–12]. Replication of the telomeric region should efficiently occur to maintain
the biological roles of telomeres in cells [13], which represents a promising target for cancer
therapy [14]. As replication can be influenced by the G4 topology on the DNA template [2],
an index for ligand development that shows topology-specific binding and function is
highly required.

Figure 1. (a) Images of G4 topologies. (b) Ligands tested in this study. NDI-DM is a non-cyclic
naphthalene diimide (NDI) derivative. cNDI1 and cNDI2 are based on NDI-DM and modified with
2,2′-(cyclohexane-1,1-diyl)diacetic acid with linkers of different lengths. Fisetin is a natural product.
Meso-tetrakis-(N-methyl-4-pyridyl)-porphyrin TMPyP4 and N-methyl mesoporphyrin IX (NMM) are
conventional G4 ligands. (c) Schematic illustration of the replication assay in this study.

DNA energetics is fundamental to understanding the stability of DNA structures as
well as reaction-related DNA metabolism, such as DNA damage recognition, repair, and
replication. Prof Kenneth J. Breslauer, who is the pioneer of this research area, demonstrated
a significant relationship between the energetic values of DNA stability and replication
efficiency and fidelity in a predictable sequence-dependent manner [15]. Therefore, quanti-
tative analysis of the stability of DNA structures and replication efficiency is fundamental.
We previously studied G4 replication in the presence of G4 ligands along a template
DNA including a modified sequence of the human telomeric G4-forming sequence (5′-
TTGGGTTAGGGTTAGGGTTAGGG-3′), which was different from the native sequence
(5′-TTAGGGTTAGGGTTAGGGTTAGGGA-3′) [16]. The modified sequence was devel-
oped for NMR measurements to obtain clear spectra. As sequence modification can cause
changes in the stability and topology of the G4 structure of human telomeres, the G4-
topology-dependent replication of human telomeres should also be affected by sequence
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modification, although there has been no demonstration. Here, replication of DNA contain-
ing a native G4 sequence derived from human telomeres was investigated in the presence
of various G4 ligands under different buffer conditions [17]. As shown here, it was found
that the replication stall on G4 depended not only on the stability of the G4-ligand complex
but also on the manner of interaction of the ligand depending on the G4 topology. The
results of this study provide quantitative data showing that the interaction between ligands
and G4 controls the energetic barrier of the replicating intermediate, resulting in different
unwinding kinetics of G4. Our quantitative study of topology-dependent replication will
facilitate drug design to efficiently control gene expression when a mutation occurs in the
G4 sequence.

2. Materials and Methods

Materials. The deoxynucleoside triphosphates (dNTPs) were purchased from Takara
Bio (Shiga, Japan). NDI-DM, cNDI1, and cNDI2 previously described [18]. All other ligands
are purchased and prepared as described [16].

Oligonucleotides. Short DNA for the thermodynamics assay, primer DNA labeled
with fluorescein amidite, and template DNA purified using high-performance liquid chro-
matography (HPLC) were purchased from Japan Bio Service. All of the DNA sequences
used in this study are listed in Table S1.

Replication assay. For the polymerase, the Klenow fragment exo- (KF exo-) was
prepared and used as previously reported [16]. Primer and template DNA were mixed
and annealed in the buffer used in the replication reaction: 10 mM Tris-hydrochloric acid
(HCl) (pH 7.5), 8 mM magnesium chloride (MgCl2), 1 µM DNA, 10 µM each ligand (the
concentration of fisetin was 50 µM to facilitate efficient replication stall), and 250 µM dNTPs.
Potassium chloride (KCl) and poly(ethylene glycol200) (PEG200) were added as indicated.
After preparing the solution, the mixtures were incubated at 37 ◦C for 5 min followed by
the addition of 1 µM KF exo- to initiate the reaction. The reactants were collected at each
time point and added to a solution containing 10 mM EDTA and 80 wt% formamide. After
running urea-polyacrylamide gel electrophoresis (PAGE) containing 8 M urea at 70 ◦C for
1 h at 200 V in TBE buffer, the gel images were captured using a Fluoreimager FLA-5100
(Fujifilm, Tokyo, Japan) before and after staining with SYBR Gold (Thermo Fisher Scientific,
Tokyo, Japan). The intensities of the bands were analyzed using NIH ImageJ software. The
amount of full-length product (P) was quantified by calculating the ratio of the intensity of
the full-length product band to that of all bands. A kinetic model was applied to a two-step
sequential model.

P0
ks→ PS

k f→ PF (1)

where P0 is the starting state of the reaction, Ps is the state immediately after dissolving the
stall, PF is the state after replication of the full-length product is completed, ks (min−1) is
the rate constant from the start of the reaction to dissolving the stall, and kf (min−1) is the
rate constant from dissolving the stall to complete synthesis of the full-length product. The
kinetic analyses were performed as previously described [16].

UV melting assay. The solution used for the ultra violet (UV) melting assay included
5 µM (T2AG3)4 and 10 µM of each ligand. For fisetin, a 50 µM of the solution was used. All
samples were dissolved in the solution containing the buffer used in the replication assay
except for dNTPs. Melting and thermodynamic analyses were performed as previously
described [16].

CD Spectroscopy Measurements. The sample preparation for CD measurement was
same as the UV melting assay, followed by sample annealing. CD measurement were
performed using a JASCO J-1500 instrument at 37 ◦C as previously [16].
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3. Results
3.1. Structure and Stability of Human Telomeric G4 in the Presence of Ligands in a Low K+

Ion Concentration

The replication of G4 DNA was studied using the Klenow fragment of DNA poly-
merase I from Escherichia coli that lacks exonuclease activity (KF exo-) in the presence of non-
cyclic (NDI-DM) and cyclic naphthalene diimide (NDI) derivatives (cNDI1 and cNDI2) [18],
and conventional G4 porphyrin ligands (meso-tetrakis-(N-methyl-4-pyridyl)-porphyrin
(TMPyP4) and N-methyl mesoporphyrin IX (NMM) (Figure 1b,c). Fisetin, which binds
to the loop regions of G4 [19], was assayed. The template DNA contained a G4-forming
sequence (four repeats of the human telomeric DNA sequence (T2AG3)4) downstream of
the region complementary to the primer-binding site (Table S1). This sequence can form
various topologies, depending on the solution conditions [17].

The topology of G4 DNA from human telomeric sequence is dependent on the concen-
tration of K+ ion; for example, the oligonucleotide (T2AG3)4 forms an anti-parallel structure
at a low concentration of K+ ions [20]. In the presence of 1 mM KCl in a buffer containing
10 mM Tris HCl (pH 7.5) and 8 mM MgCl2, the circular dichroism (CD) spectra of 5 µM
(T2AG3)4 in the absence of ligands at 37 ◦C showed a large positive peak around 295 nm
(Figure 2a), indicative of an anti-parallel conformation [11]. As the stability of G4 is low in
this buffer condition, the spectrum shows the mixture of the spectrum with the coil form,
which showed peaks at 220 nm and 255 nm. We measured the CD spectra of the DNA with
10 µM NDI ligands. Except for the spectrum in the presence of cNDI1 showing a hybrid
topology with peaks at 265 and 295 nm, all indicated that G4s in these conditions adopted
an anti-parallel conformation (Figure 2a) [11]. The spectrum in the presence of fisetin also
indicated an antiparallel topology with the mixture of coil form due to low stability of G4.

Figure 2. (a) CD spectra at 37 ◦C and (b) ultra violet (UV) melting curves of 5 µM (T2AG3)4 in
the absence (blue) and presence of 10 µM non-cyclic naphthalene diimide (NDI)-DM (pink), cyclic
(c) NDI1 (brown), cNDI2 (green), or 50 µM fisetin (light blue). The buffer condition was 10 mM
Tris-hydrochloric acid (HCl) (pH 7.5), 1 mM potassium chloride (KCl), and 8 mM magnesium chloride
(MgCl2). (c) Polyacrylamide gel electrophoresis (PAGE) images of aliquots of replication reactions of
1 µM (T2AG3)4 template DNA in the absence or presence of 10 µM NDI-DM, cNDI1, cNDI2, or 50 µM
fisetin. The reaction was carried out with 1 µM KF exo- and 250 µM deoxynucleoside triphosphates
(dNTPs) at 37 ◦C. Aliquots were taken at time intervals that depended on the ligand.
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Next, UV melting measurements were performed to quantitatively analyze the ther-
modynamic stability of G4 structures in the absence and presence of ligands (Figure 2b).
In the absence of ligands, the melting temperature was 42.7 ◦C, and the thermodynamic
stability at 37 ◦C (−∆G◦37) of the G4 structures, which was used to quantitatively compare
the stability, was 0.6 kcal mol−1 (Table 1). On the other hand, −∆G◦37 in the presence of
NDI-DM was 1.9 kcal mol−1, indicating that the structure was stabilized by the ligand.
For the cases of cyclic NDI ligands, −∆G◦37 was 2.5 (cNDI1) and 1.8 (cNDI2) kcal mol−1,
respectively, which were also larger than those in the absence of ligands. Fisetin slightly
destabilized the G4 with a −∆G◦37 of 0.4 kcal mol−1 (Table 1).

Table 1. Thermodynamic parameters for the formation of human native G4 structure and kinetic
parameters for G4 replication at 37 ◦C.

DNA a

with Ligand Condition b Tm (◦C)
(◦C)

−∆G◦37
(kcal mol−1)

ks (min−1)
(min−1)

kf (min−1)
(min−1)

(T2AG3)4

1 mM KCl,
0 wt% PEG200

42.7 ± 0.7 0.6 ± 0.1 4.4 ± 2.2 71 ± 40
(T2AG3)4 + NDI-DM 52.9 ± 1.0 1.9 ± 0.1 0.68 ± 0.01 10 ± 1.5

(T2AG3)4 + cNDI1 58.7 ± 1.0 2.5 ± 0.2 0.24 ± 0.11 8.5 ± 3.0
(T2AG3)4 + cNDI2 52.3 ± 1.8 1.8 ± 0.3 0.14 ± 0.06 9.6 ± 1.3
(T2AG3)4 + fisetin 41.4 ± 0.2 0.4 ± 0.2 0.60 ± 0.04 9.6 ± 2.8

(T2AG3)4

100 mM KCl,
0 wt% PEG200

73.7 ± 0.2 4.0 ± 0.1 0.36 ± 0.08 7.6 ± 1.6
(T2AG3)4 + NDI-DM 76.6 ± 0.2 5.0 ± 0.2 0.042 ± 0.019 1.0 ± 0.3

(T2AG3)4 + cNDI1 79.3 ± 0.9 5.4 ± 0.1 0.023 ± 0.064 0.8 ± 0.1
(T2AG3)4 + cNDI2 76.0 ± 0.2 4.6 ± 0.1 0.047 ± 0.025 1.6 ± 0.4

(T2AG3)4 + TMPyP4 74.8 ± 0.3 5.4 ± 0.3 0.056 ± 0.005 1.3 ± 0.1
(T2AG3)4 + NMM 72.4 ± 0.4 4.1 ± 0.1 0.23 ± 0.03 4.9 ± 0.9
(T2AG3)4 + fisetin 70.6 ± 0.1 3.4 ± 0.1 0.028 ± 0.003 1.3 ± 0.1

(T2AG3)4

1 mM KCl,
20 wt% PEG200

45.4 ± 0.1 1.1 ± 0.1 0.49 ± 0.19 6.3 ± 1.4
(T2AG3)4 + NDI-DM 53.3 ± 0.9 2.1 ± 0.1 0.042 ± 0.001 2.3 ± 0.14

(T2AG3)4 + cNDI1 57.0 ± 1.2 2.5 ± 0.2 0.039 ± 0.008 1.9 ± 0.03
(T2AG3)4 + cNDI2 51.7 ± 1.5 2.0 ± 0.2 0.039 ± 0.009 3.3 ± 0.29

(T2AG3)4 + TMPyP4 47.5 ± 0.4 1.2 ± 0.1 0.069 ± 0.009 2.7 ± 0.1
(T2AG3)4 + NMM 42.7 ± 0.1 0.6 ± 0.1 0.073 ± 0.006 3.7 ± 0.1
(T2AG3)4 + fisetin 40.1 ± 0.2 0.5 ± 0.1 1.4 ± 0.4 14 ± 2.4

a The concentration of DNA was 5 µM. b The sample solution contained 10 mM Tris-hydrochloric acid (HCl)
(pH 7.5), 1 or 100 mM potassium chloride (KCl), and 8 mM magnesium chloride (MgCl2) with or without
poly(ethylene glycol200) (PEG200).

3.2. Relationship between Thermodynamic Stability of the G4 Structure and Its Replication
Efficiency in a Low K+ Concentration

The replication reaction was performed in the same buffer in the presence of 1 µM
KF exo- and 250 µM dNTPs. After 0.08 min (=5 s), the two products were detected by
denaturing polyacrylamide gel electrophoresis (PAGE; Figure 2c). The product migrating
faster was confirmed to be the fully extended primer after staining in comparison with the
mobility of the template DNA (Figure S1). The product migrating slower, which extended
only a few nucleotides from the primer (Figures 2c and S1), indicated a stalled product due
to its G4 structure. This stalled product disappeared after 0.33 min (=20 s), indicating that
replication was stalled to some extent by the G4 structure.

In the presence of NDI-DM, these two replication products were mainly as observed
in the absence of the ligand. However, the stalled product was much accumulated more
than that without the ligand (Figure 2c), which indicates that NDI-DM stabilized G4 and
thus increased the replication stall compared to that without the ligand. The minor bands
observed between the bands of the stalled product and full-length product may be derived
from replication stall by the nonspecific binding of NDI-DM due to the relatively low
specificity for G4 [18]. More stalled products were detected in the presence of cNDI1 and
cNDI2 than in the presence of NDI-DM (Figure 2c). Contrary to our expectations based on
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the melting results, which showed that the −∆G◦37 values were not significantly different
in the presence of NDI-DM and cNDI2, although cNDI1 slightly stabilized the (T2AG3)4
structure relative to NDI-DM, more significant stalling of the polymerase enzyme was
induced by cNDI1 and cNDI2 than NDI-DM. Replication was also analyzed in the presence
of TMPyP4 and NMM as conventional G4 ligands, and found almost no polymerase stalling
(Figure S2a,b), likely due to the fact that TMPyP4 and NMM do not bind well to anti-parallel
G4 [21]. Therefore, cNDIs may stall replication effectively due to the interaction between
the cyclic moieties and G4 loop regions. Moreover, in the presence of fisetin, a small amount
of the stalled product was observed.

To compare the replication kinetics and thermodynamic stability of (T2AG3)4, we
determined the kinetics of the replication of the full-length products, as previously reported
(Figure S3) [2]. A two-step sequential model consisting of the stall in replication was
assumed, which included the prior replication to the stall position, and generating a full-
length product after resolving the replication stall. The rate constants (ks) at 37 ◦C before
releasing the replication stall of KF exo- were 4.4 min−1 (without ligand), 0.68 min−1

(with NDI-DM), 0.24 min−1 (with cNDI1), and 0.14 min−1 (with cNDI2) (Table 1). The
rate-limiting step of these reactions was the resolution of G4 since the rate constants kf for
replication after dissolving the stall was much larger than ks (Table 1). For fisetin, the ks
values (0.60 min−1) were also smaller than the kf values. Therefore, stall of replication is
the rate-limiting step of the reaction. The kf values were similar for all of the ligands, and
the relatively large difference between the kf without ligand and that with ligand indicated
a decrease in the processivity of the single-stranded region downstream of the G4 structure
owing to the effect of nonspecific binding of ligands to the template DNA.

The ks values indicated that the cNDI ligands inhibited the replication of the (T2AG3)4
template more effectively than the parent compound NDI-DM. Each of these NDI com-
pounds has a naphthalene moiety that presumably interacts in a similar manner to a
G-quartet; thus, the cyclic moieties of cNDI1 and cNDI2 influence binding to (T2AG3)4.
Interestingly, NDI-DM and cNDI2 similarly stabilized the G4 conformation of (T2AG3)4,
but the efficiency of replication repression differed. Furthermore, the ks of fisetin was much
smaller than that in the absence of ligands, although the stability of the (T2AG3)4 G4 did
not increase. These effects on the replication rate that do not correlate with G4 stability
imply that the binding mode of the ligand to G4 influences how efficiently the structure is
resolved by polymerase.

3.3. Quantitative Analysis of G4 Stability and G4 Replication Affected by G4 Ligands

To quantitatively analyze the effects of the ligand on replication through G4s of
different topologies, a method was developed for novel categorization of G4 ligands
named quantitative study of topology-dependent replication (QSTR) to analyze the phase
diagram of the stability of G4 vs. activation energy of G4 replication, which we established
previously (Figure 3) [2,16,22]. Briefly, QSTR categorizes and quantitatively characterizes
the effect of ligands on stalling at G4. In the analysis, it was demonstrated that the plot
between the −∆∆G◦37 values (−∆G◦37 in the presence of ligand—(−∆G◦37 in the absence
of ligand)) and ∆∆G‡

37 values (∆G‡
37 is the activation free energy of replication of G4

at 37 ◦C). Furthermore, the slope (∆∆G‡
37/(−∆∆G◦37)) of the x-y surface of the ligand

of interest, Si, was divided by that of the standard ligand S. A comparison of the slopes
represents the obtained value α, that is, Si/S. Here, the standard is NDI-DM.

To visualize the relationship between the stability of G4 and replication kinetics,
the plots were categorized into upper, lower, and right or left quadrants in different
colors (groups I, II, III, and IV are yellow, green, light blue, and purple, respectively)
(Figure 3A). Ligands in groups I and III changed the unfolding kinetics of G4, which
resulted in replication control. However, ligands in groups II and IV exhibit control
over replication that is independent of the effect on the stability of G4. The categorized
ligands were also arranged in in category i (α ≈ 1), ii (α > 1 indicating that the reaction
is ∆∆G‡

37 dependent), and iii (α < 1 indicating that the reaction is ∆∆G◦37 dependent) in
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addition to iv (α < 0). The QSTR of the data for 1 mM KCl without PEG200 (Figure 3B
and Table 2) indicated that cNDI1 was group I-i, which means that cNDI1 has the same
mechanism of replication stall (α ≈ 1) as that of NDI-DM. The cNDI2 data corresponded
to relationship (I-ii), suggesting that these ligands stabilize G4 and inhibit the replicating
polymerase differently and more efficiently than NDI-DM. The fisetin data also deviated
and represented relationship (II-iv), indicating that the ligand repressed the replication of
G4 with a smaller ∆G‡ than that of NDI-DM.

Figure 3. Quantitative study of topology-dependent replication (QSTR) for the native human G4
sequence. (a) The scheme of QSTR plot. The different quadrant shows each combination of pos-
itive and negative value of −∆∆G◦37 and ∆∆G‡

37 (I–IV). The value α, which indicates the ratio
of ∆∆G‡

37/(−∆∆G◦37) of the ligand of interest to that of the NDI-DM. Reprinted with permission
from [16]. Copyright 2021 American Chemical Society. (b–d) Obtained QSTR plots in (b) 1 mM
potassium chloride (KCl) without poly(ethylene glycol200) (PEG200), (c) in the presence of 100 mM
KCl without PEG200, and (d) 1 mM KCl with 20 wt% PEG200. The degree of α was shown in different
colors in the plot (α ≈ 1; green, α > 1; red, 0 < α < 1; blue, and α < 0; pink).
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Table 2. G4 topologies of (T2AG3)4 and categories of QSTR.

Condition Ligand G4 Topology
(T2AG3)4

QSTR Category
(T2AG3)4

G4 Topology
T2(G3T2A)3A b

QSTR Category
T2(G3T2A)3A 4

b

1 mM KCl without
PEG200

NDI-DM Anti-parallel I-i a Anti-parallel I-i a

cNDI1 Hybrid I-i Hybrid I-ii
cNDI2 Anti-parallel I-ii Anti-parallel I-ii
fisetin Anti-parallel II-iv n.d. n.d.

100 mM KCl
without PEG200

NDI-DM Anti-parallel I-i a Anti-parallel I-i a

cNDI1 Hybrid I-i Hybrid I-ii
cNDI2 Anti-parallel I-ii Anti-parallel I-ii

TMPyP4 Parallel I-iii n.d. n.d.
NMM Parallel I-ii n.d. n.d.
fisetin Anti-parallel II-iv Hybrid III-iii

1 mM KCl and
20 wt% PEG200

NDI-DM Anti-parallel I-i a Anti-parallel I-i a

cNDI1 Hybrid I-i Hybrid I-ii
cNDI2 Hybrid I-i Anti-parallel I-ii

TMPyP4 Parallel I-ii n.d. n.d.
NMM Parallel II-iv Hybrid II-iv
fisetin Hybrid III-iii n.d. n.d.

a NDI-DM is a standard ligand. b Results obtained from our previous study.

3.4. Categorization of Ligands by Quantitative Study of Topology-Dependent Replication
(QSTR) Analysis

Regarding 100 mM KCl without PEG200 condition, from the CD spectrum at 37 ◦C,
the native human G4 sequence showed a hybrid topology, as previously reported [23],
whereas all NDI ligands induced an anti-parallel topology, except for cNDI1 (Figure S4a).
The spectrum in the presence of cNDI1 differed slightly from that of the others, suggesting
a slightly different structural change forming the hybrid topology. For TMPyP4 and NMM,
the spectra indicated a parallel topology, whereas fisetin had an antiparallel topology
(Figures S2g and S4a).

At 100 mM KCl, stability and replication kinetics parameters were obtained
(Figures S2i and S4b,c, Table 1). −∆∆G◦37 vs. ∆∆G‡

37 for NDI-DM, and cNDI1 fell in
the QSTR categories I-i (Figure 3c and Table 2). Under these conditions, the G4 of (T2AG3)4
formed a hybrid topology in the presence of these ligands. Thus, QSTR indicates that these
ligands affected the replication stall through the same mechanism as the standard. cNDI2
and NMM were categorized as I-ii, but the difference in the relative activation energy
suggested that NMM repressed replication more efficiently than cNDI2. TMPyP4 was
categorized as I-iii, indicating that replication was repressed less efficiently than in the case
of other ligands due to a small effect on the intermediate formed during replication. Fisetin
was categorized as into II-vi, as was the case with 1 mM KCl without PEG200, suggesting
that the effect of fisetin on replication stalling was not influenced by the topology of G4 but
that the inhibition mechanism may be shared in each case.

As molecular crowding can change G4 topology [17], the QSTR analysis was also
performed in the presence of 20 wt% poly(ethylene glycol) 200 (PEG200; average molecular
weight 200). In 20 wt% PEG200, 10 mM Tris-HCl (pH 7.5), 8 mM MgCl2, and 1 mM KCl at
37 ◦C, the CD spectrum of (T2AG3)4 indicated a hybrid topology (Figure S4d). Despite the
low concentration of K+, PEG200 partially induced a structural change from the antiparallel
to the hybrid form. The spectra with cNDI1, cNDI2, and fisetin were indicative of similar
CD patterns, although NDI-DM showed an anti-parallel topology (Figure S4d). TMPyP4
and NMM also exhibited spectra with parallel topologies (Figure S2h).

Based on the thermodynamic and replication assays in 1 mM KCl and 20 wt% PEG200
(Figures S2j and S4e,f, Table 1), QSTR analysis indicated that α the of NDI-DM, cNDI1, and
cNDI2 data were almost 1, resulting in QSTR categories I-i (Figure 3d and Table 2). Fisetin
was categorized as III-iii, indicating that fisetin destabilized G4 and promoted replication
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due to the acceleration of the kinetics of G4 unfolding. TMPyP4 was categorized into I-ii,
which may depend on how the ligand induces the parallel topology. The QSTR category
for NMM was II-iv, suggesting that the energy barrier for the replicating intermediate
influences replication kinetics. All of the plots of NDI ligands may fall into category I-
i with the use of TMPyP4 or NMM if all NDI ligands and fisetin bind to the perfectly
formed parallel topology. In summary, the interaction of G4 ligands with G4 structures
can vary under different conditions, which causes the regulation of G4 replication in a
topology-dependent manner.

4. Discussion

In this study, QSTR analysis of G4 replication along the template DNA was performed,
including a native human telomere sequence (5′-TTAGGGTTAGGGTTAGGGTTAGGG-
3′). As shown in Table 2, the results obtained in this study were compared with those
obtained for the modified sequence (5′-TTGGGTTAGGGTTAGGGTTAGGGA-3′). Some
QSTR categories of the native sequences were the same as those of the modified sequences.
For example, cNDI2 in 1 or 100 mM KCl without PEG200 showed the same QSTR categories.
Contrastingly, other QSTR categories differed from those of the modified sequence. In the
case of cNDI1, the QSTR categories for the native sequence were I-i in all solution conditions
and I-ii for the modified sequence. In a previous study, an interaction between the loop
region of the G4 and ligand moiety of cNDI1 and cNDI2 was identified, which caused
different QSTR categories from the standard ligand NDI-DM [16]. As NDI-DM has no cyclic
moiety, the interaction between the ligand and the loop region should be small. The QSTR
category I-i of cNDI1 indicates that the unwinding mechanism of replication is similar to
NDI-DM. Therefore, the results of this study suggest that the interaction of cNDI1 with the
loop region of G4 was not strong and had no significant effect on the efficient replication
stall. For cNDI2, the QSTR category in the solution containing 1 mM KCl and 20 wt%
PEG200 was I-i, which was different from that for the modified sequence. This could be
due to topology change, which lowered the interaction between the loop region of G4 and
cNDI2. A similar change was observed in the case of fisetin in the solution of 100 mM
KCl without PEG200, which showed different QSTR categories compared with the native
and modified sequences owing to the topology change of G4. The authors hypothesize
that these behaviors of the native sequence are derived from the flexibility of the structure.
Considering the availability of structural analysis, the modified sequence has only a small
amount of structural polymorphism and is beneficial for structural analyses such as NMR
measurements [16]. Thus, the rigid structure provides a specific interaction geometry for
the ligands and causes a topology-dependent replication stall. On the other hand, the G4
structure from the native sequence was flexible and formed a different structure from the
ligand-G4 complex. Therefore, the effect of topology-dependent replication was different
from that of the ligand structure. In truth, we could assign NMM and TMPyP4 to the QSTR
categories in the case of the native sequence, whereas NMM and TMPyP4 were not enough
to stabilize the G4 of the modified sequence in most cases. QSTR provides information
on the potential for replication control along different template sequences. From the view
point of the specific interaction derived from the difference of the sequence, there are
two possible interactions by the additional adenine in the sequence of the native telomere
sequence. One is the stack on the G-quartet, which can differently regulate the topology of
G-quadruplex compared with the modified sequence. Another one is the adenine base in
the native sequence may differently interact with the ligands compared with the case of the
modified sequence. In the anti-parallel and hybrid structure, these interactions happened
affect QSTR categories of the NDI ligands as you suggested, since NDI ligands interact
each G-quartet of the G-quadruplex and loop regions as well.

In conclusion, it was identified that the regulation of topology-dependent replication
by G4 ligands depends on the structural flexibility of G4 owing to sequence modification.
These results suggest that naturally occurring modifications, such as methylation and
oxidation, can cause perturbation of G4 flexibility and thus, changes in topology-dependent
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replication of the telomere region, which would be useful for designing ligands under
many conditions for treating diseases.
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full-length product of the replication reaction; Figure S4: Spectroscopic data and replication results in
the presence of 100 mM KCl or in the presence of 1 mM KCl and 20 wt% PEG200; Table S1: DNA
sequences used in this study; Table S2: QSTR data calculated using the parameters listed in Table 2.
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Abstract: Drug discovery strategies have advanced significantly towards prioritizing target selectiv-
ity to achieve the longstanding goal of identifying “magic bullets” amongst thousands of chemical
molecules screened for therapeutic efficacy. A myriad of emerging and existing health threats, in-
cluding the SARS-CoV-2 pandemic, alarming increase in bacterial resistance, and potentially fatal
chronic ailments, such as cancer, cardiovascular disease, and neurodegeneration, have incentivized
the discovery of novel therapeutics in treatment regimens. The design, development, and optimiza-
tion of lead compounds represent an arduous and time-consuming process that necessitates the
assessment of specific criteria and metrics derived via multidisciplinary approaches incorporating
functional, structural, and energetic properties. The present review focuses on specific method-
ologies and technologies aimed at advancing drug development with particular emphasis on the
role of thermodynamics in elucidating the underlying forces governing ligand–target interaction
selectivity and specificity. In the pursuit of novel therapeutics, isothermal titration calorimetry (ITC)
has been utilized extensively over the past two decades to bolster drug discovery efforts, yielding
information-rich thermodynamic binding signatures. A wealth of studies recognizes the need for
mining thermodynamic databases to critically examine and evaluate prospective drug candidates
on the basis of available metrics. The ultimate power and utility of thermodynamics within drug
discovery strategies reside in the characterization and comparison of intrinsic binding signatures
that facilitate the elucidation of structural–energetic correlations which assist in lead compound
identification and optimization to improve overall therapeutic efficacy.

Keywords: drug discovery; drug-target interactions; thermodynamic binding signatures; isothermal
titration calorimetry; lead optimization; fragment-based drug discovery; drug-like properties;
enthalpic efficiency; group efficiency; lipophilic efficiency

1. Introduction

Tracing the historical origins of drug discovery, scientists have long pursued the
paradigm of one-drug-for-one-disease as illustrated by the pioneering studies of Paul Ehrlich,
who inspired generations of medicinal chemists in the quest of identifying, modifying, and
optimizing lead compounds to achieve the desired potency, selectivity, and specificity (as
reviewed in [1]). For over a century, research has advanced towards prioritizing drug-target
selectivity by seeking “magic bullets” amongst thousands of prospective candidates. This
scenario has proven extremely challenging as the search for novel therapeutics to treat
existing and emerging diseases often relies on multi-targeting, repurposing, and/or refining
an approved drug [2]. In fact, growing awareness of the cellular interactome and increasing
complexity of networks controlling biological processes has recently invoked a broader
selectivity (i.e., shotgun) approach [3,4]. The latter explores complex diseases that often
implicate multiple targets as intervening therapies. Moreover, seemingly undruggable
targets that involve functionally important protein-protein interactions (PPIs) have been
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unraveled and the hotspots identified therein represent novel avenues for drug discovery
campaigns [5]. Irrespective of the approach, nature, and/or type of validated target,
drug discovery efforts continue to accelerate with the arsenal of available tools expanding
dramatically to facilitate improvements in drug efficacy while minimizing off-target effects.
Considering the strategies to tackle diseases of simple or complex etiology, one principle
remains unvaried, namely a drug must be designed to interact with the desired target(s)
specifically and elicit the appropriate response.

The studies described and reviewed herein are intended to rekindle the interest of
biochemists, biophysicists and molecular biologists on the importance of employing thermo-
dynamic information in drug design and development by assisting hit-to-lead progression
and optimization while facilitating identification and/or improvement of repurposed drugs.
Major health threats related to cancer, cardiovascular diseases, and neurodegeneration
remain the focus of ongoing research in immunology, virology, and a host of medical fields.
The recent emergence of SARS-CoV-2 as a global pandemic warrants development of effec-
tive therapeutics as a parallel path to assist immunization efforts and mitigate the impact
of vaccine resistant variants. An alarming increase in bacterial resistance has challenged
the research community and pharmaceutical industry to undertake immediate action by
developing the next generation of novel antibiotics and strategic approaches to obviate
an imminent risk with global repercussions. This review focuses on revisiting specific
accomplishments achieved in drug discovery during the past two decades particularly
with respect to the role of thermodynamics as an integral tool in providing unique insights
that assist decision making processes in drug design, development, and optimization [6].
The acquisition and critical assessment of thermodynamic binding signatures [7,8], in
conjunction with the elucidation of structural features at the molecular level, enhance our
understanding of ligand-target interactions and set the stage for improvement of predictive
capabilities. A combination of biological, structural, thermodynamic, and computational
approaches integrated within a multidisciplinary drug discovery strategy provides the most
effective and efficient route for developing future generations of improved therapeutics.

1.1. Scope of the Review

This review examines the utility of employing specific criteria and metrics to guide
decisions regarding the screening and selection of prospective lead compounds in the
drug design and development process. While biophysical approaches, such as isothermal
titration calorimetry (ITC), have been utilized to bolster drug discovery efforts, there are
instances in which the power of this technique has been underutilized, serving solely as
an alternate tool to derive binding affinities with the information-rich thermodynamic
signatures ostensibly overlooked. In the present review, we highlight studies that have
specifically explored and exploited the use of energetic binding signatures to augment
drug discovery strategies and discuss the wealth of information that has been gleaned
towards advancing the overall design and development process. We examine and evaluate
the fundamental role of thermodynamic-based metrics to assess the fate of a compound
along the drug discovery pathway. The latter is accomplished in part by seeking empiri-
cal correlations between specific physicochemical properties and experimentally derived
thermodynamic profiles deduced via analysis of biomolecular interactions deposited in
binding databases. Towards this end, we have scrutinized the biophysical properties
and binding energetics of over 800 ligand–target complexes curated from BindingDB
(http://www.bindingdb.org/bind/index.jsp, accessed on 24 April 2022) [9,10], Scorpio
(http://scorpio.biophysics.ismb.lon.ac.uk/scorpio.html, accessed on 24 April 2022) [11],
and PDBcal [12] tabulated within a single compiled master file [13]. The utility of em-
ploying thermodynamics-based metrics benefits from the availability of such binding data,
as one can evaluate general trends and/or specific correlations that may assist in drug
discovery. This review concludes by acknowledging the power of energetics in eluci-
dating fundamental aspects of biomolecular interactions and the need for accelerating
development of high-throughput technologies that integrate biological, biophysical, com-
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putational, and structural approaches in a multidisciplinary strategy to advance the design
and optimization of lead compounds as novel therapeutics.

1.2. Acknowledging Professor Breslauer’s Contributions to Drug Discovery

This review celebrates Professor Breslauer’s seventy-fifth birthday by reflecting on
his pioneering contributions towards characterizing the thermodynamic properties of bio-
logical systems and their fundamental role in accelerating drug discovery efforts. During
the past four decades, Professor Breslauer and his colleagues have focused their attention
on timely topics of biological relevance by conducting biophysical research studies that
assisted parallel biomedical efforts to identify effective treatment strategies for a number
of devastating diseases. Such efforts have culminated in characterizing the energetics of
drug–DNA interactions, particularly those directed towards the treatment of cancer and
related ailments [14–19], revealing insightful trends in terms of thermodynamic binding
signatures [18–22] and yielding invaluable information content for advancing drug dis-
covery strategies [23–25]. In a series of seminal studies, Professor Breslauer established
a database of nearest neighbor thermodynamics for canonical DNA duplexes [26], advanced
the concept of enthalpy-entropy compensation in ligand–target interactions [15] which
represents a formidable challenge in drug design efforts, explored the relevance of heat
capacity changes on DNA duplex energetics [27,28] and macromolecular processes [29],
and characterized the thermodynamics of template-directed polymerase synthesis [30].
In collaboration with Professors Grollman and Johnson at Stony Brook University, the
Breslauer research group has investigated oxidative DNA damage, which causes a myriad
of diseases including cancer and neurodegeneration. These efforts have complemented
biophysical studies of canonical DNA with detailed thermodynamic analysis of lesion
impacts on duplex energetics [31–42] as well as lesion recognition and repair by DNA
glycosylases [23,29,43,44]. While establishing the foundation required for understanding
the energetic basis of complex biological systems, the Breslauer research group has fo-
cused on gene transcription regulation, repair, and replication [29,30,39,45,46]. Professor
Breslauer’s impressive academic career spanning five decades is chronicled in a recent
retrospective [23] as his research group continues to pursue effective therapeutic interven-
tions for combating and treating infectious diseases such as the SAR-CoV-2 pandemic [47].
In summary, the indelible impact of Professor Breslauer’s pioneering contributions to the
field of biothermodynamics and their consequential impact on advancing drug discovery
strategies is gratefully acknowledged and recognized by a legion of peers.

2. Drug Discovery Strategies

The design, development, and optimization of prospective compounds as effective
therapeutic agents require broad-based drug discovery strategies that incorporate high
throughput screenings (HTS) in conjunction with multidisciplinary characterization pro-
tocols. HTS aims at generating selected hits from millions of compounds that are further
optimized into chemical leads. The identification of an ideal chemical lead and its overall
quality is dictated by a host of properties that extend well beyond inhibitory activities
and binding affinities. These include specific pharmacokinetic properties, such as absorp-
tion, distribution, metabolism, excretion, and toxicity that are collectively termed ADMET.
While deemed essential to ascertain a sustained therapeutic level upon oral administra-
tion, ADMET properties are generally more difficult to optimize than primary biological
activity [48]. Considering their fundamental role in evaluating drug efficacy, complemen-
tary approaches to HTS are instrumental for monitoring the optimal predicted performance
of a compound following in vivo administration. Drug discovery strategies are continually
expanding capabilities in terms of both restructuring facilities to experimentally access
and accelerate the production of hits [48] while intensifying the use of complementary
computational approaches to expedite compound screening. During the screening process,
several rules are imposed on the basis of selected criteria and/or metrics to categorize
the drug-likeness of a compound. Such criteria rely on a host of properties that assist in
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evaluating a compound based on its desired qualities as a pharmacophore in addition
to specific biological and ADMET characteristics. The criteria employed for screening
potential therapeutic agents are presented and reviewed within the context of information
gleaned from several publically accessible databases.

2.1. Fragment-Based Drug Discovery

The strategy of fragment-based drug discovery (FBDD) originated as a natural progres-
sion from a concept initially proposed by Jencks to characterize the binding energetics of
protein–ligand complexes [49]. Invoking this empirical approach, the binding free energy of
a ligand might be visualized as the sum of its component fragment interactions with specific
protein sub-sites. A subsequent study employed these principles to examine the differential
impact of tethered small molecules versus their isolated counterparts on protein-inhibitor
binding energetics [50]. Significantly, the tethered ligand exhibited a dramatic enhancement
in binding affinity approaching three orders of magnitude (i.e., nanomolar vs. micromolar).
This proof-of-principle demonstrated the potential utility of incorporating additivity in
target-directed research and effectively served as the predecessor of FBDD. A follow-up
study applied this methodology towards the screening of prospective papillomavirus E2
protein inhibitors and identified ligands that bind weakly to adjacent sites with the prospect
of tethering these molecules within a higher affinity compound [51]. Given the collective
success of such protocols in contrast with the limitations of prior approaches, FBDD has
advanced into a multidisciplinary endeavor (as reviewed in [52]) and is considered one of
the preferred strategies in current drug discovery programs [53]. FBDD essentially consists
of screening and identifying small molecules that bind proximal subsites in the target
protein, which are subsequently optimized and the resultant fragments linked to produce
higher affinity ligands with the desired biological activity/potency (as reviewed in [54]).
A schematic overview of FBDD presented in Figure 1 illustrates how low affinity molecules
that interact with subpockets of the binding site are subjected to biophysical screening and
the optimized fragments assembled into high affinity ligands [48].

Figure 1. Representative linking approach commonly employed in FBDD to generate an optimized
lead compound. (A) Several small fragments bind to the receptor within specific subpockets (as
represented by blue and magenta spheres, a green pentagon, and red square). (B) The fragments are
linked according to their spatial distribution within the binding site, which allows the resultant lead
molecule to interact with a larger surface and therefore exhibit a significantly higher affinity relative
to its constituent fragments [48].
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FBDD has been introduced as a powerful alternative and complementary technique
to traditional HTS strategies for the identification of lead molecules. Several new com-
pounds derived via FBDD have reached the clinical development stage with progressively
more attention devoted towards applying this method in drug discovery protocols [55].
Fragment libraries of relatively small molecular weight compounds (~100–300 Da) are
screened via a combination of structural, functional, and biophysical techniques. The
initial screening process in FBDD employs X-ray crystallography and/or nuclear magnetic
resonance (NMR) spectrometry to identify prospective target-fragment complexes. Subse-
quent characterization via biophysical and functional approaches yields the requisite frag-
ment binding affinities and inhibition activities. Optimization of the initial hits generates
a higher molecular weight ligand comprised of multiple fragments which exhibits both
enhanced affinity and potency. In most successful examples of fragment optimization,
discrete contacts are responsible for securing the anchoring fragments and these binding
modes are preserved throughout the optimization process. Specific details regarding the
various steps encompassing hit-to-lead-to-drug, the strategies utilized in FBDD, and opti-
mization of the final molecules are described and reviewed elsewhere [56]. Some of the
most successful applications of fragment-based methods have involved deconstructing
known leads and reassembling these to generate a new chemical series with improved
biological properties [57].

Despite the overall success achieved in identifying prospective lead compounds, FBDD
screening methodologies often encounter challenges when the binding mode of assem-
bled fragments within adjacent pockets are disrupted as a consequence of geometric con-
straints imposed by the linker [58]. This represents a potential shortcoming of FBDD as the
anticipated gain in potency may be impaired by the difficulty of linking fragments to form
an active compound [59]. Moreover, potential undesired physicochemical properties may
compromise a drug’s performance in vivo, despite its ability to bind the target and elicit
a desired effect in vitro. An experimental strategy that incorporates binding thermodynam-
ics and prediction metrics during the early stages of FBDD may therefore prove extremely
useful in terms of ensuring a successful outcome. Specifically, a rigorous thermodynamic
analysis may furnish invaluable information regarding biophysical properties that are often
overlooked when a molecule is evaluated solely in terms of binding affinities and inhibition
constants. The utility of thermodynamics in drug design, development, and optimization
is the focus of this review and discussed in subsequent sections.

2.2. Computational and Experimental Methods to Assess Drug Potential: Criteria and Metrics

A multitude of parameters for evaluating the quality of a molecule in terms of specific
“drug-likeness” attributes have been adopted over the years and are generally considered
as useful metrics to assess whether a compound fulfills basic physicochemical properties
that serve as a prerequisite for subsequent development into an effective therapeutic agent.
Several of the proposed metrics are better suited for a particular class of compounds, route
of administration, target location, or nature of the screening protocols (as reviewed in [60]).
These empirical criteria continue to evolve on the basis of advancements achieved in the
design, development, and optimization of successful lead compounds. In the following
sections, we discuss specific criteria and metrics that have been proposed and utilized as
cut-off filters in drug discovery strategies.

2.2.1. Criteria for Selecting Prospective Lead Compounds

Among commonly adopted criteria to assess the overall fitness of a molecule as
a prospective drug, Lipinski’s rule of 5 (Ro5) [61] has been widely employed to predict
permeability and solubility characteristics, particularly in the case of compounds intended
for oral administration. Computational data have assumed a significant role in providing
general criteria and guidelines to determine whether a compound satisfies Ro5 strin-
gency. In specific terms, the limits for reasonable absorption and/or permeation require a
molecular weight (MW) no greater than 500, a maximum of 5 H-bond donors (HBD) and
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10 H-bond acceptors (HBA), a calculated LogP (CLogP) that does not exceed 5, and the
absence of toxic groups. Considered a useful parameter to analyze small molecules, LogP
corresponds to the logarithm of its partition coefficient between octanol and water (i.e.,
Log [Co]/[Cw]), and therefore represents a well-known measure of molecular hydropho-
bicity and/or lipophilicity [61,62]. LogP is determined to assess biological properties that
are relevant to drug performance, including lipid solubility, tissue distribution, receptor
binding, cellular uptake, metabolism, and bioavailability. LogP is commonly estimated via
parameterization methods and the calculated values (i.e., CLogP or AlogP) are routinely
used in the prediction of LogP with relatively comparable performance [63].

Although predictions are useful for evaluating related analog series, experimentally
derived binding energetics and solubility measurements are deemed essential to unequivo-
cally ascertain whether a molecule will perform as planned. Ro5 is insightful and serves as
a useful guideline or extra filter in screening prospective compounds. Nevertheless, the
fluidity of emerging data requires constant vigilance and updates to monitor novel classes
of compounds and targets identified in the drug discovery process. The ultimate goal of
achieving high potency and selectivity via application of specific metrics is paralleled by
the expectation that an ideal compound operates within a reasonable therapeutic window.
In this respect, basic drug-like properties must be viewed within the prism of achiev-
ing efficacy while precluding toxicity. The latter is accomplished by incorporating easily
conjugated (e.g., hydroxyl, amino, carbonyl), metabolically cleaved (e.g., ester, amide),
oxidizable, and excretable (e.g., methyl) groups/metabolites, all of which ensure maximum
efficacy and minimal side effects (as reviewed in [64]).

The need for standardized metrics to predict/evaluate compound potency is justified
due to the realization that screening processes are generally biased towards selecting
higher MW compounds [65] given their propensity to exhibit enhanced binding affinities.
An observable trend is that lead developments have progressively resulted in the selection
of compounds with increased molecular weight. In fact, this screening bias is evident as
ligand potency often tracks with molecular size as noted by inspection of pKd distribution
tendencies as a function of heavy atom (HA) number in Figure 2. Such qualitative trends are
quite visible in larger datasets and particularly striking when higher potency compounds
are selected for analysis [66]. On the basis of Ro5 guidelines and in view of anticipated
problems associated with drug solubility and biodistribution, lower molecular weight
compounds are typically the most effective therapeutic agents with an optimal MW below
400 Da.

Figure 2. Correlation of ligand potency and molecular size deduced via pKd distribution as a function
of ligand heavy atom (HA) number [13].
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A significant observation is that drug candidates and novel molecular entities (NME)
tend to exhibit increased hydrophobicity, generating concerns regarding their overall
biophysical properties and effectiveness [61]. Assessment of available data in terms of its
conformance with Ro5 criteria can be gleaned via inspection of LogP values as a function
of molecular weight. Viewing the graphical depiction in Figure 3, most of the approved
oral drugs are clustered within an area represented by the black box and thereby fulfill this
general rule (i.e., LogP ≤ 5). As with all metrics employed in the evaluation of an ideal
drug, there are successful outcomes that do not strictly comply with stringent rules [67]. In
such cases, the overall distribution extends beyond Ro5 [68] as evidenced by compounds
residing in the dashed blue box (Figure 3) which still appears densely populated. In the
specific example of HIV-protease inhibitors represented as light green diamonds (Figure 3),
the overall molecular size is in fact greater than 500 Da and LogP values are border line
Ro5 limits.

Figure 3. LogP (calculated as AlogP) values [13] plotted as a function of compound molecular
weight (MW). The black box delineates an area within which the majority of drugs approved for
oral administration are located. The blue dashed-box extends this area to higher molecular weight
compounds distributed over an expanded range of LogP which contains exceptions to the rules
(Log P ≤ 5 and/or MW < 500) yet results in approved drugs. The encircled green diamonds represent
some of the compounds employed successfully in anti-HIV therapeutics.

Another critical issue concerning the application of Ro5 in drug design pertains to HB
donors (HBD) and acceptors (HBA), the former of which has been scrutinized extensively
in lead optimizations. Inspection of available data suggests that most compounds appear
to abide within the limit of HBD < 5 as illustrated in Figure 4. Despite this evidence,
there has been a recent upsurge in the number of drugs approved for therapeutic use that
tend to violate HBD and pertinent Ro5 criteria [69–72]. In view of these developments,
suggestions to expand such limits have been considered and a modified version designated
as beyond Ro5 (bRo5) proposed [69]. In retrospect, compounds harboring bRo5 chemical
space already existed amongst natural products (NP), and the advent of semi-synthetic
as well as total synthesis protocols has expedited the availability of such molecules [73].
Inspired by nature, an increasing number of compounds isolated from plant or marine
sources have been investigated and their potential applications explored. These include
biologically active defense molecules and antimicrobial peptides that have been studied
and elaborated as future templates to combat the alarming rise in bacterial resistance [74,75].
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Figure 4. Molecular size distribution of compounds deposited in public databases [13] according to
the number of (A) hydrogen-bond donors (HBD) and (B) hydrogen-bond acceptors (HBA).

Given the recent emergence of SARS-CoV-2, chemists have resorted to evaluating
a myriad of novel, repurposed, synthetic, and/or NPs as prospective antiviral molecules [76].
A large number of compounds are now viewed beneath the umbrella of expanded criteria
and include targets with “difficult” binding sites that are commonly designated as difficult-
to-drug targets. The latter comprise large, highly lipophilic or polar, and/or flexible binding
sites [77]. This category includes protein–protein interaction (PPI) inhibitors, a rapidly ex-
panding class of compounds that are designed to disrupt the large protein-protein interface
and as a consequence do not fulfill basic Ro5 criteria. Moreover, recent advances in drug
discovery directed towards targets that comprise intrinsically disordered proteins (IDP),
which are implicated in a host of disorders including cancer [2] and neurodegenerative
diseases [78], have resulted in candidates evading traditional metrics. Unusual target sites
cannot accommodate conventional therapeutics, and thus require higher molecular weight,
lipophilic, or polar compounds that are more amenable to the bRo5 concept [68] or evade
any set of criteria/rules that define a drug-like molecule [67].

The drug-like properties of therapeutic compounds approved for oral administration
have been evaluated in terms of their molecular and physical properties [79]. The over-
all findings suggest that reduced flexibility, expressed in terms of rotatable bonds (i.e.,
ROTB ≤ 10), low polar surface area (i.e., PSA ≤ 140 Å2), or total hydrogen bond count (i.e.,
sum of HBD and HBA ≤ 12) are reasonable predictors of oral bioavailability, irrespective of
molecular weight. These observations underscore the need to critically assess and balance
pros versus cons when evaluating the overall degree of success exhibited by a drug, as
concurrent factors such as target affinity, selectivity, permeation, and clearance may benefit
from distinct or even opposing molecular properties. In this respect, the unanticipated
positive impact of molecular rigidity (i.e., reduced ROTBs) has to be considered in terms
of a shape that retains the ability to interact with a target, thereby enhancing activity and
selectivity to bind carrier/clearance proteins and optimally permeate membranes.

The optimization process in FBDD arises from a small fragment (e.g., MW~150 Da;
millimolar binding affinity) in which most atoms are involved in the desired target–ligand
interaction. Therefore, the size, complexity, and physical properties of the molecule are
more easily controlled relative to a higher-affinity compound containing groups that are not
essential for the desired binding (e.g., MW~400 Da; Kd~nM). Less potent fragments may
undergo high-quality interactions [48] that form the basis for optimization into larger drugs
exhibiting enhanced potency [80,81] (refer to Figure 1). Advancement of drug optimization
protocols led to the realization that Ro5 and/or bRo5 did not adequately address the
needs of FBDD, and therefore, other metrics have been introduced to fill this void. A newly
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proposed rule of 3 (Ro3) has been implemented to assist decision making processes involving
FBDD [82]. Analogous to Ro5 and based on prior successes, ideal fragments should adhere
to the following Ro3: MW < 300 Da; ClogP < 3; HBD < 3; HDA < 3; and, ROTB < 3. FBDD
employs fragment-sized compounds that usually comply with the Ro3 for initial screening
against a biomolecular target. In this respect, FBDD has better chances of hit identification
due to its more efficient sampling of the chemical space. An added advantage is that
smaller sized fragment hits are more amenable to structural optimization [82]. Challenges
associated with this strategy include the sensitivity of detection methods as discussed
in a subsequent section. A significant number of criteria and rules have been proposed
as metrics for evaluating prospective compounds in terms of achieving ideal drug-like
properties. Representative examples are summarized in Scheme 1 and a comprehensive list
is described elsewhere [83].

Scheme 1. Several commonly applied criteria/rules to identify and characterize the drug-like
properties of therapeutic compounds. A comprehensive and extensive list appears in [83] while
specific details of each rule are described accordingly: Ro5 [61]; Ro3 [84]; bRo5 [69]; 3/75 [85];
Bioavailability [79]; Ro4 [85].

2.2.2. Ligand Efficiency (LE)

The concept of ligand efficiency (LE) has been proposed [86] in accordance with the
observations of Kuntz and colleagues [87] to counter the common misperception that
larger molecules generally represent superior compounds. Ligand efficiency is a parameter
introduced to avoid the biases of molecular weight differences and normalize the binding
affinity on a MW basis [65]. LE is considered a useful indicator of compound quality [83]
since the measured binding affinity is normalized to the number of heavy atoms (HA).
The popularity of this metric is directly associated with the fact that FBDD has expanded
steadily, thereby necessitating emphasis on the optimization of low molecular weight
compounds. The binding energy per heavy atom or binding ‘efficiency’ of a ligand has
been deemed a useful parameter in the selection and development of a lead compound or
fragment irrespective of its molecular weight. The binding efficiency index (BEI) is another
metric based on a molecular weight scale [88] that provides a facile and effective ranking
en route to compound optimization. The overall utility of these parameters in the drug
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discovery process are visualized by plotting LE or BEI derived from available binding
databases as a function of molecular size. A graphical presentation of the resultant data in
Figure 5 reveals hyperbolic behavior with a tendency to reach a plateau at ~25 heavy atoms
and MW~400 [66]. Comparing lead compounds on the basis of LE/BEI might prove useful
to assess the potential for further optimization of particular ‘hits’ and chemical scaffolds,
providing LE is not employed as a definitive cut-off in the filtering process. The latter incurs
a risk of inadvertently overlooking and potentially discarding useful leads in the drug
development process.

Figure 5. Graphical representation of calculated ligand efficiency (LE) and binding efficiency index
(BEI) as a function of Molecular Weight (Da) and Heavy Atoms (HA) [66] curated from public
databases [13] and converted as follows: LE = ∆G/HA; BEI = IC50/MW (Da) [83,88].

A critical and fundamental observation is that these metrics rely on ∆G, Kd, Ki, or IC50
and thereby render the resultant parameters dependent on a concentration used to define the
standard state. Accordingly, a number of investigators have questioned their validity [89–91],
and several critics have concluded that LE should not be used in absolute terms for individual
compounds nor considered as a cut-off criterion [90]. In the midst of this ongoing debate [92]
and irrespective of warnings against overusing such metrics as an absolute filter in drug
development [91,93], several investigators have adopted a conciliatory approach by reiterating
the utility of this metric for specific applications [83,94–96]. Alternate metrics such as group
efficiency (GE) utilizes differential values (i.e., ∆∆G/∆HA or ∆pKd/∆HA) to assess the
impact of a fragment on compound affinity [93] as described below.

2.2.3. Group Efficiency (GE)

Group efficiency (GE) is a measure of the relative contribution that a specific group con-
fers to ligand potency and is evaluated systematically by differential (∆∆G) analysis [97,98]
involving the comparison of compounds harboring each successive substituent. The latter
is related to Free-Wilson relationships [99] that mathematically assess the contribution of
group substitutions via QSAR. Considered a more sensitive metric, GE bears the anchoring
principle in which ∆∆G refers to the fragment atoms (i.e., ∆HA) that form each succeeding
derivative via the following relation: GE = ∆∆G/∆HA or ∆pKd/∆HA. The interactions
between fragment and target should exhibit high ligand efficiency and favorable binding
thermodynamics to offset the rotational and translational freedom lost during complex
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association. Accordingly, fragment binding is generally enthalpy-driven to overcome the
loss of rigid-body entropy [57].

The evaluation of fragment binding efficiency to overall molecular performance is
deduced via the relation: ∆G = ∆Gint + ∆Grigid, where ∆Gint is the intrinsic binding free
energy and ∆Grigid is the free energy associated with loss of rigid body entropy upon
interaction with the target [97]. The latter has been estimated as 4.2 kcal·mol−1 [81,97]
and is incorporated in the initial scaffold fragment binding free energy as illustrated in
Figure 6. This particular GE analysis systematically evaluates and improves the potency
of pantothenate synthetase inhibitors against Mycobacterium tuberculosis [100] as drug
candidates in tuberculosis therapy. Inspection of the free energy landscape reveals that
compound 5 is dissected into its component fragments and the binding contributions
(∆∆G) calculated from these building blocks. The resultant ∆∆G (−8.2 kcal·mol−1) for the
indole group (i.e., compound 1) includes an unfavorable entropy loss upon binding [i.e.,
∆G = ∆Gint (−8.2 kcal·mol−1)− ∆Grigid (+ 4.2 kcal·mol−1) =−4.0 kcal·mol−1]. The addition
of successive sulfoamyl, pyridine-methyl, and acetic acid fragments significantly enhances
ligand binding free energy. Fragment linking approaches utilizing GE as a metric therefore
facilitate the optimization of these compounds, leading to improved inhibitor potency
against pantothenate synthetase.

Figure 6. Utility of employing group efficiency (GE) as a metric in lead optimizations [100]. The
binding affinity acquired via ITC measurements yields the corresponding free energy (∆G) for each
derivative. The resultant ∆∆G and heavy atom (HA) numbers facilitate calculation of group efficiency
(GE) via the relation GE = ∆∆G/HA. Compound 5 is deconstructed into its constituent fragments
(i.e., 1 = indol (purple); 3 = 1 + sulfamoyl (red); 4 = 3 + pyridine-methyl (magenta); 5 = 4 + Acetic acid
moiety (blue). * The ∆∆G of −8.2 kcal·mol−1 includes an initial ∆Grigid (i.e., 4.2 kcal·mol−1) that is
added to the measured ∆G of −4.0 kcal·mol−1.

2.2.4. Lipohilic Ligand Efficiency (LLE)

Based on the original hypothesis advanced nearly 35 years ago [101] that advocated
for enhancing drug hydrophilicity while preserving overall efficacy, the LLE concept has
withstood the test of time as a molecular descriptor in drug design and development [86].
Ligand lipophilic efficiency (LLE) or LipE has received significant attention recently, as
this metric combines potency and lipophilicity in such a manner that drug efficiency is
normalized to its degree of lipophilicity (as reviewed in [102]). LipE is considered a metric
that predicts the quality of a compound and encapsulates both lipophilicity and potency.
This parameter is defined according to the relation: LipE (LLE) = pKd (pIC50) − LogP
(aLogP, cLogP), where the terms in parentheses are interchangeable with those in the
equation. LipE therefore provides an estimate of ligand affinity that is primarily derived
from polar interactions as opposed to its hydrophobicity characteristics. In contrast with
LE, which has been the subject of significant scrutiny for a number of aforementioned
reasons [91,93], LipE is broadly accepted and considered a reliable metric in the overall
drug screening and optimization process [102].
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The utility of estimating LLE (LipE) may be illustrated by the hypothetical representa-
tion in Figure 7 that depicts a compound undergoing optimizations to acquire potencies
greater than 8 (e.g., 10 nM affinity) yet maintaining low LogP values (e.g., <3) with a conse-
quent enhancement in overall lipophilic efficiency [103]. While the LLE metric represents an
excellent criterion to guide compound optimizations, there are competing factors, such as
membrane permeability, that must be considered when assessing overall drug quality. This
realization infers that there is a limit to which optimizations should focus solely on potency
and low LogP, as there is a delicate balance between lipophilicity and solubility to achieve
both potency and suitable ADMET properties [104].

Figure 7. Hypothetical representation of a compound exhibiting a potency (pKd) of 8 and octanol-
water partition coefficient (cLogP) of 3 resulting in a LipE of 5 (i.e., LipE = pKd − cLogP). The
horizontal green dotted line projects outcomes where LogP increases without changes in affinity
yielding a significant reduction in lipophilic efficiency. Alternatively, the vertical green dotted line
demonstrates how potency increases at constant cLogP resulting in enhanced lipophilic efficiency.
A magenta arrow represents the direction for improvement of compound properties.

2.2.5. Enthalpic Efficiency (EE)

Thermodynamics has been employed extensively to assist decision making processes
in drug design and development. Considering the relevance of employing thermodynamic
signatures in lead optimizations [6,105–112], the metric of enthalpic efficiency (EE) has been
proposed as a primary decision criterion in drug discovery [113]. This metric is calculated
using the measured binding enthalpy (i.e., ∆H) that is normalized to the number of non-
hydrogen (NNH) or heavy atoms (HA) (i.e., EE = ∆H/NNH) in the molecule. The foundation
of this approach is based on the seminal findings published by Freire and colleagues [114],
who demonstrated that drug performance may be optimized more effectively via detailed
knowledge of the binding thermodynamics. Based on these findings, the energetic signa-
tures of ligand–target interactions represent a core metric for evaluating lead compound
quality and accelerating drug design efforts [110,115,116].

Several of the metrics described in previous sections incorporate affinity (Ka) and/or
inhibition (Ki, IC50) data derived from a host of methodologies that are subsequently con-
verted to the binding free energy (∆G). In contrast, the EE metric requires rigorous determi-
nation of complete thermodynamic binding parameters [i.e., free energy (∆G), enthalpy
(∆H), and entropy (T∆S)] via model-independent analytical techniques, such as isothermal
titration calorimetry (ITC). An alternative approach is to employ model-dependent van’t
Hoff optical measurements or robust computational methods [117] as substitutes for the
more precise calorimetric instrumentation.
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The proliferation of thermodynamic binding parameters has facilitated curation of
energetic databases that are useful for observing specific correlations and/or trends that
may be evaluated to identify commonalities and develop further predictive capabilities.
As an example, inspection of published databases reveals a qualitative trend in which the
binding enthalpy (∆H) decreases with MW as illustrated in Figure 8A. Conversely, the
entropic (−T∆S) term depicted in Figure 8B exhibits a favorable correlation with increasing
size, an observation that is consistent with the burial of larger surface areas upon binding.
As a direct consequence, binding-induced apolar surface area desolvation is characterized
by a slight increase of ∆G as observed in Figure 8C. While the binding enthalpies tend to
gradually decrease as a function of MW, one observes a sharp molecular weight-dependent
reduction when the ∆H values are converted to EE, as visualized in Figure 9.

Figure 8. Correlation of ligand-target thermodynamic binding parameters in Panels (A) Enthalpy,
(B) Entropy, and (C) Free Energy as a function of Heavy Atom (HA) number curated from public
databases [13]. Inspection of the respective plots reveals qualitative trends including a slight reduction
in favorable enthalpy and enhancement in both favorable entropy and free energy with increasing
number of heavy atoms.

Figure 9. Enthalpic efficiency (EE) calculated using the measured binding enthalpy (∆H) normalized
to number of non-hydrogen (NNH) or heavy atoms (HA) (i.e., EE = ∆H/NNH). This approach is
based on the finding that drug performance may be optimized more effectively via knowledge of
binding thermodynamics [114] in which the energetic signatures of ligand-target interactions assist
drug design efforts.

Subsequent efforts to guarantee an unbiased hit selection and further hit-to-lead
progression have culminated in the development of a size independent enthalpic efficiency
(SIHE) metric [13], which normalizes EE by the number of heavy atoms as illustrated
in Figure 10. SIHE is defined as pKH/40·HA0.3, where pKH = ∆H/(2.303·RT) and HA
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is the number of heavy atoms [13]. This metric has been proposed on the basis of its
relevance to monitor enthalpic gains/losses during lead optimization while simultaneously
normalizing the data to molecular size. SIHE represents an informative metric for analyzing
MW-independent trends in binding enthalpies following normalization for molecular size.

Figure 10. Size-independent enthalpic efficiency (SIHE) defined as pKH/40 · HA0.3 where
pKH = ∆H/(2.303 · RT) and HA is the number of heavy atoms [13].

Since binding affinities and inhibition constants may miss important physical proper-
ties of a lead compound, complementary approaches that exploit thermodynamic binding
properties provide an additional level of critical information which has proven enlight-
ening in the drug discovery process. The compilation of thermodynamic databases has
facilitated evaluation of binding energetics as a core metric in lead compound develop-
ment, resulting in a number of interesting qualitative observations (as reviewed in [13]),
namely: (a) drug binding affinities tend to increase with MW; and, (b) enhanced bind-
ing free energies are generally accompanied by a reduction in enthalpy and increase in
entropy. These findings suggest that EE has a fundamental role in FBDD optimization
approaches as the initial screening process should focus on identifying enthalpy-dominated
binding fragments [53,118,119] to overcome the natural tendency for a size-dependent
reduction in enthalpic efficiency. The early stages of lead development and optimiza-
tion therefore benefit from a rigorous assessment and characterization of thermodynamic
binding signatures.

2.2.6. Exploiting LipE and EE as Core Metrics to Achieve Optimal Success

Considering the strengths and weaknesses of specific metrics discussed in the pre-
ceding sections, the number of available analytical tools to assist decision making in the
drug discovery process allows a robust lead evaluation. The combined efforts of structural,
computational, and biophysical methods, in conjunction with desired biological proper-
ties, provide assurance that drug discovery protocols achieve the ultimate goal of hitting
a specified target. Following two decades of establishing rules and metrics as guidelines in
the drug discovery arena, several criteria stand the test of time for evaluating lead com-
pound quality during the early stages of development and subsequent optimization into
a successful therapeutic agent. Although the use of a metric does not necessarily guarantee
or increase the probability of success, a wealth of evidence suggests that LipE might be
viewed as a core metric that best describes compound quality (as reviewed in [67]). Remark-
ably, considering its emphasis on polarity and lipophilicity control, this metric serves as
a gauge of ADMET properties and therefore tracks with the EE of a ligand [120]. An exam-
ple of their collective utility is depicted in Figure 11 for HIV protease inhibitors whereby
one observes a reasonable correlation between LipE and EE. Significantly, both of these
metrics track with drug development, thereby corroborating the notion that LipE and EE
reflect ligand properties to a similar degree [67].
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Figure 11. Correlation of enthalpic (EE) and lipophilic (LipE) efficiencies for HIV protease inhibitors
retrieved from the PDcal database. The overall distribution reveals that ligands characterized
by higher LipE generally exhibit a more favorable enthalpic contribution upon association with
the target.

Enthalpic optimization has proven invaluable at early stages of drug discovery, given
its unique power and versatility in discriminating compounds on the basis of selectivity
and improved ADMET properties. Collectively, the LipE and EE metrics exhibit reasonable
correlation and generally represent efficient criteria for discriminating between selective
versus promiscuous ligands. The application of these core metrics at the outset of lead
optimization may therefore assist in achieving successful outcomes. A detailed review [120]
using available binding databases critically evaluates correlations between LipE and other
metric indices, including enthalpic efficiency of ligand–target systems, and documents the
advantages and caveats of these approaches. Scheme 2 summarizes the core metrics that
are commonly employed in drug design and lead optimization protocols. The reader is
referred to a detailed review that contains a comprehensive and extensive listing of drug
discovery metrics [83].

Scheme 2. Several commonly employed drug design metrics applied to prioritize hit/lead com-
pounds and their respective formulations. Specific details of each metric are reported elsewhere:
LE [65]; BEI [88]; GE and related calculations [98]; SIHE [13]; SILE [121]: EE [113]; ADMET Efficiency
Index [122]; LipE (or LLE) [123]; LogP [61].
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2.2.7. Pre-Screening Library Fragments Conserves Resources/Time and Is “PAIN-Less”

Initial fragment libraries contain a myriad of potential therapeutic compounds that
must be evaluated in accordance with specific criteria and metrics designed to identify
prospective leads. The resultant screening process is resource/time intensive and often
compromised by “bad actors” that may ultimately prolong drug discovery protocols [57].
These “misbehaving” molecules may include nonspecific ligands, reactive modifiers, chela-
tors, and/or aggregating compounds that represent undesirable false positive hits [124].
An initial pre-screening inspection of prospective fragments can ascertain whether a specific
library contains molecules that are formally included in the PAINS (Pan-Assay Interference
Compounds) database [125]. There are a number of recommendations for pre-cleaning
fragment libraries prior to initiating compound screenings [57] and several PAINS pre-
filters have been proposed as described elsewhere [126]. PAINS filters may assist the
drug screening process by eliminating promiscuous and reactive compounds that are
“frequent hitters” and unlikely to represent useful leads. Orthogonal approaches are recom-
mended as caution should be exercised whenever implementing cut-off filters to ensure
that an otherwise potentially innovative drug candidate bearing possible PAINS alerts is
inadvertently overlooked.

3. Insights Gleaned from Thermodynamic Binding Signatures
3.1. Enthalpy-Entropy Plots

Protein–ligand binding databases provide valuable insights regarding the thermody-
namic properties of drug-target interactions. Critical analysis of available binding data
furnishes information on the utility of obtaining thermodynamic parameters in drug dis-
covery efforts. An instructive example of this strategy appears in Figure 12A which depicts
a subset of binding data cast in the form of ∆H/T∆S linear plots divided into four quad-
rants. Based on this graphical representation, it is possible to visualize the density of
interactions that are either entropy-driven (top left quadrant) or enthalpy-driven (bot-
tom right quadrant), versus those that are both enthalpically and entropically favorable
(bottom left quadrant). As proposed by Freire [110], an ideal scenario is to optimize en-
thalpic contributions to the interaction such that a compound achieves a greater selectivity
towards its target, with the added advantage of preferred physical properties vis-à-vis
solubility characteristics.

Figure 12. Distribution of compounds retrieved from databases of protein-ligand complexes accord-
ing to their corresponding enthalpic (∆H) and entropic (−T∆S) signatures. (A) Linear correlation of
∆H and −T∆S reflecting interactions that are enthalpically unfavorable and entropically favorable
(top-left quadrant); enthalpically and entropically favorable (bottom-left quadrant); enthalpically
favorable and entropically unfavorable (bottom-right quadrant). (B) Linear correlation of ∆H and
−T∆S highlighting HIV-protease inhibitor interactions as magenta spheres spanning the top- and
bottom-left quadrants. The strategy of enthalpic optimization is signified by a gradual shift in
distribution of these compounds towards the lower quadrant.

202



Life 2022, 12, 1438

An example of applying enthalpy-entropy plots to track drug development is illus-
trated in Figure 12B for a series of HIV protease inhibitors against wild type and mutant
variants (highlighted in magenta). This representation of the data reveals that binding
interactions are distributed within two major groups, namely those that are entropy-
driven (∆H > 0; −T∆S <0) and those that are both enthalpy- and entropy-driven (∆H < 0;
−T∆S < 0). In a retrospective analysis spanning 12 years since the commercialization of
these drugs, it is interesting to note that binding data corresponding to the introduction of
newer compounds progressively populated the lower quadrant, which comprises enthalpi-
cally favorable interactions, as noted in Figure 12B. This finding is consistent with enthalpic
optimization [24,109], a strategy that has gained momentum since the original proposi-
tion over two decades ago [109,114]. Freire and colleagues [115] have further illuminated
the roadblocks to drug optimization (as reviewed in [24]) visualized through the lens of
an optimization funnel as discussed below.

3.2. The Optimization Funnel

In the pursuit of novel therapeutic agents, a common goal is to identify high affinity
potent compounds, and the design of optimization filters can represent an informative
metric for monitoring the drug development process [115]. An observation gleaned over
the years is that the optimization of a chemical scaffold results in high affinity/high potency
compounds. Generally speaking, micromolar binding affinities (Kd) are enhanced three to
six orders of magnitude (i.e., nano or picomolar) with a corresponding binding free energy
increase of ∆∆G ~ 4–7 kcal·mol−1 [115]. A practical demonstration of ligand optimization
is easily visualized by inspection of the enthalpic (∆H) contribution to net binding free
energy (∆G) as the affinity of a compound is optimized [24]. In the absence of optimization,
low affinity compounds can exhibit a broad range of ∆H/T∆S combinations [115] as
a consequence of intrinsic hydrophobic and polar interactions. As the binding affinity
increases due to compound optimization, the range of available combinations narrow
and converge, resembling a funnel as illustrated in Figure 13A. Significantly, optimization
funnels are observed in databases containing a wide range of compounds and unrelated
targets as the number of enthalpic-entropic combinations is reduced and the average
compound affinity increases. By overlaying specific examples within the global data,
one observes sub-funnels, such as that of trypsin inhibitors in Figure 13B (green dots) as
well as different generations of HIV protease inhibitors complexed to protease variants
in Figure 13C (magenta dots). While the average ∆H/∆G ratio changes with each system
studied, a characteristic and common feature is conversion of higher affinity complexes to
a narrower distribution within the optimization funnel.

Figure 13. Optimization funnels generated by plotting pKd as a function of ∆H/∆G ratios for
(A) protein-ligand interactions (red) derived from thermodynamic databases [13] highlighting
(B) trypsin inhibitors (green) and (C) HIV protease inhibitors (magenta).
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4. Biophysical Methods Employed in Drug Discovery

Valuable information can be gained from the judicious inspection of molecular in-
teractions that document outcomes based on compound hits derived from library screen-
ings. There are a multitude of experimental methodologies and techniques available for
initial screenings of fragment libraries [48,53,127]. These include nuclear magnetic res-
onance (NMR), surface plasmon resonance (SPR), thermal shift assay (TSA), capillary
electrophoresis (CE), microscale thermophoresis (MST), biolayer interferometry (BLI), weak
affinity chromatography (WAC), grating-coupled interferometry (GCI), cryo-electron mi-
croscopy (CEM), photoaffinity probes, fluorescence-based techniques, and isothermal
titration calorimetry (ITC). This review specifically focuses on the use of ITC both in terms
of its unique advantages and experimental challenges.

4.1. Characterization of Ligand-Target Interactions via ITC

ITC is widely regarded as an essential tool in the repertoire of biophysicists for charac-
terizing the energetics of macromolecular interactions. Since its introduction to the scientific
community approximately three decades ago, ITC has gained critical acclaim as the ex-
perimental technique of choice for the quantitative assessment of association processes.
ITC is routinely applied in drug design and therapeutic strategies for the discovery of lead
compounds that target specific macromolecules. In drug discovery protocols, ITC assays
are typically performed employing millimolar and micromolar concentrations of lead com-
pounds and targets, respectively. The most significant advantage afforded by ITC is that
a single well-designed experiment facilitates the precise determination of the association
constant (Ka), Gibbs free energy (∆G), enthalpy (∆H), entropy (∆S), and stoichiometry (n)
of a binding interaction.

The simultaneous assessment of binding affinity (Ka) and energetic driving forces (∆H,
∆S) renders ITC an indispensable technique for characterizing ligand-target interactions [6].
A complete thermodynamic binding profile assists in elucidating the interrelationships
between ligand affinity and overall biophysical properties. Following data acquisition and
analysis via specialized methods and programs [128–130], the resultant thermodynamic
signatures are employed to evaluate the efficacy of prospective compounds on the basis
of binding energetics. In addition to the intrinsic value afforded by another layer of
information, ITC-derived thermodynamic signatures have been recognized as an invaluable
metric in drug design, development, and optimization given their integral role for assessing
enthalpic efficiency (refer to the discussion on EE and SIHE in Section 2.2.5).

The thermodynamic parameters describing a particular ligand-target association pro-
cess are a function of specific contributions that can be attributed to molecular interactions
and driving forces. Parsing the Gibbs free energy into its enthalpic and entropic com-
ponents permits identification of favorable/unfavorable interactions and discrimination
of primary driving forces. Specifically, the binding enthalpy is comprised of favorable
(e.g., hydrogen bonding and van der Waals) and unfavorable (e.g., polar group desol-
vation) ligand–target interactions. Conversely, the binding entropy includes favorable
(e.g., desolvation and release of water molecules to bulk solvent) and unfavorable (e.g.,
conformational and/or motion restrictions) contributions arising from both the ligand and
target (as reviewed in [8]). Acquisition of the requisite thermodynamic binding profiles as
a function of temperature affords evaluation of heat capacity changes (∆Cp) accompany-
ing the binding process [131,132]. This extra-thermodynamic information is essential for
elucidating binding processes that are coupled with desolvation and/or folding.

4.2. Overview of ITC Methodology

The basic principle of operation in an ITC experiment involves the use of a thermostat-
ted titration syringe to dispense precise aliquots of a ligand into the sample cell containing
a prospective receptor. The addition of titrant is accompanied by a measurable reaction heat
due to ligand dilution and potential interactions with the target. Each ligand injection is
characterized by the absorption or evolution of heat, triggering a difference in temperature

204



Life 2022, 12, 1438

between the sample and reference cells as illustrated in Figure 14A. The resultant temper-
ature differential causes a feedback system to either lower or raise the thermal power as
a means of compensating for this temperature imbalance. The experimental protocol is
designed to allow sufficient time between successive injections to restore the temperature
balance and thereby ensure that the system achieves equilibrium.

Figure 14. (A) ITC schematic depicting basic instrument components housed within an adiabatic
jacket that includes a titration syringe delivering precise aliquots of ligand into a sample com-
partment containing the target solution under constant stirring conditions with the reaction signal
detected via thermopiles strategically positioned on the exterior faces of sample and reference cells.
(B) A representative ITC profile depicting exothermic reaction heats (top panel) integrated and
normalized into enthalpy as a function of molar ratio (bottom panel). Non-linear least squares
analysis (red line) yields the binding affinity (Ka), enthalpy (∆H), and stoichiometry (n). (C) Resultant
thermodynamic binding signatures derived via analysis of the ITC reaction profile: ∆G (blue), ∆H
(green), and −T∆S (red).

The thermal signal is detected via thermopiles that are strategically positioned on
the exterior faces of the sample and reference cells. An electrical impulse is transmit-
ted to the computer and the heat deflection is registered in the form of an integratable
peak per injection, yielding a titration profile that is fit to a binding isotherm (red line)
as depicted in Figure 14B. Detailed reviews containing complete method descriptions are
available elsewhere [128]. The ITC method is sufficiently robust to accommodate a diverse
range of interacting species within biological processes, irrespective of their biochemical
and physicochemical properties. ITC analysis affords the evaluation of small molecule
interactions with a target macromolecule, as the resultant binding parameters provide
an energetic description of the association process in the form of characteristic thermody-
namic signatures (i.e., ∆G, ∆H, and T∆S), as illustrated in Figure 14C.

5. Thermodynamic Binding Signatures as a Metric of Drug Potency, Selectivity,
and Adaptability
5.1. Achieving Superior Lead Compound Selectivity

In addition to several lines of evidence that suggest favorable enthalpic interactions
optimize compound efficacy, a potential link between thermodynamic signatures and
drug selectivity has been proposed [115] and reviewed extensively [133]. These findings
infer that improved shape complementarity is directly correlated with enthalpically-driven
interactions, which create a bias towards specific targets versus off-targets, thereby en-
hancing overall selectivity [115]. As a case in point, lead compounds targeting distinct
aldose-reductases exhibit high selectivity towards a particular species with the interaction
accompanied by a significant enthalpic advantage [134]. In searching for compounds that

205



Life 2022, 12, 1438

selectively interact with and inhibit a specific aldose reductase, small molecules harbor-
ing a common 3-benzyluracil-1-acetic acid scaffold containing a chloronitrobenzyl group
substituent selectively inhibit an aldose reductase (AR), which is implicated in diabetes. In
contrast, a compound containing bulkier ortho/meta substitutions targets the cognate en-
zyme AKR1B10, an aldose reductase associated with cancer. The latter occurs conceivably
via displacement of disordered water that is trapped in the enzyme hydrophobic pocket.
As a consequence, each of the enzyme–inhibitor complexes exhibits optimal selectivity
and their interactions are characterized by greater enthalpic contributions relative to the
remaining ligands. These differential preferences afforded selectivity in cell cultures as the
first inhibitor can potentially prevent sorbitol accumulation in retinal cells, whereas the
second blocks the proliferation of cancer cells.

5.2. Achieving In Vivo Efficacy

While binding affinities toward a target tend to correlate with the desired biological
property of a ligand, there are cases in which such correspondence is not readily apparent.
In fact, there are examples documenting the utility of acquiring thermodynamic binding
signatures in addition to seeking improved efficiency, selectivity, and ADMET properties.
A study on CD4/gp120 inhibitors [116] has reported correspondence between HIV-1 cell in-
fectivity inhibition and ∆H/T∆S ratios for various compounds, despite modest differences
in the overall binding free energies. The rationale for these results resides in the realization
that unwanted conformational effects contribute to modulate the ∆H/T∆S balance, the
latter serving as a reporter in the selection of compounds that do not elicit such undesired
effects. Therefore, thermodynamic optimization has proven of significant value for the
selection of compounds that form complexes with the target protein in a “pre-organized”
conformation, a finding that can be confirmed via thermodynamic signatures.

In cases where structural information is neither available nor sufficiently reliable to de-
termine whether conformational changes might impact an outcome for a series of inhibitors,
the ∆H/T∆S balance may serve as an indicator/predictor of structural alterations. It is
interesting to evaluate the applicability of such a hypothesis on a selected class of peptidyl-
nitrile compounds against T. cruzi strains [135] for which cruzain binding thermodynamics
have been derived [136]. Despite the lack of correlation between cruzain affinity/inhibition
and trypanocidal activity, the binding enthalpies (and corresponding enthalpic efficiencies)
vary linearly with the PEC50 values (r2 ~ 0.98) for a series of compounds studied. These
findings suggest that a certain degree of conformational constraint is predicted based on the
∆H/T∆S balance measured for this congeneric series of compounds, whereby comparable
affinity ligands may exhibit conformational preferences leading to a differential outcome
in situ.

5.3. Achieving Adaptability to Drug Resistance Mutations

In general, engineering effective therapeutic agents harboring potent antiviral prop-
erties requires identification of specific factors that dictate selectivity and minimize sus-
ceptibility to mutations via adaptability (as reviewed in [8]). In drug discovery strategies,
an ideal molecule is evaluated in terms of its potency, selectivity, specificity, selectivity,
and adaptability to mutations, thereby preventing drug resistance [137]. Collectively, these
characteristic properties can be achieved via knowledge of the enthalpic and entropic
contributions to inhibitor-target interactions. In fact, such lead optimizations require
an inhibitor to maintain interactions with conserved residues that do not normally undergo
mutations, while simultaneously acquiring some flexibility to allow interactions with less
stable, variable regions in the target that commonly undergo mutations. Although the
design of adaptive ligands may incur an enthalpic penalty as a consequence of subopti-
mal complementarity, such interactions retain an enthalpic character with compensating
favorable entropy, thereby maintaining the desired binding affinity to variant targets and
exhibiting effective anti-viral activity.
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6. ITC in Drug Discovery, Development, and Optimization
6.1. ITC in FBDD: Case Studies

During the past decade, several reports have documented the use of ITC as a strategic
approach in the initial hit-to-lead phases of fragment-based drug design. There is ample
evidence to suggest that selection of fragments on the basis of enthalpic efficiency irrespec-
tive of binding affinity leads to superior molecules [118]. As a validation technique in drug
development and optimization, ITC has proven invaluable as it furnishes novel information
on lead compounds for which thermodynamic properties have not been assessed from the
outset. Specific examples on the use of ITC in fragment optimization include the identifica-
tion of ligands for acetylcholine-binding protein (AChBP) [138] and the characterization of
small molecule carriers for siRNA [139]. ITC has been utilized in the validation of fragment
hits derived from screenings of ligands targeting the anti-apoptotic protein target Bcl-x(L)
via automated mass spectrometry [140]. In a subsequent study, investigators employed
ITC to evaluate the binding of compounds generated during FBDD campaigns against
two functionally distinct proteins, the X-linked inhibitor of apoptosis protein (XIAP) and
cyclin-dependent kinase 2 (CDK2) [141].

Alternate drug discovery strategies have been proposed including one developed in an
academic setting yet suitable for industrial scale applications [142]. This protocol consists
of a fragment screening cascade to identify hits employing a combination of differential
scanning fluorimetry (DSF), validation by NMR spectroscopy, and final characterization
of binding fragments via ITC and X-ray crystallography. Along these lines, ITC has been
utilized in the hit validation of halogen-enriched fragments that exhibit low micromolar
affinities and high ligand efficiencies [143]. FBDD strategies have been employed to identify
suitable antibiotic candidates targeting tRNA (m1G37) methyltransferase (TrmD) from
Mycobacterium abscessus (Mab) [144], a rapidly growing multidrug resistant mycobacteria.
The screening for compound prioritization involved DSF followed by ITC validation,
yielding a lead compound comprised of two merged fragments bound to the active site.

In a quest to identify therapeutic agents against the opportunistic pathogen Pseudomonas
aeruginosa, investigators recently designed and optimized a series of compounds to interact
with pseudomonas quinolone signal receptor (PqsR) [145], a key transcription factor that
controls bacterial pathogenicity. Hit optimizations monitored via SPR and ITC evaluated
the corresponding enthalpic efficiency (EE) of introducing flexible in lieu of rigid linkers in
these compounds. While apparently counterintuitive, the finding that flexible linkers boost
PqsR activity and enhance anti-virulence potency can be rationalized on the basis of their
respective thermodynamic binding profiles [145].

6.2. ITC in FBDD: Experimental Challenges

Upon combining the selected fragments discovered via FBDD approaches, the ulti-
mate objective is to derive a lead compound with high ligand efficiency. Pursuing this
strategy, the initial fragments are expected to exhibit affinities spanning the range of
100 µM–10 mM to generate a final product with affinities on the order of 10 nM [48]. Spe-
cialized analytical techniques are therefore required to screen the low affinity fragments.
Biophysical methods commonly employed in the fragment screening process include NMR
spectroscopy, X-ray diffraction analysis, mass spectrometry, surface plasmon resonance,
fluorescence-based techniques, and isothermal titration calorimetry. Since FBDD requires
detection of low-potency hits, a caveat on the use of most biophysical techniques is to obtain
sufficient amounts of purified protein target (>10 mg) and fragments that are soluble at the
concentrations needed (mM) for screening and optimization. Standard operating practice
is to acquire ITC measurements on systems that exhibit a moderate range of affinities (i.e.,
103 > Ka > 107 M−1) with target solution concentrations at least tenfold greater than the
ligand dissociation constant (Kd). Despite these recommended guidelines, a well-designed
ITC experiment may yield informative results with significantly less material and/or
lower affinities.
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While the thermodynamic data acquired via ITC is invaluable in FBDD, the tendency
is to employ this technique later in the drug development process for compound optimiza-
tion given its lower sample throughput and higher target protein requirements relative to
other biophysical techniques. Considering these experimental caveats, there are success
stories in which ITC has assumed a lead role in the entire drug discovery process. Under
specific conditions, ITC has furnished valuable information in FBDD decision making
processes [138–140,142,145–148]. Although ITC might pose an experimental challenge in
initial FBDD screenings, this technique represents a powerful method during the secondary
screening stage and might retrospectively provide important clues that assist further im-
provements and optimization of the starting fragment candidates. Given the material and
time constraints associated with ITC characterization of ligand–target interactions, con-
tinuing efforts are devoted towards enhancing overall sample throughput and sensitivity.
Recent studies have focused on overcoming such experimental limitations by developing
enthalpy screening methods with the goal of accelerating data acquisition [149,150] and
expanding the high-throughput capabilities of calorimetric instrumentation.

6.3. Protein-Protein Interactions (PPI) as Targets in Drug Discovery

Drug discovery programs focusing on protein-protein interaction (PPI) inhibitors are
challenging and relatively few FBDD approaches have tackled these projects to identify
active small molecules against a number of chemotherapeutic targets (as reviewed in [151]).
Considering the fundamental role of PPIs in disease, conventional wisdom has postulated
that these interactions might be ‘undruggable’, thereby rendering drug discovery efforts
targeting these macromolecular systems particularly cumbersome [152]. Recent develop-
ments have challenged this notion, as the physicochemical properties of small-molecule PPI
modulators undergoing clinical trial progressively demonstrate typical characteristics of
drug-like molecules. These findings suggest that future drug discovery campaigns aimed
at targeting PPIs may follow traditional design parameters, albeit along the lines of bRo5
space described in Section 2.2.

One successful example of a PPI inhibition by small molecules involves interactions
between tumor suppressor BRCA2 and recombination enzyme RAD51 [153]. In this case,
fragment hits capable of interacting with the PPI interface have been validated by ITC,
NMR, and X-ray approaches. Another relevant approach in drug design is to identify
PPI inhibitors that are essential for a particular cellular function/dysfunction and re-
sponsible for a number of pathological conditions. In order to develop treatments for
oxidative stress-related diseases, a recent study [154] focused on inhibiting the interaction
of transcription factor Nrf2 with its negative regulator Keap1, thereby upregulating Nrf2
transcriptional activity. Seeking to identify inhibitors of these PPI interactions, a num-
ber of lead compounds inspired by a natural molecule that interacts with Keap1 have
been developed and evaluated via multiple approaches including detailed structural and
thermodynamic analysis.

This combined structural-energetic strategy led to improvement of the compound
series by introducing chemical modifications that impact solvation and residue flexibil-
ity. One of the binding modes involved displacement of a coordinated water molecule,
which resulted in an additional entropic gain, complementing the favorable enthalpic
contributions of productive key residue interactions. This series of compounds is clearly
distinct in terms of respective energetic signatures, as manifest in a striking reduction
of the entropic penalty incurred by binding-induced desolvation of the interaction site,
as visualized in Figure 15A where entropically favored compounds are designated with
a red line (i.e., entries 60–78). The accompanying ∆H/T∆S plot in Figure 15B reveals
that these compounds (magenta dots) are clustered in the region of lower −T∆S values
(−2.5 < −T∆S < 2.5 kcal·mol−1) and variable levels of favorable enthalpic contributions
(−12 < ∆H < −7 kcal·mol−1). Significantly, the broad variation in thermodynamic sig-
natures occurs via a simple substitution in the ligand as depicted in Figure 15C that
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conceivably dislodges a coordinated water molecule bridging residues S508 and R415
of Keap1.

Figure 15. Impact of binding-induced desolvation on the energetic signatures of PPI inhibitors.
(A) Selected compounds reported in [154] are sorted according to original ID number (1–78) and com-
prise two distinct ligand classes on the basis of their respective thermodynamic signatures. Inhibitors
1–47 exhibit a higher entropy penalty (red histograms) relative to compounds 60–78, (underlined
by a solid red line) that are characterized by enhanced affinity as reflected in the higher binding
free energy (blue histograms) due to reduced entropic penalty despite the lower binding enthalpy
(green histograms). (B) An enthalpy-entropy plot discriminates between higher affinity compounds
exhibiting lower unfavorable entropy (magenta circles) versus lower affinity compounds (purple
circles) characterized by higher unfavorable binding entropies (−T∆S ≥ 3 kcal·mol−1). (C) Structure
of compounds with a substituent R in the ortho-position that exhibit improved binding energetics.
Inhibitors 67, 68, and 72−78 contain either a carboxyl or tetrazole group on an aromatic moiety
attached at the ortho-position of the phenylene ring. The entropy gain observed for compounds
60–78 may arise from dislodging a coordinated water molecule that bridges residues S508 and R415
of Keap1.

Along the lines of modulating PPI interactions as therapeutic interventions, strategies
have been developed with the assistance of computational approaches, affording the design
of enzyme-inhibiting peptides that transiently convert an active enzyme into a proenzyme.
The latter is co-delivered with a pro-drug substrate to specific target sites for subsequent
activation by local proteases [155]. This approach eliminates the risks of systemic toxicity as
the pro-drug is harmless to the body in its latent form and only converted to an active toxic
agent by the accompanying pro-enzyme in local target tissues. Applying this strategy to the
therapeutically relevant protein carboxypeptidase G2 (CPG2), a combination of biochemical,
computational, structural, and thermodynamic methods has assisted in identifying optimal
peptide candidates to fulfill the role of a transient enzyme inhibitor.
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6.4. Emerging Infectious Diseases: SARS-CoV-2 Therapeutic Interventions

The emergence of highly infectious diseases such as the SARS-CoV-2 pandemic repre-
sents a global health threat that requires development of effective therapeutic treatment
regimens. While efforts have intensified to immunize the world population through ad-
ministration of vaccines, SARS-CoV-2 likely represents a long-lasting endemic that will
continue to evolve with the appearance of novel variants evading immunization proto-
cols. In an effort to address this void, therapeutic interventions are urgently needed and
recent developments towards this goal have resulted in the approval of several drugs
and anti-inflammatory agents. Despite limited progress on this front, specific targets of
viral or host origins have been identified for further exploration in the development of
prospective therapeutic agents. Current drug discovery strategies have employed a diverse
array of biophysical approaches including ITC to assist in validating hits from HTS and
characterizing the efficacy of new and repurposed drugs as antiviral therapeutics against
SARS-CoV-2 targets.

The coronavirus designated SARS-CoV-2 encodes two proteases, namely 3CLpro (or
Mpro) and PLpro, both of which are considered as primary antiviral research targets in
SBDD and drug repurposing strategies (as reviewed in [156]). CL-Pro is a class of proteases
for which a host of promising molecules have been developed against other coronaviruses.
A representative example of these therapeutic agents is GC376 that has already been used to
treat feline coronavirus and subsequently evaluated against several SARS-CoV variants. In
a recent study, the efficacy of this compound has been validated by ITC and proven specific
against SARS-CoV-2 MPro [157]. A separate study reported on the design and synthesis of
dipeptidyl inhibitors with novel P3 scaffolds exhibiting potent inhibitory activity against
SARS-CoV 3CLpro and nanomolar affinities measured via ITC [158]. The SARS-CoV-2 target
PLpro is a papain-like protease with deubiquitinating and deISGylating activities [156]. By
removing the ubiquitin-like ISG15 (interferon-stimulated gene 15 protein) modifications
from host proteins, this viral protease causes suppression of the innate immune response
and promotes viral replication. PLpro is effectively inhibited by GRL0617, a non-covalent
inhibitor that interacts with and blocks the association of PLpro with ISG15 [159]. As
a consequence, this small molecule inhibits viral replication while potentially promoting
anti-viral immunity [160].

Several of the SARS-CoV viral nonstructural proteins including nsp12 (i.e., RdRp)
and nsp7-8 (i.e., auxiliary proteins) assemble to form an active replication transcription
complex. Employing a combination of biochemical and biophysical approaches, investiga-
tors are currently evaluating a number of repurposed compounds against RdRp. Inspired
by studies conducted on protein synthesis inhibitors over five decades ago [161], these
lead compounds have demonstrated the ability to interact with SARS-CoV-2 RdRp and
inhibit ribosomal protein synthesis [47]. The screening and characterization of prospective
SARS-CoV-2 therapeutics have been documented including a HTS using the nsp10-nsp16
complex. Repurposed drugs have been assessed for emergency use to treat SARS-CoV-2
infection [162] and the positive hits validated by ITC.

One of the mechanisms underlying SARS-CoV-2 mediated suppression of interferon
responses occurs due to orf9b interactions with host cell components. This includes the
Hsp90/TOM70 complex for which interactions have been explored structurally and thermo-
dynamically [163,164]. A recent study employing ITC reported on the allosteric inhibition
of macromolecular interactions by orf9b [165]. Remarkably, the binding affinity of Hsp90
EEVD motif to TOM70 NTD is reduced by ~29-fold when orf9b occupies the TOM70
CTD pocket, supporting the proposition that orf9b allosterically inhibits Hsp90/TOM70
interactions. This finding sheds light on the mechanism underlying SARS-CoV-2 orf9b
mediated suppression of interferon responses [166], thereby providing opportunities for
therapeutic interventions.

Another potential SARS-CoV-2 target that has recently received attention is the DC-
SIGN (dendritic cell-specific intercellular adhesion molecule 3 grabbing nonintegrin),
a C-type lectin receptor that mediates infection and dissemination of numerous viruses [167].
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Since the SARS-CoV-2 spike protein is heavily glycosylated, its interaction with DC-SIGN
represents a potential ACE2-independent infection route of innate immune cells. Inhibition
of virus binding to DC-SIGN therefore represents an attractive host-directed strategy to at-
tenuate overshooting innate immune responses and prevent disease progression. In a recent
study, ligand optimization has been monitored via biophysical approaches and calorimetric
determination of the resultant thermodynamic signatures for DC-SIGN–glycopolymer
interactions revealed a correlation of potency with ligand binding enthalpies [168].

An alternate strategy has been pursued to identify aptamers that efficiently bind DNA-
susceptible peptide structures in SARS-CoV-2 proteins critical for infectivity such as the
receptor binding domain (RBD) of spike protein and SARS-CoV-2 RdRp. By repurposing
existing aptamers, investigators have identified positive hits validated by a number of
techniques including ITC [169]. The number of studies documenting new anti SARS-CoV-2
candidates published on a daily basis suggest that the use of existing/repurposed drugs,
natural chemicals, and/or novel entities has progressively increased since the pandemic
onset in 2019. Multiple targets of viral or host origin have already been selected for treat-
ment, as drug repurposing offers an attractive prospect in terms of accelerated therapeutic
development. In retrospect, significant progress has been achieved during an abbreviated
timeframe given the identification of protease inhibitors and selection of prospective candi-
dates undergoing clinical trials to evaluate their antiviral efficacy against SARS-CoV-2. The
arsenal of potential leads and repurposed drugs has advanced dramatically [170–172] with the
promise of developing more effective SARS-CoV-2 therapeutics to counter an ever-expanding
array of novel viral variants.

7. Parsing Thermodynamic Binding Signatures
7.1. Role of Solvation on Binding Energetics

Numerous studies have succeeded in elucidating the forces driving protein–ligand
interactions with particular emphasis on the role of hydration, which is often obscured
during static structural analysis or overlooked via computational techniques that do not
implicitly or explicitly incorporate solvation models (as reviewed in [173]. The power of
computational methods is enhanced by rigorous evaluation of theoretical predictions based
on experimental data. In fact, armed with experimental thermochemical and thermophysi-
cal data (e.g., ThermoML) [174], molecular simulations can predict specific physicochemical
properties of compounds such as infinite dilution activity coefficients (IDAC), which essen-
tially reflect interactions between a single solute molecule surrounded by solvent and may
therefore provide valuable insights regarding the solvation energies of compounds [175].
The powerful combination of structural [153,176,177], computational [178,179], and experi-
mental biophysical methods, including calorimetric techniques [180], can furnish invaluable
information on the molecular forces driving ligand–target interactions, including the role
of solvation in binding energetics.

In principle, ITC measurements yield global thermodynamic signatures that can-
not resolve the contributions of each water molecule participating or displaced upon
protein–ligand complex formation, and sometimes presents a challenge in overall data
interpretation [181]. Examples include certain thrombin–ligand complexes that exhibit
nearly identical binding enthalpies despite distinct HB patterns and water networks. This
is presumably due to associated structural changes within the interaction site that mask
differential binding modes of these compounds [182]. The role of water molecules in
ligand recognition is multifactorial, a primary reason why predictions of binding energetics
represent a formidable challenge even when structural and thermodynamic information
is available [183]. A well-designed multiparametric strategy incorporating systematic
group substitutions in the ligand [184,185] and/or amino acid replacements in the target
protein [186] may resolve hydration contributions to a ligand-target interaction at the
molecular level.

In conjunction with this approach, the acquisition of ITC measurements under rigorous
experimental conditions should provide clarification on the origins of net thermodynamic
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binding signatures. Examples include the use of multiple buffers with distinct ionization
enthalpies at different pH to determine intrinsic ligand-target binding enthalpies [187–189],
and multiple assay temperatures to assess heat capacity changes [132,190]. Some molec-
ular binding events that are detectable at the enthalpy/entropy level are not necessarily
reflected in the binding free energy due to enthalpy/entropy compensations as illustrated
by oligosaccharide interactions with a number of mutant proteins [186]. The energetics of
protein–ligand complexes may be modulated by introducing specific functional groups
resulting in enhancement of either the ligand binding enthalpy or entropy. As an example,
target–ligand complexes can be stabilized by inserting H-bonding functional groups that
interact with or replace interfacial water molecules resulting in a favorable contribution
to binding enthalpy. Conversely, the introduction of certain functional groups within
a ligand may promote expulsion of surface waters into bulk solvent thereby increasing
binding entropy.

The relevance of solvation in molecular recognition events is evident based on numer-
ous observations reported over the years [46,183,191–199]. The critical role of solvation is
clearly illustrated within the context of drug design and development by citing a classic
example of the serine protease family, which includes a number of disease-associated
enzymes that have been used as targets in drug discovery campaigns. Klebe and col-
leagues [183] have provided an illustrative example of individual water molecules eliciting
dramatic impacts on the thermodynamic binding signatures of compounds interacting
within the enzyme S1 pocket. Specifically, the binding of a compound in which the ben-
zamidine anchor has been removed is accompanied by expulsion of one water molecule,
a favorable enthalpic event that enhances the overall binding affinity. These results set
the stage for development of several orally available anticoagulants designed on the basis
of important thermodynamic findings [183]. In summary, there is considerable interest
regarding the fundamental role of solvent in modulating thermodynamic signatures of
ligand–target interactions, information that is not readily gleaned from structural studies.
Solvent molecules may play a significant role in binding energetics and therefore represent
a major force in driving a ligand to its desired target.

7.2. Conformational Impacts: Ligand Preorganization

The combined efforts of structural and energetics studies may facilitate the design
of ligands with improved affinities by lowering their entropic cost of association due to
immobilization. In this respect, thermodynamic characterization of ligand-target interac-
tions assists in the overall design process by monitoring a decrease in the entropic penalty
to identify compounds with enhanced binding energetics. Ligands that adopt bioactive
conformations during late-stage optimization by introducing structural constraints may
exhibit greater affinity/potency over their flexible counterparts [200]. The rationale for this
improvement relates to entropic advantages assigned to rigid versus flexible ligands. Such
techniques have been used to design peptide ligands by conformationally constraining
their unbound structural freedom [201]. There are numerous approaches to achieve this
goal, which are often performed chemically or enzymatically [202,203].

In terms of drug discovery strategies, thermodynamic analysis at late-stage lead
optimizations have yielded significant insights into the role of ligand preorganization on
interaction affinity and potency of small molecules [200,204]. The ultimate goal is to identify
a preferred bound geometry of ligand within the binding site and simulate its conformation
in the solution state via chemical modifications. The latter may include intramolecular
hydrogen bonds, cyclization, and other means to shift the ensemble of ligand conformations
towards a bioactive form. One particular challenge resides in ensuring that the free ligand-
populated conformation faithfully reproduces the active bound state in such a manner that
both the conformational strain and entropic penalty are alleviated. An example in which
such approaches have been applied to small molecules is the class of BACE inhibitors
involving introduction of cyclopropane moieties in the ligand molecular structure [205].
The cyclopropane substituted aminopyrimidone-type BACE-1 inhibitors exhibit improved
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activity relative to a non-restricted ethylene linker compound. These data correlate well
with the resultant entropic gain derived from imposition of conformational constraints due
to incorporation of the cyclopropane ring.

7.3. Impact of Cooperativity on Binding Energetics

Systematic group substitutions in the ligand [184,185], and/or amino acid replace-
ments in the target protein [186] provide insights into the origins of net thermodynamic
binding signatures at the molecular level. The strategy underlying FBDD involves assem-
bling several low affinity fragments with the appropriate geometry and attachment pattern
to generate a high affinity ligand that specifically recognizes the target. Deconstruction of
the resultant ligand into its respective fragments may or may not yield a binding affinity that
reflects the sum of its constituents, which represents a measure of cooperativity [206]. The
impact of cooperativity or nonadditivity on binding energetics has been assessed by methyl
group substitutions, a popular approach that aims at improving ligand geometry and
complementarity in the bound state [207]. The concept of nonadditivity can be appreciated
when evaluating congeneric series of compounds [184], where hydrophobic contacts and
hydrogen-bond formation between various substituents elicit cooperative effects. A typical
example of nonadditivity involving double functional group replacement is presented in
Figure 16 for thrombin inhibitors [208]. Inspection of the schematic reveals that single site
substitutions of an amino group or benzyl side chain result in binding free energy enhance-
ments (∆∆G) of −1.2 and −2.1 kcal·mol−1, respectively. The simultaneous introduction of
both functional groups yields a binding free energy enhancement of −4.3 kcal·mol−1, rep-
resenting a positive cooperativity (i.e., nonadditivity) of ∆∆G = −1.0 kcal·mol−1 relative to
the sum of individual substitutions (∆∆G = −3.3 kcal·mol−1). It is interesting to note that
the order in which group replacements are introduced may play a significant role in the
eventual outcome [185].

Figure 16. Cooperativity (nonadditivity) of hydrogen bond formation and hydrophobic contacts in
a set of thrombin inhibitors analyzed via double replacement cycle. Introduction of a lipophilic side
chain (upper horizontal arrow) increases the affinity by 1.2 kcal·mol−1. Addition of an amino group
(left vertical arrow) increases the affinity by 2.1 kcal·mol−1. The combined chemical group substitu-
tions yield a binding free energy enhancement of 4.3 kcal·mol−1 (diagonal red arrow) representing
a positive cooperativity of ∆∆G = 4.3 − 2.1 − 1.2 = 1.0 kcal·mol−1. (Data derived from [208]).
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8. Challenges Associated with Interpretation of Thermodynamic Data

The concept of incorporating thermodynamic measurements within the drug discov-
ery arena initially elicited an enthusiastic response that has been tempered by guarded
optimism. A notable milestone is the proposal of employing thermodynamic binding sig-
natures as an additional metric in lead optimizations [109], which has been embraced with
the expectation that real-time experimental observables might potentially drive the drug
development process more effectively. Indeed, such measurements represent a valuable
tool for drug development and design, based on the premise that enthalpically driven
binders are considered superior ligands in terms of aqueous solubility, decreased toxicity,
and higher selectivity [7]. A successful case history that proves this point is illustrated by
the various generations of anti-HIV drugs introduced commercially over time, as discussed
in Sections 3.1 and 3.2. Significantly, one observes a general trend in which the newer
drugs acquire a thermodynamic signature that gradually shifts from entropy-driven to
enthalpically favorable (see Figure 12B).

The most compelling evidence for dissemination of this concept is the recognition
that enthalpically driven ligands with polar characteristics retain an added advantage of
exhibiting superior pharmacokinetic properties and thereby score additional points in terms
of ADMET criteria. As reviewed herein, this paradigm in drug discovery and optimization
remains a matter of prioritization in current design strategies yet requires judicious planning
and analysis, which integrates rigorous buffer-dependent thermodynamic assessments
with high resolution structural capabilities to define binding energetics at the molecular
level (refer to additional relevant reviews on this topic [8,209]). Given these constraints
and guidelines, contributions arising from solvation, ligand preorganization, cooperativity,
and linked processes must be considered explicitly when interpreting thermodynamic
signatures within the context of structural data. A clearly defined structural–energetic
correlation finally emerges following successful resolution of potential competing events
and extrinsic factors that may mask the intrinsic thermodynamic parameters. In this section,
we present several caveats associated with the use of thermodynamics in drug discovery
strategies and offer suggestions to rationalize some of the unanticipated findings.

8.1. Resolving Paradoxes in Thermodynamic Characterizations

Given the increasing use of ITC as an indispensable biophysical tool in drug discovery,
coupled with the availability of comprehensive thermodynamic databases, a number of
questions have arisen as a consequence of several studies reporting unanticipated outcomes.
This prompted serious re-evaluation of available data to corroborate the assumption that
enthalpy-driven binders are favored in drug development [7]. Additional concerns and queries
regarding method protocols, the role of solvation, and impact of ligand conformational
constraints [182,210], must be addressed and reassessed [117,211]. Following a period of
relative euphoria with the prospect of achieving a successful structural-energetics consen-
sus, a certain level of skepticism has surfaced as drug design laboratories seeking rapid and
straightforward decision criteria often face the realization that critical data are lacking for
a complete interpretation [7]. One of the caveats associated with employing ITC as a tool in
drug development originated as a consequence of the variability observed when conduct-
ing measurements under disparate solution conditions, thereby hampering comparison of
calorimetric data on an absolute scale. The implementation of rigorous and stringent exper-
imental protocols reduced overall variability and ensured systematic evaluations to resolve
intrinsic thermodynamic binding parameters for ligand-target interactions [138,212–214].

While ITC is a model-independent technique that provides a direct measure of the
heat absorbed/released upon ligand–target association, the resultant enthalpy may be the
result of multiple events that occur concomitantly to the binding process. The latter may
include and is not restricted to coupled protonation/deprotonation reactions [105,215],
and binding-induced conformational changes amongst a host of heat absorbing/releasing
events [216]. These linked processes require additional measurements to resolve intrinsic
thermodynamic parameters [189,217]. In this respect, ITC protocols must be designed to

214



Life 2022, 12, 1438

derive the requisite intrinsic thermodynamic data by conducting measurements in an array
of buffers with distinct ionization enthalpies at various pH. The calorimetric experiments
should be conducted over a sufficiently broad temperature range to account for heat
capacity changes involved in the association process (as reviewed in [131]).

The finding that binding parameters routinely measured in drug discovery campaigns
generally do not represent intrinsic thermodynamic signatures has created some reluctance
in applying ITC for time-sensitive lead optimizations and drug development [182]. A range
of experimental parameters, including temperature and solution conditions (e.g., buffer,
solute effects), can significantly influence the observed thermodynamic signatures and must
be explicitly considered to derive intrinsic binding enthalpies. Moreover, structural flexi-
bility and allosteric mechanisms may lead to obfuscation in the intrinsic thermodynamic
parameters, rendering the latter experimentally inaccessible. The utility of thermodynamics
as a core metric to evaluate the potential for success and accelerate drug discovery efforts
has been enthusiastically embraced. Nevertheless, a number of unforeseen challenges have
hampered the desire to adopt this technique as a routine strategy. A critical review of
specific intricacies associated with the use of ITC in drug discovery [182] suggests that
while enthalpy and entropy should not be viewed as direct end points, the latter may
significantly enhance our understanding of ligand–target interactions when employed in
conjunction with structural and/or computational approaches.

8.2. Caveats Associated with the Design of a Constrained Ligand

Ligand preorganization may represent a useful strategy in thermodynamic approaches
designed to improve binding affinities by reducing entropic penalties associated with
conformational strain (Refer to Section 7.2). Considering its potential utility, several unan-
ticipated experimental outcomes led to the realization that additional factors must be
considered when designing a “bioactive conformation”. As a case in point, studies on Grb2
SH2 domain-peptide interactions [201] reveal that designed ligands adopting a bound-like
geometry are characterized by unexpected improvements in binding enthalpies yet exhibit
unfavorable entropic contributions relative to the original flexible conformers [200,211].
These findings suggest a counterproductive outcome when attempting to improve ligand
potency by purposely avoiding entropic penalties due to binding-induced conformational
strain. A plausible explanation for this apparent discrepancy has been offered by assessing
the conformational energetics computationally [117]. Specifically, the conformationally-
constrained ligands might further reduce binding site residue entropies, thereby offering
a counterargument to the expected improvement in overall binding entropy upon ligand
pre-organization.

In the final analysis, thermodynamic binding signatures must explicitly consider mul-
tiple factors and parameters in order to enable reliable predictions. Along these lines,
the inventory of water molecules involved in a ligand-target interaction is an important
consideration [200,211], as solvation plays a fundamental role in the binding energetics and
overall enthalpy/entropy balance. The general consensus is to introduce some constraints
in the small molecule that create a pre-organized state, which is poised to interact with the
binding site while introducing no major strain. In principle, this represents a reasonable
approach yet requires a number of important assumptions, namely: (a) the constrained
ligand conformation is equivalent to the final bound state; and, (b) hydration and hydro-
gen bond donor/acceptor capabilities are intact. Under these conditions, the resultant
energetic signatures are characterized by an entropy gain and enhanced binding affinity.
In practice, there are systems in which the entropy gain is balanced by an enthalpy loss
resulting in marginal improvement of the binding affinity. Conceivable origins for such
unexpected outcomes associated with conformationally constrained ligands may reside in
violation of specific conditions related to the integrity of hydration and/or hydrogen bond
donor/acceptor capabilities as a consequence of ligand design.
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8.3. Origins of Enthalpy-Driven Hydrophobic Interactions

The well described hydrophobic effect suggests that the burial of non-polar surfaces
represents an entropically favorable process, implying that addition of non-polar residues to
small molecules enhances the binding affinity via entropy gain. Although typically viewed
as an entropy-driven process, examples of hydrophobic interactions that are enthalpic in
nature have been documented in a comprehensive review on this topic [218]. There are
several plausible explanations for enthalpy-driven hydrophobic effects including binding-
induced release of water molecules from the hydrophobic environment to bulk water [219].
Conversely, an opposing entropic component arises due to the elimination of solvent
fluctuations inside the binding pocket. Such contributions override the favorable entropic
effects of extracting a small non-polar ligand from bulk solvent.

Water molecules that form non-optimal hydrogen-bonds within a hydrophobic surface
are released upon ligand binding and optimally hydrogen-bonded in the bulk solvent which
is an enthalpically favorable process. Another possibility arises when the binding pocket of
an apo protein is suboptimally hydrated. In such situations, solute-solvent dispersion inter-
actions in the hydrated complex might not be completely offset by dispersion interactions
for the hydrated protein and ligand. The concomitant increase in dispersive interactions
upon complexation may therefore result in a favorable enthalpic contribution. An excellent
example is the interaction between major urinary protein (MUP-1) and primary alcohols of
various chain length in which a combination of calorimetric, structural, and computational
studies reveal that the association process is enthalpy-driven, despite the hydrophobicity
of interacting species [220]. The authors rationalize these findings as conceivably arising
from favorable solute-solute dispersion interactions following protein–ligand complexation.
Indeed, the apo-MUP-I pocket is suboptimally hydrated [221], which implies an inequality
between solute–solvent dispersion interactions prior to protein–ligand binding versus
solute–solute dispersion interactions in the associated complex.

Several studies involving congeneric ligands highlight some of the challenges asso-
ciated with understanding how adding nonpolar surface area to small molecules affects
their protein-binding energetics. An intriguing example in which increased non-polar
surface area modulates the thermodynamic binding signature is illustrated in Figure 17 for
a series of thermolysin inhibitors [222]. These enzyme inhibitors have been designed via
P2′ substitutions, as noted in the inset of Figure 17A. Inspection of the enthalpy-entropy
plot in Figure 17A and resultant thermodynamic signatures sorted by molecular size in
Figure 17B reveals that while compounds 1–3 exhibit an increased enthalpic contribution
as a function of size, ligands 4–5 are virtually indistinguishable thermodynamically, and
compounds 6–9 exhibit the expected size-dependent enhancement in binding entropy as
deduced from increased surface area burial. In the latter group, entropy gains are balanced
by reduced enthalpic interactions, which is consistent with a structural loss of definition
and increased motion in some complexes. An overall evaluation of the enthalpy/entropy
balance reveals that whereas enthalpy prevails for smaller substituents, the entropic com-
ponent dominates ∆G for larger substituents. It is interesting to note that ligands with
medium-sized P2′ -substituents (i.e., compounds 4 and 5) exhibit the highest affinities. In an
effort to rationalize these observations, inspection of the water geometries adjacent to P2′

via X-ray crystallography [222] suggests correlation between an optimal solvation network
and the resultant thermodynamic profiles. These findings underscore the importance
of performing systematic evaluations within congeneric compounds to establish correla-
tions between structural and energetic properties, as useful information can be gleaned
from such comparisons [223], including the paradoxical nature of enthalpically driven
hydrophobic interactions.
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Figure 17. (A) Enthalpy-entropy plot for a congeneric series of thermolysin inhibitors harboring
distinct substitutions at the P2′ position with each compound identified according to entry number
(1–9) and respective group substituent; (B) Thermodynamic binding signatures [i.e., ∆G (blue),
∆H (green), and −T∆S (red)] for the thermolysin inhibitors presented in Panel A. Ligands with
medium-sized P2

′ substituents (i.e., compounds 4 and 5) exhibit the highest affinities as a consequence
of favorable enthalpy and entropy contributions. (Data derived from [222]).

9. Potential of Structure-Energetic Correlations in Accelerating Drug
Design Predictions

Elucidation of biomolecular interactions at the atomic level is extremely complex as
these involve formation and/or disruption of multiple non-covalent bonds between the
interacting molecules as well as solvent [113]. Despite several decades of experimental stud-
ies and extensive analyses, a complete understanding of the thermodynamic driving forces
governing biomolecular interactions remains elusive. While ITC provides the most accurate
and reliable experimental technique to achieve a complete thermodynamic characterization,
the utility of such information in drug design and development still represents a challenge.
Correlations between thermodynamic data and structural features yield invaluable insights
on biomolecular interactions and computational tools have empowered such correlations
at the molecular level. Incorporation of multiparametric approaches in drug discovery
strategies represents a powerful infrastructure for the development of future treatment
regimens exhibiting enhanced efficacy. Thermodynamics can still provide the requisite
input into decision-making processes as the goal of rational drug design is to identify small
molecule substitutions that increase compound efficiency, potency, and specificity while
minimizing overall toxicity. Thermodynamics may assist in this endeavor by gauging
the progress achieved or drawbacks encountered when certain molecular manipulations
tend to elicit an unfavorable response. Specifically, characterization of the binding en-
ergetics associated with chemical modifications/substitutions facilitates assessment of
group-group interactions, conformational constraints, and accommodation within the bind-
ing site. The resultant thermodynamic signature in conjunction with a high-resolution
structure furnishes a complete molecular description of biomolecular interactions within
the ligand-target complex.

There is a fundamental need to expand predictive capabilities based on experimen-
tal structural-energetics data that inform decisions regarding the selection of hits worth
pursuing at the next level of drug design and development. In order to identify the most
promising candidates for lead optimization, predictive biophysical parameters are required,
and thermodynamic data can furnish valuable insights to achieve this goal. Approaches
towards this direction have been pursued and score functions derived from structural
and calorimetric data [224]. ITC experiments provide direct access to ∆G, ∆H, T∆S and
∆H/T∆S compensation as a function of specific experimental variables including buffer,
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temperature, osmolytes, and pH [188]. Resolving intrinsic thermodynamic parameters is
therefore essential for an unbiased structural-energetic analysis. While the current review
mines available thermodynamic databases as an illustration of overall trends and provides
insights on the interplay between experimental observables and design metrics, it is highly
advisable to evaluate differential binding profiles across specific data sets comprising con-
generic ligand series for precise interpretations [223]. Such systematic evaluations have
proven particularly illuminating by resolving apparent paradoxes and gaining a more
detailed understanding of the forces driving specific ligand target interactions at both the
structural and thermodynamic levels.

A considerable body of evidence has demonstrated that ligand preorganization abro-
gates the entropic penalty associated with structural rearrangements. Conversely, entropi-
cally favorable interactions arising from residual mobility of ligand or target in the bound
state is often compensated by an unfavorable enthalpic term. In most cases, desolvation
is an entropically favorable process, yet there are instances in which such interactions are
enthalpically favored. An unexpected observation is that the role of local water structure
may dramatically alter the thermodynamic binding signatures without any appreciable
impact on ligand affinity. These findings underscore the need to evaluate biomolecular
interactions thermodynamically, as characterization of binding affinities alone may miss
important molecular events that are only distinguished in the enthalpic and/or entropic
terms. Intrinsic thermodynamic binding parameters should be correlated with high resolu-
tion crystallographic data, as low resolution structures lack fundamental aspects related
to water inventory, thereby precluding optimal structural-energetic correlations at atomic
resolution [7].

Despite the challenges of correlating specific fragment substitutions and design
changes in small molecules with their respective thermodynamic binding profiles, the
latter provide additional layers of valuable information to elucidate the forces governing
specific ligand-target interactions. Computational studies aimed at complementing these
assessments rely on experimental databases that are incomplete yet necessary to correlate
specific biophysical properties at a molecular level with the net thermodynamic conse-
quences of chemical modifications/substitutions. A critical review of progress achieved
spanning three decades suggests that there is a fundamental role for thermodynamics
in drug discovery strategies. Although thermodynamic signatures might not necessarily
constitute endpoints for lead optimizations such as cases in which a multitude of complex
events hamper resolution of the driving forces [225], thermodynamic profiling combined
with high resolution structural data represent an enormous asset to accelerate drug de-
velopment and optimization [182]. The collective efforts of dedicated thermodynamicists,
structural biologists, and computational scientists armed with the requisite biomolecular
data and biophysical parameters should improve overall predictive capabilities whereby
structure informs biology and energetics provides the foundation for decision making on
hit-to-lead optimizations in drug design and development.

10. Concluding Remarks

This manuscript presents an overview of experimental approaches employed in drug
discovery strategies to identify and develop prospective molecules for further optimiza-
tion as lead compounds in treatment regimens. Particular emphasis is focused on the
fundamental role of thermodynamics in drug design and optimization by applying calori-
metric methods to characterize the forces driving ligand-target association processes in
solution. Considering the relevance of utilizing direct model-independent calorimetric
data to elucidate macromolecular binding energetics, ongoing efforts are concentrated
on the development of high-throughput methodologies aimed at deriving rapid yet ac-
curate thermodynamic parameters while employing minimal quantities of biomaterials.
The necessity and urgency of devising novel technological approaches to evaluate the
biological/biophysical properties of lead compounds for the express purpose of optimizing
their efficacy in terms of bioavailability, potency, and specificity is readily apparent. Drug
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discovery technologies rely on high throughput screenings whereby hit-to-lead decisions
and compound optimization inevitably requires validations by combining structural and
functional methodologies. Energetics-based approaches successfully bridge the gap be-
tween structure and function as calorimetric data fill the void by furnishing a complete
description of biomolecular interactions via the elucidation of thermodynamic binding
signatures and driving forces.
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AlogP Computationally Derived LogP
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FBDD Fragment-Based Drug Discovery
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HBD Hydrogen Bond Donors
HTS High Throughput Screening
IDP Intrinsically Disordered Protein
ITC Isothermal Titration Calorimetry
LE Ligand Efficiency
LipE Lipophilic Efficiency
LLE Ligand Lipophilic Efficiency
LogP Logarithm of Octanol/Water Partition Coefficient
MST Microscale Thermophoresis
NME New Molecular Rntities
NMR Nuclear Magnetic Resonance
NNH Number of non-hydrogen atoms
NP Natural Products
PAINS Pan-Assay Interference Compounds
PSA Polar Surface Area
QSAR Quantitative Structure-Activity Relationships
Ro3 Rule of Three
Ro5 Rule of Five
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ROTB Rotatable Bonds
SBDD Structure-Based Drug Design
SIHE Size Independent Enthalpic Efficiency
SPR Surface Plasmon Resonance
TPSA Topological Polar Surface Area
TSA Thermal Shift Assay
WAC Weak Affinity Chromatography
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Abstract: Force-spectroscopy techniques have led to significant progress in studying the physic-
ochemical properties of biomolecules that are not accessible in bulk assays. The application of
piconewton forces with laser optical tweezers to single nucleic acids has permitted the characteriza-
tion of molecular thermodynamics and kinetics with unprecedented accuracy. Some examples are
the hybridization reaction between complementary strands in DNA and the folding of secondary,
tertiary, and other heterogeneous structures, such as intermediate and misfolded states in RNA. Here
we review the results obtained in our lab on deriving the nearest-neighbor free energy parameters
in DNA and RNA duplexes from mechanical unzipping experiments. Remarkable nonequilibrium
effects are also observed, such as the large irreversibility of RNA unzipping and the formation of
non-specific secondary structures in single-stranded DNA. These features originate from forming
stem-loop structures along the single strands of the nucleic acid. The recently introduced barrier
energy landscape model quantifies kinetic trapping effects due to stem-loops being applicable to both
RNA and DNA. The barrier energy landscape model contains the essential features to explain the
many behaviors observed in heterogeneous nucleic-acid folding.

Keywords: single-molecule biophysics; nucleic acid thermodynamics; statistical mechanics; fluctuation
theorems; computational biophysics

1. Introduction

In molecular biophysics, the accurate knowledge of the thermodynamics of nucleic
acids (NAs) and proteins is essential to obtain reliable predictions of protein folding [1–5],
DNA/RNA hybridization [6], and their interactions with enzymes and ions [7]. Over the
past decades, measurements of molecular free-energies, entropies, and enthalpies have been
obtained by using bulk techniques such as UV absorbance, fluorescence, and calorimetry,
among others [8]. DNA and RNA hybridization are key reactions in many biochemical
processes, such as NA synthesis, RNA folding, and DNA amplification by PCR. The energy
parameters used to model the hybridization reaction can be directly obtained from melting
curves of oligos of varying sequence and length. Accurate knowledge of these parameters
is crucial in many ways, such as optimizing heating–cooling protocols for PCR products,
structural predictions in NAs folding and biosensor devices that use DNA hybridization
for detection (e.g., surface-plasmon resonance), and sequencing technologies. Unified sets
of energy parameters have been derived from DNA and RNA melting temperature data
obtained by many laboratories worldwide [9,10]. They are currently used as reference
values by all main prediction tools [11].

However, bulk methods yield results that are incoherent temporal averages over a
large population of molecules that are in different states (Figure 1, left). The measured
signal depends on the dominant species and reactions, limiting the capability of detecting
fast events, rare non-native states, and reaction pathways [12]. For example, RNAs and
proteins often become trapped in non-productive, misfolded structures [3,13–17]. Such
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structures have been related to the development of many phenotype diseases such as
Huntington’s disease, fragile X-associated tremor ataxia syndrome, myotonic dystrophies,
and spinocerebellar ataxias, among others [18–20]. By monitoring one molecule at a time,
single-molecule techniques allow for the characterization of these structures, which go
undetected in bulk assays. Notice that by averaging results over many events, single-
molecule measurements approach the bulk limit to which results can be compared.

By overcoming the intrinsic limitations of bulk measurements, techniques such as single-
molecule fluorescence [21], single-molecule translocation across nanopores [22], atomic-force
microscopy (AFM), magnetic tweezers (MT), and laser optical tweezers (LOT) [23] offer
a fresh view in biomolecular sciences (Figure 1, right panel). In particular, LOTs [24]
were revealed to be a powerful tool to investigate the properties of NAs. In fact, LOTs
permit the direct measurement of the mechanical work (and therefore of the free-energy)
needed to unfold DNA and RNA hairpins, rendering force spectroscopy a valuable tool for
NA thermodynamics [25,26]. Moreover, single-molecule manipulation sets a new bar for
resolving complex molecular reactions [27], such as NAs’ elastic response [28,29] and non-
specific secondary structure formation [30], as well as their protein and NA folding [31,32].

During the past decade, single-molecule techniques have become standard for investi-
gating NAs at the structural, biochemical, and thermodynamical levels. Here, we briefly
review the thermodynamics of DNA and RNA folding as obtained by developments in our
lab over the past ten years that combine LOTs with suitable data analysis methods. In this
way, it has been possible to measure DNA and RNA base-pair free-energies from mechan-
ical unzipping experiments with high accuracy (0.1 kcal/mol) in different experimental
conditions [33–35]. Unzipping consists of pulling apart the 3′ and 5′ ends on one side of a
helical NA structure stabilized by complementary (Watson–Crick) base-pair interactions.
The reverse process, called rezipping, consists of the reformation or assembly of the helical
structure (hybridization) by approaching the 3′ and 5′ ends. Even though both DNA and
RNA form double-stranded helices, important differences are found in unzipping experi-
ments. In particular, unzipping is a fully reversible process for DNA in a broad range of salt
conditions and loading rates. Instead, RNA unzipping turns out to be strongly irreversible
in the same experimental conditions. In this case, transient off-pathway misfolded struc-
tures appear during the unzipping–rezipping process, slowing down the hybridization
reaction [36–38]. The characterization of these off-pathway structures that compete with
the native stem is a challenging problem that requires the extraction of the free energies of
kinetic (non-native) states from irreversible work measurements [25,39,40]. In unzipping
experiments, DNA and RNA molecules unravel into a single NA chain (single-strand) of a
given molecular extension. In contrast, in bulk experiments, no forces are involved, and
the unfolded state is a relaxed random coil. To relate unzipping experiments with bulk
measurements, it is necessary to correct free energy differences by the so-called stretching
energy contribution. This term equals the work needed to stretch the NA chain from
the random coil state (zero extension) to the elongated state (finite extension). Therefore,
thermodynamic measurements with force spectroscopy require accurate knowledge of
the ideal elastic response of the NA chains, which can also be measured by pulling the
individual single-strands [29,30]. Here, we discuss the experimental results obtained in
our lab and interpret them in the framework of the barrier energy landscape (BEL) model
recently introduced by us to explain the strong irreversibility observed in RNA unzipping
experiments [35]. We also extend the BEL model to predict of the force–extension curves
reported in studies of the non-specific secondary structure in single-stranded DNA [30].

The paper is organized as follows: In Section 2, we describe the LOT setup and
the experimental protocol to unzip NAs. In Section 3, we introduce the popular nearest-
neighbor model used to characterize the hybridization reaction in DNA and RNA duplexes.
In Section 4 we review the results obtained by unzipping long DNA and RNA hairpins with
LOTs. In Section 5, we introduce the BEL model, which can be used to explain the strong
irreversibility observed in RNA unzipping and the formation of non-specific secondary
structures in DNA [30]. Finally, in Section 6, we discuss future perspectives.
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Figure 1. Information about biomolecules from bulk essays (left panel) is not a direct procedure and
is obtained from the global behavior of a large number of molecules. On the contrary, single-molecule
techniques (right panel) such as atomic-force microscopy (AFM), magnetic tweezers (MT), and laser
optical tweezers (LOT), allow us to sample reactions one molecule at a time, characterizing the
molecules at the microscopic level.

2. Mechanical Unzipping of Nucleic Acids (NAs)

To measure the NAs free-energy of formation at the single base-pair (bp) level, we
unzip long DNA and RNA hairpins (a few thousand bases) consisting of a stem of fully
complementary Watson–Crick base-pairs (Figure 2). The stem terminates in a tetra-loop
GAAA. When fully unzipped, the hairpin converts to the single-stranded form. On the
other side, the 3′ and 5′ ends of the hairpin are ligated to short (29 bp) double-stranded
handles, one labeled with a digoxigenin tail (DIG) and the other with biotin (BIO). The two
tags specifically bind to anti-DIG (AD)- and streptavidin-coated (SA) beads, respectively.
The AD bead is optically trapped, while the SA one is held by air suction at the tip of a
glass micro-pipette (Figure 1, right panel). In an unzipping experiment, the optical trap is
moved with respect to the (fixed) micro-pipette at a constant speed. At the beginning of the
protocol, the molecule is folded into its native double-stranded (ds) hairpin configuration
(Figure 2, top-left). As the optical trap moves away from the pipette, the force applied to
the hairpin increases until the intramolecular bonds at the beginning of the stem break
open. As the unzipping progresses, groups of new bases open one after another in a
sequential fashion. Unzipping is a stick–slip process consisting of the succession of an
elastic deformation (stick) followed by the release of groups of bases that collectively
unfold in a cooperative manner (slip), resulting in sudden force jumps. The unfolding
protocol proceeds until the hairpin is fully unzipped and the single-strand (ss) form is fully
stretched (Figure 2, bottom-left). At this point, the reverse process starts (rezipping), and
the molecule refolds starting from the loop until the native ds hairpin has been reformed.
Upon rezipping, groups of bases are cooperatively absorbed into the stem resulting in
sudden increases in force. The force–distance curve (FDC) measured during unzipping
and rezipping exhibits a saw-tooth pattern that depends on the sequence of the hairpin. In
Figure 2 (right), we show the FDCs obtained by unzipping a 6.8 kbp DNA hairpin (top) in
a 1 M NaCl solution and a 2 kbp RNA hairpin in a 500 mM NaCl solution (bottom). Notice
that RNA FDCs exhibit many irreversible regions (insets) with large hysteresis and many
long-lived intermediates. This does not happen in DNA, where unzipping experiments are
carried out at equilibrium.
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Figure 2. Unzipping experiment with LOTs. (Left) In a pulling experiment, the molecular construct
is repeatedly unzipped and rezipped. By starting in the folded configuration (top), the trap–pipette
distance is increased until the molecule is fully unfolded (bottom). Then, the process is reversed,
and the hairpin refolds upon moving closer the optical trap to the micropipette. (Right) The typical
FDCs obtained for a 6.8 kbp DNA hairpin (top) and a 2 kbp RNA hairpin (bottom) in a 1 M NaCl
buffer and a 500 mM NaCl buffer, respectively. The insets magnify selected regions (gray squares)
along the FDCs to point out the large irreversibility observed in RNA. In contrast, DNA unzipping is
fully reversible.

3. Modeling the Unzipping Experiment

Single-molecule experiments can be used to measure the hybridization free-energy
of NA, the interaction energy between hairpins and proteins [41–43], and ions [44]. They
can also be used to monitor the folding pathway and detect intermediates and misfolded
states [40]. As explained in the introduction, force spectroscopy measurements require
the knowledge of the contributions of the experimental apparatus (optical trap) and the
stretched molecular construct (handles and single-stranded NA). In fact, the standard
free-energy of formation of a hairpin, ∆G0, is defined as the free-energy difference between
the native and the random coil state, the latter being the state (with zero extension) of the
unfolded semi-flexible single-stranded NA when no external force is applied. However,
in mechanical unzipping experiments, the unfolded molecule does not attain a random
coil but a stretched semiflexible form, making the free energy difference ∆Gtot 6= ∆G0. To
obtain ∆G0, we need to subtract the contribution by the experimental setup to the measured
∆Gtot. Therefore, a theoretical understanding of the experimental contributions to ∆Gtot is
essential to derive reliable free energy values.

3.1. Bases Hybridization and Nearest-Neighbors Model

NAs are polymeric chains of monomers, the nucleotides that are linked together
by covalent and non-covalent interactions [45] (see Figure 3A, left). The nucleotides are
divided into purines, i.e., Adenine (A) and Guanine (G), and pyrimidines, i.e., Cytosine (C)
and Thymine (T). For RNA, the nucleotide Uracil (U) substitutes Thymine. A nucleotide
(see Figure 3A, right) is formed by one molecule of phosphoric acid (dark-yellow circle), one
molecule of 2′-deoxyribose (light-yellow pentagon), and a nitrogenous base (which can be
A,C,G,T/U). Two nucleotides concatenate through a bond between the phosphoric group
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of the first nucleotide and the third carbon of the second nucleotide. The concatenation of
multiple nucleotides forms a phosphate–deoxyribose backbone of linked bases featuring
a phosphate group on one terminus (5′) and a hydroxyl group on the other one (3′). The
structure of NAs is conventionally given as a sequence of bases in the direction 5′ → 3′.

The canonical interactions between nucleotides belonging to different strands are
given by the Watson–Crick base-pairing rules [46] and account for purine–pyrimidine
bonding: A links to T (U in the RNA case) and G to C with three and two hydrogen
bonds, respectively. Although hydrogen bonding is responsible for the specificity of base
interactions, much of the stability of the NA is due to base stacking [47]. In fact, nitrogenous
planar bases are non-polar, and the hydrophobic stacking on top of each other maximizes
the Van der Waals attraction. To account not only for the specific base-pairing but also
for the stacking between adjacent base-pairs, the duplex energetics is described with the
nearest-neighbor (NN) model [9,48–50].

In the NN model, the base-pairing energy of two complementary bases only depends
on the base itself and on the first neighbor located in the same strand (in the 5′ → 3′

direction). Therefore, the total free energy of formation of a duplex, ∆G0, is given by the
sum over all the nearest-neighbor base-pair (NNBP) motifs occurring along the sequence:

∆G0(N) =
N

∑
i=1

∆gi (1)

where ∆gi is the free energy of motif i. Notice that the NNBP energies are negative, as they
are defined as the free-energy loss upon hybridizing a base-pair, i.e., ∆gi = gH

i − gO
i < 0,

where gH
i (gO

i ) is the free-energy of the hybridized (open) motif. There are 16 different motifs
accounting for all possible combinations of adjacent NNBPs (see Figure 3B). This number is
reduced from 16 to 10 by considering the degeneracy of the free-energies due to the Watson–
Crick complementarity. It is possible to further reduce this number from 10 to 8 independent
parameters by considering the circular symmetry of the NN model [51,52]. This symmetry
yields additional self-consistent relations so that out of the 10 NNBP energies, 2 can be
expressed as linear combinations of the remaining 8 [34,52,53]. Motifs TA/AT (UA/AU)
and GC/CG are usually expressed as a function of the others:

∆gTA(UA) = ∆gCG +
1
2
(∆gAC + ∆gGA − ∆gAG − ∆gCA)

∆gGC = ∆gAT(AU) +
1
2
(∆gGA + ∆gCA − ∆gAG − ∆gAC)

(2)

where ∆gXY indicates the free energy of motif 5′-XY-3′ hybridized with its complementary
sequence. The accurate measure of the NNBP free-energies is key for the correct estimation
of the total free energy of formation of the duplex native state. The 10 independent parame-
ters have been extracted from melting experiments of short duplexes of varying sequences
and lengths [10,54–56] for both DNA and RNA and are accessible in the Mfold server [11].
Single-molecule techniques allow for much more accurate free-energy measurements with
respect to bulk experiments. However, to derive the 10 (8 if circular symmetry is considered)
NNBP parameters from unzipping experiments, it is fundamental to have a theoretical
model of the unzipping process to predict the experimental FDC.

233



Life 2022, 12, 1089

A B
3′

5′ 3′

5′
A T

C G

Hydrogen Bonds
Stacking

C

14
16
18
20

500 1500 2500 3500 4500 5500 6500

Fo
rc

e 
[p

N
]

Distance [nm]

E
ne

rg
y 

[k
B
T

]

5′ 3− ′

TT
AA
3′ 5− ′
′5 3− ′

GT
CA
3′ 5− ′
′5 3− ′

CT
GA
3′ 5− ′
′5 3− ′

AT
TA
3′ 5− ′

′5 3− ′

GG
CC
3′ 5− ′

′5 3− ′

TG
AC
3′ 5− ′

′5 3− ′

CG
GC
3′ 5− ′
′5 3− ′

AG
TC
3′ 5− ′

′5 3− ′

GC
CG
3′ 5− ′

′5 3− ′

TC
AG
3′ 5− ′

′5 3− ′

CC
GG
3′ 5− ′
′5 3− ′

AC
TG
3′ 5− ′

′5 3− ′

AA
TT
3′ 5− ′

′5 3− ′

CA
GT
3′ 5− ′

′5 3− ′

GA
CT
3′ 5− ′

′5 3− ′

TA
AT
3′ 5− ′

xb
xh

xss
xtot

xd

xh

xss

D

Open BP

Figure 3. (A) Double-helix structure according the Watson–Crick base-pairing rules. (B) Matrix of
the 16 NNBP motifs according to the NN model. Degenerate energies have the same cell color. Out
of the 10 independent parameters, circular symmetry allows to express 2 NNBP energies (TA/AT
and GC/CG—red-bordered cells) as a linear combination of the others (see Equation (2)). Notice that
the same matrix is obtained for the RNA case by changing thymine (T) for uracil (U). (C) Different
contributions of the molecular construct to the total extension. Each term (optical trap, dsDNA
handles, ssDNA, and folded double-helix) has a different elastic response to the applied force.
(D) Theoretical prediction of the FDC and of the minimum free-energy as a function of the open
bp (inset).

3.2. Computation of the System Free-Energy

In unzipping experiments at controlled position, the trap–pipette distance, xtot, is
steadily increased (unfolding) or decreased (refolding) by moving the position of the
optical trap. As the optical trap moves, the force f applied on the molecular construct
changes and the number of open bases n varies accordingly. The total trap–pipette distance
equals the sum of different contributions [57] (see Figure 3C), that is:

xtot( f , n) = xb( f ) + 2xh( f ) + 2xss( f , n) + xd( f ) (3)

where xb( f ) is the displacement of the bead in relation to the center of the optical trap, xh( f )
is the extension of the double-stranded handles, xss( f , n) is the extension of the single-
stranded (unfolded) molecule containing n bases, and xd( f ) accounts for the extension
of the diameter of the NA helix d (typically d = 2 nm for DNA and RNA hairpins [58])
projected along the force axis [59]. Notice that the latter term is zero when the hairpin is
fully unzipped. The bead in the optical trap is modeled as a linear spring of stiffness k:

f (xb) = kxb. (4)
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The double-stranded handles and the single-stranded NA are modeled as elastic polymers.
Typically, these terms are described by the inextensible or extensible Worm-Like Chain
(WLC) model [60]. In the former case:

f (x) =
kBT
4lp

[(
1− x

nld

)−2
− 1 + 4

x
nld

]
(5)

where kB is the Boltzmann constant, T is the temperature, lp is the persistence length, and
ld is the interphosphate distance. Finally, the extension upon orienting the double helix is
modeled as a dipole of length equal to the helix diameter, d, that aligns along the force axis:

xd( f ) = d
[

coth
(

f d
kBT

)
− kBT

f d

]
. (6)

Notice that while xb( f ) and xd( f ) are directly obtained from Equations (4) and (6), respec-
tively, xss( f , n) requires inverting Equation (5) [57].

For a given xtot and n, the total free-energy of the NA hairpin is given by these elastic
terms plus the hybridization free-energy in Equation (1) so that:

∆Gtot(xtot, n) = ∆Gb(xb) + 2∆Gh(xh) + 2∆Gss(xss, n) + ∆Gd(xd) + ∆G0(N − n) (7)

where N is the total number of base-pairs in the sequence and the distance constraint
Equation (3). The elastic free-energy contributions are obtained by computing the following
integral:

∆Gel(x) =
∫ x

0
f (x′)dx′ (8)

of Equations (4)–(6). Therefore, it is straightforward to obtain:

∆Gb =
1
2

kx2
b (9)

and

∆GWLC(x) =
kBT
4lp

[
nld

(
1− x

nld

)−1
− x + 2

x2

nld

]
(10)

from Equations (4) and (5), respectively. The computation of the free-energy needed to
orient the dipole-like folded hairpin requires inverting Equation (6).

3.3. The Equilibrium FDC

Given the above model, it is possible to compute the equilibrium force of the sys-
tem, feq, at each instant of the unzipping protocol. This ultimately allows us to obtain a
theoretical prediction of the equilibrium FDC of the hairpin sequence. To do this, let us
introduce the system partition function for a fixed xtot, which is defined as the sum over all
the possible states (all the possible values of n) so that:

Z(xtot) =
N

∑
n=0

exp
(
−∆Gtot(xtot, n)

kBT

)
(11)

where N is the total number of base-pairs of the sequence. By recalling that ∆G = −kBT ln Z,
the equilibrium force is then:

feq(xtot) = −kBT
∂ ln Z(xtot)

∂xtot
. (12)

Computing Equation (11) requires solving the transcendental equation (3) (that can be
performed numerically) with respect to f and then computing Equation (7) for all n ∈ [0, N].
The value n∗ minimizing the equilibrium free-energy ∆Geq = ∆Gtot(xtot, n∗(xtot)) gives
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the most probable number of open base-pairs at a given xtot. Eventually, the computation
of the equilibrium force in Equation (12) gives a theoretical prediction for the unzipping
curve of a given sequence (see Figure 3D). Notice that the total energy in Equation (7) is
given by the balance between two independent contributions: the elastic terms and the
hybridization energy. The latter term grows linearly with n (and does not depend by xtot)
while the elastic one is a non-linear function of (xtot, n). This means that a variation of
xtot does not necessarily imply a variation of n∗. As a result, the equilibrium energy ∆Geq
is a rough function of xtot exhibiting a sequence of steps (Figure 3D, inset) as n∗ changes
upon releasing groups of ∆n∗ bases. Each one of these jumps corresponds to a rip along
the equilibrium FDC (Figure 3D).

4. Derivation of the NNBP Free-Energies

Unzipping data for long NA hairpins have been used to derive the formation free
energies of the 10 NNBP motifs in DNA [33,34] and RNA [35]. To do this, we developed
a Monte Carlo optimization algorithm that uses both the experimental data and the the-
oretical FDC prediction described in Section 3 [33]. By starting with an initial guess of
the 10 independent parameters (or 8 if circular symmetry is applied), at each step of the
optimization, a random increment in the energies is proposed and a prediction of the FDC
is generated. The error made in approximating the experimental curve with the theoretical
one, E, drives a Metropolis algorithm: a change in the energy parameters is accepted if
the error difference with respect to the previous step is negative (∆E < 0). Otherwise
(∆E > 0), the proposal is accepted if exp(∆E/T) < r, with r being a random number
uniformly distributed r ∈ U(0, 1). The algorithm continues until convergence is achieved,
i.e., until ∆E is smaller than a given threshold. Let us note that because of the high number
of parameters, only experimental data from the unzipping of long molecules (a few kbp)
allow for an accurate estimation of the NNBP energies. In fact, the algorithm relies on the
saw-tooth pattern characteristic of the sequence to accept or reject an energies proposal:
the longer the sequence is, the more accurate the values of the NNBP energies are.

In Figure 4, we show the results obtained for the eight independent NNBP free-
energies of DNA (circles) and RNA (squares) at different concentrations of sodium (blue)
and magnesium (red). In particular, the DNA energies have been measured in a salt range
from 10 mM to 1 M for Na+ and from 0.01 mM to 10 mM for Mg++, while the RNA
energies have been measured at 500 mM Na+ and 10 mM Mg++. The last two parameters,
GC/CG and TA/AT (UA/AU for RNA), were obtained by applying the circular symmetry
relations. It is apparent that the (negative) energy parameters are lower for RNA than for
DNA. Notice that this difference is more marked for motifs containing at least one purine
(A, G), i.e., where stacking interactions are stronger, explaining why RNA tends to fold into
more compact structures than DNA does [61].

Moreover, the NNBP RNA energies have been used to test the validity of the 1/100
salt equivalence rule of thumb. The rule states that the RNA energy parameters at a given
divalent salt concentration equal that at a 100-fold monovalent salt concentration, i.e.,
∆gi[Div++] = ∆gi[Mon+]eq, where [Mon+]eq = 100× [Div++]. Our results proved that
10 mM Mg++ corresponds to 800 mM Na+ (approximately a 1/80 equivalence), which is
compatible with the 1/100 rule within the experimental errors [35]. Although this result
has been tested in a single-salt condition, its validity extends to the dilute salt regime
where cooperative salt effects are negligible ([Mg++] < 0.05 M) and competition effects
with sodium are weak (R =

√
[Mg++]/[Na+] > 0.22M−1/2) [62,63]. The 1/100 salt

equivalence rule of thumb has been disputed on the basis of experimental data obtained in
bulk experiments using atomic emission spectroscopy in buffer-equilibrated samples [64].
Although this technique is capable of determining the fraction of cations that are dissociated
and bound to the RNA, it does not provide a direct measurement of the free energies.
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Figure 4. Experimentally measured NNBP free-energies of DNA (circles) and RNA (squares) at
different salt concentrations of sodium (blue) and magnesium (red). The salt dependence of the
NNBP energies in DNA has been studied in the ranges [10, 1000] mM NaCl and [0.01, 10] mM
MgCl2 [34]. In RNA, the energies have been measured at 500 mM NaCl and 10 mM MgCl2 [35]. The
energy of the last two motifs, GC/CG and TA/AT (UA/AU for RNA), has been computed by using
the circular symmetry relations (see Equations (2)).

5. Out-of-Equilibrium Processes and Kinetics Effects

To characterize the irreversibility observed along the unzipping FDCs for RNA (see
Figure 2), we introduced a many-valley barrier energy landscape (BEL) that accounts for the
off-pathway competing stem-loop structures that can form along each single strand of the
hairpin [35]. Upon unfolding (refolding) the hairpin, multiple stem-loops of varying lengths
L can form along the single strands of the hairpin, i.e., in the vicinity of the hybridization
junction separating the stem from the ssNA (Figure 5A, bottom right). Stem-loops slow
down the hybridization of the native stem by stabilizing off-pathway conformations that
kinetically trap the multiple apparent intermediates observed along the FDC (Figure 5B,
grey circle snapshot). These complex structures are transiently stable; therefore, the stem-
loops eventually unfold, and the native stem can form (Figure 5A).

We model the loop-BEL as follows (see Ref. [35] for details). Let us consider the
set of all possible segments of L bases along a single-stranded sequence of N bases,
SL = {[bi, bi+L]; 1 ≤ i ≤ N − L}, where bi and bi+L are the initial and the final bases
of the segment, respectively. For a given L-segment, [bi, bi+L], there are several competing
folds, most of them stabilized by a few Watson–Crick base-pairs plus one or more loops
of varying sizes (mostly from three to eight bases). By using the DINAmelt web applica-
tion [65,66], we found the minimum free energy fold for a given segment. This gives the
set of lowest free energy folds, {ε0

L,i} for all L-segments in SL at standard conditions. To
construct the loop-BEL, one should consider all possible excitations (i.e., higher energy
states) formed by multiple stem-loops folding along the two ssDNA strands at both sides of
the junction. In principle, any number of stem-loops can form at arbitrary positions along
the two strands. As counting all possible excitations is a daunting task, in the simplest
approach, one can simplify the treatment by considering two stem-loops (one per strand)
that are located at arbitrary and independent positions. However, stem-loops that are
located far away from the junction, even if energetically favorable, cannot interfere with
the unzipping–rezipping of the hairpin, a reaction taking place precisely at the junction.
For a given stem-loop at a distance j from the junction and a given force f , we introduce an
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energy penalty equal to the mechanical work at constant f needed to bring that stem-loop
from distance j + L to the junction,

∫ f
0 xj+L( f ′)d f ′ (Figure 5A, bottom left).

Given L, we define the loop-BEL at force f and junction position n as:

∆GL(n, f ) = −kBT log
N−n

∑
j1,j2=0

exp

(
−∆g(1)L (j1, f ) + ∆g(2)L (j2, f )

kBT

)
, (13)

where ∆g(1,2)
L (j, f ) is the free-energy of forming a single stem-loop in strand (1, 2) of length

L plus the work at force f to bring it from position j to the junction located at position n.
∆g(1,2)

L (j, f ) is then given by:

∆g(1,2)
L (j, f ) = ε

0(1,2)
L,j +

∫ f

0
xL+j( f ′)d f ′ . (14)

Here, ε
0(1,2)
L,j is the (negative) free energy of formation at zero force of the stem-loop [bj, bj+L]

in strand (1, 2). The integral term accounts for the free energy cost at force f to bring the
base of the stem-loop located at the farthest end, j + L bases away from the junction,
towards the junction. As previously said, this term penalizes stem-loops that are formed
far away from the junction because they cannot kinetically trap the native RNA hairpin.
The elastic response term xj+L( f ) has been modeled with the WLC in Equation (5).

We found that the minima of the loop-BEL (Figure 5B) directly correlate with the
amount of hysteresis observed along the FDC [35]. This correlation is maximum for stem-
loops of length L ∼ 20 bases, indicating that L-segments of this size are the most likely
to fold. Moreover, the analysis of the hairpin sequence showed that the regions of large
irreversibility contain a high fraction of stacked (A, U) bases that are prone to Watson–Crick
pairing within the same strand. On the contrary, regions of low hysteresis are characterized
by lower stacking and intra-strand pairing interactions. The formation of stem-loops
structures may contribute to explaining the broad phenomenology of heterogeneous RNA
folding, from misfolding and multiplicity of native states to the formation of complex
tertiary structures. In particular, the BEL model can be extended to the formation of
non-specific secondary structures observed in pulling experiments of ssDNA and ssRNA.
Although this phenomenon has not been investigated in RNA, it has been extensively
studied in DNA [28,30,67–69]: upon stretching, the ssDNA’s elastic response deviates from
the expected ideal behavior of a polymeric chain (described for example with the WLC)
forming a shoulder below f ∼ 10–12 pN (see Figure 5C, bottom).

To model this phenomenon, let us consider an ssDNA of N bases of a random sequence,
which, at difference with the previous case, cannot form a native hairpin (i.e., there is no
hybridization junction). We consider the set of all possible excitations consisting of multiple
stem-loops of a given length L along the sequence. The free energy of such an L-set of
excitations equals:

∆GL( f ) = −kBT log
K

∑
k=0

exp
(
−∆gL(k, f )

kBT

)
, (15)

where ∆gL(k, f ) is the total free-energy contribution of k ≥ 0 stem-loops and K = bN/Lc is
the maximum number of stem-loops that can form along the single strand. This is given by:

∆gL(k, f ) = EL(k) +
[
(N − kL)∆G1

ss( f ) + k∆Gd( f )
]

. (16)

The term EL(k) accounts for the most energetically stable configuration of k stem-loops
randomly positioned along the sequence. The term (N − kL)∆G1

ss( f ) is the energy gain
upon stretching the free N − kL bases at force f corrected by the (smaller) energy contribu-
tion, k∆Gd( f ), of orienting k stem-loops along the force axis. Notice that (N − kL)∆G1

ss( f )
is an extensive quantity, equal to the number of monomers, N − kL, times the energy cost
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to stretch a single monomer, ∆G1
ss( f ) = −

∫ f
0 x1

ss( f ′)d f ′, where x1
ss( f ) has been modeled

according to the WLC in Equation (5). The same consideration holds for the dipole con-
tribution of k stem-loops, ∆Gd( f ) = −

∫ f
0 xd( f ′)d f ′, where xd( f ) is modeled according to

Equation (6).
An exact computation of EL(k) in Equation (16) requires considering non-overlapping

stem-loops: if a stem-loop of length L forms at position n along the sequence, the next
stem-loop can only form outside the interval [n − L : n + L]. This is an unaffordable
mathematical task that we simplified by considering overlapping stem-loops in a mean-
field approximation. In this approximation, EL(k) is taken as the typical total energy of
k stem-loops randomly chosen over the ensemble of Ck different realizations, without
imposing any constraints on these loops (i.e., they can be overlapping or non-overlapping).
In contrast, the stretching contribution (N − kL)∆G1

ss( f ) + k∆Gd( f ) is taken independent
of the k stem-loops realization. Therefore, we have:

EL(k) ≈ min
Ck

{
∑
k

ε0
L,k

}
− kBT log(Ck) , (17)

where, for the typical energy of k stem-loops (ε0
L,k < 0, ∀k, L), we took the most stable

configuration (i.e., the one of lowest energy) within the ensemble Ck. For large N, the
total number of configurations in Ck is enormous, so we restricted the sampling to a few
hundreds of configurations (typically 500). The second term in the rhs of Equation (17)
is an entropic contribution stabilizing the formation of stem-loops. The total number of
configurations is given by the binomial coefficient, Ck = (K

k), or the number of ways k
objects (stem-loops) can be arranged into K = bN/Lc different positions.

From Equations (15) and (16), we can compute the average ssDNA extension for a
given L, which is defined as:

xss,L( f ) = −∂∆GL( f )
∂ f

=
1

ZL

K

∑
k=0

xL(k, f ) exp
(
−∆gL(k, f )

kBT

)
, (18)

where ZL is the system’s partition function for a given L (c.f. Equation (15)):

ZL = exp
(
−∆GL( f )

kBT

)
=

K

∑
k=0

exp
(
−∆gL(k, f )

kBT

)
(19)

and xL(k, f ) is the ssDNA extension when k stem-loops are formed:

xL(k, f ) = (N − kL)x1
ss( f ) + kxd( f ) . (20)

Finally, the thermodynamic free-energy and the ssDNA extension averaged over all L-
segments are computed as:

∆G( f ) = −kBT log ∑
L

exp
(
−∆GL( f )

kBT

)
. (21)

and

xss( f ) =
1
Z ∑

L
xss,L( f ) exp

(
−∆GL( f )

kBT

)
, (22)

where Z = ∑L ZL is the system’s partition function.
In Figure 5C we show the ssDNA extension predicted by the BEL model for a random

DNA sequence of N = 2027 bases at 10 mM (top panel) and 1 M (middle panel) NaCl
salt concentrations. These results are compared with experimental data from pulling
experiments of a long DNA hairpin in the same salt conditions (bottom panel). The
expected ssDNA elastic response for L ∈ [10, 100] computed with Equation (18) (solid
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lines) is shown along with xss( f ) in Equation (22) (dashed black line). It is apparent
that the BEL model reproduces the deviation from the ideal WLC model (dashed gray
line) experimentally observed below ∼10 pN. This behavior results from the competition
between the stem-loops of different sizes: the lower the force, the larger the contribution to
Equation (22) by larger stem-loops. Therefore, as the ssDNA approaches the random coil
state ( f = 0 pN), the energetic gain to stretch large L-segments in Equation (16) tends to
zero, while EL(k) remains constant, favoring the formation of large stem-loop structures.
Remarkably, as the force approaches the dsDNA unzipping force ( f ≈ 15 pN), stem-loops
of length L ∼ 30–40 bases become the most likely folds. This number is not far from what
has been reported for RNA, where L ∼ 20 (see above and Ref. [35]). At higher forces, the
elastic response collapses to the WLC as experimentally observed. Let us notice that at both
10 mM and 1 M NaCl, the predicted extension differs from the experimental data (solid
dots in Figure 5C, bottom) when f < 6 pN. This is particularly evident at 10 mM NaCl as
our model indicates that stem-loops still form at low force while no secondary structure is
observed in the pulling trajectories. This and other potential inconsistencies come from
the crude approximations made in Equation (17). In fact, this approximation only holds
when k � K, i.e., when the typical distance between consecutive stem-loops is much
larger than L, so that the overlapping is negligible. Despite the simplicity of the mean-field
approximation, the BEL model is useful to study the complex behaviors observed in NA. A
more rigorous analytical treatment may lead to a deeper understanding of heterogeneous
folding in NA.
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Figure 5. Stem-loops’ formation along the single-stranded sequence. (A) Kinetic trapping during
unfolding and refolding processes allows for the formation of stem-loops of different lengths folding
along the unpaired strands of the molecule. As the state of highest stability is always the native
state, the stem eventually forms. (B) Loop-BEL profile as a function of the trap–pipette distance. The
zoom shows the FDC region corresponding to the circled loop-BEL. The minima of the landscape
correlates with the measured hysteresis. (C) Extension of ssDNA predicted by the BEL model for
different L-segments (solid lines) and over all L (dashed black lines) at 10 mM and 10 M NaCl (top
and middle panels). The comparison between these predictions (solid lines) and experiments (solid
dots) shows that the model reproduces the observed formation of non-specific secondary structure
(bottom panel). The deviation form this behavior at low force ( f < 6 pN) is due to the approximation
made in computing the model.
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6. Discussion

We discussed recent advances in single-molecule pulling experiments with laser
optical tweezers (LOT) to investigate NAs’ thermodynamics. Many of the results that
we have presented cannot be obtained with bulk methods, which, by averaging over
populations of molecules, do not permit sampling rare NAs folds such as misfolded
configurations and intermediates. In addition to accurate experimental measurements, it is
also key to have a reliable thermodynamic model for the unzipping reaction. In Section 3,
we described the nearest-neighbor (NN) model that reproduces the experimental force–
distance curves (FDCs). To date, the NN model provides the best theoretical description
of the unzipping experiments. Conversely, unzipping experiments provide an elegant
verification of the NN model. Our experimental-theoretical approach ultimately allows for
predicting the unzipping FDC and the extraction of the nearest-neighbor base-pair (NNBP)
energy parameters with 0.1 kcal/mol accuracy.

In Section 4, we summarized the NNBP energy parameters for DNA [34] and RNA [35].
Remarkably, the results are in agreement with the literature based on bulk assays [9,10].
The difference observed between the DNA and RNA energy parameters, where energies are
lower for RNA, explains the higher stability of dsRNA duplexes in melting and unzipping
experiments. It also explains the slower kinetics in RNA folding, where heterogeneous
structures are often observed. This is confirmed by the multiple intermediates visible in the
RNA FDCs that are not observed in DNA (Figure 2. Even though the irreversibility in RNA
have been observed before in pulling experiments of short duplexes [70], a characterization
of this general phenomenon in the unzipping of long RNA hairpins has been fundamental
to measure the RNA NNBP free-energies. We do not exclude the possibility that similar in-
termediates also occur in DNA folding; however, this would require different experimental
conditions, such as lower temperatures [5,71].

In Section 5, we have shown that the formation of stem-loops along the single strands
explains the kinetic phenomena observed in unzipping experiments. To model this mech-
anism, we used the free-energy landscape formalism, useful to understand protein and
NA folding into complex tertiary structures [5,72]. On the one hand, the barrier energy
landscape (BEL) model introduced in Ref. [35] and defined in Equation (13) correlates
with the hysteresis measured along the RNA FDCs. This shows that stem-loops are off-
pathway structures that kinetically trap the RNA hairpin, slowing down the formation
of the stem. On the other hand, the BEL model allows for predicting the formation of
non-specific secondary structure in ssDNA pulling experiments [30]. This feature appears
to be caused by the competition between multiple stem-loop folds of different sizes that
make the extension to deviate from the ideal WLC behavior. Stem-loops formation appears
as a general mechanism driving the folding and refolding processes of RNA hairpins as
well as the elastic response of ssDNA sequences, and it may help understanding the broad
phenomenology showed by NAs. However, the predictions obtained by the present model
are limited by crude approximations introduced to simplify the enormous complexity
of a complete stem-loops modeling. Firstly, in the computation of the stem-loops free-
energy (Equations (16) and (17)), we disregarded overlapping effects between consecutive
L-segments. This implies that partially overlapping L-segments can simultaneously fold
into stem-loops. Moreover, we neglected the cooperativity effects, which favor the nucle-
ation of contiguous stem-loops in an avalanche fashion reminiscent of phase transitions.
Ultimately, a full BEL modeling would require allowing for the simultaneous formation
of stem-loops of different lengths L, whereas the current model accounts for this effect
through a mean-field approximation (Equations (21) and (22)). Although a comprehensive
modeling of stem-loops formation is lacking, the phenomenon might explain many features
of heterogeneous NA folding. The development of a more accurate description of the BEL
model accounting for the complex phenomenology discussed above is left for future work.
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Abstract: Various DNA structures, including specific metal ion complexes, have been designed
based on the knowledge of canonical base pairing as well as general coordination chemistry. The
role of metal ions in these studies is quite broad and diverse. Metal ions can be targets themselves
in analytical applications, essential building blocks of certain DNA structures that one wishes to
construct, or they can be responsible for signal generation, such as luminescence or redox. Using DNA
conjugates with metal chelators, one can more freely design DNA complexes with diverse structures
and functions by following the simple HSAB rule. In this short review, the authors summarize a
part of their DNA chemistries involving specific metal ion coordination. It consists of three topics:
(1) significant stabilization of DNA triple helix by silver ion; (2) metal ion-directed dynamic sequence
edition through global conformational change by intramolecular complexation; and (3) reconstruction
of luminescent lanthanide complexes on DNA and their analytical applications.

Keywords: DNA conjugate; metal ion; triple helix; silver ion; lanthanide; ATP sensor; aptamer;
terpyridine; sequence edition; DNAzyme

1. Introduction

Almost 20 years after the completion of the Human Genome Project [1,2], nucleic
acid chemistry is once again a research focus, with the emergence of a number of new
fields, including epigenetics, RNA interference, noncoding RNA, mRNA vaccines, iPS
cells, and nucleic acid medicine. Molecular engineering in nucleic acid chemistry has
become more flexible than ever before to meet the demands and new challenges in these
emerging research fields, taking advantage of functional nucleic acids such as aptamers [3],
ribozyme [4], and DNAzyme [5–7], as well as programmed spontaneous strand exchange
reactions such as DNA circuits [8,9].

The basis of any molecular engineering of nucleic acids, after all, is the knowledge
and techniques for the formation of canonical and some noncanonical structures of nucleic
acids. Under certain conditions, we are now able to logically design a variety of static and
dynamic structures of DNA/RNA by predicting the most stable duplex structures that will
form in the solutions containing these mixtures. The pioneering work in predicting the
thermodynamic stability of duplex structures based on the nearest-neighbor model was
undoubtedly revolutionary [10–13]. These advances have contributed to the development
of almost all modern hybridization-based techniques widely used for gene expression
control, gene editing, and analysis, such as antisense, RNAi, CRISPR/Cas9, and in situ
hybridization, among others.

In our previous work, using synthetic DNAs and DNA conjugates, we reported vari-
ous conjugates consisting of oligo DNAs and functional molecules, e.g., anthracene [14],
β-cyclodextrin [15], ferrocene [16], and several metal ion chelators [17]. The DNA conju-
gates were programmed or designed to change their structures in various ways in response
to specific stimuli. Outputs, including photochemical ligations, luminescence, and elec-
trochemical responses resulting from the structural changes, have been used to detect
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the stimuli themselves, complementary DNA/RNA, or other biomolecules. The merit
of nucleic acids as molecular platforms is that pre-designed structures can be precisely
constructed in a bottom-up fashion, providing an unparalleled advantage with respect
to all biotechnological applications as mentioned above. This short article summarizes
some of the works we conducted after one of the authors (T.I.) visited the laboratory of
Prof. Breslauer at Rutgers University in 2001–2002, especially for the systems related to
complexation with metal ions. In these works, metal ions were used as a critical structural
factor and a signal generator in the design of both static and dynamic DNA structures.

2. Stabilization of a Parallel-Motif DNA Triplex by Silver Ion

When designing the ligands for specific sequences in DNA duplexes, triple helix
formation is a useful recognition motif, inasmuch as the formation of the base triplet
follows the simple rule of complementary Hoogsteen hydrogen bonding, CG.C+ and TA.T,
for the parallel motif of the triplex. However, the triplexes containing CG.C+ triplets
form only in a weak acidic solution, because the N3 position of cytosines (pKa = 4.5) in
the third strand must be protonated to fulfill its complementarity [18]. With the aim of
achieving sufficient stability under physiological conditions, a large quantity of chemically
modified DNA has been developed by taking advantage of the highly advanced techniques
of organic synthesis [19].

We reported an effective alternative method for the stabilization of the parallel motif
triple helix of DNA using silver ions (Ag+) [20]. Ono et al. reported that the formation of
C–C and T–T mispairings in the duplex is promoted by Ag+ and Hg2+, respectively [21]. In
these duplexes, the ions were placed between the bases to form specific bridges (C–Ag+–C,
T–Hg2+–T). These results led to the idea that it might be possible to stabilize triplex struc-
tures containing CG.C+ base triplexes with Ag+. The silver ion was expected to displace an
N3 proton of a cytosine in the CG.C+ to form a metal ion-mediated base triplet, CG.CAg+,
as shown in Figure 1a. This process was expected to stabilize parallel motif triplexes even
at neutral pH.

Figure 1b shows the UV melting curves at a pH of 7.0 and pH dependence of the
temperatures of triplex–duplex transition. Surprisingly, the addition of an equal amount of
Ag+ (to CG.C+) increased the melting temperature of the triplex by more than 30 ◦C under
neutral conditions [20]. In the absence of Ag+, the relation of the melting temperature to
pH was clearly evident. Meanwhile, in the presence of Ag+, the correlation disappeared,
and a biphasic feature consisting of two temperature-independent regions was observed.
A phase diagram of the structure of the Ag+-mediated nucleobase complex could be drawn
based on this characteristic melting temperature–pH property. Mass spectrometry (ESI-TOF
MS) clearly showed the quantitative formation of the Ag+-mediated base triplet, CG.CAg+.
The results of modeling studies by DFT (B3LYP/6-31G*//3-21G) suggest that the cytosines
on the third strand are forced to be twisted from the plane of Watson–Crick GC pairs
in CG.CAg+ triplets, because the coordination distance in N–Ag+–N would be longer
than that of the Hoogsteen hydrogen bonds, N–H+–N, in CG.C+. The deviation from the
typical triplex structure observed in studies using CD is consistent with this non-planarity
of CG.CAg+.

The method described here for the stabilization of DNA triplexes is both simple and
effective. All that is required is the addition of an equimolar amount of Ag+ into the
solution containing the DNA triplex. The triplexes mediated by Ag+ were found to be
stable even in a weak basic solution and can be applied in various research tasks, including
the regulation of DNAzyme activity [22], sensing [23,24], and luminous Ag nanocluster
formation [25].
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quence of the DNA in between the two terpyridine units was reversibly excluded, and the 
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Figure 1. Triplex stabilization by silver ion. (a) Structure of the triplex and CG.CAg+ base triplet;
(b) upper left: UV melting curves in the presence of Ag+ with various feeding ratios. Only the
temperature of the triplex–duplex transition increased with the addition of Ag+. Bottom left: pH
dependence of the melting temperatures of triplex in the absence and presence of Ag+. The melting
temperature in the presence of Ag+ consists of two pH-independent regions. Right: Phase diagram of
the structure of Ag+-mediated nucleobase complexes.

3. Metal Ion-Directed Dynamic Splicing of DNA through Global Conformational
Change by Intramolecular Complexation

The metal ion-directed global conformational control of DNA was performed as
follows. Two terpyridine units were built into the distal sites on the DNA backbone to
prepare a conjugate, i.e., terpy2DNA. The two terpyridines formed a stable intramolecular
1:2 complex, [M(terpy)2]2+, with divalent transition metal ions, M2+, namely Fe2+, Ni2+,
Cu2+, and Zn2+. By the specific formation of an intramolecular metal complex, a part of the
sequence of the DNA in between the two terpyridine units was reversibly excluded, and
the two flanking external DNA segments were directly connected with each other to form
an Ω-shaped structure presenting a new sequence (Figure 2). This can be regarded as a
metal ion-directed reversible edition of the DNA sequence or dynamic DNA splicing [26].

Conformational control of terpy2DNA was confirmed via UV melting with the com-
plementary tandem sequence of the two external segments. The results show that the
duplex structure was significantly stabilized in the presence of an equimolar amount
(to terpy2DNA) of transition metal ions. In addition, in the presence of the metal ions,
the shape of the melting curves changed to be more cooperative, indicating that the two
sequences outside the terpyridines were cooperatively dissociated in a narrow temper-
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ature range. The dependences of duplex stabilization on the metal ion feeding ratio
(r = [M2+]/[terpy2DNA]) were different for each of the metal ions. In the case of Fe2+ and
Ni2+, the duplex remained stable even when additional metal ions were added to r = 2
or 3. In contrast, the duplex was destabilized at higher feeding ratios of Cu2+ and Zn2+.
The stability of the duplex was maintained even in the presence of the excess amounts
of Fe2+ and Ni2+, because the Ω-shaped conformation of terpy2DNA was preserved due
to the magnitudes of the two successive binding constants with terpyridine, K1 < K2. As
for Cu2+ and Zn2+, the global conformation of terpy2DNA was changed from Ω-form to
a linear form accompanying the transition of the complex types formed on terpy2DNA
from [M(terpy)2]2+ (on terpy2DNA·M2+) to 2[M(terpy)]2+ (on terpy2DNA·2M2+) with in-
creasing amounts of ions due to their binding properties with terpyridine, K1 > K2. This
indicates that the general trend of the complexation of transition metal ions found in the
text books of coordination chemistry is still valid on DNA.
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conformational change.

We then applied the metal ion-directed sequence edition based on the Ω-motif to
regulate the function of the split DNAzyme with peroxidase-like activity. To activate
the split DNAzyme, they need to be reconstituted to form a G-quadruplex structure. As
shown in Figure 3a, terpy2DNA was used as the tunable template to activate the split
DNAzyme. The reaction was monitored by the color change associated with the oxidation
of the substrate, 2,2’-azino-bis(3-ethylbenzothiazoline-6-sulfonic acid (ABTS). Figure 3b
shows the time course of the reaction profiles. Equivalent concentrations of Fe2+ and Ni2+

(r = 1) restored the activity of the split DNAzyme in the presence of terpy2DNA [26]. Cu2+

and Zn2+ also showed a moderate effect on the restoration of split DNAzyme activity.
As we expected, the global conformation of terpy2DNA was fixed to a Ω-shape by the
intramolecular formation of [M(terpy)2]2+. Subsequently, the new sequence presented on
terpy2DNA ·M2+ worked as an effective template to reconstruct the integrated active form
of DNAzyme.

The results demonstrated that the global DNA structure and, furthermore, the activity
of DNAzyme were controlled by local metal complexation events that could be rationally
designed based on general coordination chemistry. The technique of dynamic DNA splicing
proposed in this study would be a compatible technique with the construction of the
molecular systems consisting of functional DNA, such as aptamer and DNAzyme. Based
on the Ω-motif, one could control the activity of reconstituted functional DNA or RNA,
thermodynamics and kinetics of strand exchange, and gene expression.
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4. Reconstruction of Luminescent Lanthanide Complexes on DNA and Their
Analytical Applications

The present study demonstrated a straightforward genetic analysis using DNA-
templated cooperative complexation between a luminescent lanthanide ion (Ln3+: Tb3+

or Eu3+) and two DNA conjugates. Ethylenediaminetetraacetic acid (EDTA) and 1,10-
phenanthrorine (phen) were covalently attached to the end of oligo DNAs to form a pair
of the conjugates, i.e., capture and sensitizer probes, respectively. The sequences of these
split probes were designed so as to form a tandem duplex with targets (templates) with
their auxiliary units facing each other, providing a microenvironment to accommodate
Ln3+ (Figure 4a) [27]. The results of time-resolved luminescence studies showed that the
formation of luminous ternary complexes, EDTA/Ln3+/phen, depends on the sequence
of the targets. The intensity of the luminescence is affected by the binding affinities of the
probes or the local structural disruption caused by one-base mispairing [28].

This technique was applied to the multicolored allele typing based on single nucleotide
polymorphisms (SNPs) in thiopurine S-methyltransferase gene by the concomitant use
of the two capture probes, which are complementary to a part of the wild-type (wt) and
the mutant (mut) of the gene. First, the capture probes for wt and mut were mixed with
equimolar amounts of Tb3+ and Eu3+, respectively. Both the allele-specific capture probe
with Ln3+ and the sensitizer probe were then added to three different solutions containing
the targets, wt/wt, mut/mut, and wt/mut. The solutions emitted distinctive colors, i.e.,
green, red, and yellow for wt/wt, mut/mut, and wt/mut, respectively; the colors were
identifiable with the naked eye (Figure 4b) [29].

The system was applied as a molecular nanodevice consisting of the lanthanide
complex and stem-loop structured oligo DNA. The nanodevice was synthesized by the
introduction of EDTA and phen at the 5’- and the 3’-end of the DNA, respectively. This
device was named the lanthanide complex molecular beacon (LCMB). In the stem-loop

249



Life 2022, 12, 686

structure of LCMB, the two auxiliary units were placed in close proximity, providing a
microenvironment to accommodate Ln3+. The characteristic emissions of Tb3+ and Eu3+

were clearly observed in the solution containing the nanodevice and the corresponding
Ln3+ (“on” state). In contrast, scarce emission was observed in the presence of the DNA
complementary to the loop region; the auxiliary units were separated from each other when
the duplex was formed (“off” state). The ATP aptamer (iATP) was used as an interface
for the application of LCMB to ATP sensing. The sequence of LCMB was designed to be
complementary to a part of iATP (Figure 5a). With the addition of ATP to the LCMB/iATP
duplex, the fluorescence signal turned on as the result of the restoration of LCMB stem-loop
structure accompanying the displacement of iATP from LCMB by ATP. A highly specific
response was observed for ATP among NTPs, as shown in Figure 5b [30].

Life 2022, 12, x FOR PEER REVIEW 6 of 10 
 

 

 
Figure 4. Multicolored allele typing using time-resolved luminescence from lanthanide complexes 
(Tb3+ and Eu3+) cooperatively formed with a pair of split probes. (a) The structure of the Ln3+ complex 
formed on tandem duplex of the split probes with target sequence. (b) Allele typing of thiopurine 
S-methyltransferase gene. 

This technique was applied to the multicolored allele typing based on single nucleo-
tide polymorphisms (SNPs) in thiopurine S-methyltransferase gene by the concomitant 
use of the two capture probes, which are complementary to a part of the wild-type (wt) 
and the mutant (mut) of the gene. First, the capture probes for wt and mut were mixed 
with equimolar amounts of Tb3+ and Eu3+, respectively. Both the allele-specific capture 
probe with Ln3+ and the sensitizer probe were then added to three different solutions con-
taining the targets, wt/wt, mut/mut, and wt/mut. The solutions emitted distinctive colors, 
i.e., green, red, and yellow for wt/wt, mut/mut, and wt/mut, respectively; the colors were 
identifiable with the naked eye (Figure 4b) [29]. 

The system was applied as a molecular nanodevice consisting of the lanthanide com-
plex and stem-loop structured oligo DNA. The nanodevice was synthesized by the intro-
duction of EDTA and phen at the 5’- and the 3’-end of the DNA, respectively. This device 
was named the lanthanide complex molecular beacon (LCMB). In the stem-loop structure 
of LCMB, the two auxiliary units were placed in close proximity, providing a microenvi-
ronment to accommodate Ln3+. The characteristic emissions of Tb3+ and Eu3+ were clearly 
observed in the solution containing the nanodevice and the corresponding Ln3+ (“on” 
state). In contrast, scarce emission was observed in the presence of the DNA complemen-
tary to the loop region; the auxiliary units were separated from each other when the du-
plex was formed (“off” state). The ATP aptamer (iATP) was used as an interface for the 
application of LCMB to ATP sensing. The sequence of LCMB was designed to be comple-
mentary to a part of iATP (Figure 5a). With the addition of ATP to the LCMB/iATP du-
plex, the fluorescence signal turned on as the result of the restoration of LCMB stem-loop 
structure accompanying the displacement of iATP from LCMB by ATP. A highly specific 
response was observed for ATP among NTPs, as shown in Figure 5b [30]. 

  

Figure 4. Multicolored allele typing using time-resolved luminescence from lanthanide complexes
(Tb3+ and Eu3+) cooperatively formed with a pair of split probes. (a) The structure of the Ln3+

complex formed on tandem duplex of the split probes with target sequence. (b) Allele typing of
thiopurine S-methyltransferase gene.

Nonenzymatic amplification of the luminescent signal from the Ln complexes on the
DNA scaffold was performed through catalytic hairpin assembly (CHA) and hybridization
chain reaction (HCR), which are the typical DNA circuits consisting of the autonomous
successive strand exchange reactions [31,32]. For HCR, four hairpin DNA conjugates were
prepared; two of them carry EDTA on both ends, and phens are attached to both ends
of another two hairpin strands DNAs. The sequences of the four hairpin DNA strands
were designed so as to provide the long DNA wire as the product with Ln complexes at
every junction. The HCR was initiated by a small amount of target DNA, acting as an
initiator. Figure 6a shows the scheme of the HCR amplification. The luminescence signal
significantly increased with the progress of HCR after target addition. Signal contrast was
very high, and the sequence selectivity was preserved in this system [32]. To improve the
amplification rate, the system was redesigned to form a cruciform product consisting of
four hairpins by catalytic hairpin assembly (CHA) (Figure 6b). The sequences of hairpin
monomers were modified so as to hybridize convergently to form a closed cruciform
structure. Ln complexes were expected to form at each of the four tips of the cruciform.
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The target miRNA let-7a was detected using time-resolved luminescence measurement
techniques [32]. The CHA system (cruciform formation) was found to be more efficient
than that of the earlier version of HCR (DNA wire), probably due to the difference in
molecular sizes of the products.

Life 2022, 12, x FOR PEER REVIEW 7 of 10 
 

 

 
Figure 5. ATP sensing using LCMB and iATP. (a) operating principle of ATP sensing using com-
petitive reaction over iATP between ATP and LCMB; (b) luminescence signal response of ATP sen-
sor to NTPs. 

Nonenzymatic amplification of the luminescent signal from the Ln complexes on the 
DNA scaffold was performed through catalytic hairpin assembly (CHA) and hybridiza-
tion chain reaction (HCR), which are the typical DNA circuits consisting of the autono-
mous successive strand exchange reactions [31,32]. For HCR, four hairpin DNA conju-
gates were prepared; two of them carry EDTA on both ends, and phens are attached to 
both ends of another two hairpin strands DNAs. The sequences of the four hairpin DNA 
strands were designed so as to provide the long DNA wire as the product with Ln com-
plexes at every junction. The HCR was initiated by a small amount of target DNA, acting 
as an initiator. Figure 6a shows the scheme of the HCR amplification. The luminescence 
signal significantly increased with the progress of HCR after target addition. Signal con-
trast was very high, and the sequence selectivity was preserved in this system [32]. To 
improve the amplification rate, the system was redesigned to form a cruciform product 
consisting of four hairpins by catalytic hairpin assembly (CHA) (Figure 6b). The sequences 
of hairpin monomers were modified so as to hybridize convergently to form a closed cru-
ciform structure. Ln complexes were expected to form at each of the four tips of the cru-
ciform. The target miRNA let-7a was detected using time-resolved luminescence measure-
ment techniques [32]. The CHA system (cruciform formation) was found to be more effi-
cient than that of the earlier version of HCR (DNA wire), probably due to the difference 
in molecular sizes of the products. 

  

Figure 5. ATP sensing using LCMB and iATP. (a) operating principle of ATP sensing using competi-
tive reaction over iATP between ATP and LCMB; (b) luminescence signal response of ATP sensor
to NTPs.

Life 2022, 12, x FOR PEER REVIEW 8 of 10 
 

 

 
Figure 6. Nonenzymatic signal amplification by DNA circuits: (a) Luminous DNA wire was pro-
duced by target-initiated HCR; (b) Luminous cruciform DNA was produced by CHA. 

5. Perspective 
In recent years, research on nucleic acids has uncovered new and challenging issues 

as mentioned above, and nucleic acid conjugates show promise as a molecular tool that 
can be used to meet those challenges. In addition to the standard complementary nucleic 
acids, functional nucleic acids, such as aptamers and DNAzyme, as well as nonnatural 
nucleic acids have been added to the options as nucleic acid components of the conjugates. 
Furthermore, given the diversity of functional molecules that pair with DNAs, an infinite 
number of combinations are possible in the design of nucleic acid conjugates. With the 
emergence of “click chemistry”, the in situ synthesis of conjugate molecules is now possi-
ble, further expanding the potential of these molecules [33,34]. As demonstrated in the 

(a) 

(b) Figure 6. Cont.

251



Life 2022, 12, 686

Life 2022, 12, x FOR PEER REVIEW 8 of 10 
 

 

 
Figure 6. Nonenzymatic signal amplification by DNA circuits: (a) Luminous DNA wire was pro-
duced by target-initiated HCR; (b) Luminous cruciform DNA was produced by CHA. 

5. Perspective 
In recent years, research on nucleic acids has uncovered new and challenging issues 

as mentioned above, and nucleic acid conjugates show promise as a molecular tool that 
can be used to meet those challenges. In addition to the standard complementary nucleic 
acids, functional nucleic acids, such as aptamers and DNAzyme, as well as nonnatural 
nucleic acids have been added to the options as nucleic acid components of the conjugates. 
Furthermore, given the diversity of functional molecules that pair with DNAs, an infinite 
number of combinations are possible in the design of nucleic acid conjugates. With the 
emergence of “click chemistry”, the in situ synthesis of conjugate molecules is now possi-
ble, further expanding the potential of these molecules [33,34]. As demonstrated in the 

(a) 

(b) 

Figure 6. Nonenzymatic signal amplification by DNA circuits: (a) Luminous DNA wire was produced
by target-initiated HCR; (b) Luminous cruciform DNA was produced by CHA.

5. Perspective

In recent years, research on nucleic acids has uncovered new and challenging issues
as mentioned above, and nucleic acid conjugates show promise as a molecular tool that
can be used to meet those challenges. In addition to the standard complementary nucleic
acids, functional nucleic acids, such as aptamers and DNAzyme, as well as nonnatural
nucleic acids have been added to the options as nucleic acid components of the conjugates.
Furthermore, given the diversity of functional molecules that pair with DNAs, an infinite
number of combinations are possible in the design of nucleic acid conjugates. With the
emergence of “click chemistry”, the in situ synthesis of conjugate molecules is now possible,
further expanding the potential of these molecules [33,34]. As demonstrated in the above-
referenced studies, it is always critical to accurately predict the structure of nucleic acid
conjugates. The fundamentals in the physical chemistry of nucleic acids that Professor
Breslauer and his research groups have achieved are pioneering and of universal value. The
sum of these works can be considered a milestone in the history of nucleic acid science. We
would like to conclude this brief note by sending our best wishes from Japan to Professor
Breslauer, on the occasion of his 75th birthday.
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Abstract: In this review, we describe the creation of the Nucleic Acid Database (NDB) at Rutgers
University and how it became a testbed for the current infrastructure of the RCSB Protein Data Bank.
We describe some of the special features of the NDB and how it has been used to enable research.
Plans for the next phase as the Nucleic Acid Knowledgebase (NAKB) are summarized.
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1. Introduction

The first single crystal structures of nucleic acids were determined in the 1970s, al-
most twenty years after the model of the DNA double helix based on fiber data was
published [1,2]. Short fragments of RNA yielded the first atomic-level views of the double
helix and demonstrated conformational flexibility [3–5]. These structures were archived as
small molecules in the Cambridge Crystallographic Database (CSD) [6]. The structure of
tRNA, determined in 1974 [7–9], showed that RNA can fold into a compact structure and
demonstrated the importance of tertiary interactions. As DNA synthesis became possible,
structures of the DNA double helix with predefined sequences were determined. The
first structures were left-handed Z-form DNA fragments [10], and in 1981, the first single
crystal structure of a full turn of B-form DNA was published [11]. The tRNA structures and
larger nucleic acid fragments were archived in the Protein Data Bank (PDB [12]). By 1990,
there were nearly 100 publicly released nucleic acid structures, thus allowing analyses of
sequence-dependent features, hydration patterns, and ligand interactions.

During the late 1970s and 1980s, several faculty members in the Chemistry Department
at Rutgers University focused their research on nucleic acids. Ken Breslauer worked on
the macroscopic properties of nucleic acids using calorimetric approaches [13–16]; these
works, seminal for the understanding of thermodynamics of DNA, have continued to
this day [17–20]. Roger Jones developed new methods to synthesize DNA [21]. Jerry
Manning developed the counterion condensation theory to understand DNA folding [22],
and continued this work in collaboration with the Breslauer group [23]. Wilma Olson
performed detailed analyses of the structure of DNA [24]. During that period, Helen
Berman carried out nucleic acid crystallography research at the Institute for Cancer Research
in Philadelphia and had close interactions with the Rutgers group. In 1989, she joined the
Chemistry faculty at Rutgers.

The setting at Rutgers was ideal for collaborative studies using both experimental and
computational approaches to investigate nucleic acid structure. It was necessary to have a
resource that contained the structural information which resided in the CSD, in the PDB,
or in the laboratories of individual researchers to facilitate these efforts. In collaboration
with David Beveridge, with whom Berman was collaborating on computational analyses
of nucleic acid hydration, Olson and Berman proposed to create the Nucleic Acid Database
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(NDB). In the early 1990s, funding was received from the National Science Foundation
to establish “A Comprehensive Database of the Three-Dimensional Structures of Nucleic
Acids”. The goal was to create a searchable database that would integrate information
from several sources and make a variety of reports, thus enabling research on nucleic
acid structure.

2. Development of the Nucleic Acid Database

The first step in the development of the NDB was to collect and curate the structural
data [25]. Coordinates were accessed from the CSD and the PDB. Each structure and
experiment were carefully reviewed to create appropriate annotations beyond what was
available from each resource. Rather than working directly with the flat files maintained by
the PDB, the NDB imported the parsed data files into a relational database management
system (DBMS). Sybase [26] was chosen as the DBMS in large part because it was being
used by Genbank [27,28]. A query system called NDBquery was put into place. In the
early years, distribution was accomplished via FTP and a system called Gopher [29]. By
1995, a web server was set up, which generated a modest amount of activity to access and
analyze the 350 structures represented in the NDB. The NDB was actively involved in the
development of mmCIF, whose data model is compatible with a relational DBMS. By 1996,
mmCIF [30] became the master format for the NDB. The software that was developed and
the experience gained using this data representation set the stage for the management of
the Protein Data Bank using mmCIF as the master format by the Research Collaboratory
for Structural Bioinformatics (RCSB) beginning in 1998.

The NDB also became a driver for the creation of geometrical standards for nucleic
acid structures. Careful analysis of high-resolution structures from CSD permitted the
calculation of standard reference bond distances and angles for the bases, sugars, and
phosphates of nucleic acids [31,32]. Using these values, Parkinson et al. [33] created new
parameters that enabled improved refinement of nucleic acid-containing crystal structures
against their experimental data. Those standards were widely used. In 1998, the NDB
helped organize a conference whose outcome was the standard coordinate frame definition
for nucleic acid bases [34]. This standard became widely adopted by researchers studying
nucleic acid base morphology.

3. Features of the NDB

In addition to facilitating access to primary data for nucleic acid structures, the NDB
provides tables of derived features, such as classifications of base pairing topologies [35],
backbone torsion angles, and conformational and base pair classifications [36,37].

The NDB also offers different types of data visualization and presentation. The most
important is the NDB Atlas page (Figure 1), which gives summary information about the
structure, visualizations of the crystal asymmetric unit, the biological unit, unit cells, and
for RNA structures; it provides a view that combines the secondary and tertiary structural
features. Links to other resources are also provided.

The functionality of the NDB and its query engine was first and foremost driven
by research projects on the nucleic acid structural and computational biologists. Careful
attention was given to the quality and uniformity of the metadata so that it would be
possible to use Boolean logic to create queries; individual questions could be made into
logical constructs joined by logical AND, OR, and NOT. This requirement represented a
challenge for building a robust system of precisely defined terms incorporated into a formal
computer-readable language; mmCIF was that dictionary.

The NDB website was designed so that the user could select structures with features
of interest and then use those structures for further analysis, e.g., through the creation of
detailed tabular or graphical reports. Soon after the first functional version of the NDB
was available, we started to use its potential to study the geometrical features of nucleic
acids. The original NDB reporting capability allowed the user to obtain tabular reports of
various properties of the selected nucleic acid structures from basic information about the
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publication or refinement parameters and graphical reports of selected geometric features
such as bond distances (Figure 2) or torsion angles (Figure 3). Once funding for the NDB
became limited in the 2000s, it was not possible to maintain these reporting capabilities.
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The growing volume of available crystal structures with ever growing sequence var-
iability also led us to ask whether conformational properties of various DNA and RNA 
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established subtypes of A-B-Z forms (Figure 6) [46].  

Figure 3. NDB graphical report of torsion angle distribution [38] for the Drew–Dickerson dodecamer,
PDB ID 1BNA, NDB ID BDL001 [11]. Blue sectors indicate torsion angle limits for all structures
annotated as B–DNA. Overlaid black tick marks are measured torsion values for BDL001. Adjacent
black/grey sectors denote average values and spreads of 1 and 2 estimated standard deviations. Note
that two averages are indicated for several torsions, e.g., for δ (two distinct sugar puckers) and ε
(BI versus BII forms). Values reflect NDB data available in 1996.

4. Research Enabled by the NDB

The NDB has been used by many researchers to analyze the structures of nucleic acids.
There are over 1100 citations to the original NDB article. The type of research enabled
by the NDB includes DNA conformational analyses [39], DNA structure prediction [40],
RNA structure prediction [41], analyses of protein-nucleic acid interactions [42,43], and the
creation of new specialty databases [44]. In our research, we have used the NDB to study
a variety of aspects of nucleic acids. For example, we surveyed A, B, and Z-form double
helical DNA structures and used Fourier averaging to determine hydration patterns, e.g.,
for DNA nitrogenous bases [45]. Both base and later phosphate studies showed sequence
and conformation-dependent water position preferences (Figure 4).
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Figure 4. Sequence dependence of DNA hydration. Two distinct hydration patterns are shown in for
the A-form major groove for (a) 5′–GC–3′ and (b) 5′–CG–3′, based on analyses of structures available
in the mid–1990s NDB [44]. A more recent analysis of hydration using larger and functionally more
relevant dinucleotide fragments is available at watlas.datmos.org/watna (accessed on 30 March 2022).

The growing volume of available crystal structures with ever growing sequence
variability also led us to ask whether conformational properties of various DNA and RNA
forms could be better characterized. This task posed new challenges to NDB querying
and reporting capabilities. Specific subsets of structures were selected based on sequence,
function, or structural features using SQL queries; their properties were reported as text
or graphs (Figure 5). Ultimately, we were able to sharpen conformational definitions for
established subtypes of A-B-Z forms (Figure 6) [46].
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The growing number of nucleic acid structures and the appearance of new forms 
such as quadruplexes and large-folded RNAs demonstrated the plasticity of nucleic acid 
molecules. It became clear that the conformational space of nucleic acids is extremely com-
plex and that capturing it would require a concerted understanding of base pairing motifs 
and the backbone structural variability.  

Early analyses showed that backbone conformational variability was fundamentally 
influenced by flexibility around the O3′–P–O5′ phosphodiester bonds that connected ad-
jacent nucleotide residues, described by torsion angles ζ and α [47]. Our multidimensional 
statistical analysis, therefore, focused on dinucleotide fragments analyzed in torsion 
space, taking full advantage of the availability of the NDB and PDB.  

Figure 5. NDB torsion angle scatter plot. The distribution of backbone torsion anglesα and G observed
in crystal structures of RNA annotated in the NDB as ribozymes in 1996 is shown. α describes
rotations around the P–O5′ phosphodiester bond, G around C5′–C4′ bond. Plots were created directly
on the NDB website as PostScript formatted reports.
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Figure 6. Scatter plot of backbone torsion angles ζ and α + 1. ζ shows the variation in rotation around
the O3′–P phosphodiester bond and α + 1 around the P–O5′ bond (labeled α + 1 because this bond
belongs to the sequentially following nucleotide). Data for the DNA alone is shown as dark blue
crosses, for protein-DNA complexes: light blue dots, and for RNA: red dots. The scattergram shows
data for all nucleotide residues in the 1998 NDB. Clusters of some major conformational types are
labeled. This analysis revealed that no nucleic acid form can be unequivocally classified by torsion
angle pairs; a more sophisticated multidimensional analysis was needed.

The growing number of nucleic acid structures and the appearance of new forms
such as quadruplexes and large-folded RNAs demonstrated the plasticity of nucleic acid
molecules. It became clear that the conformational space of nucleic acids is extremely
complex and that capturing it would require a concerted understanding of base pairing
motifs and the backbone structural variability.

Early analyses showed that backbone conformational variability was fundamentally
influenced by flexibility around the O3′–P–O5′ phosphodiester bonds that connected adja-
cent nucleotide residues, described by torsion angles ζ and α [47]. Our multidimensional
statistical analysis, therefore, focused on dinucleotide fragments analyzed in torsion space,
taking full advantage of the availability of the NDB and PDB.
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In the 2000s, research conducted by several groups concentrated on analysis of RNA
backbone flexibility culminated in an RNA Consortium consensus set of dinucleotide
conformers [48]. The effort was later complemented by an analogous set of DNA conform-
ers [49] and, ultimately, a comprehensive classification system for dinucleotide fragments
covering both DNA and RNA [50]. This classification algorithm provides an automated
structural ranking of dinucleotide fragments at two levels of detail: fully geometrical
classification into dinucleotide conformational classes (NtC) and a more human-accessible
structural alphabet (CANA). The assignment of the CANA and NtC classes makes it possi-
ble to study the structural propensities of dinucleotide sequences. For example, analysis
of DNA in transcription factors and in histone core particle complexes showed important
trends of protein interactions with specific bending associated NtC classes (Figure 7) [49].
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Figure 7. Transcription factors and proteins of the histone core particle bend DNA duplex differ-
ently [49]. (Left) bending by transcription factors is acquired mostly by local adaptation to the A
form (highlighted in red); shown is DNA from complex with TFIIB–Related Factor Brf2 (PDB id
4ROC [51]). (Right) bending by the histone core particle is associated with the BII form (highlighted
in blue); shown are first 75 base pairs from a histone core particle (PDB id 5F99 [52]); when statistically
measured over many structures, the BII form appears in histone-wrapped DNA every tenth step
corresponding to one full turn of duplex; the periodicity of the BII form appearance explains the
DNA bending.

NtC assignments have also inspired development of a new validation tool linking the
global geometry criterion (closeness of fit to the nearest NtC class) and the quality of fit into
electron density (Figure 8) [50]. It offers a simple information-rich graphical representation
of the overall quality of nucleic acid structure in the form of a 2D graph.

In an additional effort to understand, classify, and validate nucleic acids, we have
developed a procedure similar to Ramachandran analysis for proteins, making use of eta
(η) and theta (θ) virtual torsion angles (pseudotorsions) [53,54]. Measured (η,θ) pairs define
backbone conformations for each central residue within a trinucleotide. Plots are designed
to quickly reveal rare conformations that may need extra checking (Figure 9). A web server
was recently set up to investigate the utility of this approach for RNA structures determined
using cryoEM (ptp.emdataresource.org) (accessed on 30 March 2022).
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Figure 8. Geometrically well-defined dinucleotides fit well into their electron densities. Real Space
Correlation Coefficient (RSCC, horizontal axis) measures how closely the model electron density
resembles the experimental density and rmsd (vertical axis) measures how closely the geometry
of the model resembles the closest NtC class in the so called golden set [50]. NtC class BB00
(left) characterizes the B form, AA00 (center) A form in both DNA and RNA, and NANT (right) are
all unclassified dinucleotides. Geometrically unclassified dinucleotides fit significantly worse to the
electron density.
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Figure 9. Pseudotorsion plot, a simple coarse-level RNA backbone conformation validation tool.
Measured eta and theta (η,θ) pseudotorsion values for each trinucleotide (black dots, red x’s) are
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5. Current State of Nucleic Acid Structural Biology

When the NDB was established in the early 1990s, most of the nucleic acid structures
were small fragments with the exception of tRNA. There were a few structures of protein-
nucleic acid complexes, limited to virus capsids with viral genomic RNA or DNA and
transcription factors bound to duplex DNA. Molecular machines, such as the ribosome,
were yet to be determined. In contrast, there are now more than 14,000 nucleic acid-
containing structures in the PDB and NDB (Figure 10). A notable trend is the recent
increase in the use of electron microscopy (EM) for structure determination. Protein/DNA
complexes are the most abundant, followed by protein/RNA, DNA-only, and RNA-only.
In addition to the increase in the number of structures, the structures are very diverse, as
shown in Figure 11.
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(6X6Z [59]), A-form duplex RNA (402D [60]), tRNA Asp (6UGG [61]), glutamine II riboswitch 
(6QN3 [62]), bacterial ribosome (4YBB [63]), spliceosomal E complex (6N7P [64]), Ebola virus matrix 
protein octamer (7K5L [65]). Images were generated using DSSR and PyMOL [66]. 

Figure 11. Diversity of structures containing DNA (top rows) and RNA (bottom rows). Nucleic acids
are shown with ribbon backbones (random colors) and base blocks (A—red, C—yellow, G—green,
T—blue, U—cyan). Proteins are shown as gold ribbons. From top left: B-form duplex DNA (1BNA [11]),
Holliday junction (5DSB [55]), parallel-stranded DNA quadruplex (139D [56]), nucleosome core particle
(1KX5 [57]), trp repressor/operator complex (1TRR [58]), DNA repair enzyme rev1 (6X6Z [59]), A-form
duplex RNA (402D [60]), tRNA Asp (6UGG [61]), glutamine II riboswitch (6QN3 [62]), bacterial ribosome
(4YBB [63]), spliceosomal E complex (6N7P [64]), Ebola virus matrix protein octamer (7K5L [65]). Images
were generated using DSSR and PyMOL [66].
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These structures have significantly expanded our knowledge of structure/function
relationships and raised the potential of new knowledge from systematic analyses of struc-
ture collections. Many different databases and tools have been created to enable specialized
analyses of nucleic acid structures. Some have focused on DNA [67], some on RNA [68–72],
and some on the interactions between proteins and nucleic acids [73,74]. A systematic
long-term analysis of dinucleotides led to a unified RNA + DNA automated classification
system [50] available at DNATCO (dnatco.datmos.org) (accessed on 30 March 2022). The
NDB (ndbserver.rutgers.edu) (accessed on 30 March 2022) is unique in that all nucleic acid
structures and their complexes are contained in a single resource.

6. Going Forward

The NDB is maintained to the extent that new structures and manually curated
annotations are added each week, but there is little significant development since its last
full funding in 2003. Even so, thousands of users from the Americas, Asia, Europe, and
other locations continue to make multiple visits to the NDB website each month. The most
heavily visited pages are Advanced Search and DNA and RNA galleries.

In 2018, the collaborative group of scientists managing both the NDB (at Rutgers) and
RNAhub services (at Bowling Green State University) proposed to create the Nucleic Acid
Knowledge Base (NAKB), with the goal of integrating information already in the NDB with
additional sequence, structure, function, and interaction-based annotations for all major
classes of NA-containing 3D structures. This new service, which will ultimately replace
the NDB, is currently under construction. The NAKB aims to enable users to quickly
find and download all structures and metadata relevant to their search topic, whether
broad or focused, based on the NDB’s internal curation scheme, computationally generated
annotations, and/or external database references for DNA, RNA, mixed NA, and for NA-
binding enzymatic, regulatory, and structural proteins. All NA-containing structures in the
PDB will be indexed, including structures obtained using Electron Microscopy. The NAKB
will be updated weekly.

The NDB has employed manual expert curation collected over three decades to identify
major NA secondary structure features (duplex, triplex, and quadruplex) and high-level
classifications (e.g., ribosomal RNA or telomeric DNA), as well as interactions with ligands
(e.g., minor groove binding) and protein classification [37]. Integrated computationally
created annotations have included bond distance, angle, and torsion geometries, base
and base-pair morphologies, as well as RNA 3D motifs, interactions (base pair types and
parameters, base-to-backbone, and base stacking interactions), and RNA equivalence (3D
structure similarity) classes [75,76].

New NAKB content will include equivalence class calculations for all nucleic acid
molecule types (RNA, DNA, hybrid nucleic acids), enabling more accurate retrieval for
closely related NA structures, analogous to the way that UniProt identifier mapping has
improved search capabilities for related proteins in PDB [77]. Computationally derived
annotations produced by DSSR software [78], including secondary structure features, sugar
pucker type, and pseudo-torsion angles, will be added.

New search capabilities will be developed for specific classes of chemical modifications
of nucleotides; nucleic acid 3D structure motifs by their common names, for example, G-
Quadruplex, R-loop, Holliday Junction, Sarcin–Ricin, Kink-turn; ribosome functional states,
e.g., full or single subunit, translational state, and numbers and positions of bound tRNAs;
and deeper classification levels for selected proteins such as transcription factors.

The NAKB website will employ a modern web infrastructure with flexible data rep-
resentation viewable on phones and tablets as well as desktop computers. For each NA-
containing 3D structure, an atlas page will provide a summary overview of annotations as
well as access to 1D, 2D, and 3D visualizations, external analysis tools, and file downloads.
Mappings to external database links will initially include: PDB, Uniprot, RNACentral,
Rfam. External analysis tools will include DNATCO and DNAproDB. Some of the report-
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ing functions that were available in the original NDB so that the types of conformational
analysis described earlier will be reenabled.
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