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Surface wear is a common phenomenon in the service life of gear transmission sys-
tems [1]. Gear wear is the material loss from gear engaging surfaces due to sliding and
rolling motions. In general, the propagation of gear wear would change the surface tex-
ture (at micro-level or macro-level), lubricating oil film thickness (if it has), and friction
of the engaging gear pairs. The change in surface texture and friction can directly im-
pact the gear contact load distribution and stress concentration. Consequently, the gear
wear propagation can accelerate the occurrence of some functional failures and lead to
the unexpected shutdown of the gear transmission system, which could cause enormous
economic loss. Therefore, it is vital to monitor the gear wear progression so that reliable
predictive maintenance-based decisions can be made to ensure a safe operation of the gear
transmission system.

In general, the vibration signal measured from the gear transmission system can be
affected by the surface wear progression [2]. The reason is that the gear mesh excitation and
gear transmission ratio are sensitive to the gear surface geometry [3]. Therefore, vibration
analysis can be a powerful tool for monitoring gear wear propagation. Also, compared with
the wear particle analysis, vibration analysis has its unique advantages [4]. For example,
the vibration characteristics can indicate the instant gear transmission performance change
caused by gear wear. Thus, it can avoid the delay caused by the process progression of
wear particle analysis. Therefore, vibration-based gear wear monitoring has attracted
significantly increasing attention from researchers in recent decades. This editorial will
give an overview of the development of vibration-based gear wear monitoring.

Some research works use the vibration features to monitor the system degradation
behaviors caused by gear wear. For instance, as a prevalent health monitoring indicator,
the gear meshing harmonic was applied to track the gear wear propagation in reference [5].
Also, the research [5] revealed that the higher-order gear meshing harmonics are closely
relevant to the gear wear propagation progression. A similar conclusion was also drawn
in [6]. In addition, the features of the cepstrum of vibrations were utilized for gear wear
monitoring in [6], and the experimental results prove the effectiveness of the features from
the spectrum and cepstrum in gear wear monitoring. However, the system degradation
behaviors caused by gear wear propagation are highly complex. The dynamic interaction
of multiple gear wear mechanisms and dynamic characteristics makes the wear propa-
gation rate and patterns not constant. As a result, limited gear meshing harmonics do
not have the capability of fully revealing the gear wear propagation status. Therefore,
multiple gear meshing harmonics were included in [7] to track the gear wear propagation
progression. In [7], the gear meshing harmonics were selected by a specific rule to derive
two new gear wear monitoring indicators. With the help of the two developed gear wear
monitoring indicators, the accumulated degradation behaviors and instant health status
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change induced by gear wear can be well indicated. Two endurance tests were arranged to
demonstrate and validate the performance of the two gear wear monitoring indicators [7].
In addition to the gear meshing harmonic, some other techniques were also employed for
gear wear monitoring. For example, the bispectrum of vibration signal was used in [8]
to evaluate the gear wear progression. Based on the modulation signal bispectrum, the
authors proposed a sideband estimator in [8], and its effectiveness was verified using the
signals from a two-stage gearbox system.

In general, gear meshing harmonics and the bispectrum are closely relevant to the wear-
induced gear tooth profile change. In the progression of gear wear, the micro-level surface
morphology also changes significantly. To quantify the gear wear-induced micro surface
morphology change, the cyclostaionary analysis was applied and proved to be a promising
tool. The relationship between surface roughness and the second-order cyclostaionary
(CS2) indicator was briefly investigated in [9,10]. However, due to the complex gear
wear propagation process and the limitation of the experimental arrangement, insufficient
conclusions were drawn in [9,10]. Later, the internal relationship of gear wear tribological
features with the measured vibrations were proposed and proved in the study [11], as
shown in Equation (1)

fv ∝ νs· fs (1)

where fv (Hz) represents the frequency of the dominant sliding induced vibration signal,
νs (m/s) denotes the sliding velocity of the engaging gear surface, and the dominant spatial
frequency of the engaging surface morphology is written as fs (1/m). In the research [11],
the wear mechanism identification was first achieved using the online approach. More
specifically, the abrasive wear and fatigue pitting were identified using the cyclostationary
properties of the measured vibration signal, and the corresponding wear evolutions were
accurately tracked. Inspired by the research [11], the capability of another cyclostationary
analysis tool (cyclic-correntropy) in gear wear monitoring was evaluated in [12], and a
novel gear wear monitoring indicator, namely the weighted cyclic correntropy operator,
was proposed. Some endurance tests were conducted to demonstrate the performance of
the developed gear wear monitoring indicator.

The above-discussed research works have contributed to the development of vibration-
based gear wear monitoring and wear mechanism identification, significantly benefiting
nondestructive gear wear monitoring and ensuring the safe operation of the gear trans-
mission system. However, the characteristics of the vibration signal can only reflect the
degradation trend of the gear transmission system, and the details of the contact status
of the engaging gear can not be revealed. The knowledge of the gear contacting status
is valuable for gear maintenance and gear design/optimization. The digital twin is an
emerging technique for gear health management and has attracted significant attention
from the research community and industry practices [13–15]. The digital twin model can
help reflect the degradation status of the gear transmission system during wear progression,
which can help the analyst understand the in-depth degradation mechanisms. Also, the
remaining useful life (RUL) of the gear transmission system can be well predicted using
the digital twin models. Therefore, the digital twin technique is of high practical value to
gear wear monitoring and gear health management.

Based on the frame of the digital twin technique, the abrasive wear-induced tooth
profile change was well predicted in [16]. In research [16], the root mean square (RMS) of
the measured vibration signal was compared with the simulation signal to help update
and calibrate the wear coefficient of the Archard wear model. Through the real-time
communication between measurements of the physical structure and simulation models,
the wear propagation rate change can be timely captured so that the abrasive wear-induced
system degradation behaviors can be well indicated and the RUL of the gear system can
be accurately predicted. Later, an improved Archard wear model was developed in [17],
and this improved Archard wear model has been integrated into the digital twin frame
for gear RUL prediction. Two run-to-failure tests with different lubrication conditions
were used to verify the effectiveness of the developed vibration-based updating (digital

2



Coatings 2022, 12, 892

twin) scheme for abrasive wear propagation prediction. The above two methodologies
focus on the abrasive wear progression. However, in practice, multiple wear mechanisms
interact with each other, resulting in highly complex system degradation progress [18,19].
Therefore, the technique which can handle multiple wear mechanisms is of great value
for industrial practices. To this end, a novel fatigue pitting model was developed in [20]
based on the Lundberg-Palmgren fatigue theory [21]. Then the dynamic model, developed
fatigue pitting model, and Archard wear model were combined into twin models of the
gear transmission system in [20]. To realize the real-time connection of twin models and
the physical structure of the gear transmission system, a novel updating scheme, including
RMS and second-order cyclostaionary indicator ICS2 [22], was also proposed to update
the parameters of the twin models if necessary. The developed digital twin-based gear
wear propagation prediction performance was illustrated and proved by two endurance
tests [20].

Even though the above introduced digital twin-based gear wear methodologies have
achieved satisfying prediction results, the prediction accuracy is highly enslaved to the
fidelity of the digital twin models. Establishing a high-fidelity digital twin model is very
costly, and high-level expert knowledge is required. Therefore, the intelligent digital twin
model establishment technique/methodology is in vital need, which can help increase
the practical value of the digital twin techniques for gear wear monitoring. Moreover, the
digital twin technique will be a research hotspot in the area of wear analysis and gear
health management.

Conflicts of Interest: The authors declare no conflict of interest.
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A Dynamic Wear Prediction Model for Studying the
Interactions between Surface Wear and Dynamic Response
of Spur Gears

Jinzhao Ren 1,* and Huiqun Yuan 2

1 School of Mechanical Engineering and Automation, Northeastern University, Shenyang 110819, China
2 School of Science, Northeastern University, Shenyang 110819, China
* Correspondence: rjc626@hotmail.com

Abstract: Surface wear, as a major failure mode of gear systems, is an unavoidable phenomenon
during the whole life of gears. It also induces other gear damages, such as fatigue cracks, surface
pitting and spalling. Ultimately, those defects may result in the sudden failure of a gearbox transmis-
sion system, which can lead to a serious accident and unexpected economic loss. Therefore, it can
provide huge cost and safety benefits to industries to monitor gear wear and predict its propagation.
Gear wear raises the error rate of gear transmission systems, typically leading to improvements
in dynamic loads, vibration, and noise. In return, the increased load conversely aggravates wear,
creating a feedback cycle between dynamic responses and surface wear. For this purpose, a wear
prediction model was incorporated into a tribo-dynamic model for quantitatively investigating how
surface wear and gear vibration are mutually affected by each other. To obtain more precise dynamic
responses, the tribo-dynamic model integrates the time-varying mesh stiffness, load-sharing ratio
and friction parameters. To improve the computational efficiency and guarantee the calculation
precision, an improved and updated wear depth methodology is constructed in the wear prediction
model. This paper demonstrates the capability of the proposed dynamic wear prediction model
in the investigation of the interaction effects between gear dynamics and surface wear, allowing
for the development of improved gear wear prediction tools. The obtained results indicate that the
surface wear impacts the dynamic characteristics, even with slight wear. In the initial stage of wear,
the friction coefficient decreases slightly, largely due to the reduction in surface roughness; but the
friction force increases because of the improved dynamic meshing force. Although the initial wear
depth distributions of a pinion under dynamic and static conditions are similar, the wear depth
distributions under dynamic conditions becomes significantly different compared to the those under
static conditions with the wear process. The maximum wear depth of a pinion under dynamic
conditions is about 1.6 times as the corresponding static conditions, when the wear cycle comes to
4 × 104. Similarly, the maximum accumulative wear depth of a pinion under dynamic conditions
reaches 1.2 times of that under static conditions. Therefore, the proposed dynamic wear prediction
model is more appropriate to be applied to the surface wear of gears.

Keywords: coupling effects; dynamic model; gear wear; wear prediction

1. Introduction

Gear transmission is an important form of mechanical transmission, and the reliability
and durability of gears are critical to the total life of mechanical equipment. Due to its
special mechanical structure, a gear system is used in wide range of mechanical systems,
including the mining industry, helicopters, and wind turbines. In practice, a gearbox
often operates under harsh working conditions. Consequently, the inevitable gearbox
failures frequently result in serious accidents and unforeseen financial losses. Gear wear
is an unavoidable phenomenon in the service life of gear. It will cause the development

Coatings 2022, 12, 1250. https://doi.org/10.3390/coatings12091250 https://www.mdpi.com/journal/coatings5
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of stress concentrations, and serve as initiation sites for other modes of gear failure, for
example, scuffing, macro-pitting, and gear cracking [1], which could cause the vibration
characteristics to change significantly. Thus, the monitoring and predicting of gear surface
wear is vital for the health management of the gear system.

In theory, surface wear and dynamic characteristics of gear affect each other. The
surface wear caused by relative sliding modifies the geometry of gear tooth profile. There-
fore, the gear transmission error would vary dynamically [2], especially for spur gears,
whose gear transmission error is susceptible to surface wear [3]. At the same time, the
dynamic characteristics of the gearbox will be altered accordingly. Consequently, vibration
responses are expected to rise in level. Surface wear is closely related to contact pressure
which depend on dynamic meshing force [4]. Thus, the wear process also is promoted
because of improved dynamic meshing force. This two-way relationship between them
will yield more complex gear dynamic characteristics and makes monitoring the condition
of gear wear more difficult than other failures.

However, existing researches mainly focus on investigating the impact of gear wear
on dynamic responses [3,5–8]. In comparison, investigations on the effects of dynamic
behaviors on gear wear are quite few [9–11]. Some studies which predict gear wear by a
quasi-static wear model have been published [12–14]. Nevertheless, meshing force and
sliding velocity under dynamic conditions are significantly different from the ones under
quasi-static conditions. Therefore, a comprehensive dynamic wear prediction model for
analyzing their coupling effects is vitally needed. In this paper, the contact pressure and
sliding velocity from the dynamic model are fed into wear prediction model to determine
the wear depth of each engagement point. Subsequently, the gear tooth profile is renewed
in the dynamic model by feeding an updated geometric transmission error, which character-
izes the deviation of the profile from the ideal involute curve. Then new vibration responses
are acquired from the dynamic model again. This cycle repeats to produce estimated gear
wear profiles, as well as corresponding simulated vibration responses, showing clearly how
gear wear and dynamic responses affect each other.

Understanding the effort of gear wear on dynamic responses is essential to track
gear wear evolution, and the dynamic vibration analysis is a widely used application
and effective technique to monitor and predict gear surface wear [15,16]. The dynamic
characteristics of a gear system are theoretically susceptible to deviations of the tooth
surface from a perfect involute [17]. Surface deviation mainly includes wear-induced
geometric deviation and elastic deviation caused by meshing stiffness and contact force.
According to this theory, Ding and Kahraman [9] described the impact of dynamic response
on surface wear in terms of an external displacement excitation and a periodically time-
varying meshing stiffness (TVMS) function. They utilized a single degree of freedom
(DOF) torsional model and incorporated it with a wear prediction model [13] to research
the interactions between the wear process and dynamic characteristics of gear system.
The simulation analysis demonstrated the interaction behaviors between gear wear and
dynamic characteristics. The accurate prediction for dynamic behaviors of gear system
requires a thorough dynamic model. However, the dynamic models employed in [9,10]
solely contained the torsional degrees of freedom. As a result, the prediction accuracy of
the dynamic analysis is reduced because of it ignoring the translational deflections of the
shaft bending and bearing radial. In order to address this issue, ref. [11] applied a 3 DOFs
model including both torsional and translational motions of gears to acquire dynamic
responses of a gear system for further wear analysis. Nevertheless, empirical formulas
were applied to calculate the meshing stiffness and transmission error, which also could
degenerate the accuracy of obtained responses. In this paper, the potential energy method
was adopted to estimate the meshing stiffness. This method has been widely implemented
to analytically model the TVMS of gear pairs because of its precision. Moreover, it is
convenient to consider the impact of surface wear on meshing stiffness by this method
when severe wear occurs.
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In addition, wear alters the gear surface quality, such as hardness and roughness,
which can significantly impact the tribological behavior of the meshing gear pair. J. Ja-
mari et al. [18] measured the surface roughness values Ra of gear before and after running-in
tests. They found that the slight change in roughness magnitude would contribute much to
gear wear during the running-in process. The friction behavior at the macroscopic length
scale is highly correlated with the microscopic topography of the contacting surfaces. Thus,
the wear-induced reduction in roughness should be considered, and friction, which is rec-
ognized as an essential source of gear vibrations, should be incorporated into the dynamic
model to account for the effects of gear wear. Although much research [19–23] incorporated
the effects of frictional force into gear dynamic model to investigate the impact of friction
on gear vibration, the impact of surface wear on friction is disregarded. In this study, a
friction model is incorporated in the dynamic model to investigate the impact of wear on
friction and further on dynamic responses.

Our review of the aforementioned studies reveals that the existing dynamic models
are insufficient for studying the interactions between gear tooth surface wear and gear
dynamic characteristics due to the lack of a comprehensive dynamic wear prediction model.
Therefore, this paper aims at establishing a thorough dynamic wear prediction model
by incorporating a wear model into a tribo-dynamic model. To guarantee a reliable and
accurate dynamic wear model, an 8 DOFs model, which integrates TVMS, dynamic friction
parameters, and time-varying load-sharing ratio, is established. Then, it is combined with
Archard wear model. An improved wear depth updated methodology is constructed in the
wear prediction model. With the proposed dynamic wear prediction model, the interaction
effects between gear tooth surface wear and gear dynamic characteristics can be studied.

In the following, Section 2 firstly introduces the proposed 8 DOFs translation-rotational-
coupled nonlinear dynamic model. An improved dynamic wear prediction scheme is pro-
posed in Section 3. In the Section 4, the simulations are executed and results are discussed.
Conclusion and further study are made in Section 5.

2. Dynamic Model Development

The dynamic model is to obtain the dynamic responses to be input to the wear model.
In this section, an 8 DOFs tribo-dynamic model of spur gear system is developed by
incorporating TVMS, time-varying load sharing, dynamic friction coefficient; see Figure 1.
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Figure 1. Diagram of the gear dynamic model.
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The equations of motion used to describe the coupled torsional and translational
models can be formulated as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mp
..
yp + cpy

.
yp + kpyyp + Fpgcosϕ + fpsinϕ = 0

mg
..
yg + cgy

.
yg + kgyyg − Fpgcosϕ + fgsinϕ = 0

mp
..
xp + cpx

.
xp + kpxxp + Fsinϕ + fpcosϕ = 0

mg
..
xg + cgx

.
xg + kgxxg − Fsinϕ + fgcosϕ = 0

Jm
..
θm + cmp(

.
θm −

.
θp) + kmp

(
θm − θp

)− Tmor = 0
Jp

..
θp − cmp(

.
θm −

.
θp)− kmp

(
θm − θp

)
+ rpbF + Mp f = 0

Jg
..
θg − cbg(

.
θb −

.
θg)− kbg

(
θb − θg

)− rgbF + Mg f = 0
Jb

..
θb + cbg(

.
θb −

.
θg) + kbg

(
θb − θg

)
+ Tbrk = 0

(1)

Herein, θp, θg, θb, and θm refer to the rotational displacements of the pinion, gear,
load, and motor, respectively; and xp, yp and xg, yg indicate the vibration displacements
of the pinion and gear, respectively. mp and mg donate the masses of the pinion and gear
correspondingly. Likewise, the inertias of the pinion and the gear are expressed as Jp and
Jg, respectively.

The major parameters contained in the model are given in Table 1. The contact
force F(t) is modelled by gear meshing stiffness km, meshing damping cm and geometric
transmission error (GTE)e, see Equation (2).

F(t) = km(t)
[
rpbθp − rgbθg +

(
xp − xg

)
sinϕ +

(
yp − yg

)
cosϕ) + et

]
+cm(t)

[
rpb

.
θp − rgb

.
θg +

( .
xp − .

xg
)
sinϕ +

( .
yp −

.
yg

)
cosϕ +

.
et

] (2)

where rpb and rgb represents the base circle radius of the pinion and gear, ϕ indicates the
pressure angle.

Table 1. Parameters of the gear system.

Parameters Pinion Gear

Gear type Standard involute, full teeth
Material S45 C

Modulus of elasticity, E 205 Gpa
Poisson’s ratio, υ 0.3

Face width, W 20 mm
Module, M 2 mm

Pressure angle 20
◦

Addendum 1.00 mm
Dedendum 1.25 mm

Number of teeth Z1, Z2 19 31
Pitch radius, r/mm 19 31

The total frictional torques, namely Mp f and Mg f , can be given as⎧⎪⎪⎨⎪⎪⎩
Mp f =

n
∑

i=1
rpi fpi

Mg f =
n
∑

i=1
rgi fgi

, n = 1, 2 (3)

where rpi, rgi (i = 1, 2) denote the radii of curvature at the contact points, and can be
expressed as {

rpi = rpb

(
θini + (i − 1) 2π

z1
+ θp

)
rgi = L − rpi

, i = 1, 2 (4)

8



Coatings 2022, 12, 1250

where i represents the ith gear tooth; L denotes the length of the line of action (LOA),
computed as L =

(
rpb + rgb

)
tan ϕ. Therefore, the instantaneous tooth surface velocities

upi and upi can be expressed as {
upi = ωp·rpi
ugi = ωg·rgi

, i = 1, 2 (5)

Herein, ωp and ωg represent the rotational speeds of the pinion and gear, respectively.
The relative velocity us = upi − ugi will be used to calculate the sliding distance for wear
model and determine the direction of friction force. When us > 0, fp is negative; conversely,
when us < 0, fp is positive with us = 0, fp = 0. The friction force between the meshing
teeth can be calculated by:

fpi = − fgi = μiκiFpg, i = 1, 2 (6)

where κi and μi denote the load sharing ratio (LSR) and dynamic friction coefficient,
respectively. To compute the load distribution between the meshing teeth pairs, we used a
load distribution model proposed by Pedrero [24]. The detailed descriptions can be referred
to reference [24].

κi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
3

(
1 + ξ−ξini

ξa−ξini−1

)
ξini ≤ ξ ≤ ξa − 1

1 ξa − 1 ≤ ξ ≤ ξini + 1
1
3

(
1 + ξ−ξa

ξini+1−ξa

)
ξini + 1 ≤ ξ ≤ ξa

, (7)

where ξini =
z1θini

2π , ξa = ξini + ε, and ε denotes the contact ratio.
The friction model proposed by Xu et al. [25] is applied to obtain the dynamic friction

coefficient. This model is on the basis of regression of experimental tests under a wide range
of operating conditions and has been demonstrated by both simulated and experimental
data. The dynamic friction coefficient is given as

μi = e f Pb2
h |Sr|b3 Vb6

e υb7
0 Rb8 , (8)

where ⎧⎪⎪⎪⎨⎪⎪⎪⎩
f = b1 + b4|Sr|Phlog10(υ0) + b5e−|Sr |Phlog10(υ0) + b9es

Sr =
2(upi−ugi)
(upi+ugi)

,

Ve = 0.5
(
upi + ugi

) (9)

and where Ph is Hertzian contact pressure, and Sr, Ve, υ0 donates slide to roll ratio, entrainment ve-
locity, and the inlet oil viscosity, respectively. S is the RMS composite surface roughness, and b1 to
b9 are regression coefficients, with b1–9 = −8.92, 1.03, 1.04,−0.35, 2.81,−0.10, 0.75,−0.39, 0.62.

In this study, the potential energy method, which includes the bending, shear, axial
compressive, and Hertzian contact energies along with the fillet foundation deflection was
adopted to estimate the meshing stiffness [26]. According to the potential energy method,
the bending, shear, and axial compressive potential energies stored in the meshing teeth
can be calculated by [27]: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Ub = F2

2kb

Us =
F2

2ks

Ua =
F2

2ka

(10)

where F denotes the gear contact force, and kb, ks, and ka are the bending, shear, and axial
compressive stiffnesses, respectively. Based on the results derived by Yang and Sun [28],
the Hertzian contact stiffness for gear pairs can be linearized to a constant and determined

9



Coatings 2022, 12, 1250

using the tooth width Wand material properties, namely the Poisson’s ratio (ν) and elastic
modulus (E).

kh =
πEW

4(1 − ν2)
(11)

With Hertzian, bending, shear and axial compressive stiffness, the gear mesh stiffness
for one tooth pair can be obtain by using [25]:

1
km

=
1
kh

+
2

∑
j=1

[
1

kb,j
+

1
ks,j

+
1

ka,j

]
(12)

where j = 1, 2 donates the pinion and gear, respectively. For two pairs of meshing gears,
the total effective mesh stiffness can be calculated as

1
km

=
2

∑
j=1

[
1

kh,j
+

1
kb1,j

+
1

ks1,j
+

1
ka1,j

+
1

kb2,j
+

1
ks2,j

+
1

ka2,j

]
, (13)

where j = 1 and 2 denote the first and second meshing teeth pair, respectively. The mesh
stiffness with angular displacement is demonstrated in Figure 2.

 

Figure 2. Time-varying mesh stiffness (TVMS) with angular displacement.

On account of the gear wear induced tooth profile change h is in micron level, the
wear induced meshing stiffness change is around in the 10−18 N/m level [29], while the
meshing stiffness is around in the 109 N/m level correspondingly. Therefore, the stiffness
change can be neglected compared with the value of meshing stiffness.

3. Dynamic Wear Prediction Model

In this section, an improved dynamic wear prediction model for spur gear system is
proposed. The well-known Archard wear equation [30], which is one of the earliest wear
laws, is used in this work. The Archard wear model is the most commonly applied in gear
wear, because it takes into account the contact pressure, sliding condition and material
properties of gear contact surface. The Archard’s wear equation is generally expressed as:

dHi = kPi
hdsi (14)

10
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where H stands for the wear depth, k is a dimensionless wear coefficient, s is the sliding
distance, and Ph is the hertzian contact pressure between the mating point on the mating
gear. The contact pressure Ph can be calculated as:

Pi
h =

√
Fi

t κiE
2bπri

eq
, (15)

where b denotes the gear width, E denotes elastic modulus, and req represents the equivalent
radius of curvature. Consequently, the predicted wear depth accumulated on the pinion
and gear can be expressed: {

Hi
p,n+1 = Hi

p,n + kPi
hdsi

Hi
g,n+1 = Z1

Z2
Hi

p,n + kPi
hdsi

, (16)

Herein, Hp,n+1, Hg,n+1 represent the accumulated wear depth after the certain cycle
n of each meshing points on the pinion and gear. However, it is almost impossible that
the values of wear depths Hp,n+1, Hg,n+1 are updated after each loading cycle with the
evolution of gear surface conditions. Therefore, a modified method shown below is used to
improve the computational efficiency and guarantee the calculation precision.{

Hi
p,N+1 = Hi

p,N + mkPi
hdsi

Hi
g,N+1 = Hi

g,N + Z1
Z2

mkPi
hdsi

, (17)

According to Equation (14), the wear depth ΔHi after one wear cycle can be determined
using sliding distance s, dynamic contact pressure Ph and wear coefficient k [12,31]. The
wear depth ΔHi of each contact point are assumed to remind the same during experiencing
a fixed wear cycle m. When the maximum accumulated wear depth of any point on the
mating surface during the fixed wear cycle m meets a predetermined wear threshold εm,
the gear surface needs to be renewed in order to update contact pressure by performing
another dynamic analysis of gear system. The total cumulative wear depth of every point
on the surface is obtained by summing up wear depths of every point for all processes
with different pressure updates. Figure 3 demonstrates the flowchart of the dynamic wear
prediction model.

Figure 3. Whole procedure of the dynamic wear prediction model.
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4. Numerical Results and Discussion

In this section, with the dynamic gear model and wear prediction method introduced
in Section 3, the coupling effects between the gear surface wear and the gear dynamic
characteristics will be investigated. GTE is the geometric deviation from perfect gear, and it
can be used to represent gear surface wear in subsequent analysis. With valid evaluated
meshing stiffness and GTE, the gear mesh force can be calculated by Equation (2), then
the wear induced gear dynamic responses and vibrations can be achieved through the
proposed dynamic model. Table 2 lists the basic parameters of the spur gear pair and
dynamic simulation.

Table 2. Parameters of the spur gear transmission involved in the dynamic simulation.

Parameters Values

Mass of the pinion, mp 0.7 kg
Mass of the gear, mg 1.822 kg

Mass moment inertia of the pinion, Jp 2.331 × 10−4 kg·m2

Mass moment inertia of the gear, Jg 1.392 × 10−3 kg·m2

Mass moment inertia of the motor, Jm 2.1 × 10−3 kg·m2

Mass moment inertia of break, Jb 1.05 × 10−2 kg·m2

Damping coefficient of bearing, cbx, cby, cpx, cpy 4 × 105 N·s/m
Stiffness of bearing, kbx, kby, kpx, kpy 5 × 108 N·m

Damping of coupling, cmp, cbg 3 × 104 N·s/m
Coupling stiffness, kmp, kbg 4 × 107 N·m

4.1. Effects of Gear Surface Wear on the Dynamic Response

In this case, the rotational speed of input shaft is set as 30 Hz and the torque of brake
is set as 60 Nm. For comparing convenience, gear maximum wear depth with 0.1 μm,
0.5 μm, and 1 μm are considered in this study. Gear surface wear was found to affect the
dynamic signals of the gearbox, which resulting in higher transmission error and then
higher vibration and noise, as shown in Figure 4. With respect to the dynamic transmission
error, the maximum values are 16.70 μm, 18.08 μm and 19.47 μm. Figure 5 depicts the
vertical velocity

.
yp of a pinion at difference wear levels. Correspondingly, the root-mean-

square (RMS) value of
.
yp is 1.1mm/s with 0.1 μm wear, then increases to 1.19mm/s with

0.5 μm wear and reaches to 1.28mm/s with 1 μm wear. Therefore, gear surface wear serves
as one kind of geometric deviation, which can increase transmission error of the gear system
resulting in higher vibration. In addition, Figure 6 illustrates frequency spectrum of

.
yp with

0.5 μm wear, and the change trends of first four meshing frequency (MF) amplitudes under
different wear severities are plotted in Figure 7. It is observed that the amplitudes of MF
will increase alone with gear wear process. Therefore, spectrum can be used for monitoring
gear wear process.

The predicted gear meshing force F under different wear severities are displayed in
Figure 8. As demonstrated in Figure 8, the meshing fore with 1 μm wear has higher fluctua-
tion than those with 0.1 μm and 0.5 μm wear. The mean values of mesh force are calculated,
which are 3311.2 N, 3431.9 N and 3697.6 N under different wear severities. Therefore, gear
wear increases the magnitude of gear meshing force. According to Equation (2), the increase
in GTE caused by tooth surface wear inevitably enhance the dynamic meshing force. Apart
from that, friction is a crucial source of gear vibrations. The change in friction during the
wear process also affects the meshing force. Figures 9 and 10 demonstrate the evolution
of coefficient of friction (COF) and friction force with wear process. It should be pointed
out that, for clarity, Figures 9 and 10 only tracked the COF and friction force between
the first mating pair which initially mesh at gear tooth root. As shown in Figure 9, the
COF decreases slightly with running-in wear, mainly because of the reduction in surface
roughness value. J. Jamari et al. [18] found that this reduction in roughness still exist even
after running-in wear, and becomes higher as running-in time. Therefore, in this simulation,
the initial RMS composite surface roughness is set as 2.1 μm, and it changes to 1.9 μm with
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0.5 μm wear and 1.5 μm with 1 μm wear. The results depicted in Figure 9 reveal that the
COF is sensitive to the change in roughness magnitude during the running-in wear pro-
cess. However, the friction force increases as shown in Figure 10 because of the improved
dynamic meshing force, especially during the single-tooth-pair meshing duration. Based
on Equation (1), the increasing friction force leads to the increase in dynamic responses
and meshing force, and it is believed that the effect of friction will become more and more
significant as the wear depth increases.

 
Figure 4. Dynamic transmission error (DTE) with different wear severities.

 
Figure 5. Vibrations of casing

.
yp under different wear severities.
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Figure 6. Frequency spectrum of

.
yp with 0.5 μm wear.

 

Figure 7. Spectral amplitudes of the first four meshing frequencies (MFs) alone with wear process.

 

Figure 8. Gear mesh force F(m) of gear system under different wear severities.
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Figure 9. Friction coefficient under different wear severities.

 

Figure 10. Friction force under different wear severities.

4.2. Effects of the Dynamic Response on Gear Surface Wear

To better understand the impact of gear dynamics on gear surface wear, the wear
behaviors under quasi-static conditions are taken as a baseline for comparisons. In this
case, the gear system is operating at a rotational speed of 30 Hz, while the torque of the
brake remains as 60 Nm. In addition, the wear coefficient k0 is set as 2.5 × 10−12 m2/N,
and the fixed wear cycle m is set as 1 × 104. During this period, the maximum accumulated
wear depth at any point on the meshing surface reaches the predetermined wear threshold
εm = 0.5 μm, the geometry of gear surface needs to be reconstituted. Then, the updated
gear surfaces are fed into the dynamic model to renew the dynamic meshing force.

The comparisons of meshing force and wear depth distribution under static and
dynamic conditions are illustrated in Figure 11. From Figure 11, it can be seen that the
wear depth ΔH under dynamic conditions and static conditions are quite approximate in
the initial stage. However, the wear depth ΔH under dynamic conditions become higher
compared with static conditions with the wear process, as demonstrated in Figure 12.
The reason is that dynamic contact force increases due to surface wear, as explained
in Section 4.1, and the dynamic contact force is typically lager than the corresponding
quasistatic force, ultimately, which results in a faster wear process. In consequence, the
maximum accumulated wear depths under dynamic conditions exceed those under static
conditions with the increase in wear cycle, as shown in Figure 13. Therefore, in order to
guarantee accurate wear prediction results, the proposed dynamic wear prediction model
is necessary.
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Figure 11. The meshing force and wear depth distribution of a pinion under static and dynamic
conditions in the initial stage. (Dotted lines donate the static condition, and solid lines donate the
dynamic condition).

 

Figure 12. Evolutions of wear depth distribution of a pinion with wear process.

 
Figure 13. Maximum accumulated wear depth of a pinion under different conditions.

The proposed model has exhibited its capability in wear prediction. However, it
also has some drawbacks. For example, it cannot consider the change in micro hardness
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caused by wear. Additionally, the wear coefficient is assumed as a constant value. How-
ever, the wear coefficient is susceptible to surface conditions, such as micro hardness and
roughness [8,32]. In the future, the gear-wear prediction methodology proposed by Ke
Feng et al. [33] which updated Archard’s wear coefficient based on vibration responses will
be applied to improve the present model. Moreover, though the proposed model has been
verified through simulation analysis in this paper, experimental validations are lacking. In
the future, the experiments under dry and lubricated conditions will be arranged to verify
the proposed model.

5. Conclusions

In this paper, a dynamic model, which integrates TVMS, friction, and time-varying
load-sharing ratio, is established, and then combine with the Archard wear model to
establish a dynamic wear prediction model. An improved updated method of wear depth
is proposed. With help of the proposed dynamic wear prediction model, the coupling
effects between gear dynamic behaviors and gear surface wear process can be studied.
Surface wear of a gear system results in the increase in dynamic responses, such as DTE,
velocity, and meshing force. In turn, the increased meshing force results in faster wear
process. Moreover, during the initial wear, the COF decrease slightly due to the reduction in
surface roughness, but the friction force increases because of the improvement of dynamic
meshing force. The ability of the proposed model in tracking and predicting wear process
is superior to the classical static wear prediction model. Compared to the static prediction
model, the proposed dynamic prediction model can update the wear depth distribution
with wear process. Although the wear depth distributions under dynamic and static
conditions are quite approximate in the initial stage, the maximum wear depth of a pinion
under dynamic conditions already reaches 1.6 times that of the corresponding quasi-static
condition. Therefore, the proposed dynamic wear prediction model is more reasonable for
predicting the wear process.
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Abstract: Aiming at the problem that fault feature extraction is susceptible to background noises and
burrs, we proposed a new feature extraction method based on a new decomposition method and an
effective intrinsic mode function (IMF) selection method. Firstly, pairs of white noises with opposite
signs were introduced to neutralize the residual noises in ensemble empirical mode decomposition
(EEMD) and suppress mode mixing. Both the reconstruction error (1.8445 × 10−17) and decompo-
sition time (0.01 s) were greatly reduced through fast, complementary ensemble empirical mode
decomposition (FCEEMD). Secondly, we integrated the energy and kurtosis of the IMF and proposed
an effective IMF selection method based on energy kurtosis mean filtering, and the background noise
of the signal was greatly suppressed. Finally, the periodic impacts were extracted from the IMF
reconstruction signal by multipoint optimal minimum entropy deconvolution adjusted (MOMEDA).
The fault frequencies were extracted from the periodic impacts through Hilbert demodulation, and
the relative errors between the measured values and the theoretical values were all less than 0.05.
The experimental results show that the proposed method can extract fault features more efficiently
and provide a novel method for the fault diagnosis of rotating machinery.

Keywords: bearing; fast complementary ensemble empirical mode decomposition; energy kurtosis
mean filtering; multipoint optimal minimum entropy deconvolution adjusted; feature extraction

1. Introduction

Bearing is widely used in metallurgy, electric power and the machinery manufacturing
industry [1]. Bearing failure affects the normal operation and production efficiency of
equipment and even causes a serious loss of life and property [2]. Therefore, bearing
fault diagnosis is important. The running process of the bearing is complicated, and the
vibration signal is a nonlinear and non-stationary signal, which brings great challenges to
fault diagnosis.

Hilbert envelope demodulation is the commonly used feature extraction method [3],
which can identify the vibration shock contained in the modulated signals. Envelope
demodulation is effective when used for a single frequency modulation and amplitude
modulation (AM-FM) signal [4]. However, modulation signals are often mixed with carrier
signals and noises. In order to obtain the AM-FM signal, the original signal needs to be
decomposed before demodulation [5]. The commonly used decomposition algorithms
include empirical mode decomposition (EMD) [6] and variational mode decomposition
(VMD) [7], etc. The results of VMD depend on the setting of its two parameters. The
intrinsic mode functions (IMFs) obtained by EMD have an endpoint effect problem and are
mixed with each other. To solve the problems, ensemble empirical mode decomposition
(EEMD) [8] and complementary ensemble empirical mode decomposition (CEEMD) [9]
are proposed. Gao decomposed the bearing signal into several IMFs through EEMD,
and selected the effective IMFs by the correlation coefficient and root mean square [10].
Although EEMD can suppress mode mixing to a certain extent, the added white noises
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cannot be eliminated completely [11]. In the CEEMD, white noises are added in pairs
to the original signal to generate two sets of ensemble IMFs. CEEMD can eliminate the
residue of added white noises totally no matter how many noises it contains [9]. Gu
decomposed the bearing signal through CEEMD and selected the effective IMFs with
a large correlation coefficient [11]. Li decomposed the underwater acoustic signals by
complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN)
and identified noisy IMFs through the minimum mean square variance criterion [12].
Li decomposed warship radio noise signals by CEEMDAN and used a duffing chaotic
oscillator to accurately detect the linear spectrum frequency of low-frequency IMFs [13],
which can better suppress mode mixing. However, EEMD and CEEMD based on auxiliary
noises have high computational complexity and low efficiency [14]. Wang proposed fast
ensemble empirical mode decomposition (FEEMD) [15], which is gradually used in wind
speed forecasting. Chegini decomposed the vibration signal into several IMFs by FEEMD
and selected effective IMFs by autocorrelation function [16]. Sun determined the effective
IMFs through FEEMD and correlation coefficient and improved the accuracy of wind speed
forecasting [17]. The results show that the speed of FEEMD is fast, and the decomposition
error is smaller than that of EEMD.

The IMFs obtained by EEMD and FEEMD contain carrier signals, impact components
and noises, so it is important to select IMFs. Many scholars use energy, kurtosis and the
correlation coefficient to select effective IMFs. If a selection method based on a single
index is used, the IMFs related to the fault impact may be removed, and the IMFs related
to noise may be retained. Xia decomposed the signal by VMD and selected effective
IMFs with the maximum correlation coefficient and kurtosis [18]. Most of the noises can
be removed by reconstructing the effective IMFs. However, there are still some noises
in the reconstructed signal, which causes the impacts related to faults to be submerged
in the noises. Therefore, the fault impacts need to be enhanced and extracted from the
reconstructed signal, which can be regarded as a deconvolution process [19] and can be
achieved by minimum entropy deconvolution (MED) and maximum correlation kurtosis
deconvolution (MCKD), etc. He proposed an adaptive MED based on autocorrelation
energy ratio, which makes it possible that recover a single random pulse when the filter
length is not improper [20]. However, MED can only extract a single impact from the signal.
Zhang selected effective IMFs through the weighted kurtosis index and then extracted
the periodic impacts based on MCKD [21]. Cui decomposed the signal by VMD, finally
selecting the sensitive mode through kurtosis and extracting periodic shocks [22] by MCKD.
Although MCKD can extract a series of impacts, it cannot extract the complete periodic
impacts [23]. Li decomposed the signal through the Hankel matrix and obtained various
forms of noises, then extracted the periodic impacts of the reconstructed signal through
multipoint optimal minimum entropy deconvolution adjusted (MOMEDA) [24]. Zhou
decomposed the bearing signal through VMD and selected effective IMFs through the
average of kurtosis, then extracted the periodic impacts through MOMEDA [25]. Xiao
optimized the filter length of MOMEDA, then enhanced the periodic impacts and extracted
the bearing fault frequencies [26]. Many studies have shown that the method combining
MOMEDA with a decomposition algorithm can not only extract the periodic impacts
contained in the noisy signal but also suppress the noise to a certain extent. In addition to
the above methods, some very classic and useful methods are also worthy of our reference.
Bayram [27] calculated the energy of the noisy and noise-free signal and obtained the
wavelet coefficients that were used in classifying, proposing a feature extraction method
based on the wavelet coefficient. Kaya [28] proposed a new feature extraction method
based on co-occurrence matrices for bearing vibration signals, and the correlation, energy,
homogeneity and contrast features were extracted from the co-occurrence matrices. To
solve the spectral segmentation defect of the empirical wavelet transform (EWT) and
improve its ability to extract fault features, Liu [29] proposed a new algorithm based
on maximum envelope fitting and proposed a sensitive IMFs assessing index to obtain
the characteristics of the time–frequency domain and amplitude domain to extract fault
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information. KAYA [30] proposed a technique based on continuous wavelet transform
(CWT) and two dimensional (2D) convolutional neural networks (CNN) to detect the
fault size from vibration data of various bearing failure types. Kuncan [31] proposed a
bearing fault diagnosis method combined with one-dimensional local binary pattern and
gray relational analysis, and the fault identification accuracy was shown to reach 99.3%.
Han [32] extracted five feature vectors through freeman chain codes, then online diagnosis
was achieved through an improved brainstorm optimization (BSO) algorithm.

However, some new problems can be found in fault feature extraction. Although
FEEMD improves the decomposition efficiency, the white noises added to FEEMD cannot be
eliminated completely, which leads to mode mixing. Secondly, the effective IMFs selection
methods based on a single index cannot easily retain the IMFs related to vibration and
shock, and the effect of noise suppression is also poor. Thirdly, the iterative of MED and
MCKD is complicated, and the resulting filter is not necessarily a global optimal filter [24],
which makes it difficult to extract periodic impacts effectively.

In view of the above problems, the contributions and innovations of the paper are as
follows. To eliminate the mode mixing in FEEMD, pairs of white noises with opposite signs
are added to the signal before each round of decomposition. To select the effective IMFs
related to faults, the energy and kurtosis of each IMF are assigned a weight, respectively,
and fused into an index, which is called the energy kurtosis weighted index. The average
of all weighted indices is used as a threshold to select effective IMFs, called energy kurtosis
mean filtering. The selected IMFs are reconstructed into a reconstructed signal. Finally,
MOMEDA [23] is used to extract the periodic impacts in the reconstructed signal, and the
fault frequencies can be extracted by Hilbert envelope demodulation. In summary, the
proposed method can extract bearing fault features effectively, and it provides technical
guidance for fault diagnosis.

The remainder of this paper is organized as follows. In Section 2, the methodology of
the proposed feature extraction method is introduced in detail. In Section 3, the validity of
the proposed method is verified through the Case Western Reserve University (CWRU)
bearing datasets. In Section 4, the proposed method is applied to analyze the NASA bearing
datasets, and the validity of the method is verified again. In Section 5, the superiority of
the proposed method is validated by comparing various methods. The conclusions are
summarized in Section 6.

2. The Proposed Feature Extraction Method

2.1. Fast Complementary Ensemble Empirical Mode Decomposition

FCEEMD is inspired by FEEMD [15] and CEEMD [9], which inherit the high efficiency
of FEEMD and the low reconstruction error and weak mode mixing of CEEMD. If a set of
signals is Xt = [x1, x2, . . . , xn], the steps of FCEEMD are as follows.

(1) Initializing the amplitude of the added white noises, the number of ensemble trials I
and the current ensemble trial number i = 1

(2) Pairs of white noises ±ni(t), i = 1, 2, . . . , n with opposite signs are added to the
original signal x(t) to generate two noise-added signals, Pi(t) and Ni(t).{

Pi(t) = x(t) + ni(t)
Ni(t) = x(t)− ni(t).

, (1)

where x(t) represents the original signal and ni(t) represents white noises.

(3) Decompose the noise-added signals Pi(t) and Ni(t) into a series of IMFs.

Pi(t) =
q

∑
j=1

c1
j,i(t), Ni(t) =

q

∑
j=1

c2
j,i(t)., (2)

where c1
j,i(t) and c2

j,i(t) represent the j-th IMF in the i-th trial, and q represents the number
of IMFs.
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(4) If i < I, then repeat steps (2) and (3) with i = i + 1, and add different white noises
with opposite signs ±ni(t), i = 1, 2, . . . , n each time.

(5) Calculate the ensemble means of the 2I trials for each IMF as the results.

cj(t) =
1
2I

I

∑
i=1

(c1
j,i + c2

j,i)., (3)

where cj(t) is the j-th IMF obtained by FCEEMD. To compare the decomposition perfor-
mance of the EEMD-based methods under the same parameter conditions, the parameters
of all methods are set according to the EEMD parameter criteria εn = ε/

√
N [9], where

N is the number of trials used to derive the ensemble IMFs, ε is the RMS amplitude of
added noises and εn is the final standard deviation of error. To minimize εn, we refer to the
parameter settings of CEEMD in references [11,33]. The amplitude of white noises is 0.2,
and the number of ensemble trials is 50 × 2 [34]. In addition, the FCEEMD also has the
following processing procedures.

(6) Stopping criteria in EEMD and CEEMD is replaced with the rule of fixed screening
times, which reduces the quantities of computation while guaranteeing the EMD’s
second-order filter characteristics.

(7) In the process of spline interpolation, the popular Thomas algorithm, a simplified
form of Gaussian elimination and the most efficient way to solve tridiagonal linear
equations, is used to solve the tridiagonal matrices [35], which optimizes the time
complexity and space complexity.

(8) In optimized programs, these files have file types of mexw32 or mexw64, which has
the advantage of fast calculating speed.

FCEEMD has the same fundamentals as CEEMD, which can remove the residual
white noises in FEEMD and EEMD by adding pairs of white noises ±ni(t), i = 1, 2, . . . , n. It
improves the efficiency of FCEEMD by optimizing the calculation procedure and program
coding of the CEEMD; it can be applied to real-time signal processing and have increasingly
extensive application prospects.

2.2. The Proposed Energy Kurtosis Mean Filtering

Suppose {x1(t), x2(t), · · · xN(t)} is N IMFs obtained by FCEEMD, the energy Ei and
kurtosis Ki of the i-th IMF are as follows.

Ei =
M

∑
j=1

∣∣xij(t)
∣∣2., (4)

Ki =
1
M

M

∑
i=1

( xij(t)− μ

σ

)4

., (5)

where xij(t)(i = 1, 2, . . . , N, j = 1, 2, . . . , M) represents the j-th data point in the i-th IMF, N
represents the total number of IMFs and M is the data length. μ and σ represent the mean
and standard deviation of xi(t), respectively. The energy Ei and kurtosis Ki of the i-th IMF
can be calculated by the formulas above.

The energy can characterize the signal strength of different frequency bands. Kurtosis
is independent of bearing speed, size and load, and it is sensitive to the impact signal.
Different types of faults cause different changes in energy and kurtosis in different frequency
bands. If only energy is used as the selection criterion for effective IMFs, a series of IMFs
related faults may be ignored. If only kurtosis is used as the selection criterion for effective
IMFs, the energy information of the signal may be lost. Therefore, the signal characteristics
need to be considered comprehensively when selecting the IMFs. For the energy sequence
{E1, E2, . . . , EN} and the kurtosis sequence {K1, K2, . . . , KN} obtained above, we introduced
an effective weighting method to integrate them. The obtained index is called the energy
kurtosis weighted index.
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(1) The regularized energy sequence Eni and kurtosis sequence Kni can be obtained by
Formulas (6) and (7).

Eni = (Ei −
N

minEi)
i=1

/
N

(maxEi
i=1

−
N

minEi)
i=1

., (6)

Kni = (Ki −
N

minKi)
i=1

/
N

(maxKi
i=1

−
N

minKi)
i=1

., (7)

where N represents the total number of IMFs, and Ei and Ki are the energy and kurtosis of
the i-th IMF, respectively.

(2) The mean μe and mean square error σe of Eni are calculated by Formulas (8) and (9),
and the mean μk and mean square error σk of Kni are calculated by Formulas (10) and (11).

μe =
1
N

N

∑
i=1

Eni., (8)

σe =

√√√√ 1
N

N

∑
i=1

(Eni − ue)
2., (9)

μk =
1
N

N

∑
i=1

Kni. (10)

σk =

√√√√ 1
N

N

∑
i=1

(Kni − uk)
2., (11)

where N represents the number of IMFs, and μe, σe, μk and σk can be obtained by the formulas.

(3) The energy weight coefficient We is calculated by Formula (12), and the kurtosis
weight coefficient is Wk = 1 − We. The energy kurtosis weighted index EKi and its
mean λEK can be calculated as follows.

We =
σe

σe + σk
., (12)

EKi = WeEni + WkKni., (13)

λEK =
1
N

N

∑
i=1

EKi., (14)

where Eni and Kni are the regularized energy and kurtosis sequences of the i-th IMF,
respectively, and N represents the number of IMFs.

The more obvious the fault impacts contained in the IMF, the greater the energy
kurtosis weighted index. We calculated the mean of EKi and took it as a threshold. If the
energy kurtosis weighted index of an IMF is smaller than the threshold, it is considered
that the IMF does not contain a stable impact component and will be removed; otherwise,
the IMF is selected as an effective IMF.

The reconstructed signal can be obtained by bit-by-bit accumulation of each effective
IMF. Suppose x is the reconstructed signal, y is the impact component and h is the transfer
function and e is the noise, then,

x = h ∗ y + e. (15)

The fault impact y can be extracted from x, and the process can be regarded as a
deconvolution process [19]. MOMEDA [23] is a deconvolution algorithm, and its purpose
is to find the optimal FIR filter in a non-iterative way and reset y through x. Multi D-Norm
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is proposed to deconvolute multiple impulses at a determined location, and its maximum
problem is as follows.

Multi D − Norm = MDN(
→
y ,

→
t ) =

1∣∣∣∣∣∣→t ∣∣∣∣∣∣
→
t

T→
y∣∣∣∣∣∣→y ∣∣∣∣∣∣ ., (16)

MOMEDA = max→
f

MDN(
→
y ,

→
t ) = max→

f

→
t

T→
y∣∣∣∣∣∣→y ∣∣∣∣∣∣ ., (17)

where
→
t represents a constant vector, and it describes the position and weight of the target

impact.
→
y represents impact vector. The optimal filter can be obtained by solving the

maximum of the D-norm.
To measure the position of the fault-related maximum pulse point accurately, Multi-

point Kurtosis is introduced.

MKurt= (
N−L

∑
n=1

tn
2)2

N−L

∑
n=1

(tnyn)
4/(

N−L

∑
n=1

tn
8(

N−L

∑
n=1

y2
n)

2). (18)

To compare the results, the default parameters of MOMEDA are considered, the filter
length is 500 (L = 500), and the period range is T = [10 : 0.1 : 300]. More information about
MOMEDA can be found in ref. [23]. After obtaining the fault impacts, the Hilbert envelope
demodulation can extract the fault features more easily and effectively.

2.3. The FCEEMD Energy Kurtosis Mean Filtering Based Fault Feature Extraction Method

Aiming at the defects of the existing methods, a FCEEMD energy kurtosis mean
filtering-based fault feature extraction method is proposed, and the method is used to
analyze the CWRU and NASA datasets, as shown in Figure 1.

FCEEMD Decomposition

Several IMF

Energy kurtosis mean filtering

Effective IMF

MOMEDA filtering

Periodic impact signal

Hibert envelope demodulation

CWRU bearing dataset 

Preliminary verification

Inner ring, outer ring, 
rolling element

NASA bearing dataset 

Revalidation and application

Inner ring, outer ring, 
rolling element

Figure 1. The experimental verification of the proposed method.

(1) To suppress mode mixing and improve the decomposition efficiency, the proposed
FCEEMD is used to decompose bearing signals into several IMFs.

(2) To select the effective IMFs related to the fault impact and reduce the reconstruction
error, the energy kurtosis weighted index of each IMF is calculated. If the energy
kurtosis weighted index of an IMF is greater than the mean of all indexes, it indicates
that the IMF contains the main information of failure, so it is chosen as an effective
IMF. All effective IMFs can be obtained this way, and their cumulative sum is used as
the reconstructed signal.

(3) To suppress the interference frequencies and extract the fault frequencies effectively,
the periodic impacts in the reconstructed signal are extracted by MOMEDA, and the
fault frequencies are extracted by Hilbert envelope demodulation.
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Firstly, the inner ring, outer ring and rolling element signals of CWRU bearing are
analyzed to verify the validity of the proposed method, as shown in Figure 1.

Secondly, to verify the universality and application ability of the proposed method,
the method is used to extract the fault features of the inner ring, outer ring and rolling
element signals in the NASA dataset, as shown in Figure 1.

Finally, to verify the superiority of the proposed method, the method is compared
with a variety of feature extraction methods in the case of rolling element feature extraction,
as shown in Figure 2.

bearing datasets

EEMD FEEMD FCEEMD

Several IMF components
(Reconstruction and evaluation 

separately)

Energy kurtosis mean filtering

Effective IMF components

MOMEDA filtering

Periodic impact signal
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Three comparative experiments

Hibert envelope demodulation
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EEMD FCEEMD

Several IMF

Energy kurtosis 
mean filtering

Effective IMF components

MOMEDA filtering

Periodic impact signal

Hibert envelope demodulation

Several IMF

Correlation 
coefficient 
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FCEEMD

Effective IMF components

MOMEDA

Impact signal

Hibert envelope demodulation

Several IMF components

Energy kurtosis mean filtering

MED MCKD

Compare them separately

Compare them separately Compare them separately

Figure 2. Comparison of feature extraction methods.

(1) To verify the superiority of the FCEEMD-based method, the rolling element signal is
decomposed by EEMD, FEEMD and FCEEMD, and the decomposition results and
feature extraction effects are compared and evaluated.

(2) To verify the superiority of FCEEMD energy kurtosis mean filtering, the extraction
results of this method are compared with those of the method in [36].

(3) To verify the superiority of the MOMEDA-based method, the proposed method is
compared with the MED and MCKD-based methods.

3. Experimental Verification Based on CWRU Bearing Data

To verify the validity of the proposed method, the CWRU dataset [36] is analyzed.
The specification of the bearing is 6205-2RSJEMSKF, the motor speed is 1797 rpm, and the
rotational frequency is 1797/60 Hz = 29.95 Hz. The parameters are shown in Table 1.

Table 1. The structure parameters of SKF 6205 bearing.

Ball Diameter (d) Number of Balls (N) Pitch Diameter (D) Contact Angle (α)

7.938 mm 9 39 mm 0

Sensors are installed on the drive motor, and the vibration signals under different
damage diameters are collected. The sampling frequency is 12 kHz, and the experimental
data length is 2048. The signals of the inner ring, outer ring and rolling element with a
damage diameter of 0.007 inches are used for experimental analysis. According to the
parameters and the formulas in refs. [37,38], the fault frequencies can be obtained as shown
in Table 2. The experimental environment is Intel (R) Core (TM) i5-5200u CPU @ 2.20 GHz.
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Table 2. Fault characteristic frequency (unit: Hz).

Inner Ring Fault Outer Ring Fault Rolling Element Failure

162.1852 107.3648 141.1693

3.1. Inner Ring Fault Feature Extraction

The time and frequency domain waveforms of the inner ring fault signal are shown
in Figure 3. Due to the influence of noises and interferences, it is difficult to extract fault
frequency directly from the frequency domain waveform. Therefore, the inner ring signal
is decomposed by FCEEMD, and the effective IMFs are selected by energy kurtosis mean
filtering. In all subsequent experiments, all parameters of the FCEEMD algorithm are
consistent, where the number of IMFs is 9, the number of screening iterations maxSift
is 10 and the rest of the parameters are default values.
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Figure 3. CWRU inner ring fault signal and its decomposition results. (a) Time and frequency domain
analysis of inner ring signal. (b) FCEEMD decomposition result of inner ring fault signal.

As shown in Figure 4a, the energy of the IMFs decreases gradually, the IMF1 contains
most of the energy and the change in the kurtosis has no obvious regularity. According
to the proposed method, the IMFs whose energy kurtosis weighted index is less than the
threshold are regarded as noises and removed. Therefore, the effective IMFs include IMF1,
IMF4 and IMF6, and the envelope demodulation of the effective IMFs reconstruction signal
is shown in Figure 4b.
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Figure 4. The result of energy kurtosis means filtering. (a) Energy kurtosis weighted index of the
CWRU inner ring IMFs. (b) Envelope demodulation of CWRU inner ring reconstruction signal.

As shown in Figure 4b, the envelope spectrum shows an obvious peak at 164.1 Hz,
and the peak frequency is close to the theoretical value of 162.1852 Hz of fault frequency of
the inner ring. Meanwhile, the peak frequency 322.3 Hz is close to the double frequency
324.3704 Hz, and the peak frequency 58.59 Hz is close to the double frequency 59.9 Hz
of the rotating frequency. Due to the influence of noises and interferences, the absolute
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error between the measured value and theoretical values of the inner ring fault frequency
is 164.1 Hz − 162.1852 Hz = 1.9148 Hz, and the relative error is 0.0118. The results show
that the method based on FCEEMD energy kurtosis mean filtering is effective. However,
there are still many peaks at 263.7 Hz and other unrelated frequencies, and these peaks
have an impact on the results. Therefore, we extract the periodic impacts from the effective
IMFs reconstruction signal through MOMEDA, and the results are shown in Figure 5a,b. In
MOMEDA, the filter size L is 500, the window function is a rectangular window (ones (1,1))
and the remaining parameters are default parameters used in all subsequent experiments.
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Figure 5. MOMEDA filtered output of CWRU inner ring signal and its envelope demodulation.
(a) Time and frequency domain analysis of MOMEDA filtered output for inner ring signal. (b) Enve-
lope demodulation of MOMEDA filtered output for inner ring signal.

As shown in Figure 5b, the MOMEDA extracts the periodic impacts in the effective
IMFs reconstructed signal and weakens the frequencies unrelated to the fault impact. It is
noteworthy that the peaks appear at 162.5 Hz, 324 Hz, 486.6 Hz and 648.7 Hz, etc. These
peaks correspond to the inner ring fault frequency 162.1852 Hz and its double frequency
324.3704 Hz, triple frequency 486.5556 Hz, quadruple frequency 648.7408 Hz and so on.
After adding MOMEDA, the absolute error between the measured value and theoretical
value is 162.5 Hz − 162.1852 Hz = 0.3148 Hz, and the relative error is 0.0019, which greatly
reduces the frequency error and improves the fault detection accuracy.

3.2. Outer Ring Fault Feature Extraction

The time and frequency domain waveforms of the outer ring fault signal are shown
in Figure 6a. The fault frequency is submerged by the complex frequency components.
Therefore, the outer ring signal is decomposed by FCEEMD, and the effective IMFs are
selected by energy kurtosis mean filtering.
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Figure 6. CWRU outer ring fault signal and its decomposition results. (a) Time and frequency domain
analysis of outer ring signal. (b) FCEEMD decomposition result of outer ring fault signal.
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As shown in Figure 7a, the energy of the IMFs decreases gradually, and IMF1 contains
most of the energy. The kurtosis of IMF6 is the largest, and the kurtosis of other IMF shows
no regularity in variation. According to energy kurtosis mean filtering, the effective IMFs
include IMF1 and IMF6, and the envelope demodulation of the reconstruction signal is
shown in Figure 7b.
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Figure 7. The result of energy kurtosis mean filtering. (a) Energy kurtosis weighted index of the
CWRU outer ring IMF components. (b) Envelope demodulation of CWRU outer ring reconstruc-
tion signal.

The outer ring fault can be accurately diagnosed by combining the FCEEMD with
energy kurtosis mean filtering. It is noteworthy that the peaks appear at 105.5 Hz, 216.8 Hz,
322.3 Hz and 427.7 Hz, etc. These peaks correspond to the outer ring fault frequency
107.3648 Hz and its double frequency 214.7296 Hz, triple frequency 322.0944 Hz, quadruple
frequency 429.4592 Hz and so on. The results show that the method based on FCEEMD
energy kurtosis mean filtering is extremely effective. Due to the influence of the parameter
error and transmission path, the absolute error between the measured value and theoretical
value is 107.3648 Hz − 105.5 Hz = 1.8648 Hz, and the relative error is 0.0174. Therefore, we
extract the periodic impacts from the reconstruction signal through MOMEDA. The results
are shown in Figure 8a,b.
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Figure 8. MOMEDA filtered output of CWRU outer ring signal and its envelope demodulation.
(a) Time and frequency domain analysis of MOMEDA filtered output for outer ring signal. (b) Enve-
lope demodulation of MOMEDA filtered output for outer ring signal.

MOMEDA effectively extracts the periodic impacts in the effective IMFs reconstructed
signal and weakens the frequencies unrelated to the fault impacts. The absolute error
between the measured value and theoretical value is 107.3648 Hz − 106.2 Hz = 1.1648 Hz,
and the relative error is 0.0108. Compared with the results before MOMEDA filtering,
MOMEDA reduces the deviation between the measured value and the theoretical value of
the fault frequency. The outer ring fault frequency harmonics are obvious, and the outer
ring fault can be diagnosed accurately. The results show that the proposed method is quite
lightweight and efficient, and the precision of fault recognition is therefore improved.
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3.3. Rolling Element Fault Feature Extraction

The time and frequency domain waveforms of the rolling element signal are shown in
Figure 9a. Compared with the inner ring and the outer ring signals, the periodic impacts
of the rolling element signal are not obvious. Moreover, the fault frequency is submerged
by complex frequency components, and it is difficult to extract fault frequency from the
frequency domain waveform. Therefore, the rolling element signal is decomposed by
FCEEMD, and the effective IMFs are selected by energy kurtosis mean filtering.
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Figure 9. CWRU rolling element fault signal and its decomposition results. (a) Time and frequency
domain analysis of rolling element signal. (b) FCEEMD decomposition result of rolling element
fault signal.

As shown in Figure 10a, the energy of the IMFs decreases gradually; the IMF1 contains
most of the energy. The kurtosis of the IMF increases gradually; the kurtosis of IMF6 is the
largest, and then the kurtosis decreases gradually. If only the effective IMFs are selected
based on energy, a lot of impact information will be lost. The selection of effective IMFs
based on a single index will lead to incomplete fault information. It also shows that it is
necessary to select IMF by energy kurtosis mean filtering. The effective IMFs include IMF1,
IMF4, IMF5, IMF6, IMF7 and IMF8. The envelope demodulation of the reconstruction
signal is shown in Figure 10b.
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Figure 10. The result of energy kurtosis means filtering. (a) Energy kurtosis weighted index of the
CWRU rolling element IMF components. (b) Envelope demodulation of CWRU rolling element
reconstruction signal.

As shown in Figure 10b, the envelope spectrum shows a peak at 140.6 Hz, which
is close to the rolling element fault frequency of 141.1693 Hz. However, there is a large
deviation between the peak frequency 263.7 Hz and the double frequency 282.3386, and
many irrelevant frequencies appear in the envelope spectrum. The non-stationary compo-
nents contained in the rolling element signal are numerous and complex. These irrelevant
components make it extremely difficult to extract fault features. We extracted the periodic
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impacts from effective IMFs reconstruction signal through MOMEDA, and the results are
shown in Figure 11a,b.
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Figure 11. MOMEDA filtered output of CWRU rolling element signal and its envelope demodulation.
(a) Time and frequency domain analysis of MOMEDA filtered output for rolling element signal.
(b) Envelope demodulation of MOMEDA filtered output for rolling element signal.

In Figure 11b, although the impact characteristics of the rolling element signal are
not obvious, MOMEDA can still extract the periodic impacts in the reconstructed signal
effectively and weaken the frequencies unrelated to the faults. It is noteworthy that the
peaks appear at 140.6 Hz, 281.3 Hz and 421.9 Hz, etc. These peaks correspond to the rolling
element fault frequency 141.1693 Hz and its double frequency 282.3386 Hz, triple frequency
423.5079 Hz and so on. Due to the influence of noises and interferences, there are some
deviations between the measured value and the theoretical value.

4. Method Verification and Application

To verify the reliability of the proposed method, the NASA bearing dataset is an-
alyzed. The experimental platform [39] is shown in Figure 12a, and four Rexnord ZA-
2115 bearings are mounted on the same spindle. The rotational speed of the spindle is
2000 rpm in the motor drive, and the rotating frequency (Fs) of the bearing is 33.33 Hz
(fr = 2000/60 = 33.33 Hz). The PCB353B33 sensors are installed on the bearing housing,
and the signal is collected by the DAQ-6062E acquisition card. The sampling frequency
is 20 kHz, and the length of each set of data is 20480. The inner ring signal from the
Bearing 3 of the No.1 dataset, the outer ring signal from the Bearing 1 of the No.2 dataset,
the rolling element signal from Bearing 3 of the NO.1 dataset and the data length is 2048.

(a) (b)

Figure 12. Illustration of the bearing experiment platform. (a) Bearing experiment platform. (b) Sen-
sor layout.

According to the formulas of fault frequency in ref. [38] and the parameters in Table 3,
the fault frequencies of NASA bearing are shown in Table 4. The important frequencies
mainly include the ball pass frequency of the inner race (BPFI), the ball pass frequency of
the outer race (BPFO), the ball spin frequency (BSF) and rotating frequency (Fs).

30



Coatings 2022, 12, 1337

Table 3. The bearing structure factor of Rexnord ZA-2115.

Ball Diameter (d) Number of Balls (Z) Pitch Diameter (D) Contact Angle (α)

8.407 mm 16 71.501 mm 15.17

Table 4. Fault characteristic frequency (unit: Hz).

Inner Ring Fault (BPFI) Outer Ring Fault (BPFO) Rolling Element Failure (BSF)

296.91 236.4 139.9

4.1. Inner Ring Fault Feature Extraction Application

The time and frequency domain waveforms of the inner ring signal are shown in
Figure 13a. The signal contains some impact components. However, the period of these
impact signals is not significant compared with the inner ring signal of the CWRU dataset.
The fault frequency of the inner ring is submerged by a series of complex frequencies,
which makes it particularly difficult to extract the fault feature. Therefore, the signal is de-
composed by FCEEMD, and the effective IMFs are selected by energy kurtosis mean filtering.
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Figure 13. NASA inner ring fault signal and its decomposition results. (a) Time and frequency
domain analysis of inner ring signal. (b) FCEEMD decomposition result of inner ring fault signal.

As shown in Figure 14a, the energy of the IMFs decreases gradually, and IMF1 contains
most of the energy. The kurtosis of the IMF3 is the largest, and the kurtosis of other IMFs
shows no regularity in variation. The IMFs whose energy kurtosis weighted index is less
than the threshold are regarded as false components and removed. Therefore, the effective
IMFs include IMF1, IMF2 and IMF3, and the envelope demodulation of the effective IMF
reconstruction signal is shown in Figure 14b.
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Figure 14. The result of energy kurtosis means filtering. (a) Energy kurtosis weighted index of the
NASA inner ring IMF components. (b) Envelope demodulation of NASA inner ring reconstruc-
tion signal.
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As shown in Figure 14b, the envelope spectrum shows an obvious peak at 293 Hz,
which is close to the fault frequency of 296.9035 Hz. Meanwhile, the rotating frequency
Fs = 33.33 Hz and its frequency multiplication appear in the low-frequency part. The
modulation frequencies of inner ring fault frequency (BSFI) and rotating frequency (Fs)
also appear in the envelope spectrum. Because of the influence of noises, there is some
deviation between the theoretical and the measured value. The experimental results show
the effectiveness of the method based on FCEEMD energy kurtosis mean filtering. However,
the envelope spectrum still contains frequencies unrelated to the faults. These frequencies
interfere with the identification of the fault frequency. We extract the periodic impacts from
the reconstructed signal through MOMEDA.

As shown in Figure 15b, MOMEDA effectively extracts the periodic impacts in the
reconstructed signal and weakens the frequencies unrelated to the faults. It is noteworthy
that peaks appear at 293 Hz, 585.9 Hz, 878.9 Hz and 1172 Hz, etc. These peaks correspond
to the inner ring fault frequency 296.91 Hz and its double frequency 593.82 Hz, triple
frequency 890.73 Hz, quadrupled frequency 1187.64 Hz and so on. Because of the influence
of noises, there is some deviation between the theoretical value and the measured value.
The inner ring fault can be identified accurately according to the characteristic frequency.
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Figure 15. MOMEDA filtered output of NASA inner ring signal and its envelope demodulation.
(a) Time and frequency domain analysis of MOMEDA filtered output for inner ring signal. (b) Enve-
lope demodulation of MOMEDA filtered output for inner ring signal.

4.2. Outer Ring Fault Feature Extraction Application

The time and frequency domain waveforms of the outer ring signal are shown in
Figure 16a. There are many interference frequencies in the frequency domain diagram,
and the fault frequency is not obvious. Therefore, the outer ring signal is decomposed by
FCEEMD, and the effective IMFs are selected by energy kurtosis mean filtering.
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Figure 16. NASA outer ring fault signal and its decomposition results. (a) Time and frequency
domain analysis of outer ring signal. (b) FCEEMD decomposition result of outer ring fault signal.
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As shown in Figure 17a, the changing trend of the energy and kurtosis of the IMFs is
irregular. According to the proposed method, the effective IMFs include IMF4 and IMF5,
and the envelope demodulation of the effective IMFs reconstruction signal is shown in
Figure 17b. Two obvious spectrum peaks appear at 61.59 Hz and 459 Hz. The two peaks
correspond to the double frequency of the rotating frequency (2Fs = 66.66 Hz) and the
double frequency of the outer ring fault frequency (472.8 Hz). The envelope spectrum
shows three obvious peaks in the low-frequency part, and the three peaks correspond to the
rotating frequency 33.33 Hz and its double frequency 66.66 Hz, with frequency quintupling
at 166.65 Hz. Moreover, a peak appears at 224.6 Hz, which is close to the fault frequency of
236.4 Hz of the outer ring. The modulation frequencies of the outer ring fault frequency
(BSFO) and rotating frequency (Fs) also appear in the envelope spectrum. Because of the
influence of noises, the absolute error between the measured value and theoretical value
is 236.4 Hz − 224.6 Hz = 11.8 Hz, and the relative error is 0.0499. Although the envelope
spectrum contains clear fault frequencies, there are still many interference frequencies, and
the fault features are not easy to be extracted. We extract the periodic impacts from the
reconstructed signal through MOMEDA. The results are shown in Figure 18a,b.
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Figure 17. The result of energy kurtosis means filtering. (a) Energy kurtosis weighted index of the
NASA outer ring IMF components. (b) Envelope demodulation of NASA outer ring reconstruc-
tion signal.
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Figure 18. MOMEDA filtered output of NASA outer ring signal and its envelope demodulation.
(a) Time and frequency domain analysis of MOMEDA filtered output for outer ring signal. (b) Enve-
lope demodulation of MOMEDA filtered output for outer ring signal.

MOMEDA effectively extracts the periodic impacts in the reconstructed signal and
weakens the frequency components unrelated to faults. It is noteworthy that peaks appear
at 234.4 Hz, 474.6 Hz, 709 Hz and 943.4 Hz, etc. These peaks correspond to the outer ring
fault frequency 236.4 Hz and its double frequency 472.8 Hz, triple frequency 709.2 Hz,
quadrupled frequency 945.6 Hz and so on. After adding MOMEDA, the absolute error
between the measured value and theoretical value is 236.4 Hz − 234.4 Hz = 2 Hz, and the
relative error is 0.0085, which greatly reduces the frequency error and improves the fault
detection accuracy.
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4.3. Rolling Element Fault Feature Extraction Application

The time and frequency domain waveforms of the rolling element fault signal are
shown in Figure 19a. Compared with the vibration signals of the inner ring and the outer
ring, the periodic impacts of the rolling element signal are not obvious. Moreover, the fault
frequency is almost submerged by complex frequencies, and it is difficult to extract fault
frequency from the frequency domain. Therefore, the rolling element signal is decomposed
by FCEEMD, and the effective IMFs are selected by energy kurtosis mean filtering. The
results are shown in Figures 19b and 20a.
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Figure 19. NASA rolling element fault signal and its decomposition results. (a) Time and frequency
domain analysis of rolling element signal. (b) FCEEMD decomposition result of rolling element signal.
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Figure 20. The result of energy kurtosis mean filtering. (a) Energy kurtosis weighted index of the
NASA rolling element IMFs. (b) Envelope demodulation of NASA rolling element reconstruction signal.

The changes in the energy and kurtosis of the IMFs are not regulated, and the en-
ergy and kurtosis of the IMFs in the high-frequency band and the low-frequency band
are relatively large. According to the energy kurtosis mean filtering, the effective IMFs
include IMF1, IMF7, IMF8 and IMF9, and the envelope demodulation of the effective IMFs
reconstruction signal is shown in Figure 20b.

Two obvious spectrum peaks appear at 136.7 Hz and 273.4 Hz, which correspond to
the rolling element fault frequency 139.9 Hz and its double frequency 279.8 Hz. Due to the
influence of noises, the absolute error between the measured value and theoretical value
is 139.9 Hz − 136.7 Hz = 3.2 Hz, and the relative error is 0.0229. Furthermore, there are
several peaks in the low-frequency part of the envelope spectrum, which correspond to the
rotating frequency (Fs = 33.33 Hz) and its frequency multiplication. However, there are
not only the modulation signals of fault frequency and rotating frequency in the envelope
spectrum but also many interference frequencies, which can cause difficulty in extracting
the fault feature. Therefore, we extracted the periodic impacts from the reconstructed signal
through MOMEDA. The results are shown in Figure 21a,b.
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Figure 21. MOMEDA filtered output of NASA rolling element signal and its envelope demodulation.
(a) Time and frequency domain analysis of MOMEDA filtered output for rolling element signal.
(b) Envelope demodulation of MOMEDA filtered output for rolling element signal.

Although the impacts of the rolling element vibration signal are not obvious, MO-
MEDA can still effectively extract the periodic impacts in the reconstructed signal and
weaken the frequencies unrelated to the faults. It is noteworthy that the peaks appear at
140.6 Hz, 281.3 Hz, 421.9 Hz and 562.5 Hz, etc. These peaks correspond to the rolling ele-
ment fault frequency 139.9 Hz and its double frequency 279.8 Hz, triple frequency 419.7 Hz,
quadrupled frequency 559.6 Hz and so on. After adding MOMEDA, the absolute error
between the measured value and theoretical value is 140.6 Hz − 139.9 Hz = 0.7 Hz, and the
relative error is 0.005, which greatly reduces the frequency error. This means the rolling
element fault can be diagnosed accurately.

5. Comparison Analysis of Different Feature Extraction Methods

By analyzing and summarizing the results above, we can draw a preliminary con-
clusion that the fault feature extraction of the rolling element is more difficult compared
with the inner ring and outer ring. According to the theory of ref. [40], the frequency
spectrum contains the second harmonic of the spin frequency when the rolling element
fails. The spin frequency of the rolling element is generated by impacting the inner ring
or the outer ring through the rolling element. In general, the rolling element rotates once
and produces two impacts. Therefore, the fault frequency of the rolling element is easily
submerged by interference frequencies. Most existing methods can achieve better results
in feature extraction of the inner ring and outer ring, but they have a poor effect on the
feature extraction of the rolling element. These facts prove that the feature extraction of the
rolling element is difficult, but the proposed method can achieve good results in the feature
extraction of the rolling element.

To verify the superiority of the proposed method, a variety of methods were compared
through the rolling element data of the CWRU dataset. In the comparative experiments,
the data length was 2048.

5.1. Comparative Analysis of Feature Extraction Methods Based on Different
Decomposition Methods

To verify the effectiveness of the MOMEDA demodulation method based on the
decomposition method, we compared the method without signal decomposition with the
methods based on several signal decomposition strategies. As shown in “MOMEDA” in
Figure 22, the envelope spectrum obtained by MOMEDA without signal decomposition
contained a large amount of noise. The rolling element envelope spectrum obtained alone
by DOMEDA contained many burrs and was coarse, so signal decomposition and noise
reduction were indispensable and important processing links. Therefore, we decomposed
the rolling element signals by EEMD, FEEMD and FCEEMD. In EEMD, the ratio of the
standard deviation of the added noise and original signal (Nstd) was 0.2, and the ensemble
member was 10. In FEEMD and FCEEMD, Nstd was 0.2, the number of IMF was 9, the
number of screening iterations maxSift was 10 and the rest of the parameters were default
values. For the IMFs obtained by each decomposition algorithm, the reconstruction error,
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root mean square error (RMSE), time-consuming (Time) and standard deviation (SD) are
shown in Figure 22a and Table 5. The reconstruction error refers to the deviation between
the original signal and the reconstructed signal of all IMFs.
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Figure 22. Comparative analysis of feature extraction methods based on different decomposition
methods. (a) Reconstruction errors of different decomposition methods. (b) Envelope spectrums
obtained by different decomposition methods.

Table 5. The performance indexes of decomposition methods.

Method RMSE Time (s) SD

EEMD 0.0027 7.806370 0.1336
FEEMD 0.0027 0.016744 0.1338

FCEEMD 1.8445 × 10−17 0.013481 0.1337

As shown in Figure 22a, both the reconstruction errors of the EEMD and FEEMD
are large, while the reconstruction error (10−16) of the FCEEMD can be neglected. The
results show that the FCEEMD can decompose the signal into several IMFs completely,
there is no energy leakage and RMSE also demonstrates this advantage of FCEEMD. In
terms of being time-consuming, the decomposition efficiency of FEEMD and FCEEMD was
high compared with EEMD, so they were suitable for real-time data processing. From the
standard deviation of the reconstructed signal, the decomposed signals were stable and
reliable. Therefore, FCEEMD had the characteristics of rapidity and high accuracy.

Similarly, we selected the effective IMFs by energy kurtosis mean filtering and ex-
tracted the periodic impacts in the effective IMFs reconstructed signal through the MO-
MEDA. The envelope demodulations of the periodic impacts are shown in Figure 22b. All
three methods obtained the fault frequencies of the rolling element and its harmonics. It is
noteworthy that the amplitude of the envelope obtained by the EEMD method was small,
and the spectrum peaks of the high-frequency band were hardly recognized. The spectrum
peaks obtained by FEEMD and FCEEMD were relatively obvious, and the spectrum peaks
of the high-frequency band were easily identified. In addition, the envelope spectrum
obtained by FCEEMD was cleaner than that obtained by FEEMD, and the interference
frequencies were less. Therefore, the feature extraction method based on FCEEMD was
more efficient than others.

5.2. Comparative Analysis of Feature Extraction Methods Based on Different Effective IMFs
Selection Methods

In the second experiment, the proposed method was compared with the method
in ref. [36]. Firstly, the rolling element signal was decomposed by EEMD, and then the
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IMFs that had a large correlation with the original signal were selected as effective IMFs,
including IMF1, IMF2, IMF3, IMF4, IMF5 and IMF6. The results are shown in Figure 23a
and Table 6.
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Figure 23. EEMD decomposition results of the rolling element fault signal and envelope spectrum
of the two methods. (a) EEMD decomposition results of rolling element fault sign. (b) Envelope
spectrum of the two methods.

Table 6. Correlation coefficient of IMF components.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

0.999 0.948 0.223 0.233 0.111 0.077 0.010 0.005

Then, the impacts contained in the reconstruction signal of IMF1~IMF6 were extracted
by MOMEDA. The envelope spectrum of the impacts was compared with that obtained by
the proposed method, as shown in Figure 23b.

Compared with the proposed method, the results of the method based on EEMD,
and correlation coefficient were not good, the envelope spectrum was affected by many
interference frequencies and the characteristic frequencies of high-frequency bands were
almost submerged by irrelevant components. The effective IMFs were selected by the
correlation coefficient in the method, and those IMFs which had a strong correlation with
the original signal were included in the reconstructed signal. Therefore, interference noises
and fault signals may be included in the reconstructed signal. In addition, EEMD is time-
consuming, and the selection of the correlation threshold is based on experience, which
leads to a lack of adaptability. By introducing the energy kurtosis weighted index, the
proposed method considered the signal strength and fault impact characteristics of the
IMF synthetically. Meanwhile, the mean of the energy kurtosis weighted indices of all
IMFs was used as the threshold. The determination of the threshold was adaptive, and the
results show that energy kurtosis mean filtering was more effective than the correlation
coefficient method.

5.3. Comparative Analysis of Feature Extraction Methods Based on Different
Deconvolution Methods

In the third experiment, the influence of different deconvolution methods on the
results was studied. Firstly, the rolling element signal was decomposed by FCEEMD. Then,
the effective IMFs were selected by energy kurtosis mean filtering. Finally, the impacts
contained in the reconstructed signals were extracted by MED, MCKD and MOMEDA,
respectively. The filter length and iteration number of MED and MCKD were 500 and 30,
respectively, and the period of the MCKD was Tb = fs/fb = 12,000/141.1693 = 85.004 [21];
the number of iterations was 30. The time domain diagram and envelope spectrum of the
impact signals obtained by the three methods are shown in Figure 24a,b.
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Figure 24. The time domain diagram and envelope spectrum of the impact signals obtained by
the three methods. (a) Time domain diagram of three groups of impact signals. (b) Envelope
demodulation of three groups of impact signals.

The impact signal extracted by MED contained only one impact, which led to the
loss of the periodic impacts. Therefore, the fault frequency of the rolling element was
submerged in the interference frequencies, and the fault could not be identified. The impact
signal extracted by MCKD contained a series of impacts, but these impacts did not have
continuous periodicity. Moreover, the envelope spectrum obtained by MCKD contained
a lot of interference frequencies, which affected the results. The impact signal extracted
by MOMEDA was one of the periodic impacts, and the envelope spectrum contained
many clear spectrum peaks. Therefore, MOMEDA can extract the periodic impacts of
the reconstructed signal more effectively compared with MED and MCKD. Through the
analysis above, the superiority of the proposed method was verified.

5.4. Noise Robustness Analysis of Feature Extraction Method

In the fourth experiment, we analyzed the feature extraction performance of the
method under different noise levels. First, four levels of Gaussian white noise with signal-
to-noise ratio (SNR) of 10 dB, 15 dB, 20 dB, and 25 dB were added to the rolling element
vibration signal, respectively, and four rolling element signals with different degrees of
noise pollution were obtained. The time-domain and frequency-domain waveforms of four
rolling element signals with different noise levels are shown in Figure 25. Many irregular
points and burrs were added to both the time and frequency domain waveforms, and the
difficulty of extracting fault feature frequencies was also increased.
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Figure 25. The time-domain and frequency-domain waveforms of four rolling element signals with
different noise levels.
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In order to verify the noise robustness of the proposed method, we analyzed the
rolling element vibration signal under different levels of noise by the proposed method.
The feature extraction results are shown in Figure 26. Overall, the envelope curves obtained
by feature extraction at four different noise levels were very clear, with very few noise
points and burrs. In addition, the rolling element faults characteristic frequencies, and
their high multipliers were very obvious under four different noise levels, and the types of
rolling element faults were accurately identified. Therefore, under different noise levels,
the proposed fault feature extraction method can effectively extract the rolling element
fault feature frequency. Our experimental results show that the proposed feature extraction
method has good noise robustness.
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Figure 26. The envelope spectrum obtained by the proposed method under different noise levels.
(a) Envelope spectrum at noise level SNR = 10 dB. (b) Envelope spectrum at noise level SNR = 15 dB.
(c) Envelope spectrum at noise level SNR = 20 dB. (d) Envelope spectrum at noise level SNR = 25 dB.

5.5. Comparison of the Obtained Results with Literature

Similar to the fault feature extraction results listed in reference [41], it is particularly
important to compare the results obtained from different literature. Table 7 shows the
studies on bearing fault feature extraction. Very few metrics can be used to evaluate the
quality of the envelope demodulation effect, so we qualitatively classified the envelope de-
modulation effect into “very obvious”, “obvious” and “general” according to the envelope
waveform. In all the literature, the method we proposed achieved good results, and the
envelope demodulation result was defined as “very obvious”. As can be seen from Table 7,
the proposed method was more successful than methods in other pieces of literature.

Table 7. The reported studies on the bearing fault.

Author Model Dataset
Fault Frequency

Waveform

Yin [42] Improved ensemble noise reconstructed EMD XJTU-SY, IMS obvious

Li [43] Improved EEMD based on improved adaptive
resonance technology CWRU, Experimental of authors obvious, general

Han [44] Teager energy operator and CEEMD Wind turbine experimental test rig general
Zhou [25] Adaptive VMD and MOMEDA CWRU, IMS very obvious
Xiao [26] Adaptive MOMEDA and Teager energy operator Experimental of authors very obvious

Wang [45] Resonance sparse decomposition and improved MOMEDA Experimental of authors very obvious
Li [24] Hankel matrix, signal spectrum is reconstructed, MOMEDA CWRU obvious

Authors of
this article FCEEMD Energy Kurtosis Mean Filtering, MOMEDA CWRU, IMS very obvious

39



Coatings 2022, 12, 1337

6. Conclusions

Bearings are easily damaged in harsh industrial environments, so the study of bearing
fault feature extraction methods is particularly important. To solve the problems of low
efficiency and residual noise in EEMD and FEEMD and extract the fault frequencies on
the basis of obtaining effective IMFs, a fast, complementary ensemble empirical mode
decomposition (FCEEMD) energy kurtosis mean filtering-based fault feature extraction
method was proposed. By analyzing the CWRU and NASA bearing datasets, the validity
and superiority of the proposed method were proved, and the following conclusions can
be drawn.

(1) In most signal noise reduction processes, EMD, EEMD and VMD are the most com-
monly used decomposition methods, which are not only too slow in the decomposition
process but also make it difficult to select parameters. Compared with EEMD and
FEEMD, the proposed FCEEMD had the smallest reconstruction error, the lowest time
consumption and the most stable intrinsic mode functions (IMF), which indicates that
the introduced pairs of white noise with opposite signs can completely neutralize the
residual white noise in FEEMD and suppress the mode aliasing between IMF.

(2) Among most of the existing IMF selection methods, the correlation coefficient or
kurtosis is the most commonly used method. Compared with the IMF selection
methods based on a single index such as correlation coefficient, energy or kurtosis, the
reconstructed signal obtained by the proposed method contained more fault-related
shock signals and less noise, which shows that the proposed energy kurtosis mean
filtering can comprehensively consider the fault impact and signal strength.

(3) In most of the deconvolution methods based on minimum entropy deconvolution
(MED) and maximum correlation kurtosis deconvolution (MCKD), the decomposi-
tion module and the effective IMF selection module are not added to the method.
Although these methods have achieved good results in the feature extraction of the
inner and outer rings, the rolling element fault feature extraction effect is not very
good. Compared with the feature extraction methods based on MED and MCKD,
the proposed MOMEDA-based method can obtain periodic impact signals of rolling
elements, and the fault feature frequency is more obvious and precise, which shows
that the combined method based on MOMEDA can extract complex fault frequency
characteristics more effectively.

The proposed method has good efficiency and reliability, and it is expected to be
applied to the feature extraction of rotating machinery in actual production. It is worth
noting that the proposed method has a relatively long process, which is not conducive to
improving the real-time reliability of fault detection. In future production, the simplification
of the process and the improvement of reliability will be new research points.
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Abstract: The check valve is the core part of high-pressure diaphragm pumps. It has complex
operation conditions and has difficulty characterizing fault states completely with its single feature.
Therefore, a fault signal diagnosis model based on the kernel extreme learning machine (KELM) was
constructed to diagnose the check valve. The model adopts a multi-feature extraction method and
reduces dimensionality through kernel partial least squares (KPLS). Firstly, we divided the check
valve vibration signal into several non-overlapping samples. Then, we extracted 16 time-domain
features, 13 frequency-domain features, 16 wavelet packet energy features, and energy entropy
features from each sample to construct a multi-feature set characterizing the operation state of the
check valve. Next, we used the KPLS method to optimize the 45 dimension multi-feature data and
employed the processed feature set to establish a KELM fault diagnosis model. Experiments showed
that the method based on KPLS optimal feature selection could fully characterize the operating
state of the equipment with an accuracy rate of 96.88%. This result indicates the high accuracy and
effectiveness of the multi-feature set constructed with the KELM fault diagnosis model.

Keywords: KPLS; KELM; fault diagnosis; check valve

1. Introduction

As the core piece of equipment in ore transportation pipelines, the check valve directly
affects the operation of pipeline systems through its operation status. Research on the
fault diagnosis method for check valves is of great significance for the development of the
pipeline transportation industry. The operating conditions of check valves are complex,
with the vibration signal being a periodic pulse signal affected by environmental noise and
other factors. When failure occurs, signal characteristics experience interference and are
challenging to extract. Thus, a single feature of a check valve cannot fully characterize the
operating state of the equipment.

Characterizing operating states extracting signal features is the basis for fault diagnosis
of mechanical equipment. Chen et al. [1] used a continuous wavelet transform (CWT)
to preprocess an original vibration signal and constructed a fused convolutional neural
network (CNN) with a square pool structure to extract signal features and to realize fault
diagnosis of mechanical equipment. Peng et al. [2] proposed a fault classification method
based on multi-feature extraction and an improved Mahalanobis–Taguchi System (MTS).
The method involves extracting multi-dimensional features using complete ensemble
empirical mode decomposition with adaptive noise (CEEMDAN) for time, frequency, and
adaptive white noise. The authors constructed a DAG-MTS multi-classification model
based on the characteristics of the MTS system and a directed acyclic graph (DAG) and
applied it to a bearing’s fault diagnosis. To solve the problem of noise in a diesel engine’s
vibration signal and address the difficulty of feature extraction, Jiang et al. [3] proposed
a diesel engine fault diagnosis method focusing on the extraction of the wavelet packet
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energy spectrum and the selection of fuzzy entropy features. The fuzzy entropy selects
components out of the feature set extracted from the wavelet packet energy spectrum and
inputs the selected features into the least squares twin support vector machine (LSSVM)
for fault diagnosis.

Constructing a feature set that characterizes the operating state of equipment and
using it to establish a fault diagnosis model is the key to the fault diagnosis of mechanical
equipment. Ding et al. [4] proposed a method for scintillation detector fault diagnosis
based on the extreme learning machine (ELM), and this method could not only classify the
faults of the failed detector but also intelligently determine the severity of various faults.
Lee et al. [5] proposed a novel remaining useful life (RUL) estimation method based on
systematic feature engineering and the extreme learning machine (ELM) for seven out of
eleven bearings; the proposed method reduced the mean absolute error (MAE), root mean
square error (RMSE), and mean absolute percentage error (MAPE) in the RUL estimation
by over 50%. Pang et al. [6] proposed an ensembled kernel extreme learning machine
that fuses multi-domain features. It selects the most suitable stacked noise reduction
autoencoder method through time-domain and frequency-domain feature extraction. It
uses a kernel extreme learning machine with deep features for rotating machinery fault
diagnosis. Wang et al. [7] proposed an ensemble extreme learning machine (EELM) that
consists of two heterogeneous ELM networks. First, it displays the target data using a
clustering algorithm. Then, it applies Gaussian-style activation between each target as an
input to the back-end classifier to propose a non-empirically specified threshold based
on the EELM multi-label classifier. Later, the multiple binary classifiers are combined for
composite fault diagnosis. Zhang et al. [8] introduced an online fault diagnosis method that
changes the fixed structure of the extreme learning machine into an elastic structure using
incremental support vector data description (ISVDD) and an extreme learning machine
with an incremental output structure (IOELM). The ISVDD is used to detect a new failure
mode, while the IOELM is used to recognize the specific failure mode. Harishvijey et al. [9]
proposed an automatic signal classification method for detecting seizures from an EEG
signal using an empirical wavelet transform (EWT) feature extraction method, K-principal
component analysis (K-PCA)-based feature reduction, and a fuzzy logic-embedded RBF
kernel-based ELM. Shen et al. [10] proposed a feature selection and fusion method based
on the poll mode and optimized WKPCA. Considering the variation in fault information
collected by different sensors, the diagnosis rate in the extreme learning machine (ELM) is
taken as the index for the evaluation of each single sensor, and then the sensitivity weight
matrix of the features extracted by multiple sensors is constructed after linear normalization.
Based on the screened temperature-sensitive points and measured thermal displacement
data, an optimized extreme learning machine based on the marine predator algorithm
(MPA-ELM) was developed to predict the thermal displacement of an electric spindles
model [11].

Huang et al. [12] introduced a kernel function into the ELM to replace the simplicity of
the hidden layer. They proposed the KELM, which significantly improves the generalization
performance of the ELM. Moreover, Huang et al.’s [13] research on the improvement of
the ELM further enhanced the stability, sparsity, and accuracy of the algorithm under
both general and specific conditions and accelerated the training speed of the ELM. Chen
et al. [14] proposed a new fault diagnosis method based on hierarchical machine learning
based on the KELM. A grid search strategy with cross-validation was used to optimize the
parameters of hierarchical machine learning (HML). It was applied to detect and identify
rotating machinery faults, obtaining excellent results. Based on the KELM, Su et al. [15]
added self-adaptive particle swarm optimization (SAPSO) to optimize its parameters and
proposed a fault diagnosis method for rotary bearings under mixed working conditions.

The fault diagnosis methods above provide a helpful reference for detecting the
operating state of a check valve. However, as check valve operating conditions are complex
due to the operating conditions of industrial production and environmental noise, the
vibration signal is affected, thus resulting in nonlinear and non-stationary signals. Due
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to these characteristics, it is difficult to extract the fault characteristics of components
comprehensively and accurately with only a single time-domain, frequency-domain/or
time-frequency-domain method. Therefore, this paper proposes a new, multi-feature fault
feature extraction method for check valves to characterize their fault state information
comprehensively.

Based on multi-feature sets that characterize the operating state of one-way valves,
a fault diagnosis model based on KELM was established. The model first constructs the
multi-feature set to determine the fault state of the one-way valve comprehensively and
accurately and then uses the multi-feature set to train the KELM model to diagnose the
check valve fault conditions.

2. Basic Principles

2.1. Feature Extraction
2.1.1. Time-Domain Features

In fault diagnosis, feature fault parameters are generally sensitive to the different
information from various states. Usually, fault feature extraction has no specific restrictions
on the number and types of feature parameters, so features with high sensitivity to fault
information differences and strong reliability are often selected as fault features [16]. The
time-domain characteristics of a signal can directly reflect the dynamic changes in the
signal’s time domain, and they can characterize the fault types of bearings and check valves.
Since there may be one or more characteristic parameters corresponding to different states,
the selection of the fault feature parameters follows the principles of high sensitivity, high
reliability, and feasibility. In this paper, 16 time-domain feature statistics were used and
shown in Table 1 below.

2.1.2. Frequency-Domain Features

To characterize the relationship between the frequency and amplitude of a vibration
signal, the signal can be transform into the frequency domain with a Fourier transform
and the frequency domain characteristics of the signal analyzed in the frequency domain.
Frequency domain analysis methods include amplitude spectrum and power spectrum
analyses. The frequency-domain characteristic statistics used in this study are shown in
Table 1 [17].

Table 1. Composition of multi-domain feature sets.

Multi-Domain Category Number Remark

Time-domain features 16

Peak value, mean value, root mean square
value, variance, standard deviation,
fourth-order center moment, peak factor,
kurtosis, pulse factor, margin, waveform
factor, the center of gravity frequency,
mean square frequency, frequency variance,
root mean square frequency, frequency
standard deviation

Frequency-domain features 13

Mean, center of gravity frequency, average
frequency, maximum value, average phase
angle, energy, power, root variance
frequency, root mean square frequency,
root variance amplitude, maximum phase
angle, phase angle range

Time-frequency-domain features 16 Wavelet packet energy features, wavelet
packet energy entropy features

Multi-domain features 45
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2.1.3. Energy Characteristics of Wavelet Packets

As a linear transformation method, wavelet packet transform [18] satisfies the law of
conservation of energy [19], which is:

∫ +∞

−∞
| f (t)|

2
dt = ∑

j
∑
k

∣∣cj, k
∣∣2 (1)

Since the wavelet packet coefficient contains the dimension of energy, it is used in
energy analysis to determine each frequency band’s energy size according to the signal’s
wavelet packet coefficient. Time-frequency-domain analysis methods include the short-time
Fourier transform, S transform, and wavelet transform methods.

2.1.4. Energy Entropy Characteristics of Wavelet Packets

Entropy is an index used to measure the degree of disorder of information. The higher
the value, the higher the disorder degree of disorder of information is and the smaller the
contribution to precision is. When the entropy is smaller, the information contribution is
more prominent, and the degree of disorder of information is lower.

If we perform layer j wavelet packet decomposition on the signal, assuming that the
decomposition sequence is Xi,j and Ei,j is the signal sequence energy, then the probability
density of the frequency band energy is:

P(Xi,j) =
Ei,j
Ej

Ej =
2j

∑
i=1

Ei,j
2j

∑
i=1

P(Xi,j) = 1 (2)

Then, the band energy entropy of the wavelet packet decomposition [20] is:

WEE = −
n

∑
i=1

p(Xi,j) log2(Xi,j) (3)

Through analysis, it can be found that the larger the band energy entropy of the
wavelet packet decomposition is, the more random the distribution of energy in each band
is. The lower the number of bands containing energy and the smaller the WEE, the more
regular the energy distribution is.

The multi-domain feature adopted in this paper contained 45 dimensions for the
feature components.

2.2. Core Extreme Learning Machine—KELM

The standard extreme learning machine [21] (ELM) is composed of three layers: the
input layer, hidden layer, and output layer, respectively. It functions based on single hidden
layer feedforward neural networks (SLFNs), but the hidden layer of the SLFN only has a
one-layer backpropagation (BP) neural network. The topological structure of the ELM is
shown in Figure 1.

As an efficient single hidden layer feedforward neural network, we assume that, for a
given n training samples X = (x1, x2, . . . , xn) ∈ Rd1×n, the labels are Y = (y1, y2, . . . , yn) ∈
Rn×d2, where d1 and d2 represent the dimensions of the input data and output data, re-
spectively. The weight W = ωij ∈ Rd1×L of the hidden layer of the ELM is randomly
selected, where L represents the number of neurons in the hidden layer. The calculation of
the hidden layer is the same as the calculation of traditional forward propagation networks
with H = g(X, W), where H ∈ Rn×L and g(·) are the activation functions.
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Figure 1. Extreme learning machine model.

The learning objective of an extreme learning machine is to solve the output weight β
by minimizing the sum of prediction error loss functions. The objective function is:

minLELM =
1
2
‖β‖2 +

C
2
‖Y − Hβ‖2 (4)

where the C value directly affects the generalization performance of ELM and is a regular-
ization coefficient.

H =

⎡⎢⎣ g(w1, b1, x1) · · · g(wL, bL, x1)
...

...
g(w1, b1, xN) · · · g(wL, bL, xN)

⎤⎥⎦
N×L

(5)

β =
[

βT
1 , βT

2 . . . , βT
L

]T

L×m
(6)

Y =
[
yT

1 , yT
2 . . . , yT

L

]T

N×m
(7)

Take the derivative β of Equation (1) and set it to 0, and the calculation formula of the
output weight β can be obtained as follows:

β =

{
( I

C +HT H)
−1

HTY, N≥L

HT( I
C +HHT)

−1
Y, N<L

(8)

where I is the identity matrix.
Compared with the ELM, the KELM introduces the kernel function [12], which replaces

the feature mapping of the hidden layer in ELM. The idea is to map the input sample data
to the high-dimensional space and replace the inner product operation in the transformed
high-dimensional space with the kernel operation in the original input space [22].

The composition of the kernel matrix ΩELM is as follows:{
ΩELM=HHT

ΩELM(i,j)=h(xi)·h(xj)=K(xi ,xj)
(9)

where xi and xj are sample input vectors, and K(xi, xj) indicates the kernel functions. When
Gaussian kernel functions are used:

K(xi, xj) = exp(−
∥∥xi − xj

∥∥
γ2

2

) (10)
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where γ is the nuclear parameter. According to the KELM formula above, the weight β of
the connection between the output function and the hidden and output layers is:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

y(x) =

⎡⎢⎣K(x, x1)
...

K(x, xN)

⎤⎥⎦
T

(1/C + ΩELM)−1T

β = (1/C + ΩELM)−1T

(11)

2.3. KPLS Kernel Partial Least Squares Regression

The essential function of PLS is dealing with linear problems. When there is a nonlinear
relationship between data, the PLS method is generally not adopted. The KPLS method
can solve nonlinear problems by selecting the kernel function.

Assuming a nonlinear mapping φ : xi ∈ Rm → φ(xi) ∈ H from original spatial vari-
ables {xi}n

i=1 to a feature space H, Rosipal and Trejo [23] used the relationship between the
reproducing kernel Hilbert space (RKHS) and the feature space and developed the linear
PLS method into KPLS. The KPLS algorithm can be expressed as follows.

The realization process of KPLS algorithm according to Rosipal and Trejo.

1. Randomly set the initial value u (u can be set to be equal to any column in the Y matrix)
2. According to wi = φT

i /
∣∣∣∣φT

i ui
∣∣∣∣, calculate the weight vector wi

3. Calculate the score vector ti according to the formulas ti = φiwi = φiφ
T
i ui/

√
uT

i φiφ
T
i and

φiφ
T
i ui/

√
uT

i φiφ
T
i = KiKi/

√
uT

i Kiui. Unify the vector ti with the formula ti/||ti||→ ti

4. According to qi = Yiti/
∣∣∣∣tT

i ti
∣∣∣∣ and ui = Yiqi/(qT

i qi), calculate the feature vectors
5. Repeat steps 2–5 until convergence
6. Calculate the matrices K and Y as⎧⎨⎩Ki+1=(I− titTi

tTi ti
)Ki(I− titTi

tTi ti
)

Yi+1=(I− titTi
tTi ti

)Yi
(12)

7. Repeat steps 2–7 until all feature vectors have been calculated

3. KPLS Optimal Feature Selection and KELM Fault Diagnosis Method

The specific steps of the fault diagnosis method based on multi-feature extraction and
the improved KELM proposed in this paper are as follows. The flow chart is shown in
Figure 2.

The realization process of multi-feature and improved KELM fault diagnosis

1. Collect vibration signals of various states of parts
2. Divide the collected vibration signal data, divide the non-overlapping samples into
60 segments, and extract fault features from each segment
3. Construct a high-dimensional feature space and extract 16 time-domain features,
13 frequency-domain features, 8 wavelet energy features, and 8 wavelet packet energy
entropy features
4. Input the obtained high-dimensional features into the KELM model for training and testing.
Fifty percent are selected as training samples and fifty percent as test samples
5. Adopt a multi-domain KELM fault diagnosis model to identify the fault information
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Collect the vibration signal of 
each state of the part

Divide each status signal into 
60 non-overlapping samples

50% training samples 
for each state

50% testing samples 
for each state

13 Frequency 
domain features 

Contruct high dimensional 
feature space

KELM model

Fault diagnosis model 
obtained

Fault diagnosis result (grid 
search strategy )

Extract sample features

Train

16 Time domain 
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8 wavelet packet 
energy features 

8 wavelet packet energy 
entropy features 

Test

KPLS for low dimensional 
features

Compare

1.Original high-
dimensional 
features
2.LS
3.MRMR
4.PCA
5.LLE

KELM model

Compare

Figure 2. The realization process of KPLS-KELM flow chart.

The advantages and disadvantages of different classification methods are shown in
Table 2.

Table 2. The advantages and disadvantages of the KELM and ELM.

Advantages Disadvantages

ELM 1. Fast
2. Small sample 1. Low generalization ability

KELM

1. High generalization ability
2. Introduction of kernel function to deal
with multi-classification problems
3. Faster calculation speed

The advantages and disadvantages of the partial least square (LS), max-relevance
and min-redundancy (MRMR), principal component analysis (PCA), and locally linear
embedding (LLE) dimensionality reduction methods are shown in Table 3.

Table 3. The advantages and disadvantages of dimensionality reduction methods.

Advantages Disadvantages

LS 1. Simple
2. Linear 1. Overfitting

MRMR 1. Feature selection based on maximum
statistical dependency criteria

1. Underestimates the usefulness of
features

PCA 1. Simple and quick
2. Linear methods 1.Difficult to find the right solution

LLE
1. Maintains local linear relationship of
samples
2. Low computational complexity

1. Sensitive to the selection of nearest
neighbor sample number
2. The manifold learned by the LLE
algorithm can only be non-closed

KPLS 1. Introduces kernel function to solve
nonlinear problems
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4. Experimental Simulation and Analysis

4.1. Analysis of Test Data

In this part of the study, we used bearing data from Case Western Reserve University
in the United States for bearing fault diagnosis [24] to verify the effectiveness of the method
proposed in this paper and the effectiveness of the multi-domain feature extraction. All the
experiment were implemented using MATLAB 2018A and run on the same Windows 10
machine with an Intel(R) Core (TM) I9-9880h, 2.30GHz CPU and 16GB RAM.

The ten fault states in the rolling bearing fault diagnosis were artificially added, as
shown in Table 4, and the three fault diameters of the inner ring, the outer ring, and the
rolling element were 0.07 ft, 0.014 ft, and 0.021 ft, respectively. Their time-domain waveform
is shown in Figure 3 below.

Figure 3. Time-domain diagrams of bearing in ten states (1).

We used the vibration signal of the fan terminal bearing at the motor speed of
1797 r/min as the experimental data, with the data description as shown in Table 4.

Table 4. Experimental bearing sample attributes.

Outer Ring (ft) Inner Ring (ft) Rolling Element (ft)

0.014 0.07 0.021

As can be seen from Figure 3, IR007, IR014, IR021, OR007, OR014, OR021, and other
signals demonstrated periodic impacts, while the signals of B007, B014, and B021 showed
no obvious periodic hints. No amplitude difference between the signals was apparent and
neither were the characteristics of the impact nor its period. Hence, the proposed mixed
domain could identify the bearing fault type and the degree of the fault.

For the multi-domain feature extraction method proposed in this paper, we divided
the vibration signals of each state into 60 non-overlapping samples with a length of 2000
and extracted multi-domain features from each sample separately.

There were thus 16 types of time-domain features and 13 types of frequency-domain
features, as shown in Table 1. For the 16 time-frequency domain features, the wavelet
packet was decomposed using the wavelet type db5, and the number of decomposed layers
was 3. Then, the energy and energy entropy features were extracted from the components
obtained by each layer of the wavelet packets. The energy entropy features of the wavelet
packets in the time-frequency domain were obtained. The obtained feature is shown in the
box diagram in Figure 4.
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Figure 4. Multi-domain characteristic box plot of bearing in ten states.

After being standardized, most of these features were distributed in the range of 0.2 to
0.8. After the feature extraction, we input the extracted 45 dimension, high-dimensional
features into the KELM for fault diagnosis. To verify the effectiveness of the proposed multi-
domain features, we extracted 16 types of time-domain features, 13 types of frequency-
domain features, 16 types of time-frequency-domain features, and feature sets of the
45 multi-domain features after the dimensionality reduction by KPLS. Due to complex
operation conditions, algorithms have difficulty characterizing the fault state completely
with its single feature. The combined or multi-domain features could reveal the state
information, but there was much redundant information that reduced the accuracy and
efficiency of the diagnostic model, so extracting features with moderate dimensions and
high sensitivity to each state is the key. LS and MRMR select features that are sensitive to
faults or have large contributions, while in feature selection methods such as the Pearson
correlation coefficient, distance criterion, and information gain, the emphasis is on the
physical meaning of the original features remaining unchanged. PCA employs feature
dimension reduction to obtain a compact manifold structure based on feature mapping or
feature fusion, and it can extract nonlinear features with the variance in global distribution
information unchanged, but it cannot maintain local manifold information, so it is only
suitable for linear dimension reduction. The kernel function in KPCA maps data to high
dimensional space to obtain nonlinear principal components with higher separability, but
the kernel function has a great influence on the results. LLE determines the similarity of
neighborhood points using the Euclidean distance, but ignoring the relationship between
data leads to unreasonable neighborhood construction.

When comparing the method proposed in this paper with other dimensionality reduc-
tion methods, the results shown in Figure 5 were obtained.

The data used for training the KELM model before the dimensionality reduction can
be seen in Table 3, including the ten fault states from Figure 3. The total number of samples
was 600 × 45, and each sample contained 45 feature points, comprising 60% of the data
used for training. Thus, the number of training sets was 360 × 45, and the number of
testing sets was 240 × 45. The training accuracy was 100%, and the testing accuracy was
91.67%. The data used for the KELM are shown in Table 5.
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Figure 5. The bearing fault diagnosis accuracy for the KELM with different dimensionality reduction
methods.

Table 5. The data used for the KELM.

Total Samples
(Number)

Training Sets
(Number)

Testing Sets
(Number)

Learn
Time (s)

Training
Accuracy

Testing
Accuracy

600 × 45 360 × 45 240 × 45 0.0051 100% 91.67%

We input these feature sets into KELM for fault diagnosis analysis, and the classifica-
tion results are shown in Figure 6.

 
Figure 6. Comparison of diagnoses of the bearing’s time-domain, frequency-domain, time-frequency-
domain, and multi-domain features.

Comparing the four graphs in Figure 6, it can be seen that the diagnostic results for
the multi-domain features of the bearing in Figure 6d are better than the time-frequency-
domain features in Figure 6c. Figure 6c shows a better diagnostic result than the frequency
domain feature from Figure 6b and the time-frequency domain feature in Figure 6a, while
Figure 6b displays a better diagnostic result than Figure 6a. The results shown in Table 6
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indicate that the proposed multi-domain feature extraction was better than the time-domain,
frequency-domain, and time-frequency-domain features and could achieve satisfactory
diagnosis results in the experiment on the bearings with ten fault states. By analyzing in
detail the diagnostic results of Figure 6d, we can see that one sample in the third type of
rolling element with 007 states was wrongly classified as the fifth type of the outer ring with
007 states. Two samples for the ninth type of the rolling element B0014 were improperly
classified as the fifth outer ring with OR007 states. One sample was also wrongly classified
into the tenth state of the rolling element with 021 states. There were four wrongly classified
samples in total. The accuracy rates for the time domain, frequency domain, time and
frequency domain, and multi-feature domain using KPLS were 30.00%, 86.67%, 91.00%,
and 97.33%, respectively. As a combination of time-domain, frequency-domain, and time-
frequency-domain features, multi-domain features can characterize a fault state fully. The
results show that the extraction of 45 multi-domain fault features proposed in this paper
had the best effect in bearing fault diagnosis.

Table 6. Diagnosis results under different feature sets.

Feature Set Diagnostic Time (Seconds) Accuracy (%)

Time domain 0.0035 30.00
Frequency domain 0.0055 86.67

Time-frequency domain 0.0037 91.00
Multi-feature via KPLS 0.0039 97.33

To eliminate contingency, and as the KELM diagnosis results are often affected by
node parameters, we conducted another bearing fault diagnosis experiment with different
hidden layer node numbers using the feature extraction method above: time domain,
frequency domain, and time-frequency multi-feature domain. The results are shown in
Figure 7.

 
Figure 7. Diagnosis results for the time-domain, frequency-domain, time-frequency domain, and
multi-domain features of the bearing with different hidden layers in KELM.

As shown in Figure 7, with the extraction of multi-domain features, while the KELM
hidden layer node changed from 0 to 3000 (Table 7), the average fault diagnosis accuracy
was maintained at more than 90%. When the hidden layer node value H = 1630, the fault
diagnosis accuracy was 97.333%. The results show that the proposed multi-domain feature
extraction method had the best fault diagnosis accuracy. It was superior to the time-domain,
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frequency-domain, and time-frequency-domain feature extraction methods, no matter how
the hidden layer nodes changed. At the same time, as shown in Figure 7a, when extracting
time-domain features, the average diagnostic accuracy was close to 80%.

Table 7. Corresponding results for different nodes of hidden layer H.

Number of Nodes in Hidden Layer H

H 500 820 1000 1500 1630 2130 3000

Time domain 47.65% 58.50% 70.45% 92.22% 91.66% 89.55% 91.66%
Frequency domain 45.57% 67.89% 74.76% 86.56% 83.67% 88.90% 86.43%

Time-frequency domain 65.44% 69.90% 74.34% 84.38% 80.23% 87.77% 85.57%
Multi-domain via KPLS 96.88% 93.45% 92.75% 96.88% 97.33% 93.56% 95.53%

When extracting frequency-domain features, the average diagnostic accuracy was close
to 85%. When extracting time-frequency-domain features, the average diagnostic accuracy
was close to 90%. When adopting the multi-domain feature proposed, the diagnostic
accuracy was higher than or equal to 90%, with the maximum diagnostic accuracy being
97.333%. In this scenario, the number of hidden layer nodes was 1630. The experiment
result indicates that the proposed multi-domain feature extraction method had the best
diagnostic accuracy.

4.2. Data Analysis of Diaphragm Pump Check Valve

Figure 8a,b show the sensors that were fixed on the shells of the inlet and outlet valves.
For each valve, there was one acceleration sensor of the type PCB352C33 (sensitivity:
100 mV/g) and one sound pressure sensor of the type MP021 (50 mV/Pa), respectively. The
acceleration sensor collected the shell vibration signal along the Z-axis using three channels,
while the sound pressure sensor collected the sound signal along the Y-axis direction.

 
Figure 8. Acceleration sensor positions.

Figure 9 shows the vibration signal acquisition device for the check valve. The eight-
channel analog signal was amplified, filtered, and converted into A/D by the data acquisi-
tion card and sent to the PS PXI-3050EXT 2.7 ghz controller; then, the signal was transferred
to the PS PXIE-9108Ext eight-slot industrial computer and stored in the hard disk. When the
diaphragm pump check valve ran normally (first 500 h), eight-channel data were collected
at the sampling rate of 2560 Hz every 1 h. When the check valve was potentially damaged
(500 h~1000 h), eight-channel data were collected every 10 min. When the one-way valve
potentially underwent serious failure or damage (after 1000 h), we collected eight-channel
data every 2 min.
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Figure 9. Data acquisition device.

Due to reasons of safety and cost, specific experiments could not be carried out; the
damage states of the check valve depended on the actual working conditions. After the
check valve was replaced by technicians who work on the site, we checked the damage
and recorded the basic fault size and location. The typical damage is shown in Figure 10;
Figure 10a shows a stuck valve fault, Figure 10b shows a wear fault, and Figure 10c shows
a worn valve fault.

Figure 10. Fault check valve.

When the check valve was in a normal state, stuck valve failure state, or wear break-
down failure state, we randomly generated a set of time-domain diagrams of vibration
signals (as shown in Figure 11). It was found that there were some fault impulses in the
middle of the time-domain graph. However, since the impulse period was not apparent, as
the noise in the local waveform was inevitable, it was difficult to analyze the type and the
cause of failure based on the time-domain waveform alone.

Therefore, the following experiment was used for the vibration signal sample and
the multi-domain feature extraction method employed to perform fault diagnosis on the
check valve. First, the vibration signal of the check valve in each state was divided into
60 non-overlapping samples, and the number of data points in each sample was 1280. For
each non-overlapping piece, we extracted 45 multi-domain features, of which samples 1
to 16 were time-domain features, samples 17 to 29 were frequency-domain features, and
samples 30 to 45 were time-frequency-domain features. Among the time-frequency-domain
features, we extracted the energy features for the first eight time-frequency-domain features
and the energy entropy features for the second eight time-frequency domain features.

The results for the multi-domain features are shown in the boxplot in Figure 12. After
normalization, most of the 45 characteristics of the check valve were distributed in the
range from 0 to 0.2. Some samples were distributed in the range from 0.2 to 0.8, and very
few were distributed in the range from 0.8 to 1.
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Figure 11. Time-domain diagram of three states of one-way valve.

 

Figure 12. Box diagram of three states for multi-domain features from check valve.

As the number of dimensions of the multi-domain features reached 45, we adopted
the KPLS method to reduce the dimensionality of the multi-domain features.

After the KPLS dimensionality reduction, the diagnosis accuracy rate reached more
than 95% with only eight dimensions. Figure 13 shows the accuracy results for all the
selected dimensionality reduction methods: LS, MRMR, PCA, and LLE.

Figure 13. Check valve fault diagnosis accuracy obtained by KELM with different dimensionality
reduction methods.
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The data used for training the KELM model before the dimensionality reduction can
be seen in Table 8. We can see three fault categories in Figure 11; the total number of
samples was 180 × 45, each dataset contained 45 feature points, and 60% of the data were
used for training. Thus, the number of training sets was 108 × 45, the number of testing
sets was 72 × 45, the training accuracy was 100%, and the testing accuracy was 86.11%.

Table 8. The data used for training the KELM.

Total Samples
(Number)

Training Sets
(Number)

Testing Sets
(Number)

Learn
Time (s)

Training
Accuracy

Testing
Accuracy

180 × 45 108 × 45 72 × 45 0.0014 100% 86.11%

To verify the effectiveness of the multi-domain feature extraction results for the check
valve, we compared the fault diagnosis results with the time-domain feature, frequency
feature, and time-frequency-domain features. The results obtained by the KELM are shown
in Figure 14.

 

Figure 14. Comparison of diagnostic results for the time-domain, frequency-domain, time-frequency-
domain, and multi-domain features of the check valve.

As shown in Figure 14d, four regular sample points were wrongly classified as type 2
(stuck valve failure state). When the number of hidden layer nodes was 200, the final fault
diagnosis result was 96.88%.

Compared with the time-domain features, the frequency-domain features, and the
time-frequency-domain features for the check valve—which demonstrated accuracies of
45.56%, 82.22%, and 68.89%, respectively—the fault diagnosis results obtained with the
multi-domain features, as shown in the Figure 14d, were improved to 96.88%, raising the
accuracy rate by 51.32%, 14.66%, and 27.99%. The results shown in Table 9 indicate that
the proposed multi-domain feature extraction achieved the optimal diagnosis result in the
check valve fault diagnosis experiment, which proves the proposed method’s effectiveness.
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Table 9. Diagnosis results with different feature sets.

Feature Set Diagnostic Time (s) Accuracy (%)

Time domain 0.0039 45.56
Frequency domain 0.0041 82.22

Time frequency domain 0.0039 68.89
KPLS multi-domain feature 0.0047 96.88

As the fault diagnosis of the KELM was affected by the number of hidden layer nodes,
we compared the fault diagnosis results of the check valve using KELM when the hidden
layer nodes were 0 to 3000, as shown in Figure 15 and Table 10 below.

 

Figure 15. Diagnosis results for check valve with the time-domain, frequency-domain, time-frequency-
domain, and multi-domain features using different numbers of hidden layers in KELM.

Table 10. Corresponding results for node numbers different numbers of hidden layers.

Number of Nodes in Hidden Layer H

H 10 20 100 200 250 260 300

Time domain 49.66% 57.89% 82.22% 92.22% 85.53% 91.22% 90.32%
Frequency domain 96.59% 94.83% 95.55% 94.78% 93.68% 94.45% 96.20%

Time-frequency domain 65.45% 69.89% 72.32% 74.94% 83.83% 87.77% 87.85%
Multi-domain 92.45% 96.88% 95.56% 96.88% 93.45% 96.50% 96.23%

As shown in Figure 15d, no matter how the hidden layer nodes change, the average
diagnosis result was close to 95%, with the maximum diagnosis accuracy being 96.879%.
In this scenario, the number of nodes in the hidden layer was ten, which was better than
the fault diagnosis results for the time domain, frequency domain, and time-frequency
domain. Therefore, the multi-domain feature extraction method proposed in this paper
achieved better results in bearing and check valve fault diagnosis, proving the method’s
effectiveness.

After analyzing different feature sets, we used different classification algorithms to
conduct an experimental analysis of multi-domain feature sets. The results are shown in
Figure 16 below. It can be seen that the overall accuracy of the proposed KELM exceeded
90%, which was significantly better than the back propagation neural network (BPNN)
and ELM.
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Figure 16. Diagnostic accuracy obtained with KPLS dimensionality reduction features.

5. Conclusions

Investigating the problem of a check valve’s fault state being difficult to classify, this
paper proposed a diagnosis method based on multi-domain features and KELM. It adopted
the method to analyze bearing test fault data and check valve fault data. The conclusions
are as follows:

1. When the time-domain, frequency-domain, and time-frequency-domain features were
used alone for bearing fault diagnosis, the diagnostic accuracies were 30.00%, 86.67%,
and 91.00%, respectively. With the multi-domain feature extraction method after KPLS
dimensionality reduction, the accuracy was improved to 97.33%;

2. When the bearing fault diagnosis test was carried out with different numbers of
hidden layer nodes, the accuracy was increased from 45.56%, 82.22%, and 68.89% to
97.33% with multi-domain features and KPLS;

3. The proposed KPLS-KELM algorithm could accurately and effectively extract the fault
information for the check valve, and the accuracy reached 95%. Compared with the
ELM method, KELM is superior for the traditional time-domain, frequency-domain,
and time-frequency-domain analysis methods and has higher accuracy.

The accuracy of KELM is affected by the kernel parameters and penalty coefficients.
Achieving fast and accurate parameters for different objects is the focus of future research.
Application of the theory in practice would be the ultimate end of this research, and online
fault diagnosis and big data analysis also need to be considered next.

Though the proposed method achieves better diagnosis results and provides superior
accuracy for feature extraction and better robustness in fault diagnosis, the stability of
the multi-feature method with coarse-grained data could be further improved. Therefore,
it needs more time for training and classification. Next, we will develop a fast training
algorithm to facilitate model training.
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Abstract: The traditional flood cooling method applied in the internal turning process has disadvan-
tages, such as having a low cooling efficiency and being environmentally unfriendly. In the present
work, an internal spray cooling turning tool was designed, and the performance was numerically and
experimentally accessed. The heat transfer simulation model of the internal spray cooling turning
tool was established by ANSYS Fluent, and the tool cooling structure parameters were optimized by
the Taguchi method based on the CFD simulations, and obtains the diameters of the upper and lower
nozzles of 3 mm and 1.5 mm, respectively; the distance between the upper nozzle and the tool tip of
18.5 mm. To evaluate the cutting and cooling performance of the optimized tool, internal turning
experiments were conducted on QT500-7 workpieces. Results show that the optimized tool with
internal spray cooling led to lower workpiece surface roughness and chip curling, compared to the
conventional tools.

Keywords: internal turning; internal spray cooling; tool design; CFD simulations; green cutting

1. Introduction

The inner circular surface machining quality of the components, such as engine
cylinder, shaft sleeve, hydraulic cylinder and connecting rod, is one of the key factors that
significantly affects their service performance. The inner circular surface, represented by
two types named through-hole and blind-hole, are mainly machined by turning, drilling
or boring processes. The internal turning is widely used to machine the inner circular
surface. However, chatter vibration may happen due to the large overhang of the toolholder
when turning the inner circular surface, which will affect the machining accuracy. Many
methods aiming to restrain this vibration have been developed to increase the inner circular
surface quality [1,2]. In addition, the high cutting temperature has a great influence on the
machining quality [3]. It is well known that the heat generated in the turning process is
mainly transmitted by chips, turning tools and workpieces [4,5]. However, the turning tool
operates inside the workpiece when turning the circular surface, and the chips are difficult
to evacuate. This causes an extremely high cutting temperature inside the workpiece and
accelerates tool wear, and consequently deteriorate the inner circular surface quality. Thus,
designing cutting tools, reducing cutting friction and controlling the cutting temperature
during the machining process are important when facing the semi-closed heat dissipation
space and low thermal conductivity of the workpieces.

Currently, the flood cooling is widely used in the process of cutting temperature re-
duction. However, this method is known as having low coolant utilization, high pollution
levels and processing cost of waste coolant [6,7]. To improve the cooling efficiency and
achieve green and environmentally friendly cutting, various cooling methods have been
developed and utilized in the cutting process, such as the cryogenic cooling [8], heat pipe
cooling [9], closed internal cooling [10], minimum quantity lubrication (MQL) [11], and
cryogenic minimum quantity lubrication (CMQL) [12]. Therein, the MQL, or so-called
spray cooling can avoid the utilization of complex and expensive equipment of cryogenic
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cooling, and improve the insufficient cooling and lubrication capacity. Li et al. [13] car-
ried out the sliding tests between YG8 cemented carbide and austempered ductile iron
under dry, cold air and the MQL conditions by using a tribometer. Results show that
the tool wear rate was the lowest under the MQL cooling condition. Das et al. [14] eval-
uated the machining performance of the austenitic stainless steel under the dry cutting,
compressed air, flood and MQL conditions. They found that the tool life under the MQL con-
ditions was improved compared to other conditions, and the chip separation speeds were
also improved.

The external spray cooling can be applied on conventional tools when turning ex-
ternally, therein having no specific limitation on the cutting space. However, the inter-
nal spray cooling can be more efficient and effective in drilling and internal turning.
Zeilmann et al. [15] carried out the drilling experiment and found that compared to the
external spray cooling, the internal spray cooling significantly reduced the cutting tem-
perature. Jessy et al. [16] tested the cutting performance of the GERP composite material
under external and internal cooling conditions. Results show that the internal cooling
method reduces the average temperature by 66% compared to the external cooling method.
Li et al. [17] reviewed the drilling machinability of CGI under the dry cutting, com-
pressed air and MQL conditions. They summarized that compared to the dry cutting
condition, the tool life could be greatly improved under the compressed air and MQL
(5 mL/h) conditions.

A well-designed internal cooling cutting tool can precisely send the coolant into the
cutting zone to improve the cooling and lubrication efficiency [18–20]. Obikawa et al. [21]
conducted CFD simulations on the internal cooling tools with three types of nozzle
structures. They found that the cover-type nozzle provided the best performance.
Duchosal et al. [22] conducted the optimization on the milling tools and found that the
spray angle had significant influence on the distribution of the oil mist. The spray angle
of 75◦ provided the best cooling performance. Zhang et al. [23] compared the milling
performance with H13 steel using three types of flow channels in the internal cooling
milling tools. Results show that double straight channel was most beneficial to the tool
life improvement. Peng et al. [24] designed and optimized an internal cooling external
turning tool with microchannel structures. The cutting experiments reveal that compared
to the conventional flood cooling and external cooling turning tools, the internal cooling
technology led to lower cutting temperature, and improved the surface topography as well.

The aforementioned studies mainly focused on the cooling method design for the
external turning tools, drilling tools and milling tools, rather than on the development of the
environmentally friendly cooling structure for the internal turning tool. Thus, in this work,
an internal spray cooling turning tool structure was proposed based on the requirements
on the internal surface turning of the workpiece. The Taguchi orthogonal design method
based on CFD simulations were conducted to optimize the cooling structure parameters
of internal spray cooling turning tool, and the turning tool was prepared according to
the optimization results. A cutting test was carried out on the inner cylinder of the
QT500-7 workpiece. The influence of internal spray cooling turning tool parameters on the
cutting temperature, workpiece surface roughness and chip morphology were investigated.

2. Cooling Structure Design of the Internal Spray Cooling Turning Tool

Significantly high cutting temperature is often observed on the internal surface of the
hollow cylindrical workpiece during the turning process due to the semi-closed space and
poor material thermal conductivity, and thus deteriorates the workpiece surface quality
and tool life. Compared to the tools with a single nozzle designed on the front or flank
face, the internal cooling tools with two spray cooling nozzles can significantly improve
the cooling efficiency and tool wear performance [25].

Figure 1 shows the structure of the designed internal spray cooling turning tool. The
S25R-MCLNR12 internal turning tool was selected as the prototype with a toolholder
diameter of 25 mm. The green part shown in Figure 1 represents the flow channel of the
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coolant flowing through the tool, the main coolant flow channel is designed in the center of
the toolholder, and the cooling nozzles are designed on the rake and flank faces of the tool,
respectively. The coolant inlet is connected with the external spraying cooling equipment,
which designed at the end of the toolholder. During the turning process, the compressed
air carrying a certain amount of coolant flows into the tool via the inlet, passes through the
internal cooling channel and then sprays out from the nozzles to lubricate the tool-chip and
tool-workpiece interfaces. In addition, the dynamic pressure generated by the compressed
air are expected to contribute to the chip removal.

Figure 1. The structure schematic of internal spray cooling turning tool.

In the turning process with spray cooling, the number of nozzles, diameter of the noz-
zles, distances between nozzles and cutting zone are the key parameters that significantly
affecting the cutting temperature variation [26,27]. In Section 3, a numerical simulation
model of the internal turning was established by using the ANSYS Fluent to study the
influence of the nozzle diameter, the distance between the nozzle and tool tip on the cutting
performance. Then the parameters of the tool cooling structure were optimized by Taguchi
method based on the CFD simulations.

3. Structure Optimization of Internal Spray Cooling Turning Tool

3.1. Establishment of Simulation Model

The inner surface diameter and length of the workpiece were set as 45 mm and
200 mm, respectively; the outer diameter of the workpiece was set as 70 mm to improve
the simulation efficiency. The fluid domain was established inside the tool and workpiece
considering the flow channel of the compressed air and coolant droplets. Figure 2 shows
the geometrical model of the internal spray cooling turning tool. The small square sur-
face (L1 × L2) on the tool rake face represents the tool-chip interface, which was set as
1.0 mm × 0.5 mm in all simulations. The heat flux was set as 40 W/mm2 and was applied
on this square surface to simulate the cutting heat transfer.

Figure 2. The geometric model of numerical simulation for the internal spray cooling turning tool.

Since the volume fraction of the coolant droplets in the fluid domain is much smaller
than air, the discrete phase model (DPM) was chosen to simulate the flow behaviour of
the coolant droplets. Considering the evaporation and boiling of the droplets after being
sprayed into the cutting zone, the species transport model is essential to be activated.
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Because of the entrainment occurring during the spraying and the disturbance due to
the high-speed fluid impingement on the irregular surfaces of tool and workpiece, the
realizable k-ε turbulence model, highlighted by its efficient prediction on the circular jet
and plane jet, was applied to simulate the turbulent flow of fluid [28]. The wall-film model
was utilized to simulate the liquid droplets colliding with the surfaces of the tools and
workpiece, thus forming thin films, splashing, boiling and vaporization.

As a green cooling method, the amount of coolant used in the spray cooling process is
usually within 50–500 mL/h [29]. Here, water was used as the coolant in the spray cooling,
and the flow rate of coolant was 50 mL/h. The initial temperature of the cutting was 20 ◦C
in the simulations. Table 1 lists the input parameters of the thermal-fluid-solid coupling
simulations for the internal spray cooling turning tool.

Table 1. Simulation parameters.

Variable Value Variable Value

Density of insert (kg/m3) 14,900 Heat flux on contact area (W/mm2) 40
Thermal conductivity of insert (W/m·K) 52.3 initial temperature (◦C) 20

Specific heat of insert (J/kg·K) 302 Specific heat of water (J/kg·K) 4182
Density of toolholder (kg/m3) 7850 Viscosity of water (kg/m·s) 0.001

Thermal conductivity of
toolholder (W/m·K) 16.3 Density of water (kg/m3) 998.2

Specific heat of toolholder (J/kg·K) 502 Thermal conductivity of water
(W/m·K) 0.6

Tool-chip contact area (L1 mm × L2 mm) 1 × 0.5 Inlet pressure of spray cooling (MPa) 0.3

To improve the simulation efficiency and ensuring the accuracy simultaneously, the
grids were meshed densely near the cutting tip and flow channel wall, while were meshed
coarsely in other regions. A mesh independence study was carried out based on varying
meshed grid sizes of different parts in each design scheme of the Taguchi method. Mean-
while, the CFD simulation was conducted with varying mesh grid sizes. Figure 3 shows
that the effect of the grid number on the cutting temperature is insignificant within the
range of 2.56–3.2 million. Figure 4 shows the meshed simulation model of the fluid-solid
coupling heat transfer during the internal turning with internal spray cooling.

Figure 3. Mesh independence calculating result.
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Figure 4. The mesh of simulation model of fluid-solid coupling heat transfer.

3.2. Optimization of Tool Cooling Structure Parameters

The Taguchi orthogonal design method based on the CFD simulations was used
to optimize the parameters of the tool cooling structure. Figure 5 shows the structure
parameters that to be optimized. The lower nozzle-tip distance (LND) was 8.5 mm in this
design. The upper nozzle-tool tip distance (UND), the upper nozzle diameter (UD) and
the lower nozzle diameter (LD) were the variables that to be optimized. Note that the
influence of the distance from the lower nozzle to tool tip on the cutting temperature was
not considered due to the space limitation of the toolholder lower end.

Figure 5. Geometric parameters to be optimized of spray cooling structures.

Considering the influence of the cooling structure layout on the tool rigidity and
machinability, each design parameter had three levels as listed in Table 2. The maximum
temperature of the tool-chip interface was taken as the output value of the Taguchi test.

Table 2. List of the geometric design parameters and their levels.

Parameters
Levels

1 2 3

A UND (mm) 18.5 21.5 24.5
B UD (mm) 1 2 3
C LD (mm) 1 1.5 2

3.3. Simulation Results Analysis

For each design scheme in the orthogonal table L9(34), the maximum temperature of
the tool was obtained through the simulations, and the range analysis of the orthogonal
test was carried out as shown in Table 3. Therein, the range value of the effects of the upper
nozzle diameter, upper nozzle-tool tip distance and lower nozzle diameter on the maximum
temperature are 1.61 ◦C, 1.73 ◦C and 5.17 ◦C, respectively, indicating that compared to the
upper nozzle diameter and upper nozzle-tool tip distance, the lower nozzle diameter has
greater influence on the cooling performance of the internal spray cooling turning tool.
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Table 3. Simulation results and range analysis of L9(34) orthogonal test.

No.
Upper Nozzle–Tool

Tip Distance (A)
/mm

Upper Nozzle
Diameter (B)

/mm

Lower Nozzle
Diameter (C)

/mm
Maximum Temperature/◦C

1 18.5 1 1 536.19
2 18.5 2 1.5 529.99
3 18.5 3 2 531.47
4 21.5 1 1.5 529.14
5 21.5 2 2 535.29
6 21.5 3 1 534.47
7 24.5 1 2 536.58
8 24.5 2 1 535.12
9 24.5 3 1.5 531.14

K1 532.55 533.97 535.26 Ki is the average value of
maximum temperature at

each factor level; R is
the value of range

K2 532.96 533.47 530.09
K3 534.28 532.36 534.44
R 1.73 1.61 5.17

Figure 6 shows the effect of each parameter on the mean of the maximum temperature.
The maximum temperature of the tool-chip contact area increases with the increasing UND
(A) from 532.55 ◦C to 534.28 ◦C, because the increasing distance between the upper nozzle
and tool tip results in the decrease in the coolant delivery to the tip, and thus increases the
coolant evaporation efficiency. Therefore, less air and liquid droplets flows into the cutting
area, resulting in less convective heat transfer. The temperature of the tool-chip contact
area decreases with the increasing UD (B) from 533.97 ◦C to 532.36 ◦C. Larger upper nozzle
diameter leads to larger flow rate of coolant droplets when the spray pressure is constant,
thus more droplets flow into the cutting zone and more heat is transferred. With increasing
LD (C), the maximum temperature decreases to 530.09 ◦C till 1.5 mm and obtains the best
cooling performance. Then it increases to 534.44 ◦C at 2.0 mm. This is mainly because the
lower nozzle diameter affects the amount of the droplets ejected from both the lower and
upper nozzles.

Figure 6. The diagram of main effects of the three variables on maximum temperature. (a) Influence
of UND to maximum temperature, (b) Influence of UD to maximum temperature, (c) Influence of LD
to maximum temperature.

According to the range analysis results, the optimal combination of the structure
parameters is A1, B3, and C2, namely the UND (A) is 18.5 mm, the UD (B) is 3 mm, and the
LD (C) is 1.5 mm. The numerical study was conducted for the optimized internal spray
cooling turning tool under the same boundary condition. Figure 7a shows the temperature
distributions of the tool with the optimal structure parameters combination. The maximum
temperature is 528.48 ◦C at the tool tip, which is lower than the minimum temperature
listed in Table 1. This demonstrates that the cooling performance of the tool with optimized
structure parameters combination was improved. Figure 7b illustrates the fluid pathline of
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the internal spray cooling process. The compressed air is sent through the inner channel
of the tool and then is sprayed out rapidly from the upper and lower nozzles. The air is
sprayed on the tool tip and then diffused rapidly.

Figure 7. Temperature contour and fluid pathline of the optimized tool. (a) Temperature contour of
the optimized tool; (b) Fuid pathline of the internal spray cooling process.

3.4. Influence of Inlet Pressure on Cooling Performance

Inlet pressure is an important parameter that directly affecting the spray cooling
performance [22]. The maximum spray pressure provided by the spray cooling equipment
was 0.6 MPa, thus the spray pressure was selected as 0.05 MPa, 0.1 MPa, 0.2 MPa, 0.3 MPa,
0.4 MPa, 0.5 MPa and 0.6 MPa to investigate the influence of the spray pressure on the
cutting temperature of the optimized tool.

Figure 8 shows the coolant droplets velocity under different inlet pressures ranging
from 0.1 MPa to 0.6 MPa. Overall, with increasing tool inlet pressure from 0.1 MPa to
0.6 MPa, the droplet velocity increases from 367.7 m/s to 861.6 m/s, and the droplet
distribution range changes from the local area near the tip to the entire internal surface of
the workpiece, which results in more rapid heat transfer.

Figure 8. Cont.
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Figure 8. Droplets velocity under different inlet pressures, (a) 0.1 MPa, (b) 0.2 MPa, (c) 0.3 MPa,
(d) 0.4 MPa, (e) 0.5 MPa, (f) 0.6 MPa.

Figure 9 shows the influence of tool inlet pressure on the maximum temperature of the
tool-chip interface. The maximum temperature first decreases rapidly but then mildly with
the increase in spray pressure. This indicates that the spray cooling effectively decreases the
cutting temperature even with low inlet pressure such as 0.05 MPa. The high-speed airflow
under the spray condition can rapidly facilitate the convective heat transfer, so when the
tool inlet pressure is in the low region (<0.1 MPa), the cutting temperature decreasing trend
is more significant. Therein, the temperature at 0.05 MPa is approximately 60 ◦C lower than
that of the dry condition. When the inlet pressure is larger than 0.3 MPa, the temperature
decreasing tends to be insignificant, which is mainly due to the gradual saturation of the
convective heat transfer.

Figure 9. Maximum temperatures of tool under different inlet pressures.

4. Tool Preparation and Cutting Experiments

4.1. Tool Manufacturing

The S25R-MCLNR12 internal turning tool was used as the prototype tool. According
to the optimization results, both the internal flow channels of toolholder and the nozzle
were manufactured. Figure 10 shows the manufactured internal spray cooling turning tool.
The main cutting-edge angle of the tool is 95◦, the rake angle is −6◦, and the relief angle is
5◦. The TiAlN coated VP15TF cemented carbide insert produced by MITSUBISHI (Tokyo,
Japan) was adopted. Small holes with a diameter of 0.6 mm were drilled by the electrical
discharge machining near the tip of insert for installing thermocouples to measure the
cutting temperature.
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Figure 10. The manufactured internal spray cooling turning tool and thermocouple position. (a) the
internal spray cooling turning tool, (b) diagram of distance between thermocouple and main and
minor cutting edges, (c) diagram of the distance between the thermocouple and the rake face.

4.2. Experimental Conditions and Settings

Figure 11 shows the internal turning experimental platform, which includes the lathe,
spray cooling system, internal spray cooling turning tool and data measuring system.
The experiments were conducted on HuaZhong CNC machine tool CK6136B (HOTON,
Shandong, China), the maximum rotation diameter of the machine tool is 360 mm, and the
maximum spindle speed is 6000 rpm. The workpiece is a hollow cylinder with inner and
outer diameters of 45 mm and 100 mm, and its length is 200 mm. The workpiece is made of
QT500-7 with a hardness of 170–230 HBS, and the strength is approximately 500 MPa. The
coolant used for internal spray cooling is a mixture of water and oil with a volume ratio of
30:1. A K-type thermocouple was embedded into the small hole of the insert to measure
the cutting temperature, and the thermocouple was connected with the JK808 temperature
tester (Jinko Electronic Technology Co. Ltd., Changzhou, China), which was linked to
the computer for collecting the real-time temperature data. The TR200 handheld surface
roughness measuring instrument (JiTai Tech Detection Device Co., Ltd., Beijing, China)
was used to capture the roughness of internal surface of workpiece. After each cutting test,
the surface roughness was measured at six different locations along the circumferential
direction of internal surface of workpiece, and the average value was taken as the output
value surface roughness. Chips were also collected and the morphology were captured
by a handheld microscope. The cutting experiments were carried out under both the dry
and internal spray cooling conditions for comparison purposes, and the corresponding
operation parameters of the experiment are listed in Table 4.

Table 4. The parameters of cutting experiments.

Parameter Value

Cutting speed (m/min) 60, 80, 100, 120, 140
Feed rate (mm/r) 0.1
Depth of cut (mm) 0.5
Cooling conditions 0.1–0.6 MPa/dry cutting

Coolant flow rate (mL/h) 50
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Figure 11. Internal turning experimental platform.

4.3. Results and Discussion
4.3.1. Cutting Temperature

The cutting temperature were measured by the thermocouple inserted in the thermo-
couple node in the insert as shown in Figure 10b,c. The experimental and CFD temperatures
are shown in Figure 12a. By adjusting the heat flux (22 W/m2 in this case) in the tool-tip
contact surface, the errors between the CFD and experimental results could be minimized
(5% in this case). In the CFD simulation, the effect of the chip on the cutting temperature
was not considered, thus when the inlet pressure is smaller than 0.2 MPa (leading to lower
air pressure), the experimental temperature is larger due to the poor chip removal abil-
ity. When the spray pressure is below 0.1 MPa, the measured temperature is 7.8 ◦C and
15.0 ◦C higher than that of the simulation in 0.1 MPa and dry cutting; when the pray
pressure is larger than 0.2 MPa, the CFD temperature can be larger than the measure
temperature due to the chip removal. Overall, the effects of the inlet pressure on the CFD
and measured cutting temperatures are similar.

Figure 12. Effect of cooling conditions on cutting temperature. (a) cutting temperature under different
spray pressure, (b) the influence of cutting speed on cutting temperature under dry cutting and
internal spray cooling.

Figure 12b shows the cutting temperatures of the dry cutting and internal spray
cooling at different cutting speeds. The experimental temperature gradually increases
as the cutting speed increases. When the cutting speed are 60 m/min, 100 m/min and
140 m/min, the measured temperature of the internal spray cooling are 53.3 ◦C, 56.1 ◦C
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and 58.7◦C, respectively, which are significantly lower than that of the dry cutting (89.9 ◦C,
98.7 ◦C and 100.9 ◦C). The cutting temperature under the internal spray cooling condition
can be reduced by 41–44% compared to dry cutting with the cutting speed ranging from
60 m/min to 150 m/min.

4.3.2. Surface Roughness

Figure 13a shows the effect of the inlet pressure on the surface roughness of the
workpiece internal surface at a cutting speed of 100 m/min. With the increase in the inlet
pressure, the surface roughness of the workpiece decreases from 2.92 μm in dry cutting
to 2.63 μm with a tool inlet pressure of 0.6 MPa. When the tool inlet pressure is lower
than 0.2 MPa, the surface roughness decreases insignificantly with the increase in inlet
pressure. This is mainly due to the low airflow velocity when the inlet pressure is small,
which leads to the insignificant cooling and lubricating effect, and deteriorates the surface
quality. However, the velocity of the air and coolant droplets increase when the tool inlet
pressure is higher than 0.2 MPa, which improves the permeability of the coolant droplets
and the chip removal, thereby enhancing the lubrication effect and convective heat transfer,
and the surface quality as well.

Figure 13. Effect of cooling conditions on machined surface roughness of workpiece. (a) Surface
roughness of workpiece under different spray pressure at a cutting speed of 100 m/min, (b) The
spray cooling and dry cutting roughness at different cutting speeds.

Figure 13b shows the effect of the cutting speed on the surface roughness of the
workpiece internal surface. The surface roughness decreases with the increase in cutting
speed ranging from 60 m/min to 140 m/min. Higher cutting speed leads to higher the
cutting temperature, which subsequently softens the material and reduces the cutting force
and vibration. Compared to the dry cutting, the internal spray cooling method could
reduce the surface roughness of the workpiece by 0.1–0.25 μm.

4.3.3. Chip Morphology

Figure 14 shows the chip morphology under different cutting conditions. Overall,
the chips produced under various cutting conditions can be characterised by the spiral
feature. It can be seen from Figure 14a,c,g that the chip size and curling degree decreases
with the increase in the cutting speed [30]. The chip length and curling degree are smaller
under the spray cooling condition than that of the dry condition. Figure 14d–f shows the
chips morphology under different tool inlet pressures at a cutting speed of 100 m/min.
The chip length decreases gradually with the increase in tool inlet spray pressure due to
the increasing fluid dynamic pressure applied on the chips, which made the chips more
likely to be broken. For the internal turning, the small chips are beneficial to be removed by
high-speed airflow to avoid chip blockage during turning.
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Figure 14. Chip morphology under different cutting conditions. (a) Vc = 60 m/min-Dry,
(b) Vc = 60 m/min−0.3 MPa, (c) Vc = 100 m/min-Dry, (d) Vc = 100 m/min−0.1 MPa,
(e) Vc = 100 m/min−0.3 MPa, (f) Vc = 100 m/min−0.6 MPa, (g) Vc = 140 m/min-Dry,
(h) Vc = 140 m/min−0.3 MPa.

5. Conclusions

In order to improve the cooling efficiency of internal turning processes and achieve
green cutting, an internal spray cooling turning tool was developed. The fluid-solid thermal
coupling simulation model was established to simulate heat transfer during internal turning
with internal spray cooling. The parameters of the cooling tool structure were optimized.
The cutting experiments were conducted to investigate the cooling performance of the
optimized internal spray cooling turning tool. The main conclusions can be drawn as
follows:

• The structure parameters with the best cooling performance were determined, namely
the diameter of upper nozzle is 3 mm, the diameter of lower nozzle is 1.5 mm, and the
distance between upper nozzle and tool tip is 18.5 mm.

• With the increase in spray pressure, the velocity of air and droplets, and the convective
heat transfer increase. The temperature decreases rapidly yet then mildly with the
increasing inlet pressure due to the gradual saturation of the convective heat transfer.
The internal turning experiments demonstrate that compared to the dry cutting, the
cutting temperature with the internal spray cooling can be reduced by 41–44% with
the inlet pressure of 0.3 MPa.

• The workpiece surface quality can be significantly improved under the spray cooling
condition with larger tool inlet pressure. The internal spray cooling method can reduce
the surface roughness of the workpiece by 0.1μm–0.25 μm compared to that of the dry
cutting condition. Particularly, the roughness of the inner surface of the workpiece
can be reduced by 9.93% with the tool inlet pressure of 0.6 MPa.

• The increasing tool inlet pressure and cutting speed can efficiently decrease the chip
length, and furthermore facilitate the chip removal to improve the cutting performance.
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Abstract: To fully utilize the fault information and improve the diagnosis accuracy of rolling bearings,
a multisensor feature fusion method is proposed. The method contains two steps. First, the intrinsic
mode function (IMF) of each sensor vibration signal is calculated by variational mode decomposition
(VMD), and the redundant information such as noise is eliminated. Then, the time-domain, frequency-
domain and multiscale entropy features are extracted based on the preferred IMF and fused into
one multidomain feature dataset. In the second step, the deep autoencoder network (DAEN) is
constructed and the multisensor fusion features of the first step are used as input of the DAEN, and
the multisensor fusion features are further extracted and classified. The experimental results show
that the proposed model has a higher classification accuracy compared with the existing methods.

Keywords: fault diagnosis; autoencoder network; multisensor; feature fusion; rolling bearing

1. Introduction

As a critical component of rotating machine, rolling bearings have the advantages
of high efficiency, low friction resistance and convenient assembly. Furthermore, their
performance directly affects the operation of all the equipment. Therefore, knowing how to
fully exploit the fault features from the complex vibration signals and carry out pattern
recognition is of great significance [1,2].

The mainstream methods of fault diagnosis only focus on the application of a single
sensor [3–5]. The commonly used sensor is the vibration acceleration sensor, which can
measure the relationship between the vibration amplitude and time. However, more and
more studies have shown that, for a complex mechanical system, the fault information con-
tained in a single sensor is limited, and accurate condition monitoring and fault diagnosis
cannot be performed [6–8]. The application of multiple sensor technologies in fault diag-
nosis makes it possible to study fault diagnosis based on multiple sensors. Wang et al. [9]
proposed a mixture of Gaussians and variational auto-encoders (Mix-VAEs) fault diagno-
sis method, which can fully utilize the redundancy and complementarity of multisensor
information. Chen et al. [10] proposed an stack auto-encoder and deep belief network
(SAE-DBN) based multisensor fusion method, and verified the effectiveness through a
bearing fault experiment. Shi et al. [11] proposed a two-stage multisensor fusion method to
achieve accurate diagnosis of hydraulic directional valve faults. The above studies show
that compared with a single sensor, multisensor information fusion technology can further
improve the accuracy and reliability of diagnosis.

Multisensor information fusion technology includes data-level fusion, feature-level
fusion and decision-level fusion, which have their own advantages and limitations [12–14].
The advantage of data-level fusion is that the raw signals of multiple sensors can be
directly fused. Unfortunately, the raw data usually contains a lot of redundant information,
and the data-level fusion method cannot take full advantage of the complementarity

Coatings 2022, 12, 866. https://doi.org/10.3390/coatings12060866 https://www.mdpi.com/journal/coatings75



Coatings 2022, 12, 866

between the information of multiple sensors. Furthermore, the interpretability of the data
is poor. Jing et al. [15] directly fused data from multisensors to construct a deep network
for planetary gearbox fault diagnosis. Huang et al. [16] proposed a multisensor data fusion
method to solve the problem of multisource remote sensing data fusion.

In order to make up for the deficiencies of data-level fusion methods and eliminate
redundant information from multiple sensors, data-level fusion methods can be combined
with feature extraction methods. First, the data from each sensor is transformed into
a high-dimensional feature representation, and then, fusion is performed at the feature
level, and this fusion method is called feature-level fusion [17,18]. Li et al. [19] proposed a
fault diagnosis method based on a feature fusion covariance matrix and Riemann kernel
ridge regression. Wang et al. [20] proposed a multisource sensor feature fusion method
based on a convolutional neural network for mechanical fault diagnosis. Jiang et al. [21]
extracted various entropy values of vibration signals using information entropy theory,
and established a feature-level fusion model to classify faults. One of the advantages of
feature fusion is that it can flexibly choose where to fuse, but it cannot eliminate the effect
of high correlations between different sensor features.

In decision-level fusion, the basic learning model is first trained with different sensor
signals, and then the output results of multiple models are fused through decision strate-
gies. The errors of fusion models come from different basic learning models, which are
often ir-relevant and do not affect each other, and will not cause further accumulation of
errors. Therefore, the decision-level fusion method is favored. Common decision fusion
methods [22,23] include the voting method and D-S evidence theory. Li et al. [24] pro-
posed an enhanced weighted voting combination strategy with specific category threshold
to realize multisensor decision fusion. Basir et al. [25] constructed a multisensor-based
model according to D-S evidence theory to solve the problem of engine fault diagnosis.
Zhao et al. [26] proposed a new distributed distance measurement method to measure the
conflict between evidence based on an improved evidence theory algorithm. The decision-
level fusion method is very sensitive to the selection of voting fusion rules, which directly
determines the fusion result.

For the fault diagnosis of multisensor fusion, a unified and effective fusion model
and algorithm has not yet been established, and various proposed models are still in the
exploratory stage. From the above discussion, it can be seen that feature-level fusion is
more flexible and convenient, not only to select information that can characterize fault
features, but also to fuse at multiple locations. Furthermore, deep learning has the ability
to learn features directly from raw signals, which largely overcomes the loss of effective
information in feature-level fusion. Therefore, this paper proposes a multisensor feature
fusion method combined with feature-level fusion and the deep learning method, and
applies them to the fault diagnosis of rolling bearings under different working conditions.
The proposed feature fusion method provides a more effective means for the deep mining
of fault signals. The main contributions of this paper are as follows:

(1) A multisensor signals-based feature fusion method is proposed for one-dimensional
vibration signals.

(2) The vibration signal of each sensor is preprocessed with VMD, and the time domain,
frequency domain and multiscale entropy features of the signal are extracted and
fused into one multidomain feature dataset.

(3) To promote further fusion of features, a novel deep autoencoder network is proposed
for feature extraction and classification.

The rest of the paper is organized as follows. Section 2 reviews the AE. In Section 3, the
proposed model is described in detail. Section 4 gives a detailed analysis and discussion of
the experimental diagnosis results of rolling bearings. Section 5 presents the conclusions
and possible future research directions.
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2. Theoretical Basis

Autoencoder

Autoencoders (AE) can minimize the reconstruction error of input and output and
are unsupervised neural networks. The structure of AE is shown in Figure 1. It consists of
an input layer, a hidden layer and an output layer. The input layer and the hidden layer
constitute the encoder, and the hidden layer and the output layer constitute the decoder.
The encoder converts the high-dimensional input data into a low-dimensional feature
representation, and the decoder converts the feature representation into a reconstructed
form of the input data.

Figure 1. Structure of AE.

The encoder maps raw input signal X to the hidden layer feature H. The process is as
follows:

H = r f (WX + b) (1)

The decoder reconstructs the hidden layer feature H to obtain the output vector X̂.
The process is as follows:

X̂ = rg(W
′X + b′) (2)

where W and W′ are the weight matrix, b and b′ are the bias matrix r f and rg are the
activation function.

The reconstruction error of AE is:

L(X, X̂) =
1
2
‖X − X̂‖2 (3)

where ‖•‖ represents the norm.
Therefore, the total loss function for S sample is:

J(W, b) =
1
S

S

∑
n=1

L(X, X̂) (4)

3. Proposed Method

In this section, a feature fusion model based on multisensor signals is proposed and
applied to rolling bearing fault diagnosis.

3.1. Fusion Model Architecture for Multisensor Signals

The proposed method consists of two steps. The first step is multisensor feature
fusion, where the IMF of each sensor vibration signal is calculated by VMD [27]. Then,
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time-domain, frequency-domain and multiscale entropy features are extracted based on
the preferred IMF and fused into a multidomain feature dataset. In the second step, the
DAEN is constructed and the multisensor fusion features of the first step are used as inputs
of the DAEN. Then, the multisensor fusion features are further extracted and classified.

3.2. Implementation Process
3.2.1. Multisensor Feature Fusion

The proposed feature fusion method is as follows:

(1) The vibration signal X1
l×1, X2

l×1, · · · , Xl×1
n is collected from n sensors of different

directions, where l is the sample length.
(2) Take the data length i as a sample and divide X1

l×1, X2
l×1, · · · , Xl×1

n into X1
m×i,

X2
m×i, · · · , Xn

m×i, where m is the number of samples.
(3) Using the VMD to decompose X1

m×i, X2
m×i, · · · , Xn

m×i, a number of IMF components
of each sensor are obtained, and base on the decomposition results, the first few compo-
nents already contain the main information of the raw signal [28], so in this paper, we
take the modal number k = 3 and decompose it to obtain X1

m×3×1024, X2
m×3×1024, · · · ,

Xn
m×3×1024.

(4) Feature extraction is performed for IMF components, and 12 time-domain features and
five frequency-domain features [29] are extracted for each IMF component. To further
reflect the degree of self-similarity and complexity of vibration signals under different
scale factors of the same time series, five multiscale entropy values are extracted for
each IMF component, denoted as X1

m×3×22, X2
m×3×22, · · · , Xn

m×3×22.
(5) The raw feature multidomain set is formed by fusing the proposed features, denoted

as X1
m×66, X2

m×66, · · · , Xn
m×66, and further fusing the raw feature multidomain set of

sensors in each direction to obtain X̃ =
[
X1

m×66, X2
m×66, · · · , Xn

m×66

]
, X̃ ∈ Rm×66×n.

3.2.2. Deep Feature Learning and Classification

To enhance the performance of multisensor feature fusion, the DAEN model is pro-
posed for deep feature learning and classification in this section. The proposed DAEN
model is a multilayer neural network, which is composed of multiple stacked AE and a
Softmax classification layer. The structure of DAEN is shown in Figure 2.

Figure 2. Structure of the proposed DAEN.

DAEN uses the Sigmoid activation function for nonlinear mapping [30]. The Sigmoid
activation function is defined as follows:

Sigmoid(x) =
1

1 + e−x (5)
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The output of DAEN hidden layer is:

hi =
1

1 + e
−(

N
∑

j=1
wijxj+bj)

(6)

where wij is the connection weight between node i at layer L and node j at layer L + 1, and
bj is the bias of the hidden layer node j.

The most commonly used loss function of AE is the mean square error [31], which is
defined as:

L(x, x̂) =
S

∑
i=1

(x − x̂)2 (7)

Then the loss function of the proposed DAEN model can be expressed as:

J(w, b) =
S

∑
i=1

(
xi − x̂i

)2
+ rR(w, b) (8)

where the first term is the mean square error loss, the second term is the penalty term and r
is the sparse penalty factor.

The training process of DAEN consists of unsupervised training and fine-tuning. The
process is as follows:

(1) The first stage fused feature X̃ is used as the input of the DAEN;
(2) Forward propagation. The hidden layer features of the first AE h1 is used as the input

of the second AE for unsupervised training until all hidden layers are trained;
(3) The backpropagation (BP) algorithm [32] is used for supervised fine-tuning to further

optimize all the weights and biases;
(4) The last hidden layer feature, hn, of the DAEN is fed into the Softmax classifier;
(5) The classification result is obtained.

3.3. Rolling Bearing Fault Diagnosis Process Based on the Proposed Method

Based on the proposed method, the process of the rolling bearing fault diagnosis
method is as follows:

(1) Acquisition of rolling bearing vibration data from multiple sensors;
(2) The vibration signal of each sensor is preprocessed with VMD, and the 22 features of

the signal are extracted based on the preferred IMF;
(3) The extracted feature is fused into multidomain feature dataset;
(4) The multidomain feature dataset is divided into either a training dataset or a testing

dataset, according to the set ratio;
(5) The DAEN model is constructed. The parameters of the DAEN model are initialized,

the training dataset is taken as the input to the model and the model loss function is
minimized;

(6) The test dataset is fed into the trained DAEN model to obtain the test accuracy.

4. Experiment

4.1. Rolling Bearing Test Bench

To verify the superiority of the proposed method, the experimental data are obtained
from the self-made rolling bearing fault test bench belonging to Anhui University of
Technology, as shown in Figure 3. The experimental bearing is 6206-2RS1 SKF. Different
depth faults are manufactured on the inner ring, outer ring and rolling ball for the rolling
bearing by electric sparkline cutting technology. Figure 4 presents four different health
states for rolling bearing.
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Figure 3. Schematic diagram of rolling bearing test rig.

Figure 4. Different health states of rolling bearings.

4.2. Rolling Bearing Multisensor Signals

The sampling frequency is set to 8192 Hz. When the load is 5 KN and the motor
speed is 300 r/min, the signals of the rolling bearings in different health states are collected.
Figure 5 shows the time-domain vibration signals of rolling bearings from three different
directional sensors. The signals collected from each directional sensor contain six health
states, including two types of inner ring faults with the fault depth of 0.3 and 0.4 mm, two
types of outer ring faults with the fault depth of 0.2 and 0.3 mm, and one type of rolling
bearing normal state.

Figure 5. Time-domain vibration signals of rolling bearing from three different sensors.
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4.3. Dataset Construction

Under the same fault type, 1024 data points are taken as one sample, and 100 samples
are taken for each fault type randomly, which comes to 600 samples in total in this experi-
ment. Three IMF components were obtained by decomposing each sample with VMD, and
17 time-domain and frequency-domain features were extracted for each IMF component,
as well as five multiscale entropy values. After feature extraction, a sample of 1024 data
points is changed into a sample of 66 data points as the input of the proposed model and
the comparison model. 90% of them are randomly divided into the training set and 10%
into the testing set, as shown in Table 1. That is, each category obtained a training sample
of faults with a data dimension of 90 × 66 and a test sample of 10 × 66. After fusion at
the one-dimensional feature level, each type of fault of the multisensor signal obtained a
training sample of 90 × 198 and a test sample of 10 × 198.

Table 1. Bearing dataset information.

Fault Type
Fault

Depth/mm
Size of Training

Dataset
Size of Testing

Dataset
Label

Inner race fault 1 0.3 90 10 1
Inner race fault 2 0.4 90 10 2
Outer race fault 1 0.2 90 10 3
Outer race fault 2 0.3 90 10 4
Rolling ball fault 0.2 90 10 5

Normal 0 90 10 6

4.4. Comparative Experiments and Analysis of Results
4.4.1. The Feasibility and Effectiveness of Multisensor Collaborative Diagnosis

In order to prove the feasibility and effectiveness of multisensor collaborative diag-
nosis, the vibration signals in three directions of sensor and multisensor fusion signals
are input into DAEN for comparison according to the dataset construction method in
Section 4.3. Through many experiments, the structure of DAEN based on a single sensor
signal is set as [66 50 30 10 6], and the structure of DAEN based on multisensor signals is
set as [198 50 30 10 6], i.e., one input layer, three hidden layers and one output layer [30].
The initial learning rate of DAEN is 0.01, the maximum number of iterations is 100, the
sparse parameter r is 0.01 and the sparse penalty coefficient is 0.13. In order to eliminate the
influence of random errors, 10 experiments were conducted for each method, and the mean
and standard deviation of the 10 experimental results were used as the evaluation index of
the method. A total of 10 experimental results were compared, as shown in Figure 6, and
the mean accuracy and standard deviation of the 10 experiments are shown in Table 2.

As can be seen from Table 2, compared with single sensor 1~sensor 3, the diagnosis
accuracy based on multisensor fusion is improved by 4.43%, 10.10% and 6.27%, respectively.
The above results show that the diagnosis effect based on multisensor fusion signal is sig-
nificantly better than that of the single sensor fusion signal, which proves that multisensor
signal co-operative diagnosis is feasible and effective. At the same time, we can see from
Table 2 that the diagnostic accuracy of different sensors is very different, indicating that the
fault information contained in different sensor signals is different. When different sensors
co-operate in a diagnosis, more accurate and reliable results can be provided.

4.4.2. Verification of the Superiority of the Proposed Method

To verify the performance of the proposed model, we compared stacked sparse au-
toencoder (SSAE), traditional machine learning method random forest (RF) and support
vector machine (SVM). For fair comparison, the network structure of SSAE is the same as
the proposed method, and the sparse parameter in SSAE is set to 0.2 and the sparse penalty
coefficient is set to 0.15. The maximum depth of RF is set to 2, which contains 200 trees.
The kernel function of SVM adopts RBF function. The penalty factor and kernel function
parameters are set to 10 and 0.01, respectively.
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Figure 6. Comparison of 10 experiment results for different sensors’ datasets.

Table 2. The diagnostic result of different sensor dataset.

Method Average Test Accuracy (%) Standard Deviation

Multisensor fusion
(The proposed method) 97.55 0.485

Senor 1 93.12 0.589

Senor 2 87.45 1.418

Senor 3 91.28 1.803

In order to eliminate the influence of random errors, 10 experiments were conducted
for each method, and the mean and standard deviation of the 10 experimental results were
used as the evaluation index of the method. 10 experimental results were compared, as
shown in Figure 7, and the mean accuracy and standard deviation of the 10 experiments
are shown in Table 3.

Figure 7. Comparison of experimental results.
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Table 3. The average accuracy and standard deviation.

Method Average Test Accuracy(%) Standard Deviation

The proposed method 97.55 0.485
SSAE 90.67 1.792

RF 85.83 1.801
SVM 84.16 2.255

As can be seen from Figure 7 and Table 3, among the four methods, as traditional
machine learning methods, the diagnostic results of RF and SVM in 10 experiments are
lower than the other two autoencoder networks. This shows that the traditional machine
learning method has a weak feature extraction ability and a low generalization ability when
dealing with complex signals, and it is difficult to obtain a good diagnosis effect. Among
the two autoencoder networks, the diagnostic accuracy of SSAE is 6.88% lower than that
of DAEN, and the standard deviation is increased by 71.26%, which indicates that SSAE
has a weaker feature extraction ability. The proposed method has the highest diagnostic
accuracy and the lowest standard deviation in 10 experiments, indicating that the proposed
method can mine fault-sensitive features effectively, make more, full use of multisensor
information and improve the diagnostic effect and stability.

Figure 8 shows the confusion matrix of the first trial of the proposed method. The
horizontal co-ordinates of the confusion matrix plot are the true labels, the vertical co-
ordinates are the predicted labels and the numbers on the diagonal lines indicate the
classification accuracy of the proposed method for each type of sample. From Figure 8, it
can be seen that the proposed method can identify 100% of the five conditions of inner ring
fault 2, outer ring fault 1, outer ring fault 2, rolling ball failure and normal condition for the
rolling bearing dataset of six health conditions. The only misclassification occurred in the
inner ring fault 1 sample.

Figure 8. Confusion matrix of the first trial of the proposed method.

The t-distribution neighborhood embedding (t-SNE) algorithm [33] is adopted for fea-
ture visualization. T-SNE method is used to draw scatter plots of the raw data, respectively.
The output of the features from the Softmax layer of the proposed method is shown in
Figure 9. From Figure 9, it can be seen that the raw time-domain signal contains too much
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redundant information, and the features of all categories are difficult to distinguish. In
contrast, the features extracted by the proposed method in the Softmax layer are easier to
distinguish and show a better classification effect, i.e., the same fault features are clustered
according to the same center and different fault features are distinguished, which proves
the better performance of the proposed method.

Figure 9. Feature visualization. (a) Feature visualization of raw signal; (b) Feature visualization of
Softmax layer.

5. Conclusions

In order to improve the fault diagnosis accuracy of rolling bearings, a novel multisensor
feature fusion method is proposed in this paper. VMD is used to decompose multiple
sensor signals, which reduces the redundant information contained in the raw signals.
The multidomain features of each single sensor are fused at the feature-level, and the
complementary information among multiple sensors is effectively utilized. The depth
features of multisensor are further learned and fused with the constructed DAEN. The
diagnosis effect of the proposed method is better than that of a single sensor, showing
better robustness and providing a more effective means for fault signal deep mining and
multisensor information fusion.
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Abstract: The variational mode decomposition mode (VMD) has a reliable mathematical derivation
and can decompose signals adaptively. At present, it has been widely used in mechanical fault
diagnosis, financial analysis and prediction, geological signal analysis, and other fields. However,
VMD has the problems of insufficient decomposition and modal aliasing due to the unclear selection
method of modal component k and penalty factor α. Therefore, it is difficult to ensure the accuracy
of fault feature extraction and fault diagnosis. To effectively extract fault feature information from
bearing vibration signals, a fault feature extraction method based on VMD optimized with infor-
mation entropy, and robust independent component analysis (RobustICA) was proposed. Firstly,
the modal component k and penalty factor α in VMD were optimized by the principle of minimum
information entropy to improve the effect of signal decomposition. Secondly, the optimal parameters
weresubstituted into VMD, and several intrinsic mode functions (IMFs) wereobtained by signal
decomposition. Secondly, the kurtosis and cross-correlation coefficient criteria were comprehensively
used to evaluate the advantages and disadvantages of each IMF.And then, the optimal IMFs were
selected to construct the observation signal channel to realize the signal-to-noise separation based
on RobustICA. Finally, the envelope demodulation analysis of the denoised signal was carried out
to extract the fault characteristic frequency. Through the analysis of bearing simulation signal and
actual data, it shows that this method can extract the weak characteristics of rolling bearing fault
signal and realize the accurate identification of fault. Meanwhile, in the bearing simulation signal
experiment, the results of kurtosis value, cross-correlation coefficient, root mean square error, and
mean absolute error are 6.162, 0.681, 0.740, and 0.583, respectively. Compared with other traditional
methods, better index evaluation value is obtained.

Keywords: variational mode decomposition (VMD); information entropy; robust independent com-
ponent analysis (RobustICA); fault feature extraction; rolling bearing

1. Introduction

Rolling bearing is one of the widely used parts in rotating machinery and equipment
in the manufacturing system. It widely exists in the power end, transmission end, and
execution end. Due to its complex working environment, it is very prone to failure. Ac-
cording to relevant statistics, about 30% of failures in rotating machinery are related to
rolling bearings. Therefore, the research on fault diagnosis of rolling bearing is of great
significance to ensure the production safety of relevant enterprises. However, in the actual
operation process, due to the influence of external noise, receiving distance, and sensor
working environment, the fault characteristics of this component are submerged in the
interference of intensebackground noise, which has a significantimpact on fault diagnosis.
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At present, the bearing fault diagnosis method based on signal processing has ex-
perienced three processes: time–domain analysis, frequency domain analysis, and time–
frequency domain analysis. Because the fault signal of rolling bearing is non-stationary
and nonlinear, the time–frequency domain analysis method is relatively suitable for pro-
cessing this signal. Since the development of the time–frequency analysis method, the
algorithms often used by relevant experts and scholars include Short-time Fourier trans-
form (STFT) [1,2], S-transform [3], Wigner Ville distribution (WVD) [4], wavelet transform
(WT) [5,6], etc., singular spectrum decomposition (SSD) [7], spectral kurtosis (SK) [8], mor-
phological filtering (MF) [9], and singular spectrum analysis (SSA) [10], etc. However, these
methods havetheir ownlimitations. For example, the window function of STFT is fixed,
which is not conducive to the analysis of non-stationary bearing fault signals. The standard
deviation of the S-transform in the Gaussian window function is fixed as the reciprocal of
the frequency, which makes the time–frequency aggregation of the high-frequency part of
the signal not ideal.WVD has good time–frequency aggregation, but there is cross-term
interference. Although WT has the time–frequency local analysis ability of adjustable
window, the scale of wavelet transform does not have a good corresponding relationship
with the frequency of signal. In SK algorithm, how to set the parameters of passband center
frequency and resonance bandwidth will affect its application effect. In MF algorithm,
it is difficult to effectively select the type and size of the structuring element. In SSA
algorithm, the embedding dimension and time delay of phase space reconstruction cannot
be set automatically. After continuous development, relevant scholars have proposed many
adaptive signal processing methods based on previous research results and applied them to
the fault feature extraction of rolling bearing. For example, empirical mode decomposition
(EMD) [11], ensemble empirical mode decomposition (EEMD) [12], local mean decomposi-
tion (LMD) [13], etc., Jiang et al. [14] proposed a fault feature extraction method combining
EMD and 1.5-dimensional spectrum. In this method, the signal components decomposed
by EMD are screened and reconstructed Then the reconstructed Hilbert envelope signal
is analyzed by a 1.5-dimensional spectrum to obtain the characteristic fault frequency of
bearing. The effectiveness of the proposed method is proved by experimental analysis.
Fan et al. [15] used EMD and pesudo-Wigner-Ville distribution (PWVD) to convert rolling
bearing vibration signals with different fault degrees into contour time–frequency images,
then extracted energy distribution values as features, and constructed a fault diagnosis
model based onfuzzy c-means (FCM). Experimental results show that this method has
high recognition accuracy. Hou et al. [16] proposed a fault diagnosis method composed
of EEMD, permutation entropy (PE), and Gath Geva (GG) clustering algorithm to solve
the problem that it is difficult to identify the fault type of rolling bearing. Experimental
results show that the proposed fault diagnosis method can achieve better clustering results.
Liang et al. [17] proposed a fault diagnosis method based on long-term and short-term
memory network (LSTM) and LMD, to improve the defects of the LMD method. The
results show that the method successfully extracts the characteristic frequencies of rolling
bearing. Although the above time–frequency analysis methods have achieved certain
results, they are based on the principle of recursive decomposition, so they have not been
well solved in the aspects of modal aliasing and endpoint effect. To solve this problem,
Dragomiretskiy et al. [18] proposed a new adaptive decomposition method variational
modal decomposition. The algorithm makes the decomposition result stable through the
construction of the variational problem and is applied to the fault diagnosis of rotating
machinery. Ye et al. [19] decomposed the bearing vibration signal by the VMD method
and introduced the characteristic capability ratio criterion to screen the qualified signal
components for reconstruction. Then, the multi-dimensional features of the signal are
extracted and input into the particle swarm optimization (PSO) andsupport vector machine
(SVM) classification model for fault diagnosis. The results show that the proposed method
has higher recognition accuracy than the existing methods. Li et al. [20] proposed a fault
diagnosis method combining VMD and fractional Fourier transform (FRFT) to solve the
problem that it is difficult to extract fault features and over decomposition when applying
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the VMD method to rolling bearing fault diagnosis. By analyzing the results of simulation
experiments, the method has a good effect. Xing et al. [21] combined VMD, Tsallis entropy,
and fuzzy c-means clustering (FCM) and applied them to fault diagnosis. Through the
analysis of the measured vibration signal of rolling bearing, the results show that this
method can obtain better results than EMD and LMD methods.

The signal processed by time–frequency analysis contains a lot of noise, which has a
specificimpact on the fault feature extraction. Therefore, the signal needs further processing.
In recent years, the technology based on blind source separation has become one of the
research hotspots. This technology optimizes multiple observation signals according to
the principle of statistical independence and decomposes them into several independent
components, so as to achieve the purpose of signal enhancement. Robust independent
component analysis (RobustICA), as an algorithm with outstanding advantages in blind
source separation methods, has been widely used in signal analysis, fault diagnosis, and
other fields because of its good effect in signal-to-noise separation effect and calculation
efficiency [22–24]. Yang et al. [25] proposed a signal noise-reduction method based on the
combination of complementary ensemble empirical mode decomposition (CEEMD) and
RobustICA to reduce the noise of pipeline blockage signals. Through the processing and
analysis of simulation signals and pipeline blockage detection signals, the results verify
the effectiveness of the proposed method. Yao et al. [26] studied the noise reduction of
internal combustion engine signals by using the combination of Gammatone filter bank and
RobustICA. Experiments show that the classification effect of signal and noise obtained by
this method is good. Zhao et al. [27] combined EEMD, RobustICA, and Prony algorithms
and applied them to the identification of low-frequency oscillation signals in the power
system. Experiments show that the proposed method has a strong anti-interference ability
and can effectively suppress noise.

In this paper, a fault feature extraction method based on VMD optimized with in-
formation entropy and RobustICA is proposed. Firstly, the fault signal is decomposed
by VMD, and the number of modal components k and penalty parameters α are selected
according to the optimization principle of minimum information entropy. Then, the optimal
parameters are substituted into VMD and the signal decomposition operation is carried out.
Secondly, the signal components are filtered through the constructed signal component
screening criteria, and the observation signal channel is constructed, so as to realize the
signal-to-noise separation based on RobustICA. Finally, the denoised signal is demodulated
by Hilbert envelope, and the fault characteristic frequency is extracted.

The main contributions of this paper are summarized as follows:

(1) A method of optimizing VMD by information entropy is proposed to set initialization
parameters so that VMD can adaptively expand signal decomposition;

(2) In this study, kurtosis and cross-correlation coefficient criteria are comprehensively
used to evaluate the advantages and disadvantages of each eigenmode function, and
the optimal eigenmode function is selected to construct the observation signal channel,
which completes the separation of useful signal and noise signal; and

(3) The effectiveness and feasibility of the proposed method are verified by experimental
analysis using simulation signals and actual bearing data sets.

The structure of this paper is as follows. Section 2 introduces the basic principles of
VMD, information entropy, and the RobustICA algorithm. Section 3 introduces the specific
implementation process of the fault feature extraction method based on information entropy
optimization VMD and RobustICA. In Section 4, the stimulation signal is experimentally
studied by using the proposed method. In Section 5, the effect of the method is further
verified by the actual bearing fault signal experiment. Section 6 is the discussion and
conclusions.
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2. Basic Methods

2.1. VMD

Variational modal decomposition (VMD) is developed by University of California
scholars Dragomiretskiy et al., in 2014 [18]. Based on Wiener filtering, this method searches
for the optimal solution of the input signal within the framework of variational model. It
can adaptively update the center frequency, bandwidth, and corresponding sub signals,
and decompose the independent components of the signal from the frequency domain. As
a non-recursive signal analysis method, the core idea of the VMD method is to determine
the intrinsic mode function (IMF) by solving the variational problem. Therefore, in the
VMD algorithm, the IMF component obtained by signal decomposition is different from
that in EMD and LMD algorithms. The original signal is non recursively decomposed into
several IMF components with limited bandwidth:

μk(t) = Ak(t)cos[φk(t)] (1)

In the above formula, Ak(t) is the instantaneous amplitude of μk(t), and Ak(t) ≥ 0.
φk(t) is phase and φk(t) ≥ 0. ωk(t) is the instantaneous phase of μk(t).

ωk(t) = φk′(t) = dφk(t)
dt

(2)

In the above formula, μk(t) can be regarded as a harmonic signal, its amplitude is
Ak(t) and its frequency is ωk(t).

It is assumed that each mode has a limited bandwidth with central frequency, and
the central frequency and bandwidth will be updated continuously in the decomposition
process. Then the variational problem can be expressed as finding r modal functions μk(t)
and minimizing the estimated bandwidth forthe sum of all modal functions. The sum of
modes is the input signal.VMD algorithm can obtain k discrete modes μk(t) (r ∈ 1, 2, · · · , R)
by decomposing signal X(t). Then, the frequency bandwidth of each modal signal is
estimated in the following manner.

(1) Hilbert transform is extended to the modal function, and the marginal spectrum
is obtained. (

δ(t) +
j

πt

)
∗ μk(t) (3)

(2) Each estimated center band is modulated to the corresponding fundamental band.[
(δ(t) +

j
πt

) ∗ μk(t)
]

e−jωkt (4)

(3) The square L2 norm of the demodulated signal gradient is obtained.∥∥∥∥dt[(δ(t) +
j

πt
) ∗ μk(t)]e−jωkt

∥∥∥∥2

2
(5)

By constructing the VMD variational constraint model based on the above formula,
the following formula can be formed.⎧⎪⎪⎨⎪⎪⎩

min
{μk},{ωk}

{
k
∑

k=1
‖dt[(δ(t) +

j
πt ) ∗ μk(t)]e−jωkt‖2

2

}
s.t.

k
∑

k=1
μk(t) = x(t)

(6)

In the above formula, {μk(t)} = {μ1, μ2, μ3, · · ·μk} is the function set of each mode.
{ωk} = {ω1, ω2, ω3, · · ·ωk} is the central frequency set. δ(t) is the unit pulse function. dt is
the derivative of the function over time t. s.t. is the constraint. x(t) is the original input
signal, where k is the number of decompositions.
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By introducing penalty factor and Lagrange multiplication operator b, the constrained
model problem in Equation (5) can be transformed into a non-constrained model problem,
as in Equation (6).

L({μk}, {ωk}, λ) = α
k

∑
k=1

∥∥∥dt[(δ(t) +
j

πt
) ∗ μk(t)]e−jωkt

∥∥∥2

2
+

∥∥∥∥∥x(t) −
k

∑
k=1

μk(t)

∥∥∥∥∥
2

2

+

〈
λ(t), x(t)−

k

∑
k=1

μk(t)

〉
(7)

By constantly iteratively searching for the minimum point of Lagrange function L, the
original input signal a will be decomposed into k modal functions μk(t).

When using VMD decomposition algorithm to adaptively decompose the signal, the
decomposition parameters need to be set in advance. Theoretical research shows that the
parameters that have a great impact on the decomposition effect mainly include the number
of decomposition k and the penalty parameter α. Therefore, setting these two parameters
only by experience will bring great errors to the decomposition results of VMD. Among
them, the size of k value is directly related to the decomposition effect of VMD. If the value
of k is too small, it will lead to under decomposition of the signal, and the resulting signal
is not completely decomposed into components. If the value of k is too large, the signal will
be decomposed too much, resulting in over decomposition. At the same time, the value
of a has a certain impact on the bandwidth of the decomposed component. If the value of
a is too small, the bandwidth of the decomposed component will be too large, and some
components will include other components. If the value of a is too large, the bandwidth of
the decomposed component will be too small, and some components in the decomposed
signal may be lost.

2.2. Information Entropy

The concept of entropy originates from thermodynamics and is used to describe
the disorder degree of the system. Based on this idea, scholar Shannnon proposed the
concept of information entropy [28]. Information entropy is a concept used to measure
the amount of information in information theory. When a system is more orderly, the
value of information entropy will be smaller. On the contrary, when the disorder degree
of the system becomes higher, the value of information entropy will become larger. The
calculation formula of information entropy is as follows:

G(x) = −
n

∑
i=1

P(xi)logP(xi) (8)

where P(xi) represents the probability of occurrence of an event xi in the system, and n
represents the number of samples to be analyzed.

2.3. Robust Independent Component Analysis

RobustICA algorithm is proposed by Zarzoso et al. [29,30]. Because the observation
data used in it does not need whitening preprocessing, it can only meet the condition that its
mean value is zero, so the problem of introducing error is avoided. The algorithm realizes
the kurtosis optimization by using linear search and algebraic calculation of the global
optimal step size. The frame of independent component analysis is shown in Figure 1 [31].
Assuming that the mixed data containing noise is X and the output signal is Y = WX, the
kurtosis formula can be expressed as follows:

K(W) =
E
{∣∣ Y

∣∣4} − 2E2{∣∣ Y
∣∣2}−∣∣E{Y2}|2

E2{|Y|2} (9)

where E {·} represents mathematical expectation, W represents separation matrix.

91



Coatings 2022, 12, 419

Figure 1. Frame of independent component analysis.

An exact linear search is performed by using the absolute value of kurtosis as the
objective function:

μopt = argmax
u

|K(W + μg)| (10)

The search direction g is usually gradient, namely. g = ∇wK(W). It is expressed
as follows:

g = ∇wK(W) =
4

E2{|Y|2}

{
E
{∣∣∣ Y2

∣∣∣}YX − E{YX}E
{

Y2
}
− (E

{∣∣ Y
∣∣4} −∣∣E{Y2}∣∣2)E{YX}

E{|Y|2} (11)

where K indicates kurtosis. E {·} represents mathematical expectation. ∇w indicates
gradient.

In the process of each iterative operation, the operation steps of RobustICA is as follows:
(1) Find the coefficients of the optimal step polynomial:

P(u) =
4

∑
k=0

akuk (12)

(2) Extract the root of the optimal polynomial (12).
(3) In the search direction, the root value that maximizes the kurtosis is selected as the

optimal step
μopt = argmax

u
|K(W + μg)| (13)

(4) Update the separation vector: W+ : W+ = W + μoptg;
(5) Normalized the separation vector: W+ : W+ ← W+

‖W+‖ ;
(6) If there is no convergence, return to Step (1), otherwise the solution of the separation

vector is completed.

3. Fault Feature Extraction Based on VMD Optimized with Information Entropy and
RobustICA

3.1. Parameter Optimization of VMD

During the working process of rolling bearing, because the inner ring will rotate with
the shaft, the pressure of therolling bearing changes periodically. When the rolling bearing
fails, the damaged part’s surface will contact other parts and collide. Therefore, it will
produce periodic pulse impact. According to this bearing characteristic, the information
entropy theory can be used to measure the above changes. When the periodic impact is
more uniform, the signal is more orderly, so the value of information entropy will be smaller.
Therefore, if the IMF component obtained by VMD decomposition contains more fault
information, its performance will be more orderly, and the value of information entropy
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will be smaller. In this research, envelope entropy is introduced to measure signal sparsity.
The envelope entropy of IMFi(j) component of signal decomposed by VMD algorithm can
be expressed as follows:

Ei = −
n

∑
j=1

Pi,jlogPi,j (14)

Pi,j = ai(j)/
n

∑
j=1

ai(j) (15)

where, i represents the sequence number of IMF obtained by the decomposition of signal
x(j) (i = 1, 2, 3, · · · ). Pi,j represents the normalized result of ai(j). ai(j) is the envelope
signal of signal component IMFi(j) after Hilbert envelope demodulation. Based on this, this
paper adopts the principle of minimum envelope entropy to determine the initialization
parameters of VMD.

In parameter optimization, the value of α can be given first, and the optimal value of
mode k can be determined based on the principle of minimum envelope entropy. After
obtaining the value of k, the optimal value of α is further determined based on the value of
k. Its optimization objective can be expressed as shown in Formula (16). Where kmin and
kmax represent the minimum and maximum values of the interval range of modal k search,
respectively. αmin and αmax represent the minimum and maximum values of the interval
range searched by the penalty factor α, respectively. The specific optimization process is
shown in Figure 2. ⎧⎨⎩

min{E}
s.t. kmin ≤ kz ≤ kmax
s.t. αmin ≤ αz ≤ αmax

(16)

The specific steps are as follows:

(1) Optimize the modal number k. First, set the initial value of mode number k to 3,
and use the default value of 2500 for the penalty factor α. Then, the fault signal is
decomposed by VMD, and the envelope entropy of all modes is obtained according
to the calculation formula of envelope entropy. According to the calculation results,
judge whether the envelope entropy obtainedthe minimum value. If it is the minimum
value, select the value at this time as the optimal value. If not, perform k + 1 operation
on the value of a modal number, and continue to repeat the above analysis steps until
the minimum envelope entropy value is found. Then record the corresponding k
value. In this research, the search range of k is from to 3 to 15, and the step size is 1.

(2) Optimize the penalty factor. Based on the value of k determined in the previous step to
further determine the optimal value. The search principle is the same as the previous
step. When the minimum envelope entropy value is found, the search is terminated.
Otherwise, perform the operation of α + 50 and repeat the above analysis steps until
the smallest value of envelope entropy is found, and then record the corresponding
value. In this research, the search range of α is set from 100 to 2500, and the step size
is 50.

(3) Based on the optimization results of the first and second steps, the optimal values of
k and α are substituted into VMD, and the parameters are initialized. Then perform
VMD to get the optimal IMF component.
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Figure 2. Parameter optimization process of VMD.

3.2. Screening Criteria for IMF Components

As a dimensionless parameter, kurtosis is often used for the distribution characteristics
of vibration signals. For the IMF signal components obtained by VMD decomposition,
when the signal component’s kurtosis value is more prominent, it contains more impact
components. At the same time, the cross-correlation coefficient represents the correlation
between signals. The greater the correlationcoefficient for the IMF signals components,
the more sensitive information it contains. Conversely, the more interference components
it contains. Based on this, in the fault signal processing of rolling bearings, this research
will comprehensively use the above two criteria to determine which signal components
are used to construct the observation signal channel of the RobustICA, and then achieve
the purpose of noise reduction. In selecting signal components, the principle adopted is
that the correlation number is more significant than 0.3 and the kurtosis value is greater
than 3. In this way, it is possible to avoid the problem of using a single index to select only
the signal component with the most significantkurtosis value, which leads to the loss of
sensitive information of part of the fault signal. The formula for calculating kurtosis and
cross-correlation coefficient is as follows:

Kurtosisi =
1
μ

n

∑
i=1

(
θi − x

 )

4
(17)
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In the original vibration signal, θi and x are its actual value and average value. 
 is the
standard deviation. μ is the number of samples.

Correlation =

n
∑

i=0
(θi − x)(δi − y)√

n
∑

i=0
(θi − x)2(δi − y)2

(18)

In the original vibration signal, θi and x its specific value and average value. Mean-
while, δi and y are the specific and average values of signal ϑ.

3.3. Algorithm Steps and Flow

The specific steps of the fault feature extraction method based on information entropy
optimization VMD and RobustICA are as follows. The fault feature extraction process is
shown in Figure 3.

(1) The vibration signal of rolling bearing is collected, and the VMD is optimized by
information entropy to find the optimal value of initialization parameter k and α.

(2) The obtained optimal parameters k and α are substituted into VMD, and the relevant
parameters are initialized. Secondly, the signal is decomposed into several IMF
components by VMD decomposition.

(3) Kurtosis criterion and cross-correlation coefficient criterion are comprehensively used
to evaluate the advantages and disadvantages of each IMF component, and the
optimal IMF component is selected to construct the observation signal channel.

(4) The observed signal and virtual noise channel signal are separated by RobustICAal-
gorithm, and the useful signal is obtained.

(5) Envelope demodulation is performed on the signal after RobustICAnoise reduction,
and the fault characteristic frequency is extracted. Then it is compared with the
theoretical value of bearing fault characteristics to identify the fault category.

Figure 3. Fault feature extraction method based on VMD optimized with information entropy and
RobustICA.

4. Simulations and Comparative Analysis

Bearing is one of the most commonly used general parts in all kinds of rotating
machinery. It plays a role in bearing and transmitting load in mechanical equipment, and it
is very prone to failure. Therefore, to verify the performance of the algorithm proposed
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in this paper, a typical model was used to simulate the periodic impact signal caused by
bearing fault [32]. Firstly, a set of periodic pulse signals was simulated to simulate the fault
impact signal, and on this basis, Gaussian white noise was added to the fault impact signal
to simulate the bearing fault vibration signal polluted by environmental noise. In this study,
Matlab (version R2009a) was selected as the vibration signal modeling and simulation
software to build the signal model. The expression of the simulated signal is as follows:

s(t) = y0e−2π fnξtsin(2π fn

√
1 − ξ2t) (19)

In the above formula: carrier frequency fn = 3000 Hz, displacement constant y0 = 5,
damping coefficient ξ = 0.1, period T = 0.01 s, sampling frequency fs = 20 KHz, and number
of sampling points n = 4096, where t represents the sampling time. Through calculation, it
can be seen that the fault frequency f 0 = 100 Hz. In order to simulate the noise interference
of rolling bearing during operation, SNR = −5 dB white Gaussian noise was added to the
original signal s(t).

The time–domain waveform of the original signal is shown in Figure 4. After adding
noise, the time–domain waveform and frequency–domain waveform of the mixedsignal
after adding noise is shown in Figures 5 and 6. Analyzing the above diagrams showsthat
most of the impact signal features were covered up under the interference of background
noise, which brings some difficulty to the fault feature extraction.

Figure 4. Time–domain waveform of the simulated signal.

Figure 5. Time–domain waveform of the mixed signal.
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Figure 6. Frequency–domain waveform of the mixed signal.

Since the mixed signal was severely interfered with by noise, next, the signal will be
decomposed by VMD. Before VMD decomposition, information entropy must be used
to optimize VMD to determine the parameters k and α in VMD. Firstly, our experiment
used the default value a, which was 2500. Meanwhile, we initialized k = 3, and the search
range of k was set to [3,15]. The value of optimal mode k was searched according to the
principle of minimum envelope spectral entropy. The relationship between k and envelope
spectral entropy is shown in Figure 7. From the transformation trend of the value of k in
the figure, it can be seen that with the increasing value of k, the corresponding envelope
spectral entropy was also increasing. Therefore, k = 3 was taken as the optimal value.

Figure 7. Curve of fitness varying with k value.

After selecting the value of the optimal mode K, the value of α was then initialized.
The search range was set to [100, 2500]. Similarly, the value of the optimal mode α was
searched according to the principle of minimum envelope spectral entropy. The relationship
with envelope spectral entropy is shown in Figure 8. From the transformation trend of the
value of α in the figure, it can be seen that with the continuous increase of α, the value of
the corresponding envelope spectral entropy was decreasing and gradually tends to be
flat. When the value of α was 2500, the optimal value can be obtained. Therefore, after
parameter optimization, the selected optimal parameter combination K and α was [3, 2500].
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Figure 8. Curve of fitness varying with α value.

Next, we performed VMD decomposition on the mixed signal. After VMD decom-
position optimized by information entropy, three IMF components were obtained. The
decomposition results are shown in Figure 9. In order to compare the effects of different
methods, the traditional LMD decomposition method, EMD decomposition method, and
EEMD decomposition method were used for the time–frequency analysis of mixed sig-
nals. The signal decomposition results obtained based on the above three methods are
shown in Figure 10a,b. Figures 10 and 11 showed that there were more signal components
decomposed by LMD, EMD and EEMD methods, and the signal components obtained
by EMD and EEMD had certain modal aliasing and endpoint effect. At the same time,
faultycomponents were generated.

Figure 9. VMD decomposition result.

To select the appropriate signal component from the decomposition results obtained by
the above methods, this experiment will combine kurtosis and cross-correlation coefficient
to select. Firstly, all signal components’ correlation coefficient C(t) and kurtosis value Q(t)
were calculated. The calculated results are shown in Tables 1–4. It can be seen from Table 1
that the IMF1 component and IMF2 component obtained by VMD decomposition meet
the conditions that the correlation value was more significant than 0.3 and the kurtosis
value was greater than 3. This shows that the correlation between the above two signal
components and the original signal was high, and the signal contained more impact
components. Therefore, the IMF1 and IMF2 components were selected to reconstruct the
observation signal channel. Secondly, it can be seen from Table 2 that the PF1 component
and PF2 component obtained by LMD decomposition met the conditions that the correlation
value is more significantthan 0.3 and the kurtosis value is greater than 3. Therefore, PF1
component and PF2 component were selected to reconstruct the observation signal channel.
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Meanwhile, it can be seen from Table 3 that the IMF1 component and IMF2 component
obtained by EMD decomposition met the conditions that the correlation value is more
significantthan 0.3 and the kurtosis value is greater than 3. Therefore, IMF1 and IMF2
components were selected to reconstruct the observation signal channel. It can be seen
from Table 4 that the IMF1 component, IMF2 component and IMF3 component obtained by
EEMD decomposition meet the conditions that the correlation value is more significant than
0.3 and the kurtosis value is greater than 3. Therefore, the above three signal components
were selected to reconstruct the observation signal channel, and the remaining signal
components were used to reconstruct the noise signal channel. Finally, on this basis,
the RobustICA algorithm was used to separate signal and noise. The noise-reduction
results obtained by using the method proposed in this paper and LMD–RobustICA, EMD–
RobustICA, and EEMD–RobustICA are shown in Figures 12–15.

Figure 10. LMD (a) andEMD (b) decomposition result.

99



Coatings 2022, 12, 419

Figure 11. EEMD decomposition result.

Table 1. Index values of different IMF signal components (VMD).

Parameter IMF1 IMF2 IMF3

C(t) 0.433 0.575 0.389
Q(t) 4.402 6.221 2.916

Table 2. Index values of different PF signal components (LMD).

Parameter PF1 PF2 PF3 PF4 PF5

C(t) 0.835 0.418 0.222 0.111 0.062
Q(t) 4.630 4.161 3.572 4.207 3.535

Table 3. Index values of different IMF signal components (EMD).

Parameter IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

C(t) 0.727 0.516 0.283 0.191 0.139 0.107
Q(t) 3.606 4.216 2.833 3.124 2.859 3.116

Parameter IMF7 IMF8 IMF9 IMF10 IMF11 R
C(t) 0.057 0.038 0.018 0.001 0.009 0.009
Q(t) 4.671 2.318 2.316 3.145 1.505 1.323
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Table 4. Index values of different IMF signal components (EEMD).

Parameter IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

C(t) 0.791 0.587 0.353 0.238 0.189 0.127
Q(t) 4.069 3.981 3.248 3.662 3.072 2.818

Parameter IMF7 IMF8 IMF9 IMF10 IMF11 R

C(t) 0.077 0.045 0.020 0.009 0.013 −0.001
Q(t) 3.503 2.439 2.079 2.239 1.463 2.655

Figure 12. Noise-reduction results by the method proposed in this paper.

Figure 13. LMD–RobustICA noise-reduction results.

Figure 14. EMD–RobustICAnoise-reduction results.
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Figure 15. EEMD–RobustICAnoise-reduction results.

By analyzing the noise-reduction results in Figures 12–15, it can be seen that after
the noise-reduction method proposed in this article, the impact components in the signal
have been revealed. In contrast, the results obtained by the LMD–RobustICA, EMD–
RobustICA, and EEMD–RobustICA were not significant. To further analyze the effect of
noise reduction, the experiment selected four indicators of kurtosis value, cross-correlation
coefficient, root mean square error (RMSE), and mean absolute error (MAE) as evaluation
indicators. After calculation, the results obtained are shown in Table 5. In Table 5, by using
the method proposed in this paper, the correlation value and kurtosis value obtained after
noise reduction were the largest, while the RMSE and the MAE were the smallest. However,
the four groups of evaluation index values obtained after noise reduction using LMD–
RobustICA, EMD–RobustICA, and EEMD–RobustICA were relatively poor. Therefore,
after quantitative analysis, it can be known that the signal obtained after noise reduction
using the method proposed in this paper contained a higher impact component, a greater
degree of correlation with the original signal, and a relatively higher waveform similarity.

Table 5. Comparison of noise-reduction effect index values.

Evaluation Index LMD–RobustICA EMD–RobustICA EEMD–RobustICA Proposed Method

Kurtosis 4.231 4.609 4.614 6.162
correlation coefficient 0.462 0.505 0.518 0.681

RMSE 1.009 0.867 0.858 0.740
MAE 0.611 0.691 0.690 0.583

Next, Hilbert envelope demodulation was performed on the results obtained based
on the above three methods, and then the corresponding fault features were extracted.
The envelope spectrum is shown in Figures 16–19. It can be seen from Figure 16 that
the envelope spectrum obtained by the method proposed in this paper can clearly show
multiple peaks with higher amplitudes, and the above peaks correspond to the frequency of
one to eight times of the fault frequency, and so on. It shows that the useful signal and noise
have been separated well, and the fault feature can be successfully extracted. At the same
time, it can be seen from Figures 17–19 that the envelope spectrum obtained by the LMD–
RobustICA, EMD–RobustICA, and EEMD–RobustICA can extracted components such as
two to eight times of the fault frequency. However, it is difficult to clearly distinguish the
fundamental frequency of fault frequency from each peak. In addition, compared with
Figure 16, the amplitude of the fault frequency in Figures 17–19 was relatively low. It can
be seen that the effect of using the method proposed in this paper to extract fault features
was more significant.
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Figure 16. Analysis of signal envelope spectrum after noise reduction based on the proposed method.

Figure 17. Analysis of signal envelope spectrum after noise reduction based on LMD–RobustICA.

Figure 18. Analysis of signal envelope spectrum after noise reduction based on EMD–RobustICA.
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Figure 19. Analysis of signal envelope spectrum after noise reduction based on EEMD–RobustICA.

5. Case Analysis

To test whether the method proposed in this paper can effectively extract the fault
characteristics of rolling bearing, an example was given to verify it. The experimental data
used in the experiment were from Case Western Reserve University [33]. The structure
diagram of the rolling bearing test platform and rolling bearing is shown in Figure 20 [31].
The experimental platform mainly consists of the drive motor, torque speed sensor, and
power meter. Among them, the model of rolling bearing at the driving end was 6205-
2RSJEMSKF. Its specific parameters are shown in Table 6. During the experiment, the set
sampling frequency was 12 KHz. The acceleration sensor collected the vibration signals of
the inner and outer rings with a damage diameter of 0.007 inches for experimental analysis.
By substituting the relevant parameters in Table 6 into the calculation formula of fault
characteristic fundamental frequency of inner ring and outer ring of rolling bearing, it can
be calculated that the fundamental frequency of inner ring fault was 162.19 Hz and that of
outer ring fault was 107.36 Hz.

Figure 20. Illustration of the bearing experimental platform and rolling bearing. (a)Illustration of the
bearing experimental platform. (b) Rolling bearing.

Table 6. The bearing structure factor.

Inner Diameter
(Inches)

Outer
Diameter
(Inches)

Contact
Angle

(α)

Pitch Circle Diameter
D

(Inches)

Speed
(rpm)

0.9843 2.0472 00 1.5327 1797
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5.1. Inner Ring Signal Analysis

By processing the collected signal, the time domain waveform and frequency do-
main waveform of the fault signal of the inner ring of the rolling bearing are shown in
Figures 21 and 22 can be obtained. It can be seen from that the noise interference in the
signal was relatively small, and the fault impact characteristics were prominent. To test
the method’s effectiveness, SNR = −2 dB white Gaussian noise was added to the inner
ring fault signal in this experiment. The time–domain waveform and frequency–domain
waveform of the finally mixed signal is shown in Figures 23 and 24, respectively.

Figure 21. Time–domain analysis of the inner ring fault signal.

Figure 22. Frequency–domain analysis of the inner ring fault signal.

Figure 23. Time domain analysis of the mixed signal.
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Figure 24. Frequency domain analysis of the mixed signal.

Next, the fault signal of the inner ring of the rolling bearing after adding noise will be
processed. Firstly, the VMD was optimized by information entropy to select the values of
parameters α and k to be initialized in VMD. The default value of α was 2500. Then, we
initialized k = 3, and the search range of k was set to [3,15]. The value of optimal mode k was
searched according to the principle of minimum envelope spectral entropy. The relationship
between k and envelope spectral entropy as shown in Figure 25 can be obtained through
calculation. As can be seen from Figure 25, with the continuous increase of k value, the
value of the corresponding envelope spectral entropy was first decreased, then gradually
increased, and, finally, decreased. Therefore, k = 4 was taken as the optimal value.

Figure 25. Curve of fitness varying with K value.

Next, the value of α was determined by experiment. The search range of α was set as
[100, 2500], and then the value of the optimal mode was searched according to the principle
of minimum envelope spectral entropy. The relationship between α and envelope spectral
entropy as shown in Figure 26 can be obtained through calculation. As the value of α
increases, the corresponding envelope spectral entropy decreases and gradually tends to
be flat. When α = 2050, the envelope spectrum entropy was the smallest. Therefore, the
value of α was 2050. After the above parameter optimization, it can be obtained that the
value of the optimal parameter combination k and α was [4, 2050].
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Figure 26. Curve of fitness varying with α value.

Next, this experiment substituted the selected initialization parameters into VMD,
and then decomposed the signal. As is shown in Figure 27, after VMD decomposition
optimized by information entropy, four IMF components were obtained. Because VMD has
excellent advantages in suppressing mode aliasing and endpoint effect, it has better signal
characterization ability. Next, all signal components C(t) and Q(t) were calculated. The
calculated results are shown in Table 7. It can be seen that the IMF1 component and IMF1
component obtained by VMD decomposition met the conditions for screening the optimal
signal component. That is, C(t) was greater than 0.3, and Q(t) was more significant than
3. Therefore, the above two IMF components were selected to reconstruct the observation
signal channel. Finally, on this basis, RobustICA algorithm was used to separate signal
and noise. The signal noise-reduction results obtained by using the proposed method are
shown in Figure 28. Some impact characteristics of the signal can already be shown in
Figure 28.

Figure 27. VMD decomposition result.

Table 7. The correlation coefficient and kurtosis between IMFand original signal (VMD).

Parameter IMF1 IMF2 IMF3 IMF4

C(t) 0.354 0.396 0.512 0.524
Q(t) 2.661 3.044 4.174 4.082
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Figure 28. Noise-reduction results by the proposed method.

Finally, the denoised signal was demodulated by the Hilbert envelope, and then
the corresponding fault features were extracted. To compare the experimental effects of
different methods, LMD–RobustICA, EMD–RobustICA, and EEMD–RobustICA were used
to denoise the signal. Then Hilbert envelope spectrum was generated.The envelope spectra
obtained based on the above three methods are shown in Figures 29–32, respectively. After
analyzing the above four graphs, it can be seen that from the envelope spectrum of the
above methods, the one-time frequency of the fault frequency, as well as the two-time
frequency and five-time frequency of the fault frequency could be extracted. However,
the amplitude of the fault frequency in the envelope spectrum obtained based on the
method proposed in this paper was relatively high, especially the fundamental frequency
amplitude. Therefore, the effect of using the proposed method to extract fault features was
more significant.

Figure 29. Analysis of signal envelope spectrum after noise reduction based on the proposed method.
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Figure 30. Analysis of signal envelope spectrum after noise reduction based on LMD–RobustICA.

Figure 31. Analysis of signal envelope spectrum after noise reduction based on EMD–RobustICA.

Figure 32. Analysis of signal envelope spectrum after noise reduction based on EEMD–RobustICA.

5.2. Outer Ring Signal Analysis

By extracting the rolling bearing outer ring fault signal data, the time domain waveform
and frequency domain waveform of the outer ring fault signal is shown in Figures 33 and 34.
Similarly, SNR = −2 dB white Gaussian noise was added to the inner ring fault signal in this
experiment to test the method’s effectiveness.The time domain waveform and frequency
domain waveform of the finally obtained mixed signal are shown in Figures 35 and 36. Due
to noise interference, it wasnot easy to distinguish the impact features from the diagram.
Next, the signal was further processed.
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Figure 33. Time domain analysis of the outer ring fault signal.

Figure 34. Frequency domain analysis of the outer ring fault signal.

Figure 35. Time domain analysis of the mixed signal.

Next, the VMD was optimized by information entropy to select the parameters α and
k was initialized. Similarly, the value of α was the default value of 2500. First, k = 3 was
initialized, and the search range of k was set to [3,15]. The value of optimal mode kwas
searched according to the principle of minimum envelope spectral entropy. Through the
search, the results shown in Figure 37 can be obtained. It is shown that the corresponding
envelope spectral entropy’s value increased with the continuous increase of the k value.
Therefore, k = 3 was taken as the optimal value.
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Figure 36. Frequency domain analysis of the mixed signal.

Figure 37. Curve of fitness varying with k value.

Based on the above calculation results, the value of α was searched. The search range of
α was set as [100, 2500], and then the value of the optimal mode α was searchedaccording to
the principle of minimum envelope spectral entropy. Through calculation, the relationship
between α and envelope spectral entropy as shown in Figure 38 can be obtained. As shown
in Figure 38, with the increasing value of α, the corresponding envelope spectral entropy
was decreasing and gradually tends to be flat. When α = 1900, the envelope spectral
entropy was the smallest. Therefore, the value of α was 2050. After the above parameter
optimization, it can be obtained that the value of the optimal parameter combination k and
α was [3, 1900].

Figure 38. Curve of fitness varying with a value.

111



Coatings 2022, 12, 419

Next, the optimal parameters obtained by the search were substituted into the VMD,
and then the signal was decomposed. As is shown in Figure 39, after VMD decomposition
optimized by information entropy, three IMFs were obtained. Based on the above decom-
position results, the C(t) and Q(t) of IMF1, IMF2, and IMF3 are further calculated. The
calculated results are shown in Table 8. It can be seen that the IMF2 component and IMF3
component obtained by VMD decomposition met the conditions for screening the optimal
signal component. That is, C(t) was greater than 0.3 and Q(t) was more significant than
3. Therefore, the above two signal components were selected and used to reconstruct the
observation signal channel. Then, RobustICA was used for signal noise reduction. The
final signal noise-reduction result is shown in Figure 40. It can be seen that the periodic
impact had a high similarity with the waveform of the original signal.

Figure 39. VMD decomposition result.

Table 8. The correlation coefficient and kurtosis between IMFand original signal (VMD).

Parameter IMF1 IMF2 IMF3

C(t) 0.363 0.489 0.623
Q(t) 2.894 3.373 4.323

Figure 40. Noise-reduction results by the proposed method.

Next, the outer ring fault signal after signal noise reduction was demodulated by the
Hilbert envelope to extract the fault feature. To furtheranalyze the fault feature extrac-
tion effect of the proposed method more intuitively, LMD–RobustICA, EMD–RobustICA,
and EMD–RobustICA methods were used to denoise the signal. Then Hilbert envelope
spectrum was generated. The envelope spectra obtained based on the above methods are
shown in Figures 41–44, respectively. Through the analysis of Figures 41–44, it can be seen
that the frequency doubling component of the outer ring fault characteristic frequency
could be extracted by using the above methods for fault feature extraction. Meanwhile,
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the peak value of the components of the fault frequency from one to six times frequency is
much higher than that obtained by the other three methods. The surrounding interference
could not affect the identification of frequency doubling. However, the peak value of fault
characteristic frequency in the envelope spectrum based on the other three methods was
relatively low, and the interference components near these frequencies were close to the
fault characteristic frequency. This brought some interference to fault feature extraction.

Figure 41. Analysis of signal envelope spectrum after noise reduction based on the proposed method.

Figure 42. Analysis of signal envelope spectrum after noise reduction based on LMD–RobustICA.

Figure 43. Analysis of signal envelope spectrum after noise reduction based on EMD–RobustICA.
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Figure 44. Analysis of signal envelope spectrum after noise reduction based on EEMD–RobustICA.

6. Conclusions

In this paper, a fault feature extraction of the rolling bearing signal under strong noise
background is studied by using the combination of VMD optimized with information
entropy and RobustICA. The conclusions were as follows.

(1) Although VMD can analyze the signal in the frequency domain, the effect is limited
by the impact of modal component k and penalty factor α. This study used information
entropy to optimize VMD to set initialization parameters. Compared with the way of
setting parameters by experience, this method can search for a better combination of VMD
parameters. This method can overcome the problems of modal aliasing and endpoint effect
caused by impact component and noise interference in traditional EMD, LMD and EEMD,
and has a good processing effect on the extraction of fault characteristic frequency of non-
stationary and nonlinear signals. It can extract fault features more accurately. Compared
with the traditional method, the experimental results show that this method can highlight
the fault characteristic frequency and distinguish the fault.

(2) In this experiment, a typical simulation signal model is selected and Gaussian white
noise is added on this basis to simulate the periodic impact signal caused by bearing fault
under the condition of noise interference. Then, a signal component screening criterion
based on correlation coefficient and kurtosis is established, and the optimal signal compo-
nent is used to construct the observation signal channel of RobustICAalgorithm, so as to
achieve the purpose of noise reduction.Through the in-depth analysis of the constructed
simulation signal and the collected signal of the actual rolling bearing, it can be seen that
compared with the traditional methods based on LMD–RobustICA, EMD–RobustICA, and
EEMD–RobustICA, the method proposed in this paper can obtain better evaluation results
of noise-reduction index, and the time–domain waveform of the signal after noise reduction
is very similar to the waveform of the original signal.

(3) By comparing and analyzing the envelope demodulation results obtained by dif-
ferent methods, it can be seen that after the envelope spectrum analysis using the method
proposed in this paper, the amplitude of fault characteristic frequency has been enhanced,
and the surrounding interference will not affect the identification of fault fundamental fre-
quency and frequency doubling, which is more convenient for fault diagnosis and analysis.

As an effective adaptive signal processing method, VMD has achieved good results in
the field of fault diagnosis. However, the relevant parameters of this method need to be set
in advance. In the process of parameter optimization, there is no theoretical basis for the
definition of parameter search range. Therefore, in the next work, we will conduct in-depth
research and further improve the parameter optimization method of VMD method.
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Abstract: Aiming at the problem of fault feature extraction of a diaphragm pump check valve, a
fault feature extraction method based on local mean decomposition (LMD) and wavelet packet
transform is proposed. Firstly, the collected vibration signal was decomposed by LMD. After several
amplitude modulation (AM) and frequency modulation (FM) components were obtained, the effective
components were selected according to the Kullback-Leible (K-L) divergence of all component signals
for reconstruction. Then, wavelet packet transform was used to denoise the reconstructed signal.
Finally, the characteristics of the fault signal were extracted by Hilbert envelope spectrum analysis.
Through experimental analysis, the results show that compared with other traditional methods, the
proposed method can effectively overcome the phenomenon of mode aliasing and extract the fault
characteristics of a check valve more effectively. Experiments show that this method is feasible in the
fault diagnosis of check valve.

Keywords: checkvalve; local mean decomposition; wavelet packet transform; K-L divergence

1. Introduction

With the vigorous development of mineral pipeline transportation technology, high-
pressure diaphragm pump operation, maintenance, and fault monitoring have become a
concern. The high-pressure diaphragm pump provides the power required in the process of
mineral transportation [1], and most of its failures are caused by one of the core components
of the pump check valve. The check valve is a directional element used to control the feeding
and discharging, so that the conveying medium flows in one direction and cannot flow
back. Generally, the average price of each diaphragm pump exceeds CNY20 million, and
the daily delivery of pulp exceeds 30,000 tons. If the stroke coefficient of the high-pressure
diaphragm pump is 50 R/min, the feed and discharge check valves in a normal operating
day need to act in a reciprocating manner 72,000 times. Therefore, the check valve is the
most frequent and fault-prone component in a high-pressure diaphragm pump. Local
faults and unplanned shutdowns in its operation state easily cause equipment pressure and
flow fluctuations, resulting in equipment vibration and damage to the mineral transmission
pipeline. To sum up, monitoring the operation state of the check valve is very important for
the safe, stable, and efficient operation of mineral pipeline transportation. By detecting the
vibration signal of the check valve and extracting the characteristics that can characterize
the operation state for diagnosis and identification, the engineers and technicians can
learn the operation state of the equipment in time and significantly improve the ability of
operation and maintenance management. However, in the actual detection process, due to
the complex field background noise, there is often strong impulse interference and random
noise, making it difficult to distinguish the useful signal and noise interference, affecting
the effective extraction of fault features.

Traditional signal processing methods are mostly based on Fourier transform, such as
short-time Fourier transform, Wigner–Ville, power spectrum analysis, etc. [2–4]. Although
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the above methods have been popularized in many fields of noise reduction, there are still
some defects: they cannot decompose the signal adaptively. The vibration signal of the
check valve is a typical non-stationary and nonlinear signal. Before processing and analyz-
ing it, it is necessary to obtain the local properties of the signal in the time domain. Through
the ongoing efforts of scholars in related fields, some breakthroughs have been made.
The empirical mode decomposition (EMD) proposed by Huang et al. [5] can adaptively
decompose the signal into a series of intrinsic mode functions (IMF). However, this method
has problems such as the endpoint effect, mode aliasing, etc. In recent years, the local mean
decomposition (LMD) [6] proposed by Smith is a new time-frequency analysis method,
which can adaptively decompose the signal to be processed into several product functions
(PF) with high to low frequency and has been gradually applied. Compared with traditional
methods, LMD has the advantages of better adaptability and time-frequency aggregation,
solves the problems of over the envelope and under the envelope of EMD, has fewer itera-
tions, and effectively improves the accuracy of signal decomposition. Dong Linlu et al. [7]
combined the respective advantages of LMD and the singular-value decomposition method
to denoise the noisy micro-vibration signal. The results show that the proposed method
can better remove the high-frequency noise of the micro-vibration signal, which lays a
foundation for further analysis of vibration signals. To solve the influence of complex noise
and measuring point position in the monitoring process, Wang Haijun et al. [8] proposed a
processing method combining a data fusion algorithm and LMD. The results show that
the combined method is better than the single digital filtering method, and the vibration
monitoring of a hydropower plant is realized better. Wang Zhijian et al. [9] introduced the
mask signal method to process the component signals screened after LMD decomposition,
which effectively suppressed the noise and weakened the mode aliasing phenomenon in the
process of signal decomposition. Through the signal’s LMD decomposition, the complete
time-frequency distribution information can be obtained, and it is convenient to extract
the signal characteristics. At the same time, the latest applications of the LMD method in
other fields have been reported. Gupta P et al. [10] proposed the method of combining
LMD and an artificial neural network to complete the tool chatter feature extraction in
the turning process. From the experimental analysis, it can be seen that the obtained safe
cutting zone is important and can limit chatter. Liao L et al. [11] completed the extraction
of low-frequency noise under the background of aerodynamic noise by using the improved
LMD method. Through the wind turbine experiment, the results show that the signal
noise extraction effect is good, and the calculation efficiency of the algorithm is good. To
solve the problematic identification of welding quality, Huang y et al. [12] proposed a
classification algorithm combining LMD and the deep belief network (DBN). Experimental
results show that this method has a higher recognition rate than traditional classification
methods. Lee CY et al. [13] introduced LMD, wavelet packet decomposition (WPD), and
other ways to solve the problems existing in the rotor fault diagnosis of an induction motor.
The results show that the model can reduce the dimension of the original data and has
high robustness. However, due to noise interference, the extracted PF component will be
distorted to a certain extent, which affects the interpretation of the useful components of
the signal. Using wavelet packet to process the fault signal can effectively overcome the
problem of low-frequency resolution in the high-frequency band of the traditional wavelet
transform [14] and accurately describe the signal information, which is conducive to the
effective elimination of noise information.

However, due to the bad working environment and changeable working conditions of
the high-pressure diaphragm pump, some noise will still remain in the signal component
decomposed by the time-frequency analysis method. If fault feature extraction and analysis
are carried out directly, it will have a certain impact on fault diagnosis results. Therefore,
it is also necessary to reduce the noise of the signal. Wavelet packet transform is based
on wavelet transform. Compared with wavelet transform, wavelet packet transform has
higher-frequency resolution in high-frequency and low-frequency bands and has good
adaptability. In recent years, wavelet transform has been widely used in the noise reduction
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of non-stationary signals. Kuanfang he et al. [15] proposed a wavelet packet denoising
method for welding acoustic emission signals. The experimental results show that the
proposed method can effectively process the acoustic emission signals of welding cracks.
Wang X et al. [16] proposed a method based on optimized variational mode decomposition
(VMD) and wavelet packet threshold denoising and applied it to remove strong white noise
signals. The results show that this method retains the practical components of the signal
well. Sun W et al. [17] used a wavelet packet to remove the noise in the collected bearing
signal and then combined it with the LMD method to extract the fault feature. The results
show that this method can effectively extract fault features.

Based on the above analysis, a fault feature extraction method based on local mean
decomposition (LMD) and wavelet packet denoising is proposed in this paper. Firstly, the
vibration signal of the check valve was decomposed by LMD, and the K-L divergence of
each AM-FM component was obtained. The practical component signal was selected for
reconstruction through the comparative analysis with the set threshold. Then, wavelet
packet transform was used to denoise the reconstructed signal to reduce the noise interfer-
ence. Finally, Hilbert envelope spectrum analysis asper formed on the denoised signal to
extract the fault signal features. The effectiveness of the proposed method was verified by
analyzing the actual fault data of the check valve.

The rest of the paper is organized as follows: In Section 2, we introduce the basic
principle of the LMD algorithm and K-L divergence and describe the process of PF compo-
nent selection. In Sections 3 and 4, we introduce the basic principles of Hilbert envelope
demodulation and wavelet packet denoising. In Section 5, we describe the modeling pro-
cess of check valve fault feature extraction based on LMD and wavelet packet denoising.
Section 6 is experimental analysis. The effectiveness of the method proposed in this paper
was verified by the collected actual fault data of the check valve. Section 7 concludes
the paper.

2. LMD Algorithm Based on K-L Divergence

2.1. LMD Algorithm

LMD is a time-frequency analysis method proposed by Smith. Its principle is to de-
compose the signal into product function components of different frequencies and a margin,
and each component is obtained by multiplying a pure FM signal and envelope signal. If
the original signal is x(t), the decomposition step can be described in the following form.

(1) Calculate all local extreme points of the original signal x(t), and then calculate the
average value mi of adjacent local extreme points ni and ni+1:

mi =
ni + ni+1

2
(1)

The moving average method is used to smooth the line composed of mi, and the local
mean function m11(t) can be obtained.

(2) The envelope estimation value ai is calculated according to the adjacent extreme
points ni and ni+1:

ai =
|ni − ni−1|

2
(2)

Similarly, the envelope estimation function a11(t) is obtained by the moving aver-
age method.

(3) The local mean function m11(t) is separated from the original signal x(t).

h11(t) = x(t)− m11(t) (3)

(4) Divide h11(t) by a11(t) to obtain FM signal s11(t)

s11(t) = h11(t)/a11(t) (4)
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When a12(t) = 1, s11(t) is a standard pure FM signal, and when a12(t) is not equal to 1,
s11(t) is taken as the original data, and the above processes repeated. Until a1(n+1)(t) = 1 is
met, the pure FM signal s1n(t) is calculated, as shown in the following formula:⎧⎪⎪⎪⎨⎪⎪⎪⎩

h11(t) = x(t)− m11(t)
h12(t) = x(t)− m12(t)

...
h1n(t) = x(t)− m1n(t)

(5)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
s11(t) = h11(t)/a11(t)
s12(t) = h12(t)/a12(t)

...
s1n(t) = h1n(t)/a1n(t)

(6)

The conditions for iteration termination are as follows:

lim
n→∞

a1n(t) = 1 (7)

(5) Calculate the envelope signal:

a1(t) = a11(t)a12(t) · · · a1n(t) =
n

∏
q=1

a1q(t) (8)

(6) The product function can be obtained by multiplying the pure FM signal s1n(t) and
the envelope signal a1(t)

PF1(t) = a1(t)s1n(t) (9)

(7) Separate PF1(t) from x(t) and find the signal u1(t). Then, repeat the above steps k
times. When uk(t) becomes a monotone function, the operation is terminated.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

u1(t) = x(t)− PF1(t)

u2(t) = u1(t)− PF2(t)
...
uk(t) = uk−1(t)− PFk(t)

(10)

The following formula can be obtained by combining all PF components
and recombining.

x(t) =
k

∑
p=1

PFp(t) + uk(t) (11)

From the above description, it can be seen that the LMD is an adaptive decomposition
method based on the local extreme points of the signal itself. The decomposition process is
a multi-cycle iterative process.

2.2. PF Component Selection Based on K-L Divergence

Several PF components obtained by LMD have a different correlation with the original
signal. To effectively screen component signals, appropriate screening methods must be
adopted. K-L divergence is called directional divergence, describing the difference between
the two probability distributions [18]. Let the two probability distributions be p1(x) and
p2(x), then the K-L distance is defined as follows:

δ(p1, p2) =
∫

p1(x) log
p1(x)
p2(x)

dx (12)
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The K-L divergence values of p1(x) and p2(x) are:

D(p1, p2) = δ(p1, p2) + δ(p2, p1) (13)

The vibration signals collected in the equipment characterize the vibration of the
equipment. Therefore, assuming that the probabilities between the two signals are p1(x)
and p2(x), the closer the vibration between them, the closer p1(x) and p2(x) will be, and
the smaller the K-L divergence value will be.

Since several PF components are obtained through LMD, the solution of K-L di-
vergence for the original signal X = {x1, x2 . . . xn} and component Y = {y1, y2 . . . yn}
decomposed by the LMD algorithm is as follows:

(1) Solve the probability distribution of the above two signals and let the function
p1(x) be the kernel density estimation of signal X:

p1(x) =
1

nh
k

n

∑
i=1

[
xi − x

h

]
, x ∈ R (14)

where k(·) is the kernel function, which usually uses the Gaussian kernel function, which
is k(u) = 1√

2π
e−u2/2, and h is a given positive number. Similarly, p2(x) can be obtained in

the above way.
(2) The K-L distances X = {x1, x2 . . . xn} and Y = {y1, y2 . . . yn} are obtained by substi-

tuting the probability distributions of signal δ(p1, p2) and signal δ(p2, p1) into Formula (12).
(3) By substituting the calculated δ(p1, p2) and δ(p2, p1) into Formula (13), the corre-

sponding K-L divergence can be obtained.
(4) Normalize all calculated K-L divergence values.
(5) Filter according to the preset threshold. If the component is less than the threshold,

it will be regarded as the component containing an obvious fault signal. According to the
data obtained in this study, the set threshold is 0.03.

3. Hilbert Envelope Demodulation

The Hilbert envelope demodulation method mainly converts the actual signal into
an analytical signal by Hilbert transform and then takes the modulus to obtain its enve-
lope. Assuming that the signal x(t) has amplitude modulation envelope A(t) and phase
modulation function ϕ(t), its expression is as follows:

x(t) =A(t) cos(2π f t + ϕ(t)) (15)

The Hilbert transform of signal x(t) can be an approximately 90◦ phase shift of x(t):

x̂(t) =A(t) sin(2π f t + ϕ(t)) (16)

Construct the analytical signal Z(t) so that:

Z(t) =x(t)+jx̂ = A(t)ejϕ(t) (17)

By calculating the modulus of the above formula, the following formula can
be obtained:

|Z(t)| = A(t) (18)

In the above formula, |Z(t)| is the envelope of the signal.

4. Principle of Wavelet Packet Denoising

As one of the more detailed signal analysis methods, the advantage of wavelet packet
transform is that it can adaptively select the corresponding frequency band and divide the
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frequency band at multiple levels [19,20]. For a one-dimensional signal containing noise, it
can be described as the following formula:

S(i) = f (i) + αβ(i) (i = 0, 1, 2, . . . , n − 1) (19)

where f (i) is the actual signal, S(i) is the signal containing noise, and β(i) is noise. The
process of wavelet packet denoising is as follows:

(1) Determine the corresponding wavelet base and decomposition level, and then start
wavelet packet decomposition;

(2) According to the established entropy standard, the optimal tree is obtained, and
the optimal wavelet basis is determined;

(3) The appropriate threshold is selected, and the high-frequency coefficients with
different decomposition scales are quantified at the same time;

(4) The signal reconstruction operation is carried out according to the decomposition
coefficients and quantization coefficients of the N-th layer wavelet packet.

The decomposition structure of wavelet packet is shown in Figure 1 [21].

S

A1 D1

AA2 DA2 AD2 DD2

AAA3 DAA3 ADA3 DDA3 AAD3 DAD3 ADD3 DDD3

Figure 1. Decomposition structure of wavelet packet.

5. Fault Feature Extraction Model of Check Valve Based on Local Mean Decomposition
Wavelet Packet Denoising

Based on the above theoretical analysis, a check valve fault feature extraction method
based on local mean decomposition wavelet packet denoising is proposed in this paper.
The research outline of the proposed method is shown in Figure 2, and the method imple-
mentation process is shown in Figure 3. The specific steps are as follows:

Vibration signal 
of check valve

Decomposition of 
signal by time-

frequency 
analysis

Signal selection 
and 

reconstruction

Signal noise 
reduction

Hilbert envelope 
spectrum

Figure 2. Research outline of the proposed method.
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PF component

Signal reconstruction

Wavelet packet denoising

Hilbert envelope 
spectrum analysis

Calculate the K-L 
divergence between the 
original signal and each 

signal component

Select the PF component 
less than the set threshold

Fault feature extraction

Original signal

LMD decomposition

Figure 3. Fault feature extraction process of check valve based on LMD and wavelet packet denoising.

(1) The experimental failure data of wear breakdown of check valve are selected, and
then the above samples are decomposed into several PF components by LMD decomposition.

(2) According to the calculation method of K-L divergence, the K-L divergence between
the original signal and each PF component obtained by decomposition is calculated. Then,
all K-L divergence values are normalized.

(3) According to the set threshold, the calculated K-L divergence value is compared
with it, and then any PF component less than the threshold is filtered.

(4) The filtered PF components are reconstructed, and then wavelet packet denoising
is carried out.

(5) Hilbert envelope demodulation is performed on the denoised signal.

6. Experimental Analysis

The field data of the high-pressure diaphragm pump check valve obtained by the data
acquisition system of a slurry transmission pipeline in Western China were used in the
experiment. The diaphragm pump used in the slurry transmission pipeline pump station
was of the TZPM series, and the data acquisition card used was the PXIe-3342 eight-channel
acquisition card. Through the acceleration sensor arranged outside the diaphragm pump,
the vibration signal was collected and transmitted to the computer. Then, the collected data
of the check valve in the wear fault state were analyzed to extract its fault characteristics.
The Schematic diagram of high-pressure diaphragm pump and fault check valve is shown
in Figure 4 [22]. The vibration signal acquisition system diagram of check valve is shown
in Figure 5 [22].
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(a) (b) 

Figure 4. Schematic diagram of high-pressure diaphragm pump and fault check valve. (a) High
pressure diaphragm pump; and (b) fault check valve.

 Check 
valve

 Acceleration 
sensor 

8-channel 
data 

acquisition 
card 

Controller Computer

Sending out 
signals

A/ D 
conversion

Sending control instructions

Figure 5. Vibration signal acquisition system diagram of check valve.

In the check valve, wear breakdown caused by coarse particles stuck in the valve
is very common. The check valve of the high-pressure diaphragm pump has a cone-
valve-type structure, and the main components are the valve body, valve core, and spring.
Among them, the “valve core spring” constitutes a low-damping oscillation system, and its
frequency is:

f =
1

2π

√
k

ms
(20)

where k is the stiffness value of the spring; and ms is the equivalent mass value. Set the
spring stiffness as follows according to the activity of the plunger of the pump

k = 4π2(2 f )2ms (21)

where f is the frequency of normal operation of the high-pressure diaphragm pump. Its
normal operating frequency is 0.5~0.517 Hz, and the frequency of the spring valve core
system fp = 2f, namely, 1~1.034 Hz. The check valve will show the corresponding fault
fundamental frequency and double frequency when it fails.

The check valves of the high-pressure diaphragm pump are matched by the feed valve
and discharge valve in pairs. Therefore, the normal operation vibration signal and fault
vibration signal of a group of feed and discharge check valves were randomly selected as
a group of experimental data for analysis. The fault data of the check valve used in the
experiment were the data when a wear breakdown fault occurred. The sampling frequency
of this experiment was 2560 Hz, and the sampling data length was 10,240. After A/D
conversion, the collected vibration acceleration signal was input into the computer through
the controller.
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Next, the normal operation and fault operation data of 10,240 check valves were taken
for analysis. Figure 6 is the time-domain waveform diagram of the normal operation of the
check valve. Figures 7 and 8 are the time-domain diagram and frequency-domain diagram
when the check valve fails, respectively. Through comparative analysis of Figures 6 and 7,
it can be seen that when the check valve was in normal operation, the vibration signal
contains prominent impact components, and the amplitude was relatively more appar-
ent. It can be seen from Figure 8 that the operating frequency was mainly within 200 Hz,
but it was impossible to conclude whether it had a fault. To further analyze the signal,
LMD decomposition was carried out first. As shown in Figure 9, the original signal was
decomposed into several PF components and a residual component. To compare the decom-
position effect, empirical mode decomposition (EMD) was used to decompose the signal.
The results are shown in Figure 10. After EMD decomposition, more component signals
were obtained, and there was a certain degree of modal aliasing. Through comparison, it
can be seen that the effect of signal decomposition using the LMD method was better, as it
reduced the phenomenon of mode aliasing to a great extent. Therefore, the obtained signal
component contained more information. At the same time, LMD had fewer iterations.
Next, we calculated the K-L divergence of all component signals decomposed by LMD,
EMD, and the original signal. The results are shown in Tables 1 and 2.

Figure 6. Time-domain waveform of check valve in normal operation.

Figure 7. Time-domain waveform of check valve fault operation.
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Figure 8. Frequency-domain waveform of check valve fault operation.

Figure 9. LMD decomposition results.

As shown in Table 1, the K-L divergence values of PF1, PF2, and PF3 were relatively
small and less than the set threshold. Because the discrimination of K-L divergence was
relatively obvious, it can be seen that their correlation with the original signal was relatively
high. From the calculation results of kurtosis values, the kurtosis values of PF1 to PF5 were
all greater than 3. Although it can be seen that the above component signals contained
more impact components, this led to some difficulties in the signal screening. Therefore, the
filtered PF1, PF2, and PF3 components were reconstructed according to the K-L divergence
value. It can be seen from Table 2 that the K-L divergence values of IMF2, IMF 3, IMF4,
and IMF 5 were less than the set threshold, which shows that their correlation with the
original signal is relatively high. At the same time, by analyzing the calculation results of
the kurtosis values from IMF 1 to IMF 10, it can be seen that the kurtosis values of other
IMF components were greater than 3, except IMF 6, IMF 9, and IMF 10, which also made it
difficult to screen effective signals. Similarly, the above component signal was selected for
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reconstruction according to the K-L divergence value calculation result. Although the above
filtered signal components were highly correlated with the original signal, they contained a
large number of fault signal features, and a large number of noise interference components.
Therefore, to reduce the impact of noise on fault feature extraction, it was necessary to
denoise the reconstructed signal by using the wavelet packet. In this experiment, the sym5
wavelet was used to decompose and reconstruct the reconstructed signal. The reconstructed
signal waveform is shown in Figure 11, and the signal time-domain waveform after noise
reduction is shown in Figures 12 and 13.

Figure 10. EMD decomposition results.

Table 1. K-L divergence and kurtosis of PF component.

Parameter PF1 PF2 PF3 PF4 PF5

K-L divergence 0.009 0.001 0.026 0.253 1.001
Kurtosis 4.706 4.062 3.417 4.775 3.525

Table 2. K-L divergence and kurtosis of IMF component.

Parameter IMF1 IMF2 IMF3 IMF4 IMF5

K-L divergence 0.036 0.007 0.009 0.001 0.016
Kurtosis 4.048 4.866 3.333 3.001 3.402

Parameter IMF6 IMF7 IMF8 IMF9 IMF10

K-L divergence 0.111 0.561 1.001 0.724 0.234
Kurtosis 2.688 5.040 5.158 1.699 2.165
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Figure 11. Time-domain waveform reconstruction.

Figure 12. Time-domain waveform of signal based on LMD wavelet packet denoising.

Figure 13. Time-domain waveform of signal based on EMD wavelet packet denoising.

Next, the signals based on LMD wavelet packet denoising, EMD wavelet packet
denoising, and wavelet packet direct denoising were demodulated by the Hilbert envelope
to compare and analyze the experimental results. The results are shown in Figures 14–16. It
is evident from Figure 14 that there was a fundamental frequency (0.3125 Hz) and a second
to sixth doubling frequency of the fundamental frequency components (0.625, 0.9375, 1.25,
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1.563 and 1.875 Hz) in the envelope spectrum of the signal after noise reduction based on
the LMD wavelet packet, which has become the dominant frequency of the vibration signal,
indicating that a fault occurred at this time. As shown in Figure 15, fundamental frequency
(0.3125 Hz) and other doubling frequency components appeared in the envelope spectrum
of the signal denoised based on the EMD wavelet packet. Still, the overall amplitude
was less than the result seen in Figure 14. As shown in Figure 16, frequency components
such as fundamental frequency (0.3125 Hz) and the second doubling frequency (0.625 Hz)
cannot be found in the envelope spectrum of the signal after wavelet packet noise reduction.
Therefore, using the proposed method for fault feature extraction can achieve better results.

0 2 4 6 8 10 12 14 16 18 20
0

0.002

0.004

0.006

0.008

0.01

A
m

pl
itu

de
[m

/S
2 ]

Frequency[Hz]

f

 LMD-Wavelet Packet Denoising

3f0
6f0

f0

4f0
5f0

Figure 14. Signal envelope spectrum based on LMD wavelet packet denoising.
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Figure 15. Signal envelope spectrum based on EMD wavelet packet denoising.

The above qualitative analysis shows that the proposed method has better fault feature
extraction advantages than the other two methods. Firstly, the fault signal of the check
valve was decomposed by the time-frequency analysis method, and the complete time-
frequency distribution information of the signal was obtained. Compared with EMD, LMD
suppresses the endpoint effect brought about by EMD, eliminates the problems of over
envelope, under envelope, and mode aliasing caused by EMD, and the decomposed signal
can retain the information of the original signal. Secondly, this research introduces K-L
divergence as the screening criterion in the signal screening link. Through the calculation
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and comparative analysis of the K-L divergence value of each signal component, it can be
seen that the discrimination of K-L divergence was relatively more significant, which is
helpful to better select the signal component. Then, the subsequent reconstructed signal
was denoised by a wavelet packet to filter out the noise interference. Finally, through
the Hilbert envelope spectrum analysis, it can be seen that the characteristic frequency in
the Hilbert envelope spectrum obtained by the proposed method was relatively apparent.
Meanwhile, six frequency components such as the fundamental frequency of the fault and
the second to sixth doubling frequency of the fundamental frequency can be extracted.
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Figure 16. Signal envelope spectrum based on wavelet packet denoising.

7. Conclusions

Aiming at the non-stationary characteristics of the fault vibration signal of the check
valve of a high-pressure diaphragm pump, a fault feature extraction method for the check
valve based on LMD and wavelet packet analysis is proposed. Finally, the fault fea-
tures were extracted by Hilbert envelope spectrum analysis. The following conclusions
were obtained:

(1) The LMD method was used to decompose the original signal adaptively, which
overcomes the problems of modal aliasing and endpoint effect caused by the EMD method,
and there were fewer iterations. The component signal decomposed by this method only
included five PF components and one residual signal component. In comparison, the EMD
obtained more signal components (ten IMF components and one residual component).
The results show that LMD can extract the time-frequency information of the signal more
effectively and provide a guarantee for the screening of subsequent signal components.

(2) By calculating the K-L divergence value of each signal component and selecting the
signal component whose K-L divergence value is less than the set threshold as the effective
component signal, the problem of poor discrimination caused by the traditional kurtosis
method can be avoided. Because the original signal contains more impact components, it is
difficult to screen the signal. The experimental results in the signal screening link show that
three signal components, PF1, PF2, and PF3, can be extracted as effective signals by using
K-L divergence. If the kurtosis criterion is used for filtering, all signal component values
are more significant than the set threshold and cannot be selected. At the same time, in the
comparative experiment using EMD, four signal components were successfully selected
as effective signals by using K-L divergence. When kurtosis was used as the screening
criterion, it also showed the defect of poor discrimination.

(3) By further comparing and analyzing the envelope spectra after wavelet packet
denoising based on different methods, it can be seen that the peak of characteristic frequency
in the Hilbert envelope spectrum obtained by using the method proposed in this paper
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is relatively apparent. The experimental results of envelope spectrum analysis show that
six frequency components such as the fundamental frequency of check valve fault and the
frequency from the second to sixth doubling frequency of the fundamental frequency can
be extracted by using the method proposed in this paper. Although the above six frequency
components were also extracted by the EMD wavelet packet joint denoising method, the
overall amplitude was lower than that obtained by the method proposed in this paper. In
addition, three frequency components such as 0.3125, 0.625 and 1.563 Hz cannot be found
in the envelope spectrum of the signal denoised by wavelet packet alone. It is proved that
the method proposed in this paper can extract the fault characteristics of the check valve
more effectively.

As a large reciprocating industrial equipment, a high-pressure diaphragm pump can
operate under complex working conditions such as high pressure, high temperature, high
corrosion, and high concentration and is more widely used in the mining, metallurgy,
petroleum, and chemical industries. This paper starts with the vibration signal analysis of
the check valve, the core component of the high-pressure diaphragm pump, completes the
fault feature extraction based on LMD and wavelet packet analysis, and provides a new
idea for the research in this field. However, it may be affected by many uncertain factors
and various fault forms under actual working conditions, so the proposed method may not
be well applicable. Therefore, in future work, the research group will deeply summarize
the latest theory and results of the time-frequency analysis method and further improve
and perfect the proposed method to extract the operation state information of the check
valve more effectively.
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Abstract: Serious vibration or wear with large friction usually appear when faults occur, which
leads to more serious faults such as the destruction of the oil film, bringing great damages to both
the society and economic sector. Therefore, the accurate diagnosis of a fault in the early stage is
important for the safety operation of machinery. To effectively extract the fault features for diagnosis,
EMD-based methods are widely used. However, these methods spend lots of efforts diagnosing faults
and require plenty of professional knowledge of diagnosis. Although many intelligent classifiers can
be used to automatically diagnose faults such as wear, a broken tooth and imbalance, the combing
EMD-based method, the scarcity of samplings with labels hinder the application of these methods
to engineering. It is because the model of the intelligent classifier must be constructed based on
sufficient samplings with a label. To solve this problem, we propose a novel fault diagnosis method,
which is performed based on the EEMD and statistical distance analysis. In this method, the EEMD is
used to decompose one original signal into several IMFs and then the probability density distribution
of each IMF is calculated. To diagnose the fault of the machinery, the Euclidean distance between the
signal acquired under an unknown fault with the other referenced signals acquired previously under
various fault types is calculated. At last, the fault of the signal is the same with the referenced signal
when the distance is the smallest. To verify the effectiveness of our proposed method, a dataset of
bearings with different faults, and a dataset of 2009 Prognostics and Health Management (PHM)
data challenge, including gear, bearing and shaft faults are used. The result shows that the proposed
method can not only automatically diagnose faults effectively, but also fewer samplings with a label
are used compared with the intelligent methods.

Keywords: fault diagnosis; rotating machinery; EEMD; probability density distribution; statisti-
cal distance

1. Introduction

Rotating machinery is widely used in industry and plays an important role in trans-
mitting force, bearing load, etc. It usually operates under a tough environment and is
subject to failure, which likely leads to significant economic losses or injuries. Therefore,
it is necessary to monitor the health state of machinery and diagnosis defects timely and
the research on fault diagnosis has attracted much attention in recent years. To inspect
the condition of machinery, vibration sensors are always used for acquiring the vibration
signal, which contains the health condition information. Unluckily, the machinery probably
operates under a tough environment, so the useful information is always submerged in
environment noise [1].

To extract the weak and useful information from the vibration signal under a low
signal-to-noise ratio, many signal processing-based approaches have been proposed for
fault diagnosis, such as the wavelet analysis [2], Kurtogram [3], Infogram [4] and singular
value decomposition (SVD) [5]. Among these methods, the empirical mode decomposition
(EMD) is one of the most used methods for fault diagnosis and has been used for gear

Coatings 2021, 11, 1459. https://doi.org/10.3390/coatings11121459 https://www.mdpi.com/journal/coatings133



Coatings 2021, 11, 1459

fault diagnoses [6], bearing fault diagnoses [7] and abnormal clearance diagnoses of diesel
engines [8], etc. The characteristics information of the fault can be effectively extracted
using this method, because the EMD is able to decompose the complicated signals into
several intrinsic model functions (IMFs), which represent the intrinsic oscillation modes
embedded in the signal. Subsequently, the envelop spectrum technique can be applied
to process the IMFs for finding the fault frequency. To overcome some shortcomings of
the EMD, including negative frequency values, mode mixing and the lack of a rigorous
mathematical formulation [9], many methods have been proposed. For example, an
ensemble empirical mode decomposition (EEMD) [10], wavelet packet decomposition
(WPD), local feature scale decomposition (LCD) [11], and BS-EMD [12] have also been
proposed to solve the problem of mode mixing.

Although these EMD and EMD-based methods are good at extracting the impulsive
signal generated by a machinery fault, it still spends lots of effort diagnosing the fault
and require plenty of professional knowledge. To make full use of the merits of EMD
and automatically classify the fault, many intelligent methods can be used as the classifier.
Cheng et al. used the singular value decomposition (SVD) to initial feature vector matrices
based on the EMD and then the support vectors machines (SVMs) trained by these features
were used to distinguish the fault patterns of gears and roller bearings [13]. To achieve a
better fault diagnosis performance, a more accurate SVM classifier named the multiclass
transudative support vector machine (TSVM), trained by both time-domain features and
time-frequency features extracted from IMFs, was applied to diagnose the gear faults [14].
Similarly, Zhang and Zhou proposed a novel procedure based on the EMD and optimized
the SVM [15]. The extracted features include two types of features, the EEMD energy
entropy and singular values of the matrix whose rows are IMFs. Yu et al. [16] improved
the fault diagnosis performance of the SVM classifier by introducing the K-means method
for selecting the most sensitive IMFs. The features, including nine time-domain features,
were extracted from the most sensitive IMFs for training the SVM model.

Ali et al. [17] selected the most significant IMFs and then the chosen features, including
the time features and time domain features, were used to train an artificial neural network
(ANN) for classifying bearing defects. Bin et al. [18] combined the wavelet packet decom-
position (WPD) and EMD to extract the fault features, and then these features were input
into the classical three-layer BP neural network model for fault diagnosis. Xiao et al. [19]
used an improved EMD energy entropy as the input of the SVM optimized by particle
swarm optimization (PSO). A new neural network named the probability neural network
(PNN) was also utilized to classify the fault models based on the features extracted from
IMFs decomposed using the variational mode decomposition (VMD). The features consist
of multifractal features extracted by MFDFA, and the generalized Hurst exponents and the
dimension of these features were reduced by the principal component analysis (PCA) [20].
The neuro-fuzzy inference system (ANFIS) has been used as a classier for fault diagnosis
by using a Fuzzy entropy as a feature [21]. Tian et al. [22] used the SVD to compress the
product functions (PFs) decomposed using local mean decomposition (LMD) for obtaining
the feature vectors and then these feature vectors were input into the extreme learning
machine model. According to these references, it can be found that feature extraction
from the decomposed components, such as IMFs or PFs, is a vital and necessary process
for constructing the fault diagnosis model. Moreover, lots of samplings with labels are
needed to train an accuracy model. However, it usually spends much effort extracting
useful features from signals to train models and labeled signals in a practical application
are scarce.

To solve this problem, a new fault diagnosis method is proposed based on the EEMD
and statistic distance analysis. First, the probability density functions of the acquired
signal to be analyzed are calculated. Specifically, in the proposed method, to overcome
the shortcomings of the EMD, the EEMD instead of the EMD is used to decompose the
vibration signal into several IMFs. The probability density function (PDF) of each IMF
can then be calculated. Second, the Euclidean distance between the probability density
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functions (PDF) of the signal and the samplings with different fault labels can be calculated.
The statistical distance (SD) can be evaluated by summing up all the distance. A small
SD indicates the similarity of two signals (also small) and their corresponding machines
are more likely to have the same fault type. Therefore, the fault can be diagnosed and the
machines have the same fault type with the sampling when their similarity is the smallest.
The SD is calculated using the probability density function of the IMFs directly and no
time or time-frequency features are extracted, so it is more easy to realize the method.
Moreover, because the referenced signal of the fault to be diagnosed should be provided,
the number of the sampling with labels just equals the number of fault types which satisfies
the requirement of a practical application. Eventually, the proposed method is more
suitable for fault diagnosis, which is verified using two cases. The main contribution in this
paper is that an EEMD-based method is proposed to diagnose faults more conveniently,
which tries to perform fault diagnosis adaptively and with fewer training samplings than
the intelligent fault diagnosis.

The rest of this paper is structured as follows: Section 2 introduces the proposed
method in detail. Two cases are used to demonstrate the effectiveness of the proposed
method in Section 3. Section 4 concludes the paper.

2. Proposed Diagnosis Model

In this section, the proposed diagnosis model was described. The proposed model
consisted of four steps, including decomposing signals into IMFs using the EEMD, calcu-
lating the probability density distribution of different IMFs, computing the distance of the
similarity between any two sampling, and determining the fault type using the similarity.
The steps are described as follows in detail.

2.1. Decompose Signals into IMFs Using EEMD

First, signals of different types were decomposed into several IMFs using the EEMD,
respectively. As a noise-assisted method, the EEMD could overcome the model mixing of
the EMD.

For one signal x(t) (t= 1, 2, . . . n), the EEMD could be calculated using the following
six steps.

Step 1: Parameters used in the EEMD such as the trial number m and noise amplitude
e were initialized

Step 2: The white noise xm with the predefined amplitude was added to the signal
x(t) (t= 1, 2, . . . n) and the corresponding equation was given as:

xm = x + nm (1)

where xm and nm represent the mth trial noise-assisted signal and added white noise,
respectively.

Step 3: IMFs im fi,m could be obtained by decomposing xm using the EMD algorithm
for the mth trial noise-assisted signal, where i represents the ith IMFs.

Step 4: Steps 2–3 were repeated until m = M, but the white noise series were different
between different repeats.

Step 5: The ensemble mean of the M trails was calculated for ith IMFs and shown as:

emi =
1
M

M

∑
m=1

im fi,m (2)

Step 6: The ensemble mean could be calculated for each IMF and output the ensemble
mean emi(i = 1, . . . I) as the final IMF.
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2.2. Calculate Probability Density Distribution of Different IMFs

Next, the probability density distribution of IMF emi was calculated according to:

fi(x) =
1

Nd

N

∑
j=1

K
( xj − x

d

)
(3)

where d is the bandwidth and d > 0, N represents the whole number of serial points, x
was taken from the corresponding IMF and K(·) denotes the non-negative kernel function
which was selected as the Gaussian function in the proposed method. The Gaussian
function was as follows:

g(x) =
1√
2π

e−
(xi−x)

2d2 (4)

2.3. Compute the SD for Evaluating Similarity between Any Two Samplings

Then, the similarity between any two IMFs (e.g., emi and emj) could be evaluated
by computing the statistical distance of their probability density distributions using the
following equation:

SDIMFs( f1, f2) =
m

∑
i=1

(
n

∑
j=1

( f1
(
xi,j

)− f2
(
xi,j

)
)

2
)

1/2

(5)

where f1
(
xi,j

)
represents the j th probability density value of ith IMF, m is the total number

of IMFs and n is the total number of serial points in each IMF. Obviously, the similarity
between two signals could be measured by this distance, which considered the difference
of the probability density distribution at different IMFs. In particular, the more similar two
signals were, the smaller the distance was.

2.4. Determine the Fault Type Using the Similarity

Signals generated by machinery with the same fault type has a large similarity. On the
contrary, the similarity of signals generated by machinery with different fault types was
much smaller than the same fault type. According to this rule, the fault could be diagnosed
using the proposed statistical-based distance. Specifically, the SD between one signal with
an unknown fault type and referenced signals with different fault types could be calculated.
Then, the fault type of the signal could be determined using the following equation:

T = argmin
i

DIMFs( fu, fi) (6)

where fu is the probability density function of the signal with an unknown fault type and
fi represents the signal with the ith fault type. The signal had the same fault type with the
referenced signal when their statistical distance was the smallest. It could be found that
only one referenced signal was used, while lots of samples should be acquired to train an
intelligent model. In other words, this proposed method needed much fewer samples than
the intelligent fault diagnosis method. Furthermore, the proposed method was much easier
to apply to the engineering cases, which had fewer parameters to tune than the intelligent
fault diagnosis methods.

3. Experimental Demonstrations

Bears and gears are two critical components used to transfer force and moment in rotary
machinery, and they are easily subject to failure. In this section, data collected from bearings
and gears were used to verify the effectiveness of the proposed method, respectively.

3.1. Rolling Bearing Fault Diagnosis Based on the Proposed Method

The bearing dataset of the western reserve university [23] case was used to verify the
effectiveness of our proposed method. Figure 1 shows the test rig for obtaining data of
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various bearing faults. A 1.49 Kw, three-phase induction motor, was used to provide power,
and ball bearings were installed on the left of the motor to support the motor shaft. An
accelerometer with a sampling of 12 kHz was installed on the house of the motor to collect
vibration signals. In this demonstration, data of various faults under different degrees were
used. Specifically, 12 health conditions included (1) normal ball fault with a fault severity.
Single point faults were introduced to the test bearings using electro-discharge machining
with fault diameters of 7 mils, 14 mils, 21 mils, 28 mils, and 40 mils (1 mil = 0.001 inches).
The fault severity was evaluated by the defect size, including (2) 0.007 inches, (3) 0.014
inches, (4) 0.021 inches, and (5) 0.028 inches, an inner ring fault with a fault severity of
(6) 0.007 inches, (7) 0.014 inches, (8) 0.021 inches, and (9) 0.028 inches, and an outer rolling
fault with a fault severity of (10) 0.007 inches, (11) 0.014 inches, and (12) 0.021 inches.
The vibration signals of each fault were divided into 20 segments and each segment had
5000 sampling points. These segments could be considered as different samples with
different faults.

 

Figure 1. The bearing test rig.

These datasets with a total of 240 samples were used to verify the proposed method.
In total, 12 samples with the whole fault types were used as the referenced data. The other
samples were used to test the effectiveness of the proposed method. For example, the SD
between the samples of the third condition (ball fault with a severity of 0.014) and the
12 referenced samples of different types were calculated. For instance, Figure 2 shows the
statistical distance between the probability density distribution of 12 referenced samples
between that of the whole normal samples. The SD of the same fault type was plotted
using the same curve. The curve labeled with the blue cross plotted the SD between the
data of a normal condition and the referenced data of a normal condition. Sample one was
just the referenced sample, so its SD was zero. Furthermore, it can be found that the SD
between the referenced sample with the whole samples had the smallest SD compared
with the other referenced samples, which was plotted using the curve labeled with a blue
cross. As a result, these samples could be classified as the type of the second condition,
which was consistent with the fact. Similarly, the fault types of the other samples could
be distinguished. The corresponding results can be seen from Figure 2j to Figure 2l. The
accuracy of different fault types was calculated and presented in Figure 3. In Figure 2e,
the number of the samples in testing was 20 and we calculated the SD of these samples
with referenced signals of different faults. Obviously, the SD between each sample with
the referenced signal of inner ring fault with a fault severity of 0.007 was the smallest.
According to the proposed method, we could infer that the fault types of these samples
were inner ring faults with a fault severity of 0.007. Obviously, the result was consistent
with the fact, so the accuracy of the proposed method for Figure 2e was 100%. Of course,
in some figures, the result was not very good, for example, Figure 2j, but the result was
still higher than 60%. By calculating all the samples of different types, we could obtain the
mean accuracy. It could be found that the mean accuracy of the whole samples was 87%,
which was a satisfying result when the samples with labels were very scarce.
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Figure 2. The SD between various referenced samples and different samples, including (a) ball fault with fault severity of
0.007, (b) ball fault with fault severity of 0.014, (c) ball fault with fault severity of 0.021, (d) ball fault with fault severity of
0.028, (e) inner ring fault with fault severity of 0.007, (f) inner ring fault with fault severity of 0.014, (g) inner ring fault with
fault severity of 0.021, (h) inner ring fault with fault severity of 0.028, (i) normal, (j) outer rolling fault with fault severity of
0.007, (k) outer rolling fault with fault severity of (10) 0.014, and (l) outer rolling fault with fault severity of 0.021.
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Figure 3. The diagnosis result of (1) ball fault with fault severity of 0.007, (2) ball fault with fault
severity of 0.014, (3) ball fault with fault severity of 0.021, (4) ball fault with fault severity of 0.028,
(5) inner ring fault with fault severity of 0.007, (6) inner ring fault with fault severity of 0.014, (7) inner
ring fault with fault severity of 0.021, (8) inner ring fault with fault severity of 0.028, (9) normal,
(10) outer rolling fault with fault severity of 0.007, (11) outer rolling fault with fault severity of 0.014,
(12) outer rolling fault with fault severity of 0.021, and (13) the mean accuracy.

3.2. Fault Diagnosis of Gear Based on the Proposed Method

In this section, the vibration signals of spur gears with different faults were used to
verify the effectiveness of the proposed method further. These data can be found in the
2009 PHM Challenge Competition [24]. Figure 4 shows the experiment setup which mainly
consisted of one electric motor, four gears, six bearings, etc. The rotating frequency of the
input shaft was 34.5 Hz and the tooth numbers of gears was 32, 96, 48, and 80, respectively.
Two accelerometers were installed on both sides of the experiment setup to acquire the
vibration data with a sampling frequency of 100/3 kHz. Different fault models such as NF
(no fault), CH (chipped tooth), BR (broken tooth), ER (error), BS (ball spin fault), IR (inner
race fault), OR (outer race fault), BA (bent axle), SI (shaft imbalance) and BK (bad key) were
provided in this experiment. It was important to diagnose these faults as soon as possible,
and if the equipment operated with faults, seriously vibrations would be generated and
the friction of the surface between different components would become larger. The oil film
would be destructed and more serious faults usually appeared.

Figure 4. The experiment setup.

139



Coatings 2021, 11, 1459

The final obtained dataset consisted of eight fault types. Concretely, these types were
as follows: (1) normal, (2) input gear with CH and Idle 2 with ER, (3) Idle 2 with ER, (4) Idle
2 with ER, output with BR, and bearing one with BS, (5) input gear with CH, Idle 2 with
ER, output with BR, bearing one with IR, bearing two with BS, bearing three with OR,
(6) output with BR, bearing one with IR, bearing two with BS, bearing three with OR, Shafts
input with SI, (7) bearing one with IR, shafts output with BK, and (8) bearing two with BS,
bearing three with OR inputs(shafts) with BA.

Similar to case A, the different samples were obtained by dividing the vibration signals
into different segments, each of which had 5000 segments. Therefore, a total of 320 samples
could be obtained and eight samples with different fault types were considered as the
referenced data in the proposed method. The statistical distance between the diagnosed
samples with various faults and the referenced samples are plotted in Figure 5. The
accuracy of all the diagnosis results was also calculated and the corresponding accuracy of
various types as well as the mean accuracy can be seen in Figure 6. The mean accuracy of
the whole samples was 87%, which also verified the effectiveness of the proposed method
in fault diagnosing.

    

    
Figure 5. The SD between various referenced samples and different samples, including (a) normal, (b) input gear with CH
and Idle 2 with ER, (c) Idle 2 with ER, (d) Idle 2 with ER, output with BR, and bearing 1 with BS, (e) input gear with CH,
Idle 2 with ER, output with BR, bearing 1 with IR, bearing 2 with BS, bearing 3 with OR, (f) output with BR, bearing 1 with
IR, bearing 2 with BS, bearing 3 with OR, Shafts input with SI, (g) bearing 1 with IR, shafts output with BK, and (h) bearing
2 with BS, bearing 3 with OR inputs(shafts) with BA.
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Figure 6. The diagnosis result of (1) normal, (2) input gear with CH and Idle 2 with ER, (3) Idle 2
with ER, (4) Idle 2 with ER, output with BR, and bearing 1 with BS, (5) input gear with CH, Idle 2
with ER, output with BR, bearing 1 with IR, bearing 2 with BS, bearing 3 with OR, (6) output with BR,
bearing 1 with IR, bearing 2 with BS, bearing 3 with OR, Shafts input with SI, (7) bearing 1 with IR,
shafts output with BK, (8) bearing 2 with BS, bearing 3 with OR inputs(shafts) with BA, and (9) the
mean accuracy.

4. Conclusions

In this paper, an EMD-based statistic distance was proposed for the fault diagnosis of
machinery. The proposed method made good use of the merit of the EEMD. Furthermore,
a fault could be automatically diagnosed, which needed much fewer samples with labels
than the intelligent method. The similarity of one signal between the referenced samples
collected from the machinery with various faults could be accuracy evaluated. As a
result, the signal had the same type with the referenced sample when they were most
similar. The effectiveness of the proposed method was demonstrated by two real cases,
including a bearing dataset and composite dataset of bearings and gears. It could be found
that satisfying results were obtained even when there were a few samples with labels.
Consequently, the proposed method can be further used in engineering, which will be
considered in our further work.
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Abstract: Aiming at the disadvantages of low trend, poor characterization performance, and poor
anti-noise performance of traditional degradation features such as dispersion entropy (DE), a fault
detection method based on sliding dispersion entropy (SDE) is proposed. Firstly, a sliding window is
added to the signal before extracting the DE feature, and the root mean square of the signal inside
the sliding window is used to replace the signal in the window to realize down sampling, which
enhances the trend of DE. Secondly, the hyperbolic tangent sigmoid function (TANSIG) is introduced
to map the signals to different categories when extracting the DE feature, which is more in line
with the signal distribution of mechanical parts and the monotonicity of the degradation feature is
improved. For noisy signal, the introduction of locally weighted scatterplot smoothing (LOWESS)
can remove the burrs and fluctuations of the SDE curve, and the anti-noise performance of SDE is
improved. Finally, the SDE state warning line is constructed based on the 2σ criterion, which can
determine the fault warning point in time and effectively. The state detection results of bearing and
check valve show that the proposed SDE improves the trend, monotonicity, and robustness of the
state tracking curve, and provides a new method for fault state detection of mechanical parts.

Keywords: mechanical parts; fault state detection; sliding dispersion entropy; feature extraction

1. Introduction

Diaphragm pump is a kind of transmission power equipment in the metallurgical
industry, which provides power for slurry pipeline transmission. The safe operation of
the diaphragm pump ensures the supply of mineral raw materials, and improves the
production efficiency and the quality of steel products. The poor operating environment,
stress, and load will cause damage to the diaphragm pump, which cause significant
economic losses [1]. Therefore, the maintenance of the diaphragm pump is important.
Bearing and check valve are the most frequently damaged parts in diaphragm pump, and
the price of check valve is high. The maintenance personnel often detect the faults of
bearing and check valve through abnormal sounds of diaphragm chamber and bearing
seat, slurry leakage trace, pressure, and flow. These methods rely on subjective experience
seriously. The excessive maintenance will cause the risk of shutdown, and the frequent
replacement will cause the waste of spare parts, which will cause serious economic losses.
Insufficient maintenance will lead to mechanical failure. Besides, a too late replacement of
parts will lead to secondary failure of other parts, which will bring immeasurable losses
and safety accidents. Therefore, it is urgent to propose a reliable fault detection method to
guide the formulation of maintenance and replacement strategy.

Tracking the fault state of parts and determining the early fault point have important
guiding significance for the design, assembly, and maintenance of the diaphragm pump.
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The time domain, frequency domain, and time-frequency domain features of the vibration
signal excited by faults will change in real time with the state degradation. However, it is
difficult to track and detect the fault states of the diaphragm pump because the vibration
signal is interfered by the pulsation of the slurry and the vibration of parts. In addition, the
signal has nonlinear and non-stationary characteristics due to the influence of transmission
path and hydraulic, mechanical, and electrical factors, which brings great challenges to the
fault state tracking and detection.

There are few researches on fault detection of diaphragm pumps at home and abroad,
but the researches on bearing fault detection still have good reference significance. Mixed
domain features are the most commonly used methods in fault detection, including time
domain, frequency domain, and time-frequency domain features. Li extracted 24 time-
frequency features and selected sensitive feature through monotonicity and correlation
coefficient, finally tracked the bearing degradation state through gate recurrent unit and
3σ criteria [2]. Gao extracted the degradation features from the mixed domain features of
the bearing through isometric mapping, then established a reliability model by logistic
regression [3]. Hua extracted the mixed domain features of the bearing and constructed
a fault warning line based on the 3σ principle, and finally predicted the degradation
state through the support vector machine [4]. Li selected the effective features from the
mixed domain features of bearing and obtained a degradation curve by self-organizing
feature mapping [5]. Bilendo extracted the mixed domain features and selected effective
degradation features through local linear embedding (LLE) [6]. However, the single
features, mixed domain features, and its fusion features have not achieved satisfactory
results in the fault detection of the bearing and check valve. The reasons for this are that
single features are only sensitive to the specific fault in a specific stage, the fusion features
are redundant and depend on dimensionality reduction methods. Besides, the construction
and dimensionality reduction of mixed domain features depend on the experience of
technicians. The deep learning method can solve the above problems [7]. Ding proposed
a domain adaptive long short-term memory (LSTM) to predict the bearing degradation
state [8]. Hu extracted modes by convolutional neural network and evaluated the bearing
degradation process by fuzzy C mean clustering [9].

Although the above-mentioned deep learning-based methods can avoid the subjective
experience problems in mixed domains, the time cost of deep learning is higher and
neural network structure seriously affects the feature extraction performance. Entropy
can measure the complexity and uncertainty of signal [10] and has the advantages of
simple calculation and high calculation efficiency [11]. Kumar extracted the Shannon
entropy, permutation entropy (PE) and approximate entropy (AE) degradation features of
the bearing and then constructed a bearing degradation trend model by gaussian process
regression [12]. Noman first separated the oscillating eigenvalues from the vibration
signal, then took the PE of the oscillation signal as the bearing degradation feature [13].
Minhas obtained several modes by empirical mode decomposition, then extracted the
weighted multi-scale entropy degradation features of sensitive modes by Hurst index [14].
Li proposed a degradation feature combining composite spectrum and relative entropy,
which can characterize the degradation trend of hydraulic pump effectively [15]. Mostafa
tracked the fault evolution process of gear and bearing through sample entropy (SE), PE,
and dispersion entropy (DE) [16]. Experiments show that the DE [17] is not sensitive to
noise, but sensitive to instantaneous frequency, amplitude, and sequence bandwidth, which
is in line with the feature extraction requirement of vibration signal.

However, the entropy methods also have their own defects, SE is sensitive to signal
length, PE ignores the amplitude information, and they both have poor anti-noise per-
formance. Although the performance of DE is slightly better than that of single features,
mixed domain features and traditional entropy features in the fault detection of diaphragm
pump, DE has not achieved satisfactory results in the fault detection. The problems can be
summarized as follows. Firstly, the vibration signal segment used to extract the DE feature
is discontinuous and irrelevant, which greatly reduces the tendency of the degradation
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feature. Secondly, the results obtained by the normal cumulative distribution function
(NCDF) used in the DE deviate from the actual distribution of vibration signals, which
makes the traditional DE feature unable to well characterize the true characteristics of
vibration signals. Thirdly, the anti-noise performance of DE degradation feature still does
not meet the fault detection requirements of mechanical equipment in the actual industrial
environment. In addition, there is still a lack of an effective fault point detection and early
warning method, which can track the degradation state of parts in real time and warn the
key fault points.

The sliding dispersion entropy (SDE) and its state warning line are proposed and used
for fault state detection and degradation state tracking in this paper. In order to enhance
the tendency of DE degradation feature, a sliding window is added to the signal segment
and the root mean square of the signal in the window is used to replace the signal segment
to achieve down-sampling. In order to improve the characterization performance of DE
feature, the down-sampling sequences are mapped to different categories by introducing
hyperbolic tangent sigmoid function (TANSIG) mapping. Because the TANSIG mapping is
closer to the actual empirical distribution of vibration signal, the proposed SDE enhances
the monotonicity of the degradation feature. To enhance the anti-noise performance, locally
weighted scatterplot smoothing (LOWESS) is introduced to remove the small fluctuations
and burrs of the SDE feature curve. At the same time, an adaptive early warning line based
on 2σ criteria is proposed, which can determine the fault warning point effectively. In
summary, the proposed method solves the above problems well. The method can track
the fault state of the parts and determine the fault warning point and provide technical
guidance for the maintenance and replacement of the parts.

The remainder of this paper is organized as follows: in Section 2, the theory of the
proposed sliding dispersion entropy (SDE) and its fault state warning line are introduced.
Then, a state detection method based on SDE is proposed, and the specific steps are
described in detail. In Section 3, the effectiveness of the SDE and its state warning line is
proved by analyzing the bearing data in the laboratory environment, then the proposed
SDE is applied to the fault detection of check valve in the actual industrial environment, and
the proposed SDE was compared with many existing methods. Finally, some conclusions
are presented in Section 4.

2. Methodology

2.1. Sliding Dispersion Entropy (SDE)

The degradation process of mechanical parts lasts a long time, and the categories
and boundaries of fault states are fuzzy. Therefore, it is difficult for traditional features
to characterize the degradation trend of parts [18]. DE can measure the complexity and
chaotic characteristics of the signal, but its performance is not very good in tracking the
state of check valve and bearing. The trend of vibration data is not fully considered in
DE feature, and the description of vibration data distribution characteristics by DE is
not accurate enough due to the use of normal cumulative distribution function (NCDF)
mapping. In addition, DE is easily disturbed by small fluctuations and noise, and the
reliability of tracking is poor. Therefore, a sliding dispersion entropy (SDE) based on sliding
window down-sampling and TANSIG mapping is proposed. Assuming that the vibration
signal of the mechanical part at the k-th (k = 1, 2, · · · , K) time point has been collected, the
SDE feature of the vibration signal at the current time point can be expressed as SDEk, and
its calculation procedures are as follows.

(1) In order to enhance the trend of the vibration signal obtained at the k-th time point,
a sliding window with length P is added to the signal to be analyzed at first, and then
the original signal segment in the sliding window is replaced by the root mean square
(RMS) value of the segment signal. In this way, down-sampling is achieved. In the sliding
process of the sliding window, the sliding window reaches the next window after sliding
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h = (P/2) sampling points each time. Wherein, the RMS of the signal segment in the i-th
sliding window can be obtained by the following formula.

vrms(i) =

√√√√ (i−1)h+P

∑
m=(i−1)h+1

u2(m)/P, (1)

vpre(i) = vrms(i)−
(

N

∑
i=1

vrms(i)/N

)
, (2)

where N = round(M/P) represents the total number of windows, M represents the number
of data points at the k-th time point, and vpre(i) is the removing mean processing of the
RMS values of the signal in the i-th window. Figure 1 shows the sliding window of the
check valve signal when the signal length in the sliding window is P = 2000. In this paper,
P = 20. The down-sampled signal vpre(i)(i = 1, 2, · · · , N) of the signal in the N sliding
windows can be obtained according to the above formula.

Figure 1. The schematic diagram of sliding window and down−sampling.

(2) In order to improve the characterization performance of DE, the down-sampling
signal are mapped to different categories by introducing TANSIG mapping, and it is used
as the SDEk feature of the k-th time point signal. Its calculation is summarized as follows.

Step 1: Map the signal xj(j = 1, 2, · · · , N) to c categories. Different from DE, the NCDF
function of DE is replaced by the tan-sigmoid mapping function (TANSIG), after which the
original signal xj is mapped to the range between 0 and 1, i.e., y = {y1, y2, · · · , yN}, y ∈
(0, 1). When the maximum or minimum value of sequence x deviates far from its mean or
median, most of the data in sequence x is easy to be classified into a few categories, but
TANSIG can solve the above problems well.

yj =
2

1 + e−2
(xj−μ)

σ

− 1, (3)

where σ and μ are the standard deviation and mean of sequence x. In order to verify the
effectiveness of TANSIG function, we have compared and analyzed the mapping effect and
distribution of linear function (LM), log sigmoid function (LOGSIG), TANSIG function, and
NCDF function based on 76,800 data points of check valve fault signal. At the same time,
these functions are also compared with the actual empirical distribution function (EDF)
of the check valve data. As shown in Figure 2a, the curve corresponding to the TANSIG
mapping function almost coincides with the curve corresponding to the EDF function and
the check valve data distribution curve, which shows that the distribution of most check
valve data is closer to the TANSIG mapping function.

Then, the vibration data points are transformed into the range of 1 to c by the linear
transformation c·yj + 0.5, and then each yj is classified into classes 1 to c according to
the operation rule zc

j = round(c·yj + 0.5), where zc
j refers to the j-th sequence point that

has been classified and the symbol round(·) refers to rounding operation. Assuming the
number of categories is 3 (c= 3), the classification of the first 2000 data points of the
check valve fault signal is shown in Figure 2b, which indicates that the distribution of the
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vibration signal is closer to the actual empirical distribution of the data after being mapped
by TANSIG.

(a) (b)
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Figure 2. Comparison of mapping methods and classification of mapped data. (a) Comparison of different mapping
methods; (b) data classification after TANSIG mapping.

Step 2: According to zm,c
i =

{
zc

i , zc
i+d, · · · , zc

i+(m−1)d

}
, each embedding vector zm,c

i , i =
1, 2, · · · , N − (m − 1)d is established by embedding dimension m and time delay d. Each
zm,c

i is mapped to a dispersion pattern πv0···vm−1, where zc
i = v0, zc

i+d = v1, · · · , zc
i+(m−1)d =

vm−1, so the number of potential dispersion patterns that can be mapped to each zm,c
i is

cm. It can be seen that the sequence zm,c
i has m elements and each of them comes from an

integer from 1 to c [19].
Step 3: For each potential dispersion mode πv0···vm−1 among the cm dispersion modes,

the relative dispersion frequency is p(πv0···vm−1), where N − (m − 1)d is the total number
of embedded vectors.

p(πv0···vm−1) =
Number

{
i
∣∣i ≤ N − (m − 1)d, zm,c

i has type πv0···vm−1
}

N − (m − 1)d
. (4)

Step 4: Calculate DE according to the definition of Shannon entropy [10].

DE(x, m, c, d) = −
cm

∑
π=1

p(πv0···vm−1) · ln(p(πv0···vm−1)). (5)

The standardized dispersion entropy can be defined as NDE(x, m, c, d) = DE(x, m, c, d)
/ ln(cm), and relevant theories of DE can be found in literature [17].

(3) With the increase of the time point of data acquisition, that is, from the first time
point to the k-th time point, and then from the k-th time point to the k-th time point, the SDE
feature curve that characterize the state evolution process can be obtained by repeating the
above step (1) and step (2). In the case of weak noise, the SDE feature curves can track the
evolution process of mechanical operation state in real time.

(4) Under the condition of strong noise in the slurry transportation environment, there
are burrs and random fluctuations in the SDE feature curve. Therefore, we can remove
small fluctuations in the SDE feature curve by introducing locally weighted scatterplot
smoothing (LOWESS). Each smoothing point of the SDE curve can be determined by
adjacent data points within a given range, where the regression weight of the data points
in a given range can be represented as follows.

ωi =
(

1 − |(x − xi)/d(x)|3
)3

, (6)

where x represents the coordinates of the points that need to be smoothed, xi represents
the nearest neighbor point of x in a given range, and d(x) is the distance between x and the
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furthest predicted value in a given range. Then, the initial weight is used to estimate and
the robust coefficient is defined by the residual ri.

δi =

(
1 −

∣∣∣∣ ri
6Median(|r1|, |r2|, · · · , |rn|)

∣∣∣∣). (7)

The weight function is modified by iterating N times through the above steps, and
the smooth value can be obtained according to the polynomial and weight. More theories
about LOWESS can be found in reference [20]. The SDE method based on LOWESS is
called smooth SDE in this paper.

In order to verify the effectiveness of SDE features, a mixed evaluation index (MEI)
based on monotonicity, robustness and trend indexes is constructed and used to evaluate
the state tracking performance of degraded features such as SDE.

Firstly, the mechanical parts are damaged gradually during the service period, and the
degradation process of the fault state is irreversible except for repairs, so the degradation
feature should be monotonous.

Mon(X) =
1

K − 1

∣∣No. o f d/dx > 0 − No. o f d/dx < 0
∣∣, (8)

where X = {xk}k=1:K represents the feature sequence, xk is the feature value corresponding
to the time point tk, and d/dx = xk+1 − xk represents the sequence gradient. The greater
the Mon ∈ [0, 1], the better the monotonicity of the feature curve, but Mon may fail when
the curve fluctuates greatly.

Secondly, the vibration signal affected by environmental noise and operating condi-
tions is non-stationary, and the random fluctuation of the degradation feature will reduce
the reliability of state tracking, so the robustness index is used to evaluate the robustness
of the feature.

Rob(X) =
1
K

K

∑
k=1

exp

(
−
∣∣∣∣∣ xk − xT

k
xk

∣∣∣∣∣
)

, (9)

where xT
k is the average trend value of the degradation feature at the time point tk, which

can be obtained through LOWESS. Finally, with the increase of degradation time, the
degradation trend of mechanical parts becomes more and more obvious, so the trend index
is used to evaluate the correlation between degradation feature and time.

Tre(X, T) =
K
(

∑K
k=1 xktk

)
−
(

∑K
k=1 xk

)(
∑K

k=1 tk

)
√[

K∑K
k=1 x2

k −
(

∑K
k=1 xk

)2
][

K∑K
k=1 t2

k −
(

∑K
k=1 tk

)2
] . (10)

The smaller the difference between the absolute value of Tre(X, T) ∈ [−1, 1] and 1, the
stronger the correlation between the degradation feature and time. In practice, it is difficult
for a single index to evaluate the tracking ability of a degradation feature comprehensively,
so a mixed evaluation index (MEI) is constructed in this paper.

MEI(X) = α1Mon(X) + α2Tre(X) + α3Rob(X), s.t. αi > 0,
3

∑
i=1

αi = 1, (11)

where α1, α2 and α3 are 0.5, 0.3, and 0.2, respectively.

2.2. State Warning Line Based on SDE

Assuming that there is a set of random variables that approximately accord with
normal distribution, and the mean of the set of random variables is μ and the variance
is σ2, then the probability that the variable is distributed in the range (μ − 3σ, μ + 3σ) is
99.74%, and the probability that the variable is distributed in the range (μ − 2σ, μ + 2σ)
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is 95.44%. If the variable is out of the range (μ − 2σ, μ + 2σ), it is considered that the
state has changed. Therefore, this criterion is introduced into fault detection and used to
construct the adaptive threshold of the fault state warning line. If several consecutive SDE
feature values exceed the range (μ − 2σ, μ + 2σ), it is considered that the operating state
of the mechanical parts has changed significantly, and the fault warning signal should be
sent at this time. According to the SDE feature value of the vibration signal at the k-th
(k = 1, · · · , K) time point, a time-varying adaptive state warning line can be constructed,
and the adaptive warning line is shown below.

Th(t) = mean(SDE(1 : tk))− 2std(SDE(1 : tk)), k = 1, 2, · · · , K. (12)

Assuming that the time period (1 : tk), k = 1, · · · , s1 is the normal stage and the state
does not change in this stage, we first calculate the lower threshold of degraded state curve
SDEk, k = 1, · · · s1. If it is necessary to determine whether the fault state changes at time
point s2, we only need to compare the SDE(1 : ts2) at time point s2 with the threshold
Th(ts1) obtained at time point s1, where time point s2 is the next time point after time point
s1. If the SDE(1 : ts2) is within the threshold range Th(ts1), it indicates that the fault state
has not changed much. If the SDE values of consecutive multiple time points exceed the
corresponding adaptive threshold, it indicates that the fault state has changed, and the first
point exceeding the threshold is determined as the fault early warning point. In this way,
an effective adaptive fault state early warning line can be obtained.

2.3. Fault State Detection Method

In the degradation process from normal to failure, the operating state of mechanical
parts such as bearings and check valves has gone through several degradation stages. In
order to detect the fault stages and detect fault state warning point accurately, a fault state
detection and evaluation method based on SDE is proposed. The implementation steps for
this method are shown in Figure 3.

 

Vibration signal at 
the k-th time point

Send warning 
signal and make 

maintenance plan

Exceed the fault 
warning point

k=k+1

Y

N

Update the 
state warning 

line

Smooth SDE feature 
(SSDE)Strong noise condition

Add sliding 
window and 

down-sampling

Introduce TANSIG  
mapping

SDE feature

Figure 3. Flow chart of fault state detection and evaluation method.

(1) The vibration signal of the mechanical parts at the k-th time point is collected by
interval sampling, and finally the vibration signal of the whole life cycle from normal to
failure is obtained.

(2) Extract the first N data points from the vibration signal at the k-th time point and
extract the SDE features of these data points. If there are too many burrs in the SDE feature
curve, the smooth SDE feature of these data points are extracted.

(3) Update the state warning line in real time to detect whether the current operating
state of mechanical parts has changed. If the fault warning point is not detected by the
continuously updated state warning line, that is, there is no intersection between the state
warning line and the SDE feature curve, then we continue to extract the SDE feature of
the vibration signal at the next time point and update the state warning line according to
Formula (12). The above process will continue until the state warning point is detected.

(4) If the state warning line crosses the fault warning point, that is, the value of the
warning line at consecutive multiple time points crosses the SDE feature curve, the fault
warning signal should be issued immediately and the corresponding maintenance plan
should be formulated immediately.
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In addition, in order to verify the effectiveness of the proposed SDE and adaptive state
warning line, we constructed a mixed evaluation index (MEI) to evaluate the performance of
fault state tracking, and compared SDE with single features, fusion features and traditional
entropy features.

3. Results and Discussion

3.1. Bearing Fault Detection and Comparative Analysis

In order to verify the effectiveness of the proposed SDE feature and state warning
line in the fault state detection of mechanical parts, we first analyzed the degenerate state
of the bearing in the laboratory environment and compared the proposed method with
single features, fusion features, and traditional entropy features. The bearing data from
the intelligent maintenance system (IMS) of the University of Cincinnati is used as the
experimental data in this paper, and the experimental platform is shown in Figure 4. Four
sets of double-row Rexnord ZA-2115 roller (REXNORD, Milwaukee, WI, USA) bearings
operate continuously at a speed of 2000 r/min under the action of the spring radial load
of 26.671 kN. Among them, the diameter of the roller element Dm = 71.501 mm, the pitch
diameter dr = 8.407 mm, the number of roller elements nr = 16, the contact angle θ = 15.17◦.
PCB353B33 acceleration sensors (PCB PIEZOTRONICS, Buffalo, NY, USA) are fitted to
each bearing shaft, and the vibration signal is collected once every 10 min via DAQ-6062E
data acquisition card (National Instruments, Austin, TX, USA). The sampling frequency is
20 kHz and the data length is 20,480 points.

(a) (b) (c)

Figure 4. Illustration of the bearing experiment platform. (a) Bearing test rig; (b) sensor placement illustration; (c) outer
race defect of set number 2.

In the data acquisition experiment, 984 sets of outer race vibration signals from 10:32:39
on 12 February to 06:22:39 on 19 February were collected, which means that the outer ring
vibration signals lasting 164 h from normal to fault can be used to verify the effectiveness
of the method. The experimental signal is from Bearing1 of 2nd_test, and the outer race
defect as shown in Figure 4c. For the vibration signal corresponding to 984 time points, the
first 2048 data points of the vibration signal at each time point are extracted respectively,
and the obtained sampling signal is shown in Figure 5. The amplitude of the sampled
signal increases gradually, but it is difficult to track and detect the fault state of the bearing
based on the signal amplitude alone.

As the fault state of mechanical parts changes, the time domain amplitude and proba-
bility distribution, frequency domain energy and spectral peak position, time-frequency
domain characteristics, and energy will change accordingly. Therefore, the traditional time
domain, frequency domain and time-frequency domain features are often used to track the
fault state of mechanical parts and its evolution process. In addition, a single feature can
only characterize the characteristics of a specific fault in a specific fault stage. Therefore,
feature fusion methods are gradually used for state tracking of mechanical parts, including
principal component analysis (PCA), local linear embedding (LLE), linear local tangent
space alignment (LLTSA), and so on.
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Figure 5. Bearing sampling signal.

In order to verify the state tracking performance of the proposed SDE feature, it is
compared with time domain, frequency domain, time-frequency domain features, fusion
features and entropy features. In the experiment, the values of α1, α2, α3 in the mixed
evaluation index (MEI) are 0.5, 0.3, and 0.2, respectively [21]. For the vibration signals from
the first time point to the 984th time point, the SDE features of the vibration signals at each
time point are extracted respectively, and an SDE degradation curve is obtained finally.
Similarly, for the vibration signals corresponding to 984 time points, their 16 time domain
features (T1~T16), 13 frequency domain features (F1~F13), 8 wavelet packet energy features
(TF1~TF8, 3-layer db5 wavelet), 3 mixed domain fusion features based on PCA, LLE and
LLTSA, and 3 entropy features based on sample entropy (SE), permutation entropy (PE),
and dispersion entropy (DE) can be obtained, and the state tracking performance of all
the above degradation feature curves can be evaluated by the mixed evaluation index
(MEI). As shown in Table 1, the MEI 0.4717 of the SDE feature is the largest, and the trend
index (Tre) 0.8166 and robustness index (Rob) 0.9958 of the SDE feature are close to the
corresponding maximum 0.8166 and 0.9999, which indicates that the SDE feature has the
best state tracking performance. The MEI indices of F10 feature and LLE fusion feature
are close to that of SDE feature, and none of the remaining degradation features can fully
consider the monotonicity, robustness and trend of the degradation curve in the state
tracking process.

Table 1. The evaluation results of bearing fault state detection.

Feature Mon Rob Tre MEI Feature Mon Rob Tre MEI

T1 0.0193 0.9628 0.6334 0.4252 F7 0.0030 0.9857 0.7152 0.4403
T2 0.0010 0.9640 0.6269 0.4151 F8 0.0050 0.9929 0.6680 0.4340

T3 RMS 0.0233 0.9594 0.6301 0.4255 F9 0.0030 0.9898 0.7144 0.4413
T4 0.0193 0.9628 0.6334 0.4252 F10 0.0417 0.9720 0.7189 0.4562
T5 0.0010 0.8725 0.1857 0.2994 F11 0.0193 0.9696 0.0374 0.3080

T6 Kurt 0.0091 0.8050 0.1129 0.2686 F12 0.0050 0.9689 0.0160 0.2964
T7 0.0111 0.9107 0.5107 0.3809 F13 0.0152 0.9713 0.6083 0.4206
T8 0.0111 0.9110 0.5112 0.3811 TF1 0.0356 0.9939 0.6055 0.4370
T9 0.0010 0.6239 0.3618 0.2600 TF2 0.0030 0.9205 0.1400 0.3057

T10 0.0233 0.9240 0.3962 0.3681 TF3 0.0233 0.9197 0.6577 0.4191
T11 0.0050 0.9919 0.6207 0.4242 TF4 0.0111 0.9286 0.4078 0.3657
T12 0.0111 0.9247 0.1883 0.3206 TF5 0.0071 0.8813 0.3607 0.3400
T13 0.0030 0.9211 0.3240 0.3426 TF6 0.0172 0.8879 0.7433 0.4236
T14 0.0050 0.9192 0.3784 0.3540 TF7 0.0010 0.9140 0.7462 0.4239
T15 0.0030 0.9775 0.5957 0.4139 TF8 0.0010 0.9069 0.7589 0.4243
T16 0.0132 0.9429 0.5453 0.3985 PCA 0.0050 0.5864 0.0114 0.1807
F1 0.0132 0.9634 0.5547 0.4065 LLE 0.0030 0.9999 0.8071 0.4629
F2 0.0132 0.9260 0.4199 0.3684 LLTSA 0.0010 0.5866 0.4686 0.2702
F3 0.0172 0.9885 0.6996 0.4451 SE 0.0091 0.9135 0.5620 0.3910
F4 0.0193 0.9833 0.6986 0.4443 PE 0.0091 0.9925 0.7807 0.4584
F5 0.0172 0.9814 0.7183 0.4467 DE 0.0111 0.9903 0.7028 0.4432
F6 0.0254 0.9813 0.5552 0.4181 SDE 0.0193 0.9958 0.8166 0.4717

The root mean square (RMS), kurtosis (Kurt) and entropy features can characterize the
energy characteristics, impact characteristics, and complexity characteristics of vibration
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signals, respectively. Therefore, Figure 6 shows the normalized degradation feature curves
of RMS, Kurt, SE, PE, and DE, as shown by the blue curve. In order to compare the
effectiveness of adaptive state warning lines based on different degradation features, the
state warning lines of the above features are given by red curves. At the same time,
Figure 6 also shows the normalized feature curve and corresponding state warning line
of the features with high MEI score, including LLE feature, F10 feature, and F5 feature.
Kurt’s feature curve and MEI indicators 0.2686 both show that Kurt has poor performance
in bearing condition detection. The RMS, SE, and PE feature curves can track the fault state
of the bearing, but their adaptive state warning lines (red curves) cannot detect the fault
warning point until after the 560th time point, and their MEI indicators 0.425, 0.391, and
0.458 are all small. The DE, LLE, F10, and F5 feature curves can better track bearing fault
state, and the corresponding state warning line can detect the fault warning point near the
540th time point, which advances the warning time by nearly 20 time points.

Figure 6. Bearing fault feature curve (blue curve) and state warning line (red curve).

Figure 7 shows the normalized SDE and smooth SDE feature curves and the corre-
sponding adaptive state warning lines. With the increase of time point, the SDE feature
curve experienced a change process from falling to rising, and then rising to falling, and it
maintains the overall monotonicity. It can be seen from the smooth SDE feature state warn-
ing line that the bearing is in normal operation state within the time point range #1~#525,
and the 525th time point is the fault early warning point. The bearing is in a slight wear
state within the time point range #526~#768, the bearing is in a serious wear state within the
time point range #769~#979, and the bearing is completely damaged after the 980th time
point. As can be seen from the SDE feature state warning line, the 529th time point is the
fault warning point and the 764th time point is the severe wear point. Compared with the
fault points detected by the smooth SDE feature, the fault points detected by SDE feature
are relatively lagging, which indicates that the introduction of LOWESS can suppress the
influence of noise and burrs. In Table 1, the mixed evaluation index (MEI) of SDE feature is
the largest, and it can be seen from Figure 7 that the 529th time point and the 525th time
point are the fault warning points detected by the SDE and smooth SDE state warning
lines, respectively. Compared with the single features, mixed domain fusion features and
traditional entropy features, the proposed SDE feature can detect the fault warning point
of rolling bearing earlier. Therefore, SDE and smooth SDE features are effective fault state
detection methods, which can effectively track the state evolution process of bearing.
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(a) (b)

Figure 7. SDE and Smooth SDE curve (blue curve) and corresponding state warning line (red curve).
(a) SDE; (b) smooth SDE.

3.2. Check Valve Fault Detection and Practical Application

The above experiments show that SDE feature can track the running state of bearing
in laboratory environment more effectively. In order to verify the tracking performance of
SDE to the fault state of mechanical parts in industrial environment, the proposed method
is used to detect the fault degradation state of the check valve in the slurry transportation
environment.

The experimental data come from the GEHO-TZPM2000 diaphragm pump (WEIR
MINERALS NETHERLANDS B.V., EGTENRAYSEWEG 9 NL-5928 PH VENLO NETHER-
LANDS) of the DaHongShan slurry pipeline transportation system. The maximum pressure
of the main pump is 24.4 MPa, the working pressure range is 18~21 MPa, the transmission
elevation difference is 1520 m and the flow rate is 350 m2/h. The internal components of the
GEHO-TZPM2000 diaphragm pump include three feed check valves and three discharge
check valves. Figure 8(a1,a2) show a discharge check valve and a feed check valve respec-
tively. The mechanical structure of the diaphragm pump check valve is shown in Figure 8b,
and the spool spring forms a weakly damped oscillation system. When the diaphragm
pump is running, the coordinated operation of the feed check valve and the discharge
check valve makes the slurry flow smoothly. The valve core of the check valve moves back
and forth in the valve chamber, the frequent contact between the valve core and the slurry
often causes damage to the valve core of check valve, and Figure 8c shows a valve core that
has been punctured. The sensor measuring point position and signal acquisition system
are shown in Figure 9, and six PCB 352C33 sensors (PCB PIEZOTRONICS, Buffalo, NY,
USA) are mounted on the shells of No. 1, No. 2, and No. 3 feed valves and No. 1, No. 2,
and No. 3 discharge valves respectively. The vibration signal of the No. 1, No. 2, and No.
3 feed valves are collected through 0, 2, and 4 channels of the PXI-3342 acquisition card
(Beijing Fanhua Hengxing Technology Co., Ltd, Beijing, China.), and the vibration signals
of the No. 1, No. 2, and No. 3 discharge valves are collected through channels 1, 3, and 5,
respectively. The sampling frequency is 2560 Hz and the data length is 76,800.

The vibration signal of the check valve is collected through a phased data acquisition
scheme. The check valve is in a safe operation state within the first 500 h, so the vibration
data is collected every 2 h to improve the data acquisition efficiency. The check valve may
be in an early fault state from the 500th hour to the 1000th hour, so the vibration data is
collected every 10 min. The check valve may be in a severe wear phase after the 1000th
hour, so vibration data is collected every 2 min. Then, 421 time point samples are selected
from all the time point samples obtained, and each time point sample contains 2048 data
points. The sampling data is shown in Figure 10. Different from the sampling data of the
bearing, the state degradation data of the check valve contains burrs and noise at any stage,
and the change of amplitude is irregular. Therefore, it is more difficult to detect the fault
state of the check valve compared with the bearing.
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(a1)

(a2)

(b) (c)

Figure 8. The structure of the diaphragm pump and check valve. (a1) discharge check valve; (a2) feed
check valve; (b) structure of check valve; (c) a valve core that has been punctured.

Figure 9. Sensor measuring point, acquisition platform and fault check valve. (a) Inlet valve
measuring point; (b) Outlet valve measuring point; (c) Data acquisition device; (d) Stuck valve fault;
(e) Wear fault; (f) Worn valve seat; (g) Replaced check valve.

Figure 10. Check valve sampling signal.

In order to verify the state tracking performance of the proposed SDE feature, it is
compared with time domain, frequency domain, time-frequency domain features, fusion
features and entropy features. For the check valve vibration signals from the first time
point to the 421th time point, the SDE features of the vibration signals at each time point
are extracted respectively, and an SDE degradation curve is obtained. Among them, the
first 7680 data points of the vibration signal at each time point are used to extract the fault
degradation features. Similarly, for the check valve vibration signals corresponding to
421 time points, their 16 time domain features (T1~T16), 13 frequency domain features
(F1~F13), 8 wavelet packet energy features (TF1~TF8), 3 mixed domain fusion features
based on PCA, LLE, and LLTSA, and 3 entropy features based on SE, PE, and DE can be
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obtained, and the state tracking performance of all the above degradation feature curves
can be evaluated by the mixed evaluation index (MEI).

As shown in Table 2, the monotonicity index (Mon) 0.0666, robustness index (Rob)
0.9494 and trend index (Tre) 0.6001 of the SDE feature are close to the corresponding
maximum 0.0761, 0.9999, and 0.6846, and the MEI 0.4382 of the SDE feature is the largest,
which indicates that the SDE feature has the best state tracking performance. In addition,
the MEIs of T11, DE, F3, and LLE features are 0.4132, 0.4125, 0.4087, and 0.4052, respectively,
which indicates that these features can also achieve good degradation state characterization
performance. In addition to SDE, DE, and LLE features, those features that can characterize
the operating state of the bearing cannot characterize the operating state of the check valve
effectively, such as RMS, SE, PE, F10, and F5. The results show that it is more difficult
to track the operating state of the check valve, and the single feature is only sensitive
to a specific degradation stage or a specific fault state. Although the fusion features
such as PCA, LLE, and LLTSA can characterize the fault state information of machinery,
these fusion features have strong relevance and redundancy. The MEI index of the 44
degradation features of the check valve is smaller than that of bearing, which indicates
that the degradation process of check valve is more complex and the state tracking is more
difficult. The reason is that the vibration signal of the check valve is affected by the slurry
scouring and multi-part vibration and has nonlinear and non-stationary characteristics,
and the traditional degradation features are not suitable for the fault state monitoring of
the check valve.

Table 2. The evaluation results of check valve fault state detection.

Feature Mon Rob Tre MEI Feature Mon Rob Tre MEI

T1 0.0380 0.8520 0.0652 0.2877 F7 0.0571 0.9479 0.3254 0.3780
T2 0.0285 0.8501 0.0620 0.2817 F8 0.0333 0.9745 0.3589 0.3808

T3 RMS 0.0142 0.8411 0.1026 0.2800 F9 0.0333 0.9621 0.2066 0.3466
T4 0.0380 0.8520 0.0652 0.2877 F10 0.0380 0.8982 0.3893 0.3663
T5 0.0428 0.6580 0.0841 0.2356 F11 0.0095 0.8498 0.3105 0.3218

T6 Kurt 0.0571 0.5694 0.0840 0.2162 F12 0.0190 0.7823 0.1837 0.2809
T7 0.0095 0.7583 0.5998 0.3522 F13 0.0047 0.8443 0.3905 0.3338
T8 0.0142 0.7584 0.5962 0.3539 TF1 0.0285 0.7802 0.6846 0.3952
T9 0.0190 0.6151 0.0824 0.2105 TF2 0.0238 0.7716 0.6425 0.3719

T10 0.0142 0.7518 0.0836 0.2494 TF3 0.0047 0.7035 0.4003 0.2935
T11 0.0047 0.9547 0.6221 0.4132 TF4 0.0047 0.7427 0.5321 0.3316
T12 0.0380 0.7902 0.6644 0.3889 TF5 0.0428 0.6275 0.4898 0.3076
T13 0.0095 0.7778 0.6722 0.3725 TF6 0.0047 0.6974 0.4431 0.3002
T14 0.0047 0.7746 0.6716 0.3691 TF7 0.0190 0.7107 0.3904 0.3008
T15 0.0142 0.8359 0.6561 0.3891 TF8 0.0047 0.7117 0.4510 0.3061
T16 0.0190 0.7838 0.6324 0.3711 PCA 0.0428 0.9920 0.0840 0.3358
F1 0.0142 0.8139 0.3309 0.3175 LLE 0.0071 0.9999 0.5083 0.4052
F2 0.0190 0.7601 0.0829 0.2541 LLTSA 0.0095 0.6520 0.1708 0.2345
F3 0.0047 0.9328 0.6328 0.4087 SE 0.0095 0.8861 0.3336 0.3373
F4 0.0142 0.9112 0.6350 0.4055 PE 0.0238 0.9742 0.4658 0.3973
F5 0.0761 0.9338 0.3794 0.3941 DE 0.0285 0.9581 0.5538 0.4125
F6 0.0285 0.8726 0.4408 0.3642 SDE 0.0666 0.9494 0.6001 0.4382

The RMS, Kurt, SE, PE, and DE features and their state warning lines are shown in
Figure 11. In addition, Figure 11 also shows the T11, F3 and LLE feature curves with
large MEI indexes. The RMS (MEI = 0.28), Kurt (MEI = 0.216), SE (MEI = 0.337), and PE
(MEI = 0.397) features that can characterize the degradation state of the bearing cannot
characterize the degradation state of the check valve, and these features can only detect the
abnormal state at the 178th or 179th time point. The feature curves of DE, T11, F3, and LLE
contain many burrs, and the phased variation of the curve is not obvious. In addition, the
state warning line of these four features contains several turning points. Based on this, it
can be determined that the fault warning point is roughly between the 170th time point
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and the 178th time point, and the check valve is in the severe wear phase between the 330th
time point and the 421st time point. This is due to the complex structure of the diaphragm
pump and the variability of influencing factors in the slurry transportation environment,
which makes it difficult to track the fault state of the check valve.
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Figure 11. Check valve fault feature curve (blue curve) and status warning line (red curve).

The fault features of the check valve are not obvious in the slurry transportation
environment. If the damage is not detected until it develops to a certain extent, the repair
time will be insufficient and the repair cost may increase exponentially. Figure 12 shows the
normalized SDE feature and smooth SDE feature of the check valve, and the corresponding
state warning lines (red curve). As shown in Figure 12a, the SDE feature is close to 1 and
the check valve is in a normal state from the first time point to the 169th time point. The
SDE feature has a significant decline in stages from the 170th time point to the 326th time
point, and the check valve may be in a state of slight wear. The decline of the SDE feature
is more obvious from the 327th time point to the 421st time point, and the check valve may
be in a state of severe wear. However, the SDE feature curve contains many burrs and
fluctuations, which makes it difficult to determine the fault warning point through the state
warning line, and the SDE feature can only detect the 170th time point as the state mutation
point. Therefore, it is particularly necessary to track the state of check valve through the
proposed smooth SDE. As shown in Figure 12b, the state warning line of smooth SDE can
detect that the 168th time point is the fault warning point, and the 318th time point is the
key state point. In addition, the smooth SDE feature can track the operation state of the
check valve effectively. The tracking results show that the check valve is in a normal state
from the first time point to the 168th time point, slightly worn from the 169th time point to
the 318th time point, and seriously worn from the 319th time point to the 421st time point.
Under the influence of noise and burrs, the smooth SDE feature and its state warning line
can track the degradation state of the check valve effectively and detect the fault warning
point earlier.
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(a) (b)

Figure 12. SDE and SDE feature curve (blue curve) and corresponding state warning line (red curve).
(a) SDE; (b) smooth SDE.

3.3. Comparison and Discussion

Through the two sets of experiments, the effectiveness and superiority of the proposed
SDE and its adaptive state warning line have been proved. In order to further verify the
superiority of the method proposed in this paper, the proposed SDE is also compared with
the latest research results. Under the background of the same IMS bearing degradation
experiment, the SDE proposed in this paper (Figure 7) can detect the fault warning point
adaptively at the 525th time point. However, the energy moment entropy [22] proposed
by Gao cannot detect the fault warning point until the 538th time point. Similarly, the
oscillation based permutation entropy [13] proposed by Noman cannot detect the fault
warning point until the 533th time point. The results show that the SDE proposed in this
paper can detect the fault warning point of mechanical parts earlier and provide more
response time for the repair and replacement of parts. Although the complex wavelet
packet energy moment entropy [23] proposed by Shao can also detect fault warning point
at the 525th time point, the determination of the fault warning point depends on manual
experience and lacks an adaptive state warning line. In contrast, the method proposed in
this paper can track and detect early fault warning points adaptively. In addition, compared
with the latest research results, the proposed SDE has a high tracking efficiency, and the
smoothness and effectiveness of the SDE tracking curve are significant. To sum up, the
proposed fault state detection method based on SDE has outstanding effectiveness and
superiority.

4. Conclusions

In this paper, a fault state detection and evaluation method based on SDE is proposed,
which can track the degradation state of bearing and check valve and detect the operation
state of mechanical parts at the current time. Through the analysis of the IMS bearing data
in the laboratory environment and the check valve data in the industrial environment, the
effectiveness of the proposed method is proved. By comparing the proposed SDE with
single features, fusion feature and traditional entropy feature, the following conclusions
can be drawn.

(1) In the condition monitoring of check valve and bearing, the MEI scores of SDE
features are 0.4382 and 0.4717, respectively, and these two scores are much higher than
those of single features, fusion features, and traditional entropy features. The results show
that sliding window down-sampling improves the trend of degradation features, TANSIG
mapping enhances the performance of SDE features to characterize degradation states, and
the introduction of LOWESS improves the anti-interference performance of features. The
SDE feature and its state warning line can effectively track the operation state of the check
valve and determine the fault warning point earlier.

(2) The reason why the MEI scores of the 44 degradation features of the check valve
is smaller than that of the 44 degradation features of the bearing is that the vibration
signal of check valve in industrial environment is affected by factors such as slurry erosion
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and multi-part vibration. Even so, the proposed smooth SDE feature can still detect the
degradation state of the check valve effectively.

(3) A new method for fault detection of mechanical parts is proposed in this paper,
which can not only guide the formulation of maintenance and replacement plan, but also
improve the operation safety of diaphragm pump and other equipment. Next, we will
study the fault trend prediction methods and early fault diagnosis techniques.
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Abstract: As an important component of large engines, inter-shaft bearing is easily damaged due to
its poor working conditions. By analyzing the time–frequency distribution rules of fault signals and
the evolution law of micro-faults, the bearing failure mechanism can be revealed, and the bearing
failure can be monitored in real time and prevented in advance. For the purpose of studying the
mechanism of inter-shaft bearing faults, a 4-DOF (degree of freedom) dynamic model of inter-shaft
bearing with local defects considering elasto-hydrodynamic lubrication (EHL) is proposed. Based on
the established dynamic model, the impact characteristics and distribution rules of the fault signals
of the bearing are accurately simulated, and the evolution law of the micro-faults is also analyzed.
The effects of different speeds, loads and defect widths on maximum value (MV), absolute mean
value (AMV), effective value (EV), amplitude of square root (AST), kurtosis factor (KF), impulse
factor (IF), peak factor (PF) and shape factor (SF) are obtained. The findings show that the vibration
amplitude of the bearing increases with the increase in defect size, and the faults are easier to diagnose
accordingly. At the same time, PF, KF and IF are very sensitive to the initial failure of bearings. With
the development of faults, the overall trend of AMV, AST and EV are relatively stable. The PF is
sensitive to the change of rotating speeds and defect widths. The SF is insensitive to the change of
rotating speeds, loads and defect widths. This lays a foundation for the research of monitoring and
diagnosis methods of aeroengine inter-shaft bearing fault.

Keywords: inter-shaft bearings; local defects; time-varying displacement; elasto-hydrodynamic
lubrication; defect widths

1. Introduction

Inter-shaft bearings are widely used in the supporting drive systems of twin-rotor aero
engines. They are one of the necessary parts of the areoengine-supporting drive system. Due
to the harsh working conditions of aeroengine, faults often occur in inter-shaft bearings.

At present, the dynamic modeling method of rolling bearing with local defects is
widely studied. Rolling elements are equivalent to nonlinear springs, and a 2-DOF model
is mainly for the dynamic analysis of a transient state during the running of the rolling
bearing [1]. At the same time, Gupta [2–9] published many models to describe motion
states and force states of each part and to consider the speed changes of each part and the
corresponding effect of inertial force. However, the model does not consider the influence
of damping, and it only simplifies the collision contact according to the elastic contact.
Based on the McFadden model [10], Su [11,12] established the dynamic model of bearing
with defects and distribution defects under variable loads and used this model to reveal the
frequency characteristics of the two defects. Hu [13] proposed a 5-DOF dynamic model of
deep-groove ball bearings. The model theoretically formulated the elastic deformation and
nonlinear contact forces of bearings coupling dual rotors. Patel [14] established a 6-DOF
dynamic model for deep-groove ball bearings and calculated the vibration response of
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single-point and multi-point faults under constant load. Based on the Hertz contact theory,
Xi [15], Ma [16], Patel [17], Liu [18] and Cao [19] established bearing dynamic models with
different degrees of freedom and analyzed the nonlinear response of rolling bearing with
local defects.

Patil [20] considered the rolling element as a nonlinear contact spring and proposed a
dynamic model to research the effects of the defect size on the vibration characteristics of
the bearing. Based on the Patil model, Kulkarni [21] used cubic Hermite spline interpolation
difference functions to simulate the pulse generated by bearing faults. Cui [22] established
a nonlinear dynamic model, which used rectangular displacement excitation to simulate
local defects. Khanam [23] proposed a dynamic model using a semi-sinusoidal curve to
describe the displacement excitation. Wang [24] came up with a multi-body dynamic model
to study the vibration response of cylindrical roller bearings with local defects and analyzed
the influence of time-varying contact on bearing defects. The above research shows that the
dynamic model of rolling bearing based on the Hertz contact theory, combined with the
displacement excitation function, can accurately simulate the vibration signals generated
by bearing surface faults.

Sassi [25] established a 3-DOF bearing vibration equation considering the influence of
an oil film. The interaction between the rollers and the fault area were analyzed. Wang [26]
developed a coupling model of the rotor bearings system, considering the oil film. The
variation laws of oil films were analyzed based on this model. Yan [27] and Zhang [28]
also considered the influence of the lubricating oil film of the bearing in the established
dynamic model and proved that it can more accurately describe the real-time state of
bearing operation when considering the influence of EHL on the bearing.

In addition to establishing models for rolling bearing with local defects, the re-
searchers also proposed a variety of coupling modeling methods for fault bearing and rotor
systems [29–32]. Niu [33] established a dynamic model considering the change in contact
force direction of roller sliding and entering defects. Cao [34] proposed a dynamic model
method of bearing, considering a bearing pedestal and rotor system. To sum up, research
on the dynamic model of rolling bearing fault carried out by experts and scholars mostly
focuses on the faults of conventional rolling bearing. There is not much research on the
modeling of inter-shaft bearing fault dynamics. Rolling bearing and inter-shaft bearing
have both similarities and differences. The modeling method of rolling bearing can be
used as the basis of inter-shaft bearing modeling, but it can not completely describe the
motion state of inter-shaft bearing. In this paper, the inter-shaft bearing is taken as the
main research object. Based on the nonlinear Hertz contact theory, a local defect dynamic
model of the inter-shaft bearing, considering the influence of time-varying displacement
excitation (TVDE) and elasto-hydrodynamic lubrication (EHL), is proposed. The model is
used to simulate and analyze the time–frequency distribution rules of fault signals and the
evolution law of micro-faults.

Other parts of this paper are arranged as follow. The fault simulation experiment of
co-rotating and counter rotating on the birotor bearing test rig is shown in Part 3. The
fault characteristics of inter-shaft bearing with local defects are studied in Part 4, and the
time–frequency characteristics of micro faults are also studied in this section. Finally, part 5
summarizes the conclusion of this paper.

2. Establishment of Fault Dynamic Model

2.1. Subsection Simplification and Assumption of Inter-Shaft Bearings

Inter-shaft bearing is an important component of aeroengine rotor systems and works
between an HP (high-pressure) rotor and an LP (low-pressure) rotor. Unlike ordinary bear-
ings, the inner ring (IR) and outer ring (OR) of bearings rotate at the same time. Depending
on the rotation direction, the working speed of the bearing is the speed difference or sum
of the two rotors speed. The supporting form of typical dual-rotor aeroengine inter-shaft
bearing is shown in Figure 1.

162



Coatings 2022, 12, 1735

Figure 1. Supporting form of inter-shaft bearing.

The IR and OR of the inter-shaft bearing rotate at the same time, so it is considered to
generate vibration frequently during operation. Considering that both the IR and OR have
vertical and horizontal vibrations, a 4-DOF dynamic model is established in this paper. The
model assumes that the rollers do not slip. Referring to the Patil model [20], the contact
between rollers and rings is simplified as a nonlinear spring-mass system. The model is
shown in Figure 2.

Figure 2. Simplified model of inter-shaft bearing.

2.2. Nonlinear Hertz Contact Forces

On the basis of the nonlinear Hertz contact theory [35], Harris [36] derived the rela-
tionship between the nonlinear load and the displacement of the rolling bearing as shown
in Equation (1).

F = Kδn (1)

where K is the load deformation coefficient. δ is the radial displacement. Cylindrical roller
bearing n = 10/9.

Since the rollers in the inter-shaft bearing has contact with both the IR and OR, the
total contact stiffness is as follows.

K =

[
1

(1/Ki)
1/n + (1/K0)

1/n

]n

(2)
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where Ki is the contact stiffness of the IR. K0 is the contact stiffness of the OR. For cylindrical
roller bearing, K = 8.06 × 104 × l8/9, where l is the roller length.

δj, the radial deformation of the j roller is

δj = (x0 − xi) cos θj + (y0 − yi) sin θj − Cr − Hd (3)

where x0 and y0 are the displacement of the center of the OR along the x-axis and y-axis.
xi and yi is the displacement of the center of the IR along the x-axis and the y-axis. θj is the
angle between the center of the jth roller and the x-axis. Cr is the initial clearance between
the roller and the raceway. Hd is the TVDE when the roller passes through the defect.

θj = ωct +
2π(j − 1)

Z
+ θt0 (4)

ωc =
1
2

[
ωi(1 − d

Dm
cos α) + ωo(1 +

d
Dm

cos α)

]
(5)

where ωi is the angular velocity of IR of inter-shaft bearing, ωo is the angular velocity of
OR of inter-shaft bearing, ωc is the angular velocity of inter-shaft bearing retainer, θt0 is the
initial Angle of the first roller relative to the axis, Z is the number of roller of inter-shaft
bearing, d is the roller diameter, Dm is the pitch diameter of inter-shaft bearing, and α is the
bearing pressure angle.

Substitute Equations (2) and (3) into Equation (2) to obtain the nonlinear Hertz contact
force of the j roller:

Fj = K
[
(x0 − xi) cos θj + (y0 − yi) sin θj − Cr − Hd

]10/9 (6)

The total nonlinear Hertz contact force received by the inter-shaft bearing is the sum
of the nonlinear Hertz contact forces of all the rollers. The components of the total contact
force on the x and y axes are:⎧⎪⎪⎪⎨⎪⎪⎪⎩

FX = K
Z
∑

j=1

[
(x0 − xi) cos θj + (y0 − yi) sin θj − Cr − Hd

]10/9 cos θj

FY = K
Z
∑

j=1

[
(x0 − xi) cos θj + (y0 − yi) sin θj − Cr − Hd

]10/9 sin θj

(7)

2.3. Time-Varying Displacement Excitation

This paper assumes that the defect of the inter-shaft bearing runs through the entire
raceway. Therefore, the defect length is larger than the roller, but the width of the fault is
far less than the diameter of the roller. When the roller passes through the defect of the
raceway, the roller will not contact the bottom of the defect, and the falling displacement of
the roller center will be less than the defect depth.

The relationship between and bearing movement is shown in Figure 3. In the figure,
Hd is the time-varying displacement when the roller passes through the defect, H is the
defect depth, B is width of the defect, and He is the maximum deviation of the roller center
when the roller passes through the defect. It can be seen from Figure 4 that the roller can be
divided into three stages when it passes through the defect. The first stage is that the roller
starts to enter the defect and completely enters the defect. At this time, the time-varying
displacement Hd increases gradually as the roller enters the defect; in the meantime, the
roller always contacts the left side of the defect. In stage 2, the roller completely enters
the defect. At this time, the roller contacts the left and right sides of the defect, and
Hd reaches the peak value of He. In stage 3, the roller enters the defect completely and
leaves the defect just after. At this time, the roller only contacts the right side of the
defect, and Hd gradually decreases. To sum up, while the roller passes through the defect,
Hd increases first and then decreases with motion process. Therefore, the semi-sinusoidal
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function is used to describe the TVDE of the local defect to the roller. The maximum
displacement excitation He of the roller is:

He = d/2 −
√
(d/2)2 − (B/2)2 (8)

Figure 3. TVDE of the roller.

Figure 4. Roller passing defect state diagram.

2.3.1. The TVDE of Defects in the OR

Figure 5 reveals the relationship between the rollers and the defect angle position
when the IR and OR of the bearing rotation in the opposite direction. The angular velocity
of the IR wi is clockwise, and the angular velocity of the OR w0 is counterclockwise. When
wi is smaller than w0, the angle velocity of the cage wc is counterclockwise at this time,
and ϕ f is the defect angle. The counterclockwise direction is specified in the figure as
the positive direction. θb0 is the angle of the first roller relative to the X-axis at the initial
moment. At moment t, θbi is the rotational angle of the ith roller. θ f 0 is the angle relative to
the X-axis at the initial moment of the defect. θ f is the rotational angle of the defect. The
TVDE Hd generated when the roller passes through the defect is:

Hd =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
He sin

(
π
ϕ f
(mod(θ f , 2π)− mod(θbi, 2π))

)
0 ≤ mod(θ f , 2π)− mod(θbi, 2π) ≤ ϕ f

0 else

(9)
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where mod is the remainders. The expressions for θbi and θ f are:

θbi =
2π

Z
(i − 1) + wct + θb0(i = 1 . . . Z) (10)

θ f = wot + θ f 0 (11)

Figure 5. Roller and defect angular position of OR fault.

2.3.2. The TVDE with Defects in the IR

Figure 6 shows the relationship of rollers and defects when the IR and OR rotate in the
opposite direction. When wi is smaller than w0, both wc and w0 are in the same direction.
Counterclockwise is the positive direction. The expression of TVDE Hd is:

Hd =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
He sin

(
π
ϕ f

(
mod(θbi, 2π)− mod

(
θ f 0 + 2π − mod(wit, 2π), 2π

)))
0 ≤ mod(θbi, 2π)− mod

(
θ f 0 + 2π − mod(wit, 2π), 2π

)
≤ ϕ f

0 else

(12)

θbi =
2π

Z
(i − 1) + wct + θb0(i = 1 . . . Z) (13)

Figure 6. Roller and defect angular position of IR fault.
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2.3.3. TVDE of Rolling Element Fault

Figure 7 shows the relationship between rollers and the defect angle position when the
IR and OR rotate in reverse. Set wi to be clockwise rotation and w0 to be counterclockwise
rotation. When w0 is greater than wi, wc is counterclockwise, and the angle velocity of
the roller wb is counterclockwise. The counterclockwise direction is the positive direction.
Assume the roller 1 has a local defect fault. The defect angle is ϕb f . rack the motion of the
first roller and establish another moving coordinate system on axis om. The counterclock-
wise direction is taken as the positive direction, and θb f 0 is the initial angle of right defect
relative to the om-axis. At moment t, the angle of the relative moving om-axis is θb f , and
the TVDE Hd of the bearing is:

Hd =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

He sin
(

π
ϕb f

mod(2π + wbt − θb f 0, 2π)
)

0 ≤ mod(2π + wbt − θb f 0, 2π) ≤ ϕb f

He sin
(

π
ϕb f

(mod(2π + wbt − θb f 0, 2π)− π)
)

π ≤ mod(2π + wbt − θb f 0, 2π) ≤ π + ϕb f

0 else

(14)

Figure 7. Roller and defect angular position of roller fault.

2.4. Dynamic Model for Inter-Shaft Bearings with Local Defects

Based on the hypothesis theory of rigid rings and considering the eccentric load on
the bearing, the inter-shaft bearing is established as a 4-DOF dynamic model. The contact
stiffness, damping, nonlinear Hertz contact force, eccentric load, time-varying displacement
and constant radial load are substituted into the dynamic equation to establish the dynamic
model of an inter-shaft bearing fault.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

M0
..
x0 + c

.
x0 + K

Z
∑

j=1
λδ10/9 cos θj = W + Fl0 cos(ω0t)

M0
..
y0 + c

.
y0 + K

Z
∑

j=1
λδ10/9 sin θj = Fl0 sin(ω0t)

Mi
..
xi + c

.
xi − K

Z
∑

j=1
λδ10/9 cos θj = W + Fli cos(ωit)

Mi
..
yi + c

.
yi − K

Z
∑

i=1
λδ10/9 sin θj = Fli sin(ωit)

(15)
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where Mi and M0 is the quality of IR and OR; Fli is the eccentric load applied to the IR;
c is the damping coefficient; Fl0 is the eccentric load applied to the OR. W is the radial load
perpendicular to inner surface of IR; λ is the switch signal to indicate if the roller and the
raceway are in contact, expressed as:

λ =

{
1 δ > 0
0 δ ≤ 0

(16)

The dynamic differential equation is solved by the Newmark-β method [37]. Taking
γ = 1/2 and β = 1/4, this method has second-order accuracy and is an unconditionally
stable method, which can accurately solve the fault dynamic model of inter-shaft bearing.

2.5. Fault Dynamic Model Considering the Influence of EHL

The inter-shaft bearing is running at a high speed between high-pressure rotors and
low-pressure rotors. Therefore, the inter-shaft bearing needs real-time lubrication. There is
an oil film between the rollers and the raceway, and it is always in the state of EHL under
the dynamic pressure. The distribution of oil-film pressure in the inter-shaft bearing is
shown in Figure 8. The oil-film thickness under the EHL state affects the tribological and
dynamic characteristics of the friction pair. The oil pressure generated by the high-speed
rotation of the bearing makes the oil film produce a “stiffening effect”. The EHL pressure
curve is similar to the Hertz pressure curve in distribution. Therefore, in the dynamic
model considering the influence of EHL established in this paper, the stiffness of bearing is
considered as the series stiffness of oil-film stiffness and contact stiffness [37,38].

Figure 8. Elasto-hydrodynamic pressure distribution of inter-shaft bearing.

The paper assumed that the lubricating oil is at a constant temperature and that there
is no end leakage, and the contact points of rollers and the rings do not slip. The Dowson–
Higginson line-contact film-thickness formula is used to calculate the oil-film thickness
between the roller and the IR and OR [39] as follows,

hmin =
2.56α0.54(η0U)0.7R0.43L0.13

E′0.03W0.13 (17)

where α is the viscosity coefficient of lubricating oil; η0 is the dynamic viscosity of lubricat-
ing oil; U is the average linear velocity of roller; R is the equivalent radius of curvature;
L is the line contact length of roller; W is the radial load; E′ is the composite modulus of
elasticity, E′ = E

1−ν2 .
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The inter-shaft bearing is characterized by the same rotation direction of the IR and
OR. Assume the rotation speed of the IR is ni, the radius is Ri, the rotation speed of the OR
is no, and the roller radius is r. By defining the constant γ = d

Dm
cos α, the average linear

velocity U between the IR and OR of the roller can be obtained according to Equation (5):

U =
π

120
Dm[ni(1 − γ) + n0(1 + γ)] (18)

Since the inter-shaft bearing pressure angle α = 0, then

γ =
d

Dm
cos α =

r
Ri + r

(19)

The equivalent radius is:

R = (
1
r
± 1

Ri + r ∓ r
)
−1

(20)

where “−” is the contact equivalent radius of the IR and the roller; “+” is the contact
equivalent radius of the OR and the roller.

Substitute Equation (19) into Equation (20), then:

R = r(1 ∓ γ) (21)

By substituting each parameter into Equation (17), the minimum oil-film thickness
hi and h0 of the rollers and the IR and OR can be obtained.⎧⎪⎪⎪⎨⎪⎪⎪⎩

hi = 0.21α0.54(η0Dm)
0.7[ni(1 − γ) + n0(1 + γ)]0.7

∗r0.43(1 − γ)0.43L0.13E′−0.03W−0.13

ho = 0.21α0.54(η0Dm)
0.7[ni(1 − γ) + n0(1 + γ)]0.7

∗r0.43(1 + γ)0.43L0.13E′−0.03W−0.13

(22)

The total thickness of the oil film is:

h = hi + h0 = CiW−0.13 + C0W−0.13 (23)

where Ci is the coefficient in front of W−0.13 in hi; C0 is the coefficient in front of W−0.13 in h0.
The oil-film stiffness of the rollers and IR and OR of the inter-shaft bearing can be

obtained by Equation (23):

KH =
dW
dh

= (0.13(Ci + C0)W−1.13)
−1

(24)

According to the calculation formula of series stiffness, the total stiffness of the rolling
bearing considering the influence of EHL is:

K′ = 1
1/K + 1/KH

=
KKH

K + KH
(25)

3. Experimental Validation of the Numerical Model

3.1. Experimental System

For verifying the validity of the established model, this paper designs and builds an
inter-shaft bearing fault simulation test rig. The specific structure of the test rig is shown in
Figure 9. The fault simulation experiment system consists of a motor drive, support system,
rotor system, and data collection system.
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Figure 9. Fault simulation system of inter-shaft bearing.

A NU202EM model from NSK Company (Shenyang, China) was used as an experi-
mental bearing in this paper. Rectangular defects are artificially implanted on the rings and
rolling surface of the inter-shaft bearing by the wire-cutting method. The width and depth
of the defects on the surface of the IR and OR are 0.5 mm. The width and depth of the
defects on the surface of the rollers are 0.1 mm, and the same defects run through the entire
cylindrical roller longitudinally. A defective inter-shaft bearing is shown in Figure 10.

Figure 10. Inter-shaft bearing with local defects. (a) Normal statet; (b) outer-ring fault; (c) inner-ring
fault; (d) roller fault.
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3.2. Bearing Parameters

During the experiment, the IR and OR rotate in the same direction and opposite
direction, and the dynamic models of IR fault, OR fault and rollers fault are analyzed
respectively. The inter-shaft bearing used is the NU202EM roller bearing. The specific
parameters are shown in Table 1.

Table 1. NU202EM bearing parameters.

Parameters Value

Inner diameter (mm) 15
Outer diameter (mm) 35
Pitch diameter (mm) 25
Roller diameter (mm) 5

Number of rollers 11
Contact angle (◦) 0

Radial clearance (μm) 12
Mass (kg) 0.07

Damping coefficient (Ns/m) 300
Bearing width (mm) 11

3.3. Verification and Analysis of Dynamic Model of Inter-Shaft Bearing Fault
Verification of the Simulation Results of the Dynamic Model

(1) Normal State of Inter-Shaft Bearing

In the experiment, the speed of the OR was set at 1200 r/min and the IR speed was
300 r/min. The radial load was 1000 N and was applied to the inner surface of the IR. The
fault characteristic frequency (FCF) of the bearing was calculated according to the empirical
formula [40], as shown in Table 2.

Table 2. The FCF of normal state bearing.

Fault Form Working State 1 × fzc 2 × fzc

Normal state Counter-rotation 110 Hz 220 Hz

When the inter-shaft bearing is in the normal state, the IR and OR rotate in reverse.
Because the vibration signal of the inter-shaft bearing is nonlinear and nonstationary, the
traditional Fourier transform can not accurately extract the impact characteristics of faults.
Therefore, this paper uses Hilbert envelope analysis to research the vibration signal in
the horizontal direction of the inter-shaft bearing [40]. Figure 11 is a time-domain signal
and envelope spectrum of the numerical simulation signal of the dynamic model when
the inter-shaft bearing has no faults. As can be observed in the time-domain signal, the
bearing has no significant impact characteristics. It can be seen from the envelope spectrum
that there is only the variable stiffness vibration frequency fzc and its double frequency
2 fzc, and the fzc in the spectrum is 110.2 Hz, which is close to the theoretical calculation
value of 110 Hz. Figure 12 shows the time-domain signal and envelope spectrum of the
experimental signal of the normal bearing. The characteristic frequency in the envelope
spectrum is 114.7 Hz, which is different from the numerical simulation results. Due to the
complex structure of the experimental system, the vibration amplitude of the inter-shaft
bearing is small under normal conditions, and its signals are easily drowned out by the
vibration signals caused by other system components. The bearing is far away from the
measuring point, and the energy of the fault vibration signal will be attenuated, which will
cause the vibration signal to be submerged by these noises.
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Figure 11. Time–domain signal and envelope spectrum of the normal state (numerical simulation).

Figure 12. Time–domain signal and envelope spectrum of the normal state (experimental).

(2) Simulation of the Inter-Shaft Bearing with OR Fault

Set the OR rotating speed of the inter-shaft bearing at 300 r/min and the IR speed at
1500 r/min. According to the empirical formula of FCF, the FCF of the OR fault is obtained
as shown in Table 3.
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Table 3. The FCF of the OR fault.

Fault Form Working State 1 × f0 2 × f0

Outer-ring fault Counter-rotation 132 Hz 264 Hz

Figure 13 shows the time-domain signal and envelope spectrum of bearing vibration
when the OR of the inter-shaft bearing has local defects and the IR and OR rotate in the
opposite direction. It can be seen from the time-domain signal that the bearing has obvious
impact characteristics. The FCF of OR fault f0 and its double frequency can be clearly
extracted from the envelope spectrum. The rotation frequency of OR Fi an also be extracted.
There are also modulation frequencies such as f0 ± F0, f0 ± 2F0, and 2 f0 ± F0. f0 is 132.1 Hz,
which is only 0.1 Hz different from the theoretical calculation value of 132 Hz. Therefore, it
can be proved that the dynamic model established in this paper is accurate and effective
for the simulation of reverse rotation.

Figure 13. Time–domain signal and envelope spectrum of OR fault (numerical simulation).

Figure 14 shows the time-domain signal and envelope spectrum of the experimen-
tal signal. There are also obvious phenomena of shock and amplitude modulation in
the collected time-domain signals. The FCF of the OR fault can be clearly extracted as
130.9 Hz in the envelope spectrum, which is 1.2 Hz different from the simulation calculation
result but within the allowable error range. This is due to the possibility of rolling element
slippage during actual bearing operation. The experimental results also prove that the
envelope spectrum contains the FCF of the OR fault f0 and its multiples component. There
are also modulation frequencies such as f0 ± F0, f0 ± 2F0, and 2 f0 ± F0.
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Figure 14. Time–domain signal and envelope spectrum of the OR fault (experimental).

(3) Simulation of the Inter-Shaft Bearing with the IR Fault

The IR rotation speed of the inter-shaft bearing is set at 300 r/min, and the OR rotation
speed is 1200 r/min. According to the theoretical calculation formula, the FCF of the IR
fault was calculated as shown in Table 4.

Table 4. The FCF of the IR fault.

Fault Form Working State 1 × fi 2 × fi

Inner-ring fault Counter-rotation 165 Hz 330 Hz

Figure 15 shows the numerical simulation results of the dynamics model when the
IR and OR of the inter-shaft bearing rotate in reverse. The inter-shaft bearing has obvious
impact on the time signal. The FCF of the IR fault fi and its modulation sideband component
can be observed in the envelope spectrum. The FCF is calculated as 165.1 Hz by the
numerical simulation, which is basically the same as the theoretical value in Table 4. The
rotation frequency of IR Fi and 2 fi can also be extracted. In the envelope spectrum, it can
also be observed that all of the fault frequencies have sideband frequencies with Fi and its
multiples as the interval.

Figure 16 is the experimental result of the IR fault, when the IR and OR rotate in
reverse. The shock phenomenon of the signal can be clearly seen from the acquired time-
domain signal, which is similar to the numerical simulation results. The FCF of the IR fault
fi extracted from experimental signal is 164.8 Hz. Although there is an error between this
value and the numerical simulation calculation value of the bearing fault, the error is only
0.3 Hz. The law of signal modulation frequency is consistent with the numerical simulation
results. It also proves that the dynamic model of the inter-shaft bearing fault established in
this paper is effective and accurate in simulating IR faults.
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Figure 15. Time–domain signal and envelope spectrum of IR fault (numerical simulation).

Figure 16. Time–domain signal and envelope spectrum of IR fault (experimental).

(4) Simulation of the Inter-Shaft Bearing with Roller Fault
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The OR rotation speed of the inter-shaft bearing is set at 300 r/min, and the IR rotation
speed is 1500 r/min. The FCF of the roller fault are listed in Table 5, when the IR and
OR rotate in the opposit direction.

Table 5. The FCF of the roller fault.

Fault Form Working State 1 × fb 2 × fb Cage Frequency

Roller fault Counter-rotation 144 Hz 288 Hz 7 Hz

The roller not only rotates around its own axis but also revolves around the bearing
center with the cage. When the roller generates a local defect, each rotation of the roller
produces two impacts on the IR and OR, and the cage rotation frequency has an amplitude
modulation effect on the impact signal. The numerical simulation results of the inter-shaft
bearing dynamics model with roller faults are shown in Figure 17. From the envelope
spectrum, some data that can be extracted include the FCF of the roller fault FCF fb and
its double frequency, the rotation frequency Fc and its double frequency of the cage, and
the sideband frequency with fb as the center frequency and Fc and its double frequency as
the interval. The envelope spectrum shows that the fb and Fc in the numerical simulation
signal of the dynamic model are 144 and 7.02 Hz, respectively. These numerical results
is completely consistent with the theoretical calculation results. Figure 18 shows the
experimental signal of the roller fault. The obvious shock signal can be seen from the time
domain diagram, but the signal components are more complicated. The fault frequency can
be extracted from the envelope spectrum, but other frequency components are not obvious.

Figure 17. Time–domain signal and envelope spectrum of roller fault (numerical simulation).
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Figure 18. Time–domain signal and envelope spectrum of roller fault (experimental).

Compared with the above three cases of the bearing, the experimental signal envelope
spectrum frequency component of the roller fault is different from the simulation signal.
The fault signal is seriously interfered with by the noise signal, which makes it difficult to
extract fault information. This is also one reason why the research results of such faults are
published less frequently.

4. Dynamic Response Analysis of the Inter-Shaft Bearing with Local Defects

4.1. Characteristics of Micro-Local Defects in Inter-Shaft Bearings

Based on the model established above, the time–frequency characteristics of micro
faults are analyzed. In the actual working process, it is often necessary to find and locate
faults in time when the width of bearing defects is very small. Therefore, based on the
established model, this paper studies the time–frequency characteristics of bearing micro
faults. When the double rotors rotate in reverse, the vibration response of the OR fault is
more obvious than that of the IR fault and roller fault. Therefore, this paper simulates the
micro fault in the OR. Set the OR speed at 1000 r/min, the IR speed at 600 r/min, and the
simulation results are shown in Figures 19–21.

Figures 19–21 show the simulation results of the time–frequency characteristics when
the OR defect size is 0.1, 0.2 and 0.3 mm. When the defect size is 0.1 mm, the time domain
signal can also see the impact characteristics, and its vibration amplitude is 2 m/s2 at
most. When the defect size is 0.5 mm in Figure 13, the vibration amplitude has exceeded
40 m/s2. When the defect sizes are 0.1, 0.2 and 0.3 mm, the time-domain amplitudes of
them can be compared. As can be seen from the figure, the vibration amplitude of the
bearing rises gradually with the increase in the defect size. Fault is easier to diagnose.
When the defect size is 0.1 mm, the FCF of f0 is very obvious. The sideband frequencies
have not appeared. Furthermore, there are a large number of interference frequencies.
The above analysis shows that the effect and reliability of the fault feature extraction
method based on time–frequency analysis are low for the early micro-fault diagnosis of the
inter-shaft bearing.
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Figure 19. Time–domain waveform and spectrum of the OR fault signal (0.1 mm defect).

Figure 20. Time–domain waveform and spectrum of the OR fault signal (0.2 mm defect).
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Figure 21. Time–domain waveform and spectrum of the OR fault signal (0.3 mm defect).

4.2. Simulation Analysis of Fault Characteristic Parameters (CP)

Based on a dynamics model with a local defect, the key affecting factors of the fault
CP, such as defect width, external load and working speed, are studied. The variation laws
of the fault CP are obtained to provide a certain theoretical basis for bearing fault diagnosis
and status inspection.

For research on bearing fault diagnosis, the CP, which are susceptible to bearing fault
changes, are usually selected to reflect the characteristics of fault signals. CP include both
dimensioned CP and dimensionless CP. According to the experience, the dimensioned CP
that are sensitive to faults mainly include: maximum value (MV) Xmax, absolute mean value
(AMV) Xa, effective value (EV) Xrms and amplitude of square root (AST) Xr. Dimensionless
CP include kurtosis factor (KF) Kv, impulse factor (IF) I f , peak factor (PF) Cf and shape
factor (SF) S f . Set the discrete signal sequence as A, then the calculation formula of fault
CP are as follows [41]:

Xmax = max(x(k)), k = 1 . . . N (26)

Xa =
1
N

N

∑
k=1

|x(k)| (27)

Xrms =

√√√√ 1
N

N

∑
k=1

x2(k) (28)

Xr =

(
1
N

N

∑
k=1

√
|x(k)|)

)2

(29)

Kv =
β

σ4 (30)

I f =
Xmax∣∣X∣∣ (31)
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Cf =
Xmax

Xrms
(32)

S f =
Xrms∣∣X∣∣ (33)

where β is signal kurtosis, β = 1
N

N
∑

K=1
(x(k)− μ)4; σ is the signal standard deviation; μ is

the signal mean value.

4.2.1. Effect of Defect Widths on CP

Based on the fault dynamic model of inter-shaft bearing with local defects on the OR,
this paper studies the variation law of fault CP with defect widths. Set the radial load
at 200 N to remain unchanged, and set the defect widths to change within 0~2 mm. The
increment is 0.1 mm. The IR and OR of the inter-shaft bearing rotate in reverse, and the
working speed of the IR is 6000 r/min, while that of the OR is 10,000 r/min.

Figure 22 shows the variation of the MV, EV, AST and AMV with the size of defect
width. With the increase of defect width, the EV, AST and AMV are increasing gradually.
But the increase is relatively smooth and approximately linear, the MV of the signal tends to
increase gradually. With the increase of defect width, the fault of the bearing is aggravated,
leading to the continuous increase of the vibration amplitude of the bearing. That is
why numerical fluctuations in the increasing process and the dimensioned CP vibration
parameters tend to increase.

Figure 22. Influence of defect width on dimensional CP.
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Figure 23 shows the law of KF, IF, PF and SF of the fault signal with the changing
of defect width. With the increase of defect width, KF, IF and PF increased first and then
decreased. The SF is not changing significantly with the changing of defect width. It
is known from the calculation formula of dimensionless CP that the above-mentioned
variation law is caused by different relative growth rates of dimensionless CP on the
dimensional CP of the numerator and denominator, with the increase of defect width in
different periods of bearing faults.

Figure 23. Influence of defect width on dimensionless CP.

4.2.2. Effect of External Loads on CP

The external load variation range is 0–1000 N; the external load increment is 50 N, and
the defect width is 2 mm. The IR and OR rotate in the opposite direction. The IR working
speed is 6000 r/min, and the OR working speed is 10,000 r/min.

Figure 24 shows the variation laws of the dimensioned CP with the changing of radial
loads. With the increases of radial load, EV, AST and AMV tends to increase. This suggests
that the statistical parameters of vibration signal can represent the fault characteristics
under a radial load. The increase in radial load leads to the decrease of bearing clearance,
which makes the roller more easily make contact with the fault. The contact force between
the roller and the raceway increases, and the energy of the vibration signal increases
accordingly. When the radial load increases, MV firstly increases, then decreases and finally
tends to be stable. This indicates that the increase in radial load causes the energy of the
bearing vibration to increase; however, the peak of the vibration signal tends to be stable.

Figure 24. Influence of the radial load on dimensional CP.
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Figure 25 shows the variation laws of dimensionless CP with the changing of radial
loads. It can be seen that KF and IF is more sensitive to changes in the radial loads.
The change trend of the above two parameters is to increase first and then decrease. PF
and SF have no obvious change with the radial load, which is not suitable as a CP for
fault diagnosis. With the increase in radial loads, the MV increases because the impact
energy increases as the roller passes through the defect. However, with the continuous
increase in the AMV of the signal, the ratio of them firstly increases, then decreases or tends
to be stable.

Figure 25. Influence of the radial load on dimensionless CP.

4.2.3. Effect of Rotating Speeds on CP

Set the radial load at 200 N to remain unchanged. The defect width was 2 mm. The IR
and OR rotated in reverse. The IR speed was 500 r/min, and the OR speed varied from
500 to 6000 r/min. The increment of speed was 500 r/min.

Figure 26 shows the variation laws of EV, AST, AMV and MV with the changing of
speed. Furthermore, all the above dimensional CP tend to increase with the increase of
speed. This indicates that dimensional CP can represent the fault characteristics.

Figure 26. Influence of working speed on dimensional CP.

Figure 27 shows the variation laws of KF, IF, PF and SF with a change in rotating
speed. With the increase in rotating speed, SF does not change, but the KF, IF and PF firstly
decrease and then increase. This is due to the difference in the relative growth rate of MV
and AMV with the increase in rotating speeds.
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Figure 27. Influence of working speed on dimensionless CP.

5. Conclusions

In order to clarify the fault mechanism of inter-shaft bearings, a 4-DOF local defect
inter-shaft bearing of a dynamic model is established in this paper, which considers EHL
and TVDE. A piecewise function is used in this model to describe the TVDE of the local
defect on the surface of the inter-shaft bearing. At the same time, the influence of the oil
film is considered to improve the accuracy of the fault dynamic simulation. In this paper,
the frequency distribution of the fault evolution process is simulated and analyzed by the
established model. The relationship between defect width, external load and rotating speed
and fault CP is studied. The main conclusions of this paper are summarized as follows.

(1) The fault dynamic model established in this paper can simulate the impact character-
istics and distribution law of the inter-shaft bearing fault signals accurately, and the
fault frequency calculation error is less than 1%.

(2) With the increase of defect size, the vibration amplitude of the inter-shaft bearing
also increases. When the width of the defect is less than 0.1 mm, the FCF and a large
amount of interference frequently occurs in the envelope spectrum. This can interfere
with the early micro-fault diagnosis of the inter-shaft bearing and reduce the effect of
the fault diagnosis method based on time–frequency analysis.

(3) The magnitude of the signal peak can reflect the impact force caused by the bearing
fault. Normally, the MV increases with the increase in fault impact force since the
change of MV is very sensitive to the fault in the early stage of fault; it is also very
effective in monitoring the pitting corrosion fault on the bearing surface. AMV, AST
and EV can reflect the magnitudes of signal energy. With the development of faults,
the overall trend is relatively stable.

(4) The KF and IF indicate whether there is impact component in signals, which is very
sensitive to early bearing faults. The PF is sensitive to the change in rotating speed
and defect width. The SF is the ratio of the EV to AMV. It has a certain indication
effect on the fault, but it is not sensitive to fault change. Therefore, SF is not suitable
as the CP for fault diagnosis.

In summary, an effective dynamic model of the inter-shaft bearing is established in
this paper to accurately simulate the dynamic characteristics of the inter-shaft bearing with
local defects. This study provides useful insights for the use of dynamic models to inspect
and monitor the health of inter-shaft bearings of aeroengines.
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