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Preface to ”Natural and Technological Hazards in
Urban Areas: Assessment, Planning and Solutions”

This reprint contains fourteen (14) scientific papers related to floods, landslides, earthquakes,

water and soil contamination, vegetation restoration, hazard and risk assessment. These

contributions are republications of published papers in the Special Issue of the journal Sustainability,

entitled “Natural and Technological Hazards in Urban Areas: Assessment, Planning and Solutions”.

This reprint presents the importance of studying natural and technological hazards in urban

planning.

This reprint is directed to scientists, researchers, and readers who are interested in natural and

technological hazards. The editors wish to thank the contributors and the Sustainability journal

editorial staff for their support, whose professionalism and dedication have made this Special Issue

possible. Finally, we kindly thank all authors for their participation and contribution to the volume,

as well as all reviewers who have diligently reviewed the submitted manuscripts, and substantially

contributed to the high quality of these published papers. We also highly appreciate the editorial

support provided by the Sustainability journal.

George D. Bathrellos, Hariklia D. Skilodimou, Konstantinos G. Chousianitis, and Charalampos

Vasilatos

Editors
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Natural hazards are extreme natural phenomena whose associated consequences can
lead to damage of both the natural and man-made environment. They occur worldwide, are
rare at a particular place and time, and contribute to the progress of Earth’s landscape [1–3].
Their cause, occurrence and evolution show important complexity and they differ in
magnitude, frequency, speed and duration [4–6]. Moreover, their impact differs from place
to place and when their consequences have a major impact on human life, they become
natural disasters [7]. In this Special Issue, the term natural hazard refers to all atmospheric,
hydrologic, geologic and geomorphologic hazardous natural phenomena that potentially
affect human life and activities.

Generally, natural hazards and disasters take place more frequently in relation to our
ability to restore the effects of past events [8]. On average over the past decade, about
60,000 people globally died from natural disasters each year. This number represents 0.1%
of global deaths [9]. Additionally, global disasters produced $210 billion of losses in 2020
and were up 26.5% compared to 2019’s cost of $166 billion [10].

On the other hand, a hazard of anthropogenic origin that can harm people, the
environment or facilities is called a technological hazard. This type of hazard contains
a wide range of modern issues and consequences of technology mismanagement and
engineering mistakes [11]. Technological hazards such as desertification, water and soil
pollution/degradation, land use changes, waste, hazardous materials incidents, pipelines
and transportation are presented in this special issue.

Technological disasters account for about a third (36.4%) of all reported disasters
worldwide since 1900 [12]. As technology becomes increasingly complex, technological
hazards are likely to increase. The effects of technological disasters on humans may be
long lasting. They are stressful, especially because they are random and unpredictable [13].
Technological hazards can bring on a crisis, menace the viability of a technological system,
cause losses of life and property, and can put the social environment in which they occur at
risk [14].

Natural hazards are physical phenomena active in geological time, while technological
hazards result from actions or facilities created by human and occur in the recent past.
Natural hazards are directly related to the natural environment and the use of technology
may reduce their effects [15,16]. On the contrary, technological hazards can be mitigated
by being aware of the natural environment [17,18].

Natural hazard events and technological accidents are separate causes of environmen-
tal impacts. In our time, combined natural and man-made hazards have been induced.
Overpopulation and urban development in areas prone to natural hazards increase the
impact of natural disasters worldwide [19,20]. Additionally, urban areas are frequently
characterized by intense industrial activity and rapid but poorly planned growth that
threaten environment and ecosystems, degrade quality of life and raise the likelihood of
technological disasters.

To avoid the aforementioned effects, appropriate urban planning is crucial to minimize
fatalities and reduce the environmental and economic impacts that accompany both natural
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and technological hazardous events. Thus, local authorities and countries should develop
proper policies and strategies, aiming to effectively manage hazard risk, reducing the
likelihood and consequences of disasters.

This Special Issue focuses on natural and technological hazards in urban areas. Addi-
tionally, hazard assessment, planning and solutions are included. Natural hazards such as
floods, landslides, earthquakes, waterfall ice, fires, as well as technological hazards such as
toxic elements, pipelines, waste and transportation, are presented.

Three works deal with the flood hazard assessment and one with the distribution of
flash flood events. Joo et al. [21] assess a flood risk method in Korea. The leading indicators
affecting flood damage were selected using factor analysis and principal component analy-
sis. The analytic hierarchy process (AHP) [22], constant sum scale and entropy were used
to assign the weights of the indicators. A relationship was examined between the elements
and the indicators based on weights called the Integrated Index for flood risk assessment.

Liu et al. [23] estimate flood risk of urban areas in Kaohsiung city along the Dianbao
River, in southern Taiwan. Floods and other extreme weather events occur continuously,
threatening human lives and causing severe property losses [24]. A rainfall-runoff model
(HEC-HMS) was adopted to simulate discharges in the watershed, and the simulated
discharges were utilized as inputs for the inundation model (FLO-2D). A risk map was
developed that compiled both flood hazards and social vulnerability levels.

Skilodimou et al. [25] propose a simple method to produce a flood hazard assessment
map in burned and urban areas in a coastal part of the eastern Attica peninsula in central
Greece. The Attica peninsula has suffered from wildfires and floods during the last
decades [26]. Six factors were considered as the parameters most controlling runoff when
it overdraws the drainage system’s capacity. The analytical hierarchy process (AHP)
method and geographical information system (GIS) were utilized to create a flood hazard
assessment map of the study area.

Xiong et al. [27] measure the spatial and temporal distribution of flash floods and
examine the relationship between flash floods and driving factors in Yunnan Province in
China. Flash floods are one of the most serious natural disasters, and have a significant
impact on economic development [28]. The results indicated that the number of flash
floods occurring annually increased gradually from 1949 to 2015, and regions with a high
quantity of flash floods were concentrated in Zhaotong, Qujing, Kunming, Yuxi, Chuxiong,
Dali and Baoshan.

Another work focuses on landslide management in urbanized areas. Giordan et al. [29]
show the importance of a dedicated monitoring solution and communication strategy for
an effective management of complex active landslides in Italy. Large landslide emergencies
are often managed by complex and multi-instrumental networks [30]. Since the man-
agement of these networks is often a complicated task, a new hybrid system focused on
capturing and elaborating data-sets from monitored sites and on disseminating monitoring
results to support decision makers was developed by the authors. It consists of an early
warning application, which integrates a threshold-based approach, and a failure forecasting
modeling.

Jia et al. [31] analyze and compare the importance of feature affecting earthquake
fatalities in China mainland and establish a deep learning model to assess the potential
fatalities based on the selected factors. Earthquakes cause significant damage to infrastruc-
tures and a large number of threats to the Chinese [32]. Thus, a proper rapid estimation of
the number of casualties in an earthquake is important. In this paper, the random forest
(RF) model, classification and regression tree (CART) model and AdaBoost model were
used to assess the importance of nine features, and the analysis showed that the RF model
was better than the other models.

Zhou et al. [33] examine the formation mechanism and influence factors of highway
waterfall ice in northern China. Highways in the northern part of China have always been
damaged by waterfall ice [34]. To explore the internal factors that lead to highway waterfall
ice, gradation tests, penetration tests and freezing tests were conducted which revealed
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that coarse-grained particles can enhance the permeability of aquifers. Furthermore, to
understand the formation mechanism of highway waterfall ice further, a mathematical
model of saturated coarse-grained soil at the state of phase transition equilibrium was
obtained.

Chen et al. [35] construct a natural hazard emergency relief alliance and analyze the
mechanisms and dynamics of public participation. In China, the government plays an
important role in emergency management and government supervision has a positive effect
on environmental governance [36]. Using four different processes, namely participation
proposals, negotiation interval, negotiation decision-making function and participation
strategy, the authors comprehensively constructed an emergency relief alliance for nat-
ural hazards. In addition, the dynamic public interaction process was analyzed and a
construction algorithm was given.

Additionally, two studies estimate the contamination of toxic elements in urban soils
in Greece. Golia et al. [37] record the level of potentially toxic elements within the urban
complex in the city of Volos, in central Greece. Urban and agricultural soils are often
densely populated, and intensive human activities lead to large amounts of potentially
toxic metals [38]. Soil pollution indices, such as the contamination factor (CF) and the
geo-accumulation index (Igeo), were estimated regarding each of the metals of interest. The
respective thematic maps were constructed, and the spatial variability of the contamination
degree was displayed.

Alexakis et al. [39] investigate the soil quality of the Ioannina plain in western Greece
concerning arsenic (As) and zinc (Zn), and delineate their origin as well as compare the
As and Zn content in soil with criteria recorded in the literature. High concentration of
toxic elements is reported in agricultural soil of Greece such as the Arta plain [40]. The
geomorphologic settings, land use, and soil physicochemical properties were mapped and
evaluated, including soil texture and concentrations of aqua-regia extractable As and Zn.
The concentration of elements was spatially correlated with land use and the geology of
the study area, while screening values were applied to assess land suitability.

Ali and Choi [41] review the existing methods for monitoring leakage in underground
pipelines, the sinkholes caused by these leakages, and the viability of wireless sensor
networking (WSN) for monitoring leakages and sinkholes. Leakage from underground
pipe mains in urban areas may cause sudden ground subsidence or sinkholes [42]. The
authors discussed the methods based on different objectives and their applicability via
various approaches: (1) patent analysis; (2) web-of-science analysis; (3) WSN-based pipeline
leakage and sinkhole monitoring.

Jia et al. [43] evaluate the vegetation restoration along an expressway in a cold, arid,
and decertified area of China. Vegetation plays an important role in reducing soil ero-
sion [44] and vegetation is significant in the restoration of expressways in the arid zone of
China, although we still do not know which soil and vegetation types are most effective.
The authors investigated soil particle size (SPZ), volume weight of the soil (VWS), soil
water content (SWC), total porosity of soil (TP), soil organic matter (SOM), water erosion
(WrE) and wind erosion (WdE) of eight sites, and evaluated them using the gray correlation
method (GCM).

Kerpelis et al. [45] propose a theoretical approach for the estimation of seismic struc-
tural vulnerability of wastewater treatment plants. The assessment of seismic vulnerability
is critical for lifelines such as wastewater treatment plants (WTPs) because failures may
result in environmental degradation. For example, wildfires caused by earthquakes or
urban fires can release toxic elements into the soil and water resources [46]. The authors
tested and applied a rapid, simple methodology for assessing the seismic structural vul-
nerability (SSV) of WTPs (according to the qualitative method Rapid Visual Screening),
using structural variables as indices of these infrastructures. An original new method
involving the assessment of the SSV of 13 steps (four for a sample set of WTPs and nine for
an individual one) was introduced following systematic literature retrieval.
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Abstract: A flood risk assessment of urban areas in Kaohsiung city along the Dianbao River was
performed based on flood hazards and social vulnerability. In terms of hazard analysis, a rainfall-
runoff model (HEC-HMS) was adopted to simulate discharges in the watershed, and the simulated
discharges were utilized as inputs for the inundation model (FLO-2D). Comparisons between the
observed and simulated discharges at the Wulilin Bridge flow station during Typhoon Kongrey
(2013) and Typhoon Megi (2016) were used for the HEC-HMS model calibration and validation,
respectively. The observed water levels at the Changrun Bridge station during Typhoon Kongrey
and Typhoon Megi were utilized for the FLO-2D model calibration and validation, respectively.
The results indicated that the simulated discharges and water levels reasonably reproduced the
observations. The validated model was then applied to predict the inundation depths and extents
under 50-, 100-, and 200-year rainfall return periods to form hazard maps. For social vulnerability,
the fuzzy Delphi method and the analytic hierarchy process were employed to select the main factors
affecting social vulnerability and to yield the weight of each social vulnerability factor. Subsequently,
a social vulnerability map was built. A risk map was developed that compiled both flood hazards
and social vulnerability levels. Based on the risk map, flood mitigation strategies with structural and
nonstructural measures were proposed for consideration by decision-makers.

Keywords: flood risk; hazard; social vulnerability; hydrological and hydrodynamic model; analytic
hierarchy process; fuzzy Delphi

1. Introduction

In recent years, the economy has developed rapidly in various parts of the world, and
countries have used many fuels, such as oil and coal, that cause holes in the ozone layer
and produce a large amount of greenhouse gases such as carbon dioxide and methane,
resulting in a continuous rise in temperature. Droughts, floods, and other extreme weather
events occur continuously, and extreme weather causes natural disasters that continue to
threaten human lives and cause severe property losses [1–5]. According to statistics from
the United Nations Disaster Database (www.emdat.be, (accessed on 30 January 2021)),
since 1950, the number of major natural disasters has increased year by year, and after 1990,
it has exceeded 200 annually. The total number of disasters that occurred in 2018 was 282.
In the seven continents in the world, the number of disasters that occurred in Asia in 2018
was 129, accounting for 46% of the total. Among the types of natural disasters that occurred
in 2018, flood-related disasters accounted for 74% of all disasters; floods made up 39% of
the total number of disasters, storms made up 30%, and slope disasters made up 5%. The
rest of the disaster types account for approximately 2% to 9% each. Therefore, quantifying
flood risk is an important way to develop adaptation and management strategies for
decision-making [6,7]. In general, flood risk can be defined as the product of flood hazard
and vulnerability [8–10].

Based on a literature review, several approaches have been utilized to perform flood
risk assessments. These methods include historical disaster flood risk assessments [11–17],
index systems for flood risk assessments [18–23], scenario simulation approaches [24–30],
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and remote sensing and geographic information systems [31,32]. Different approaches
display corresponding advantages and disadvantages [26]. Cai et al. [26] employed a
one-dimensional pipe network and a two-dimensional surface-coupled model and a multi-
index fuzzy comprehensive evaluation model to build flood disaster risk. Wang et al. [23]
utilized a fuzzy synthetic evaluation method based on combined weight to generate flood
risk maps in the Beijing-Tianjin-Hebi urban area. Geng et al. [33] proposed a coupled one-
and two-dimensional hydrodynamic model to simulate inundation as a hazard indicator,
and social and economic characteristics were analyzed as vulnerability indicators. The
analytic hierarchy process (AHP) was used to compute the weights of the assessment
indices. Afterwards, a fuzzy comprehensive evaluation approach was adopted to assess
urban flood risk. However, these studies did not clearly describe that how the social
vulnerability was selected for further analysis.

Taiwan is located on the western edge of the Pacific Ocean, surrounded by the sea; it
is an island country. The river slopes are steep and winding. It is often exposed to extreme
rains and typhoons during the rainy season and in summer and autumn. In the wet season,
southwesterly winds and typhoons bring frequent heavy rains, resulting in failures of
regional drainage systems in the middle and lower reaches of rivers; these failures cause
levees to break or overflow, resulting in flooding and threatening the lives of the people in
the middle and lower reaches of the rivers. The property and economic losses associated
with these floods are serious. In the future, rainfall patterns will change as a result of
climate change. There may be more rainfall during the wet season, and flooding situations
in urban regions and low-lying areas will become more serious. Therefore, the government
must take preventive measures with flood control projects such as constructing urban
drainage systems, riverbanks, and rainwater sewers as early as possible to ensure the safety
of people and property.

In addition to establishing flood warning systems and improving existing drainage
systems, governments are now gradually moving toward flood prevention and disaster
mitigation planning; these goals are realized through the formulation of laws and regula-
tions, the implementation of disaster preventative measures, and mitigation education and
training aimed at achieving effective risk reduction. Flood risk assessments are composed
of hazards and vulnerability. Among these, hazards are associated with occurrences of
natural disasters that humans cannot eliminate or change through existing technology. To
effectively reduce risk, we must decrease the level of vulnerability.

The objective of the present study is to utilize the hydrological model HEC-HMS and
the inundation model FLO-2D to explore the areas that are prone to flooding in the urban
region of the Dianbao River watershed in southern Taiwan and draw a flood potential
map using the degree of hazard. The fuzzy Delphi method and the hierarchical analysis
approach were utilized to analyze and calculate the degree of vulnerability. By combining
the degree of hazard and the degree of vulnerability, an urban area flood disaster risk map
was produced. Based on the risk map, adaptation strategies were proposed for disaster
prevention and mitigation planning.

The hypotheses of this study include that (1) the minimum unit for flood risk assess-
ment is village. It means that flood risk level in a village is same; (2) no engineering works
is executed to reduce the flood hazard; and (3) the social vulnerability for different rainfall
return periods is also same.

2. Data Collection

This study collected rainfall data at eight rain gauge stations, flow data at the Wulilin
Bridge flow station, and water level data at the Changruu water level station (see Figure 1a).
The collection period of the rainfall, flow, and water level data was from August 2012 to
March 2018.
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The land use data were obtained from the Taiwan Experimental Watershed Infor-
mation Platform established by the Taiwan Typhoon Flood Research Institute and the
Water Resources Agency. The land use types can be classified as agriculture, forest, traffic,
hydraulic, construction, public, recreation, mineral, or others (Figure 1b).

For the elevation data of the Dianbao River watershed, 20-m DTM data released from
the information disclosure platform of the Ministry of the Interior were adopted (Figure 1c).
A model was utilized to generate grids using DTM data to obtain the numerical elevation
of the terrain, which was further used to determine the accuracy of the model simulations.
The cross-sectional river data were collected from the Taiwan Experimental Watershed
Information Platform.

In urban areas, cities are frequently flooded due to heavy rainfall events with short
durations and the rapid collection of water resulting from urban development. Therefore,
the construction of rainwater sewer systems and flood detention ponds would help urban
areas drain excessive rainwater quickly. In the Dianbao River watershed, there are flood
detention ponds in zones A and B, located on both banks of the Daliao drainage area. The
area of the flood detention pond in zone A is 17 hectares, and the flood detention volume
of this pond is approximately 425,000 m3, while the area of the flood detention pond in
Area B is 42 hectares and its flood detention volume is approximately 1.05 million m3.
In this study, the data of rainwater sewers and flood detention ponds in the middle and
lower reaches of the Dianbao River were taken from the Taiwan Experimental Watershed
Information Platform (Figure 1d).

Apart from the data collection used for the rainfall-runoff model and inundation
model, data related to social vulnerability were also collected for further analysis.
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3. Materials and Methods
3.1. Study Area

The boundaries of the Dianbao River watershed in Kaohsiung city border the Agong-
dian River watershed in the north, the Houjin River drainage basin in the south, the hilly
area of the Central Mountain Range in the east, and Mituo District in the west. The basin
originates from the top of Wushan Mountain in Yanchao District, Kaohsiung city. The
elevation is approximately 320 m, and the river flows westward through Yanchao District,
Dashe District, Nanzi District, Qiaotou District and Gangshan District and finally into the
Taiwan Strait on the south side of the Oziliao fishing port in Ziguan District [34]. Most
of the Dianbao River watershed consists of plains. The main roads passing through the
area are high-speed highways, longitudinal railways, other highways and roads, such as
county roads. The road network is quite dense, and the traffic is convenient for users. This
study uses the Taiwan High Speed Rail as a boundary to simulate rainfall-runoff with the
HEC-HMS model in the upstream watershed area in the east and to simulate the flooding
area with the FLO-2D in the west (Figure 1a).

The average annual rainfall in the watershed of the Dianbao River is approximately
1825 mm [35]. The wet season is mainly from June to August, and the dry season is from
October of a given year to March of the following year.

3.2. Methodological Outline

The procedure followed in this research includes two parts: hazards and vulnerability.
Before starting the research, fundamental data, including terrain and land classification,
urban drainage networks, basin geography, meteorological and hydrological observations,
population, social economy, rescue equipment, and special agency data, were gathered.
In terms of hazards, the research steps were to establish the hydrological and inundation
models, perform model calibration and validation, predict the flooding extents and depths
under different rainfall return periods, and finally complete the hazard map. In terms of
social vulnerability, the research steps were to select social vulnerability factors, design
questionnaires, apply the fuzzy Delphi method to determine the main factors affecting
social vulnerability, use the AHP to determine the weights of the main social vulnerability
factors, calculate the social vulnerability index (SVI), and finally establish a social vulnera-
bility map. According to these two maps, the risk map was built. The research outline is
illustrated in Figure 2.
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3.3. Hazard Assessment with Hydrological and Hydrodynamic Models

In recent years, the impacts of climate change have caused extreme rainfall events,
which have resulted in urban areas being unable to discharge internal waters, leading to
flooding. This study uses the hydrological model HEC-HMS and the inundation model
FLO-2D to simulate an inundation map of urban areas, serving as the hazard map.

3.3.1. Hydrological Model (HEC-HMS)

The rainfall-runoff model used in this study, HEC-HMS software, was developed by
the Hydrological Engineering Center of US Army Corps Engineers. The HEC-HMS model,
which was modified from HEC-1, is a new version used for hydrological simulations [36].
In this study, HEC-HMS version 4.3 was employed to calculate the rainfall-runoff discharge
in the watershed [36]. The model was designed to be applied to different geographic areas,
such as in studies of river basin flood hydrology and large and small watershed/urban
runoff [37–43]. The HEC-HMS includes three modules: the basin model, meteorological
model, and control specification. In the basin model, the US Soil Conservation Service
(SCS) curve number (CN) was used to calculate precipitation loss. The input data include
the initial loss, CN, and impermeability. The HEC-GeoHMS toolbox can be adopted to
calculate the average CN for each subwatershed. The SCS synthetic unit hydrograph
method was applied to convert rainfall to runoff discharge. Two parameters, the time of
concentration (TC) and storage coefficient (R), were used in the Clark unit hydrograph
method. The time of concentration (TC) and the regional value (RV), which is related to the
time of concentration and the storage coefficient, are expressed as follows [44,45]:

TC = 2.27 × 10−4 L0.8

S0.5 (
1000
CN

− 9)
0.7

(1)

RV =
R

R + TC
(2)

where L denotes the length of the main channel (m) and S expresses the slope of the
watershed (%).

The time lag (Tlag) then can be determined as follows:

Tlag = 0.6 ∗ TC (3)

The recession base flow method, which uses an exponentially decayed algorithm, was
employed to separate the base flow. In a rainfall event, the recession base flow strongly
affects the volume and timing of the base flow. In this study, the recession constant and
ratio to the peak were set in the ranges of 0.2–0.35 and 0.01–0.1, respectively.

The rainfall method was used to establish a meteorological model in this study. In the
module, the time-series rainfall data of each subcatchment and the total rainfall of each
subcatchment are given. The main parameters to be set in the control specification are the
start time and end time of the simulation and the time step. In this study, the computational
time step was set to one hour.

3.3.2. Inundation Model (FLO-2D)

FLO-2D model is generally adopted for studies on flood routing. The model is
currently certified by the Federal Emergency Management Agency. It is mainly used in
urban flood simulations, flood plain management, engineering risk designs, and debris flow
simulations. FLO-2D is a combination of a one-dimensional river channel unsteady flow
model and a two-dimensional horizontal overland flow model [46]. It is used to simulate
the depth and velocity of a two-dimensional fluid flow and to estimate the reasonable
disaster range of a fluid. The detailed governing equations can be found in Dimitriadis
et al. [47] and Hu et al. [48].

The FLO-2D model divides the DEM (digital elevation model) into fixed-size square
grids. Each grid can be input with a surface elevation value, Manning roughness coefficient,
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infiltration coefficient, area reduction factor, outflow, inflow, and other hydrological and
geological data to simulate the real flood flow in the study area. This model starts with
basic two-dimensional surface overland flow, and many data parameters can be added;
users can freely choose to turn on or off the additional functions, including the presence of
river channels, dikes, roads, streets, urban area reduction, rainfall, debris flow, infiltration,
and rainwater sewers.

3.3.3. Establishment of HEC-HMS and FLO-2D Models

To save computational time, the simulation domain of the FLO-2D model is smaller
than that of the HEC-HMS model; therefore, connecting these two modeling domains is
necessary. Figure 3a illustrates the connection of the HEC-HMS and FLO-2D models. It
shows that the whole domain of the Dianbao River watershed is used for HEC-HMS, while
the urban area is adopted for FLO-2D.

Using geomorphological analysis with the input function of the HEC-HMS model and
the output function of HEC-GeoHMS can achieve the purpose of automatically building
watersheds. The Dianbao River watershed was built for the HEC-HMS model as shown
in Figure 3b and includes 7 subcatchment units, 16 channel units, and 16 confluence
point units.

To simulate the inundation extent and depth of urban areas, a numerical grid was
established in the FLO-2D model. The DTM data were imported into the FLO-2D model,
and using the grid generation module, a grid with a size of 20 m × 20 m in the horizontal
plane was generated. The new version of FLO-2D has been enhanced and can be combined
with the EPA-SWMM model. Therefore, the grid system calculations can be used to
simulate the drainage of rainwater sewer nodes and the overflow of full pipes. Figure 3c
displays the grid generation of the FLO-2D model, which contains a total of 142,608 grids.
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3.4. Fuzzy Delphi (FD)

The Delphi method proposed by Dalkey and Helmer [49] is a procedural method
used to express expert opinions in a systematic manner. However, the Delphi method has
some shortcomings; it is time-consuming, and the cost of collecting expert opinions can
be high. The so-called consistency of expert opinions only falls within a certain range of
expert opinions but does not determine the point of impact. Therefore, this law implies
ambiguity, so the final results cannot truly reflect the opinions of experts. To resolve these
shortcomings, the fuzzy Delphi method was developed. Murray et al. [50] first combined
the fuzzy set with Delphi, and then Ishikawa [51] proposed the max-min method and the
fuzzy integration method to integrate the opinions of experts into fuzzy numbers, which
is called the fuzzy Delphi (FD) method. In the first stage of the expert questionnaire, the
method proposed by Jeng [52] was adopted to select important social vulnerability factors.

The expert questionnaire is mainly filled out based on the judgment of each expert’s
professional literacy and the importance of each evaluation factor. The evaluation scale
is divided into levels from 0–10. The higher the evaluation score is, the more represen-
tative the factor is of the research trend. An option column was added at the end of the
questionnaire. If the experts felt that there were deficiencies, their opinion can be supple-
mented, making the questionnaire more complete and in line with the meaning of the fuzzy
Delphi questionnaire. The consensus value can be yielded by triangular fuzzy number
method [50]. The results using FD to obtain important social vulnerability factors can be
found in Section 4.4.1.

3.5. Analytic Hierarchy Process (AHP)

Saaty [53] proposed the analytic hierarchical process (AHP) method. Through the
establishment of a hierarchical structure with mutual influence, the AHP can be used
to solve multiple evaluation criteria and decision-making problems associated with un-
certainty; through quantitative judgments and comprehensive evaluation, the AHP can
provide decision-makers with sufficient information to choose appropriate options and
reduce the risk of making mistakes. The purpose of the development of the hierarchical
analysis method is to systematize complex issues, provide hierarchical decomposition
from different levels, organize the levels in a quantitative manner, and comprehensively
evaluate them to provide decision-makers with information with which they can choose
appropriate solutions.

The AHP builds complex multi-objective decision-making problems into hierarchical
systems with dendritic structures; each layer is composed of different elements. The
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complex problems are changed from high-level problems to low-level problems as they
are gradually decomposed, and each level in the framework only affects one other level
and, at the same time, is only affected by one other level. Before establishing the AHP
framework, one thing must be confirmed: each factor must be independent of the other
factors. The hierarchical structure method can be used to confirm a hierarchical relationship,
but there is no specific construction method in the actual construction process. The AHP
uses the characteristic vector method to calculate the weights of the elements and obtains
the priority value of each scheme. The larger the value is, the higher the priority of the
adopted scheme is.

Therefore, this study adopts the AHP method to design expert questionnaires, which
are completed by experts in related fields, and the weights of each vulnerability factor are
determined based on the results of the questionnaire. The results using AHP to obtain the
weight of social vulnerability factors can be found in Section 4.4.2.

3.6. Social Vulnerability Index (SVI) and Normalization

This study uses the FD method to select and screen out the vulnerability factors and
then uses the AHP method to determine the weight of each vulnerability factor. In terms of
calculating vulnerability, this research refers to the social vulnerability index proposed by
Shaw et al. [54] to identify the vulnerability of a certain area. Then, the vulnerability data
are standardized based on this index. Since the values of the variables are different and
the units are also different, to compare different variables with each other, it is necessary
to standardize all the statistical data obtained before the vulnerability index is calculated.
The index is calculated in an average manner. The standardized formula is expressed
as follows:

z − score = Z = α

n
∑

i=1
(xi − M)

SD
(4)

SD =

√√√√ n

∑
i=1

(xi − M)2

n − 1
(5)

where x denotes the statistics of different variables, M represents the mean value (= 1
n

n
∑

i=1
xi),

n expresses the total number of variables, SD indicates the standard deviation, and α
is the correction factor of each vulnerability factor (=+1 or −1). The correction factor
(α = −1) decreases the level of social vulnerability, representing a positive effect on
social vulnerability, whereas the corrector factor (α = +1) increases the level of social
vulnerability, denoting a negative effect on social vulnerability. The social vulnerability
index (SVI) can be expressed as follows:

SVI =
N

∑
j=1

k jZj (6)

where k is the weight value, Z denotes the standardized value, and N indicates the total
number of vulnerability factors.

The next step is to normalize the SVI value and convert it to a value between 0 and
1 (=ISVI). When the ISVI value is closer to 1, the vulnerability is higher; in contrast, when
the ISVI value is closer to 0, the vulnerability is lower. The normalization formula can be
represented as follows:

ISVI =
SVI − SVIm

D
(7)

where SVIm represents the minimum SVI value and D denotes the full range of SVI values,
which is the maximum SVI value minus the minimum SVI value.
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After calculating the ISVI value and dividing the social vulnerability into 5 grades,
including extremely low, low, medium, high, and extremely high (see Table 1) based on
every 0.2 increment [55], ArcGIS software was utilized to draw the social vulnerability map.

Table 1. Grades and levels of the social vulnerability index (SVI) normalization (ISVI) values, inundation depths, and
risk values.

Degree of
Vulnerability/Hazard/Risk

Social Vulnerability
Level/Hazard Level/Risk Level ISVI Value Inundation Depth (m) Risk Value

Extreme low 1 0.0–0.2 <0.3 1, 2, 3, 4
Low 2 0.2–0.4 0.3–0.5 5, 6, 8, 9

Medium 3 0.4–0.6 0.5–1.0 10, 12
High 4 0.6–0.8 1.0–3.0 15, 16

Extreme high 5 0.8–1.0 >3.0 20, 25

3.7. Hazard Assessment

Urban flooding disasters are mainly caused by heavy rainfall. When rainfall exceeds
the rainfall volume that the drainage system of an area can load, flooding disasters occur,
causing casualties and property losses and indirectly leading to the suspension of commer-
cial activities and classes in schools. In this study, the simulated inundation depth is used
as the hazard assessment index, and the inundation depth is divided into 5 grades: below
0.3 m, 0.3 m to 0.5 m, 0.5 m to 1.0 m, 1.0 m to 3.0 m and above 3.0 m (see Table 1). When the
inundation depth is 0.3 m, the water depth is approximately the height of a child’s knees,
so it is difficult for children to escape. When the inundation depth is 0.5 m, the water depth
is approximately the height of an adult’s knees, which causes adults to have difficulty
walking. When the inundation depth is 1.0 m, the water depth is approximately the height
of the waist of an adult, so it indeed causes difficulties for adults walking. When the
inundation depth is 3.0 m, the water depth is as high as a building is tall, which threatens
human lives.

3.8. Risk Assessment

Different definitions of risk have been documented by various researchers [56,57].
Generally, risk can be defined as the product of hazard (H) and social vulnerability (V) in
Taiwan [58]. The simple equation to describe the risk is expressed as follows:

Risk = H × V (8)

Because hazards and social vulnerability are each graded in five levels, the approach
of a semiquantitative risk assessment can be defined as the risk (Water Resources Agency,
2015). The risk value does not represent what actually happened but only stands for the
relative relationships between districts. Figure 4 depicts the 5 × 5 semiquantitative matrix
used for the risk assessment. Based on the matrix, the classifications of the risk assessment
can also be graded, as shown in Table 1. Different risk values can be attributed to different
degrees of risk.
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3.9. Indices of Model Performance

To ascertain the simulated discharge values using the HEC-HMS model and the
simulated water level using the FLO-2D model, three indices, flood peak error percentage
(EYp), flood peak arrival time error (ETp), and Nash-Sutcliffe efficiency coefficient (NSE),
were employed for model performance. These indices can be calculated as follows:

∣∣EYp
∣∣ =

∣∣∣∣∣
(Yp)sim − (Yp)obs

(Yp)obs

∣∣∣∣∣× 100% (9)

∣∣ETp
∣∣ =

∣∣(Tp)sim − (Tp)obs

∣∣ (10)

NSE = 1 −

N
∑

i=1
[Yobs(ti)− Ysim(ti)]

2

N
∑

i=1
[Yobs(ti)− Yobs]

2
(11)

where N denotes the total number of observational/simulation data, (Yp)obs and (Yp)sim
represent the observed and simulated peak discharge/water level, respectively, (Tp)obs and
(Tp)sim indicate the observed and simulated peak arrival time for the discharge/water level,
respectively, Yobs(ti) and Ysim(ti) denote the observed and simulated discharge/water level

at time ti, respectively, and Yobs is the average value of the observations (= 1
N

N
∑

i=1
Yobs(ti)).

The NSE value ranges from negative infinity to 1, and when the NSE is close to 1, it
indicates that the model is of good quality and that the model has high reliability. If the
NSE value is close to 0, the simulation result is close to the average level of the observed
values; that is, the overall result is credible, but the error in the simulation process is large.
If the NSE value is far less than 0, the model is not credible.

4. Results

To ascertain the availability of the models, two typhoon events, Typhoon Kongrey,
which occurred from August 27 to 2 September 2013, and Typhoon Megi, which hit central
Taiwan in the period of 25–28 September 2016, were adopted for the calibration and
validation of the models, respectively. The validated models, HEC-HMS and FLO-2D,
were then applied to predict inundation extents and depths, and these values were used to
evaluate the hazard indices for different return periods.
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4.1. HEC-HMS Model Calibration and Validation

To ensure the correctness of the rainfall runoff simulated by the HEC-HMS model,
calibrating and validating the HEC-HMS model are important procedures. The observed
discharges at the Wulilin Bridge flow station were compared with the simulated results.

Figure 5a displays the comparison between the observed and simulated discharges at
the Wulilin Bridge flow station during Typhoon Kongrey (2013); this comparison was used
for the model calibration. The figure shows that the simulated results reproduced temporal
variations in the discharge. Twin observed and simulated peak discharges were selected for
the analysis of statistical errors. The EYp values for peak discharge 1 and peak discharge 2
were 0.6% and 19.3%, respectively, while the ETp values were 1 h and 0 h, respectively. The
NSE value was 0.89.
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Figure 5. Comparison of the simulated and observed discharges at the Wulilin Bridge (a) during
Typhoon Kongrey (2013), used for the model calibration, and (b) during Typhoon Megi (2016), used
for the model validation.

A comparison of the simulated and observed discharges during Typhoon Megi (2016),
used for the model validation, is shown in Figure 5b. The figure indicates that the computed
water levels faithfully reproduced the observations. Based on the analysis of statistical
errors, the EYp and ETp values were 4.6% and 2 h, respectively. The NSE value was 0.91.

4.2. FLO-2D Model Calibration and Validation

The observed water levels at the Changrun Bridge flow station during Typhoon
Kongrey (2013) and Typhoon Megi (2016) were used to calibrate and validate the FLO-2D
model, respectively. A comparison of the simulated and observed water levels during
Typhoon Kongrey, used for the model calibration, is presented in Figure 6a. The figure
shows twin peaks in the water level as a result of runoff discharge. The statistical errors
represented by the EYp values at peak water level 1 and peak water level 2 were 13.5% and
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23.1%, respectively, while the ETp values were 1 h and 4 h, respectively. The simulated
water level indicated an underestimation of the observed water level at peak water level 1,
while the simulation overestimated the observation at peak water level 2. The NSE value
was 0.69.
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Figure 6. Comparison of the simulated and observed water levels at the Changrun Bridge (a) during
Typhoon Kongrey (2013), used for the model calibration, and (b) during Typhoon Megi (2016), used
for the model validation.

Figure 6b illustrates a comparison between the computed and observed water levels
during Typhoon Megi, as used for the model validation. The computed water levels
matched the tendencies of the observations. The EYp and ETp values were 4.7% and 0 h,
respectively, and the NSE value was 0.79. The model performance observed during the
model validation was better than that observed during the model calibration.

4.3. Inundation Disaster and Hazard Map
4.3.1. Inundation Depths and Extents under Different Return Periods

To obtain rainfall information under different return periods, this study used historical
rainfall data from eight rainfall stations in the catchment area from 2012 to 2017 for fre-
quency analysis, applied the Horner equation to establish the intensity-duration-frequency
curve [43], and finally employed the alternating group method to obtain the designated
rainfall of each rainfall station under different return periods. The designated rainfall
was then input into the validated HEC-HMS model to obtain the runoff discharges in the
upstream catchment area; then, the runoff discharges served as inputs into the validated
FLO-2D model, and inundation disasters under different return periods regarded as haz-
ards were obtained. For example, the analysis result for the rainfall hyetograph under a
200-year return period is illustrated in Figure 7.
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The simulated results of the inundation depths and extents for 50-, 100-, and 200-year
rainfall return periods are displayed in Figure 8. It can be seen from the figure that the
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flooding extent gradually expands from the 50-year rainfall return period to the 200-year
rainfall return period, and the flooding depth gradually deepens. The maximum flooding
depths under the 50-, 100-, and 200-year rainfall return periods are 5.50 m, 5.97 m, and
6.37 m, respectively. The maximum flooding site is located in the Yanchao District, resulting
from the low-lying area around the riverside in the middle reach. There are 9 villages in
the 50-year rainfall return period, 11 villages in the 100-year rainfall return period, and
12 villages in the 200-year rainfall return period with inundation depths greater than 3 m.
Because most flooding zones are located downstream of the areas of the river where the
flooding depth exceeds 0.3 m, the possible impacts on hazards are not negligible.
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4.3.2. Inundation Depths and Extents under Different Return Periods

The inundation depths and extents were converted to hazard maps according to
5 grades: below 0.3 m, 0.3 m to 0.5 m, 0.5 m to 1.0 m, 1.0 m to 3.0 m, and above 3.0 m
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(see Table 1). Figure 9 presents hazard maps under the 50-, 100-, and 200-year rainfall
return periods. The figure shows that there are 7 villages in Qiaotou District, 2 villages in
Gangshan District, and one village each in Dashe, Nanzi, and Yanchao Districts belonging
to the high and extremely high hazard levels under different rainfall return periods. Under
the 200-year rainfall return period, the hazard grades of 12 villages increase to the extremely
high level.

Sustainability 2021, 13, 3180 15 of 23 
 

 
Figure 8. Inundation predictions under (a) 50-year, (b) 100-year, and (c) 200-year rainfall return 
periods. Note that the maximum flooding site is indicated with a circle. 

4.3.2. Inundation Depths and Extents under Different Return Periods 
The inundation depths and extents were converted to hazard maps according to 5 

grades: below 0.3 m, 0.3 m to 0.5 m, 0.5 m to 1.0 m, 1.0 m to 3.0 m, and above 3.0 m (see 
Table 1). Figure 9 presents hazard maps under the 50-, 100-, and 200-year rainfall return 
periods. The figure shows that there are 7 villages in Qiaotou District, 2 villages in 
Gangshan District, and one village each in Dashe, Nanzi, and Yanchao Districts belonging 
to the high and extremely high hazard levels under different rainfall return periods. 
Under the 200-year rainfall return period, the hazard grades of 12 villages increase to the 
extremely high level. 

 

 

Sustainability 2021, 13, 3180 16 of 23 
 

 
Figure 9. Hazard map under (a) 50-year, (b) 100-year, and (c) 200-year rainfall return periods. 

4.4. Analysis of Social Vulnerability and the Social Vulnerability Map  
This study used two questionnaires to calculate social vulnerability. The first was the 

fuzzy Delphi questionnaire, which was adopted to screen the vulnerability factors. 
Through this questionnaire, experts were asked to identify the main factors affecting 
social vulnerability in urban areas. The second was the AHP questionnaire. The main 
purpose of this questionnaire was to set the weight value of each selected social 
vulnerability factor. Because some factors had a greater degree of influence than others, it 
was necessary to determine the weight value of each factor through the AHP method. 

4.4.1. Process with Fuzzy Delphi (FD) 
Four assessment elements, which included twenty social vulnerability factors, were 

selected for the expert questionnaire, as shown in Table 2. Through the 41 collected expert 
questionnaires and the FD screen, the social vulnerability factors with consensus values 
higher than 6.09 were selected. Therefore, ten main social vulnerability factors, including 
individuals over 65 years old, individuals under 14 years old, elderly individuals living 
alone, individuals with disabilities, rubber boats, mobile pumps, firefighters, refuge 
shelters, schools (kindergarten, elementary, and high schools), and nursing homes for 
elderly individuals (see Table 2), were selected for further APH analysis. 

Table 2. Social vulnerability factors and consensus values according to the expert questionnaire. 

Assessment Element  Social Vulnerability factor 
Consensus 

Value 

Demographic 
characteristic 

Over 65 years old 6.89 
Under 14 years old 7.6 

Low-income household 5.47 
Elderly living alone 6.89 

Disability 6.89 
Aboriginal 5.5 

New immigrants (foreign spouse) 4.5 
Agricultural population 5.69 

Illiterate 3.89 
University graduate 4.8 

Social economy 
Household income 5.09 

Total value of building 4.5 

Rescue equipment 
Rubber boat 7.6 

Mobile pump 7 
Firefighter 7.6 

Figure 9. Hazard map under (a) 50-year, (b) 100-year, and (c) 200-year rainfall return periods.

4.4. Analysis of Social Vulnerability and the Social Vulnerability Map

This study used two questionnaires to calculate social vulnerability. The first was
the fuzzy Delphi questionnaire, which was adopted to screen the vulnerability factors.
Through this questionnaire, experts were asked to identify the main factors affecting social
vulnerability in urban areas. The second was the AHP questionnaire. The main purpose of
this questionnaire was to set the weight value of each selected social vulnerability factor.
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Because some factors had a greater degree of influence than others, it was necessary to
determine the weight value of each factor through the AHP method.

4.4.1. Process with Fuzzy Delphi (FD)

Four assessment elements, which included twenty social vulnerability factors, were
selected for the expert questionnaire, as shown in Table 2. Through the 41 collected
expert questionnaires and the FD screen, the social vulnerability factors with consensus
values higher than 6.09 were selected. Therefore, ten main social vulnerability factors,
including individuals over 65 years old, individuals under 14 years old, elderly individuals
living alone, individuals with disabilities, rubber boats, mobile pumps, firefighters, refuge
shelters, schools (kindergarten, elementary, and high schools), and nursing homes for
elderly individuals (see Table 2), were selected for further APH analysis.

Table 2. Social vulnerability factors and consensus values according to the expert questionnaire.

Assessment Element Social Vulnerability Factor Consensus Value

Demographic characteristic

Over 65 years old 6.89
Under 14 years old 7.6

Low-income household 5.47
Elderly living alone 6.89

Disability 6.89
Aboriginal 5.5

New immigrants (foreign spouse) 4.5
Agricultural population 5.69

Illiterate 3.89
University graduate 4.8

Social economy Household income 5.09
Total value of building 4.5

Rescue equipment
Rubber boat 7.6

Mobile pump 7
Firefighter 7.6

Special agency

Refuge shelter 7.6
School (kindergarten, elementary,

and high school) 6.8

Nursing home for the elderly 6.32
Dialysis center 6

Homeless shelter 5.19

Mean consensus value 6.09

4.4.2. Process with the AHP

After completing the fuzzy Delphi questionnaire and selecting the main vulnerability
factors, an AHP questionnaire was conducted to determine the weight of each vulnerability
factor. A total of 40 questionnaires were completed and returned by experts. Table 3 shows
the weights of the vulnerability factors and the cascading weights of the hierarchy. The
sum of the cascading weights of the hierarchy is 1.0. The table also indicates that experts
believe that being a firefighter is the most important social vulnerability factor. From the
AHP method, the weight of each factor can be determined, and the SVIs of urban areas can
be evaluated.

22



Sustainability 2021, 13, 3180

Table 3. Weights of the social vulnerability factors.

Assessment Element (A) Social Vulnerability Factor Weighting (B) Cascade Weighting of Hierarchy (C = A × B)

Demographic
characteristic

(0.3957)

Over 65 years old 0.1812 0.0717
Under 14 years old 0.2170 0.0859
Elderly living alone 0.2675 0.1058

Disability 0.3343 0.1323

Rescue equipment
(0.2084)

Rubber boat 0.2276 0.0679
Mobile pump 0.2780 0.0830

Firefighter 0.4944 0.1476

Special agency
(0.3059)

Refuge shelter 0.3316 0.1014
School (kindergarten,

elementary, and high school) 0.3168 0.0969

Nursing home for the elderly 0.3516 0.1076

4.4.3. Social Vulnerability Map

According to Equations (4)–(6), the social vulnerability index (SVI) can be obtained.
To normalize the factors according to Equation (7), the SVI value was converted to the ISVI
value. Since five social vulnerability levels were graded based on their ISVI values (see
Table 1), the social vulnerability map was built, as illustrated in Figure 10. The map shows
that the social vulnerability in the Nanzi District is the highest, at level 5 (i.e., extremely
high vulnerability). The main reason for this result is that there are more nursing homes
for elderly individuals, individuals over 65 years old, and individuals under 14 years
old in this region than in other regions, resulting in the highest social vulnerability. The
social vulnerability values of the two villages in Qiaotou District are both level 3. This
is due to there being more nursing homes for elderly individuals in this district than in
other districts.
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Social vulnerability values express relative, comparative relationships and do not
represent actual vulnerability values. A village with a higher degree of vulnerability means
that the village comprises a disadvantaged group with a denser population or fewer social
resources. Therefore, when a disaster occurs, more serious damage and losses would occur
in a village with a higher degree of vulnerability.

4.5. Risk Map

After completing the hazard map under different rainfall return periods and the
social vulnerability map, a semiquantitative risk assessment approach was employed to
construct a risk map. The map of risks under different rainfall return periods is displayed
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in Figure 11. It shows that six villages in Qiaotou District and one village in Nanzi District
belong to medium risk and extremely high risk levels, respectively, under the 50-year
rainfall return period. There are seven villages and one village in Qiaotou District that
are at medium risk and high risk levels, respectively, under the 200-year rainfall return
period. It can be noted that the hazard risk under the 200-year rainfall return period is
more serious than that under the 50-year rainfall return period, resulting in increased risks
under the 200-year rainfall return period. However, the risk levels of most villages in the
districts consist of extremely low and low levels.
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5. Discussion

Flood-related disasters in urban areas are subject to several factors, such as urban
development, construction of transportation facilities, extreme weather and climate change,

24



Sustainability 2021, 13, 3180

and anthropogenic changes that alter vulnerability, hazards, and risks [59]. To control the
impacts of disasters caused by extreme rainfall events, an adaptation strategy must be
adopted to reduce these disasters. To cope with the impacts of extreme rainfall events on
urban areas, this study formulated adaptation strategies for villages with high risks levels.
Generally, two measures, including nonstructural measures and structural measures, are
recommended to mitigate disasters [25,60].

According to the flood risk assessment, the social vulnerability and hazards under
different rainfall return periods reach extremely high levels, resulting in extremely high
risk levels yielded for a village in Nanzi District. This village possesses a large population
over 65 years old and under 14 years old as well as many nursing home facilities for elderly
individuals. This study suggests that when planning escape routes with nonstructural
measures, complex routes should be avoided, and the routes should be as simple and
clear as possible to avoid dispersion in the escape process. In addition, the inundation
depths are relatively high at this village, so it is recommended that a flood detention pond
is added with structural measures to relieve the flooding load of the channel and reduce
the flood disasters.

The social vulnerability of a village in Qiaotou District is calculated to be at level 3
(i.e., medium level), and the risk in this village for each return period is level 3 for the
50-year return period, level 3 for the 100-year return period, and level 4 for the 200-year
return period. The number of mobile pumps in this area is lower than those of others area;
therefore, this study proposes that mobile pumps are purchased in this area to reduce the
damage caused by flooding.

The method used to reduce the social vulnerability index is a nonstructural measure,
while the method employed to reduce hazards is a structural measure. To reduce the risk
of flooding, it is necessary to first examine the sources of high risk from social vulnerability
or hazards, as measures taken to reduce the risk must be adapted to the local conditions.
In any case, the social vulnerability map, the hazard map, and the risk map can provide
decision-makers with a reference that can be considered for risk management.

Most studies that have discussed hazard assessments applied a combination of hy-
drologic and hydrodynamic models for flood simulations [27,29,54,61]. Additionally, there
are different research methods used to discuss vulnerability [23,33,62]. Further, two expert
questionnaires were used to determine the main social vulnerability factors and the weights
of the social vulnerability factors in the study area. This kind of research method is rarely
proposed or discussed, but is specific and feasible, and the methodology can be applied to
other urban areas affected by floods.

The limitation of this study is that because 20-m DTM data are available, the regional
flooding simulation cannot display the flooded state of the street and because the data of
the social vulnerability factor are not detailed enough, so the flood risk map can only be
presented in the village.

6. Conclusions

Typhoon-induced extreme rainfall frequently results in flood damage that threatens
the lives and property of people and causes economic losses in urban areas in Taiwan.
Apart from structural measures that prevent flood damage, risk assessments play important
roles in disaster management. To explore the flood risk map for disaster mitigation, the
hypotheses of this study include the flood risk level in a village to be same, no engineering
works executed to reduce hazard level, and social vulnerability for different rainfall return
periods also to be same.

The flood risk assessment conducted in this study was established based on rainfall-
runoff (HEC-HMS) and flooding simulation (FLO-2D) models applied for the hazard
analysis and the fuzzy Delphi (FD) method and analytic hierarchy process (AHP) applied
for the social vulnerability analysis. The HEC-HMS and FLO-2D models were calibrated
and validated with observational data. The results indicated that the model performances
during both the model calibration and validation were acceptable. The validated HEC-HMS
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and FLO-2D models were utilized to predict inundation depths and extents in urban areas
under different rainfall return periods, and these factors were used to build hazard maps.

Furthermore, to explore social vulnerability, first, the fuzzy Delphi method was used
to select the main social vulnerability factors, and then the AHP was adopted to determine
the weight of each social vulnerability factor and to calculate the SVI to build a social
vulnerability map.

By means of a semiquantitative risk matrix, the social vulnerability map and hazard
map were combined into a risk map, and the risk map was divided into 5 levels to
comprehend the risk status of urban areas in the Dianbao River watershed under different
rainfall return periods.

Most studies did not clearly state that how the social vulnerability was selected
for flood risk analysis. The main contribution of this study was that the hydrological-
hydrodynamic model, the fuzzy Delphi, and the analytic hierarchy process were proposed
to build the flood risk map in urban areas of southern Taiwan. Based on the flood risk
map, the nonstructural measures and structural measures were recommended to mitigate
disasters according to the regional disaster characteristics.

Due to the impacts of climate change, urban flooding caused by extreme rainfall is
worsening. In future research, we will explore a risk assessment of urban flood disasters
caused by climate change.
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Abstract: Flash floods are one of the most serious natural disasters, and have a significant impact on
economic development. In this study, we employed the spatiotemporal analysis method to measure
the spatial–temporal distribution of flash floods and examined the relationship between flash floods
and driving factors in different subregions of landcover. Furthermore, we analyzed the response
of flash floods on the economic development by sensitivity analysis. The results indicated that the
number of flash floods occurring annually increased gradually from 1949 to 2015, and regions with a
high quantity of flash floods were concentrated in Zhaotong, Qujing, Kunming, Yuxi, Chuxiong, Dali,
and Baoshan. Specifically, precipitation and elevation had a more significant effect on flash floods
in the settlement than in other subregions, with a high r (Pearson’s correlation coefficient) value of
0.675, 0.674, 0.593, 0.519, and 0.395 for the 10 min precipitation in 20-year return period, elevation,
60 min precipitation in 20-year return period, 24 h precipitation in 20-year return period, and 6 h
precipitation in 20-year return period, respectively. The sensitivity analysis showed that the Kunming
had the highest sensitivity (S = 21.86) during 2000–2005. Based on the research results, we should
focus on heavy precipitation events for flash flood prevention and forecasting in the short term; but
human activities and ecosystem vulnerability should be controlled over the long term.

Keywords: flash flood; driving factor; sensitivity analysis; subregion of landcover; Yunnan Province

1. Introduction

Flash floods are one of the most severe natural disasters to try to prevent and deal with in the
aftermath. They are responsible for loss of life and serious destruction to property and infrastructure,
severely affecting a region’s economic development [1–3]. According to an investigation by the World
Meteorological Organization, the loss of property resulting from flash floods ranks in the top 10 among
a range of natural disasters in 75% of countries [4]. As an economically developed country, flash floods
in the United States ranked first in causes of death, with approximately 100 lives lost each year [5].
In addition, a total of 28,826 flash floods occurred between 2015 and 2017, and 10% of these flash floods
resulted in property losses exceeding $100,000 (US dollars) per flash flood disaster [6]. In Europe, 40%
of flood-related casualties during 1950–2006 were due to flash floods [7], which is already more than
80% in southern Europe [8]. China is one of the countries that experiences the most flash floods, and
about 4.63 million km2 of land tend to be impacted by flash floods, which have threatened 560 million
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people [3]. Yunnan is one of the most important areas of ecological value in the world [9] where flash
floods are rapidly increasing, causing serious threat to people’s lives and property [10].

In recent years, the vast majority of studies conducted on flash floods have indicated that flash
floods are the combined result of various spatiotemporal factors [11–13]. Existing studies on flash floods
have focused primarily on the following aspects: (1) the risk assessment [14–16]; (2) the occurrence,
development, and influence studied from the perspective of a disaster mechanism [3,17,18]; and (3) the
spatial–temporal distribution and influencing factors [19–21]. Further, risk assessment of flash floods
has been used to classify a region as low risk, mid risk, or high risk and this is primarily based on the
county and province scale [22]. The formation of flash floods is very complicated and has led to many
such studies being carried out only in typical watersheds [23]. Regarding the spatiotemporal pattern
and driving factors of flash floods, most of the research uses the global spatial autocorrelation, kernel
density estimation, hot spot (Getis-Ord Gi*) analysis, standard deviational ellipse, and spatial gravity
center migration to explore the spatial and temporal characteristics of flash floods [24–26]. The driving
force analysis of flash floods is primarily based on geographical detectors, and the driving factors
selected by the researchers have included precipitation, terrain, and human activities, et al., which
were dominated by static indices [27–29]. Such research generally selects the province (or country) as
the research object.

Some research has been conducted on the spatiotemporal distribution and driving factors of flash
floods, although some problems still remain. First, Yunnan has a complex number of characteristics,
including its mountain range, human activity, precipitation, and ecosystems. In such complicated
conditions, the characteristics of flash floods there remain unknown. Second, Yunnan is one of the
most important ecological areas in the world, and the species diversity has been acknowledged by
the International Union and the World Wildlife Fund for the Conservation of Nature [9]. There are
differences in the weather, landform, and background conditions in each subregion of landcover.
As a result, the nonpartitioned approach no longer applies in such a complex ecosystem region.
Additionally, the study area is divided into different subregions of landcover, which reflect well the
extent of environmental damage caused by human activities. For example, the human activity in the
settlement is significantly greater than in other subregions. Third, previous studies have explored how
driving factors interact based on two factors that use geographical detectors [30,31], which cannot
reflect the contribution rate of multiple factor interactions on the flash floods. Finally, most studies
have revealed the influence of human activity on the occurrence of flash floods [32,33], but the response
of flash floods on economic development is not well understood in Yunnan. Hence, it is necessary to
explore the spatiotemporal variations and driving factors (in different subregions of the landcover,
which include grassland, settlement, farmland, and forest) of flash floods and to conduct a sensitivity
analysis of the response of flash floods on economic development in Yunnan Province.

The objectives of this study were to (1) measure the spatial–temporal variation of flash floods
using the changepoint, kernel density estimation, spatial mismatch analysis, standard deviational
ellipse (SDE), and spatial gravity center model; (2) analyze the driving factors for the spatial pattern of
flash floods in different subregions of the landcover using the Pearson correlation coefficient, multiple
linear regression, and principal component analysis; and (3) conduct a sensitivity analysis to investigate
the response of flash floods on economic development. The results can provide references for the
prevention of flash floods.

2. Materials and Methods

2.1. Study Area

Yunnan Province (21◦–29◦ N, 97◦–106◦ E) is located in southwestern China and is situated on
the eastern edge of the collision zone between the Eurasian and Indian continental plates. This
region is characterized by some of the most complicated and neotectonic activity and tectonic
movements on the Chinese mainland (Figure 1) [34]. Yunnan follows the spatial extent of the land
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area for this region and covers roughly 394,100 km2; the population was 47.7 million at the end of
2016 (http://www.yn.gov.cn/yn_yngk/gsgk/index.html). Economic activities are gradually gaining
momentum, and the yearly economy has exceeded 1.63 trillion yuan (RMB; http://www.stats.gov.cn/)
since 2017 in Yunnan. Although Yunnan’s economy has made significant progress, the level of
urbanization remains lows, and the township density is relatively sparse [35]. Yunnan is located in the
Yunnan–Guizhou Plateau; and most of the areas are dominated by high mountains, deep valleys, and
dense mountain streams where vertical differentiation in heat and water occurs as a result of changes
in landform and altitude [36]. In addition, the precipitation in northwestern and central Yunnan has
increased in recent years [37]. All of these conditions have contributed to making this study area one
of the most geophysical hazard-prone regions in China.
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Figure 1. The study area: (a) the distribution of flash floods in Yunnan Province; (b): the geographical
position of Yunnan in China; (c): the different subregions of landcover in Yunnan Province.

2.2. Selection and Pretreatment of Data

The flash flood data used in this research are from the National Flash Flood Investigation and
Evaluation Project, which was launched in 2013 to research the historical flash floods that occurred
from 1949 to 2015 on a national scale, and the disaster areas were assumed as a point for collection [29].
In Yunnan, the number of flash floods was 3166, which we derived from the above-mentioned project.
Current research has shown that the occurrence of flash flood is closely related to precipitation,
topography, and human influence [14,21,29]. To explore the relationship between flash floods and
the driving factors of flash floods, we selected the following factors: precipitation factors (unit:
mm), elevation (ELE, unit: m), topographic relief (TR, unitless), slope (SLP, unit: ◦), normalized
difference vegetation index (NDVI, unitless), population density (PD, unit: person/km2), and GDP
(unit: yuan/km2). The precipitation factors included the 10 min precipitation (M10_20), 60 min
precipitation (M60_20), 6 h precipitation (H6_20), and 24 h precipitation (H24_20) in 20-year return
period, which reflect the impact of various precipitation intensities on flash floods. In addition, the
station data of annual mean precipitation used to calculate the gravity center in Yunnan Province were
acquired from the National Weather Service of China (http://www.cma.gov.cn/). Table 1 shows the
source and resolution of all raw data sets.
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In this study, we interpolated precipitation raster data by the Inverse Distance Weighted in
ArcGIS10.2 (ESRI, Inc., Redlands, CA, USA), which was based on the vector data of precipitation
factors, and the final resolution was 1 km × 1 km. We calculated topographic relief using focal statistics
in the ArcGIS 10.2 software, which was represented by elevation standard deviation based on the DEM
data; the SLP also was generated by this data.

Table 1. Source and resolution of the raw data sets.

Factors Source

Flash floods China: Flash Flood Investigation and Evaluation Dataset of China,
1949–2015, 1:50,000, vector data.

Precipitation factors China: Flash Flood Investigation and Evaluation Dataset of China,
vector data.

DEM China: Geospatial Data Cloud, 2000, 90 m × 90 m, raster data.

Population density China: Resources and Environmental Sciences Data Center, 2000,
2005,2010, and 2015, 1 km × 1 km, raster data.

GDP China: Resources and Environmental Sciences Data Center, 1995, 2000,
2005, 2010, and 2015, 1 km × 1 km, raster data.

Normalized difference vegetation
index USA: NASA’s MODIS web site, 2001–2015, 1 km × 1 km, raster data.

Landcover China: Global Change Research Data Publishing & Repository, 2010, 1
km × 1 km, raster data.

2.3. Methodology

2.3.1. Temporal Pattern

To explore the temporal pattern of flash floods in Yunnan, we analyzed the characteristics of year
and month in this study, wherein we calculated the characteristic of year by the package “changepoint”
in R software (R Core Development Team, R Foundation for Statistical Computing, Vienna, Austria),
which implements various mainstream and specialized changepoint methods to find single and
multiple changepoints within data [38]. The month characteristic was analyzed (from January to
December) by the year characteristic.

2.3.2. Spatial Pattern

(1) Kernel density estimation

In this paper, kernel density estimation techniques were used for establishing representations for
the flash floods, since the kernel function can regard this estimate as averaging the impact of a kernel
function centered at the flash flood point and evaluated at each point. We calculated spatial intensity
of the flash floods using a kernel density estimation:

λh(P) =
1

nh

n∑

i=1

k
(P− Pi

h

)
(1)

where λh(P) is the estimated spatial intensity of the flash floods, P1, · · · , Pn are the locations of n
observed flash floods, k(.) is the kernel, a meristic but not necessarily positive function that unites to
one, and h is the bandwidth and determines the radius of a circle centered on P that the flash flood
points Pi will contribute to the intensity λh(P). We calculated the spatial density of the flash floods to
conduct the kernel density estimation in ArcGIS 10.2 and determined the search radius (bandwidth)
based on the mean random distance (RD mean) calculations [39].
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(2) Spatial mismatch analysis

Spatial mismatch analysis has a profound impact in the economy to measure misbalance between
two spatially distributed factors, like unemployment and job distribution etc. In this study, the spatial
distribution of number of flash floods in different time periods was taken as the input factor. We
used spatial mismatch analysis to measure the imbalance between the number of flash floods in two
different time periods. The formula is given as follows [40]:

SMIi =




Bi
n∑

i=1
Bi

− Fi
n∑

i=1
Fi



× 100 (2)

where SMIi expresses the spatial balance of city i between the number of the flash floods in two different
time periods, Fi and Bi refer to the number of flash floods during start and end time periods. To judge
whether the spatial relationship of the number of flash floods in two time periods was balanced, we
selected a standard value to assist us by Jenks Natural Breaks Classification, which has a minimum
variance sum for each class and indicates that features in the same class are more consistent. We
divided the value of SMIi into six classes: the middle two classes were balanced, and the absolute
value of the two classes was less than 1.5. If the absolute value of SMIi was more than 1.5, it showed
that the relationship between the number of flash floods in two different time periods was unbalanced
in city i [41].

(3) Standard deviational ellipse

The standard deviational ellipse (SDE) has long served as a general geographic information
system tool used to measure bivariate distributed characteristics. The tool typically is used to delineate
the geographic distribution trend of features by summarizing both their orientation and dispersion.
Since our flash flood data is presented in the form of points, this method can be used to determine
the direction and trend. In ArcGIS10.2, the SDE is primarily determined by three elements: average
location, dispersion (or concentration), and orientation. In addition, the SDE can be described as one,
two, or three standard deviations, which can contain approximately 68%, 95%, or 99% of centroids of
all input features, respectively. In this study, we selected one standard deviation [42].

(4) Spatial gravity center model

The spatial gravity center model has the advantage to research the spatial-temporal migrations
of factors by analyzing the trajectory of their gravity center. We used the spatial gravity center
model visually and accurately to reveal the distribution and evolution characteristics of factors in
two-dimensional space [40]. To analyze the change trajectories of flash floods, precipitation, and human
activities, we calculated the gravity center coordinates of the flash floods, annual mean precipitation,
and population density [43]. The time interval of annual mean precipitation and population data
was from 2001 to 2015, and we analyzed flash floods consistent with this interval. The gravity center
coordinate of the flash floods is given as follows:

G f (x) =

n∑
i=1

fi(x)

n
, G f (y) =

n∑
i=1

fi(y)

n
(3)

where Gf(x) and Gf(y) show the gravity center coordinate of annual flash floods, n is the annual number
of flash floods, and fi(x) and fi(y) are the geometric coordinates of i-th flash floods (i = 1, 2,· · ·n) [25].
Moreover, the gravity center coordinate of the annual mean precipitation and population density are
given as follows:
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G(x) =

n∑
i=1

xi × ki

n∑
i=1

ki

, G(y) =

n∑
i=1

yi × ki

n∑
i=1

ki

(4)

where G(x) and G(y) express the yearly gravity center coordinate of the factor (annual mean precipitation
or population density), (xi, yi) is the geometric coordinate of i-th meteorological station of annual mean
precipitation (or municipal administrative unit of population density), and ki refers to the attribute
value of the i-th meteorological station (or municipal administrative unit) [40].

2.3.3. Driving Force Analysis

In this study, we explored the relationship between flash floods and driving factors in subregions
of the landcover. These subregions include grassland, settlement, farmland, and forest, as almost all
flash floods occurred in these subregions. We generated 1000 random points in each subregion and
extracted the values of the driving factors and the results of kernel density estimation for the flash
floods at each random point on the spatiotemporal scale. On this basis, correlation and interaction
were analyzed.

(1) Pearson correlation coefficient

The Pearson correlation coefficient is a classic mathematical method used to show the correlation
between two factors x and y where the value of it ranges between (−1) and (+1). The mathematical
formula is given by the following:

r =

∑n
i=1 xiyi −

∑n
i=1 xi

∑n
i=1 yi

n√(∑n
i=1 x2

i −
(
∑n

i=1 xi)
2

n

)(∑n
i=1 y2

i −
(
∑n

i=1 yi)
2

n

) (5)

where r is the Pearson correlation coefficient between values x and y, and n refers to the numbers of
values x and y. The r values and corresponding correlation levels are shown in Table 2 [44].

Table 2. Pearson correlation coefficient and corresponding correlation levels.

r Value Correlation Level

r = 0 no correlation
0 < |r| < 0.2 very weak correlation

0.2 < |r| < 0.4 weak correlation
0.4 < |r| < 0.6 intermediate correlation
0.6 < |r| < 0.8 strong correlation
0.8 < |r| < 1 very strong correlation
|r| = l perfect correlation

(2) Driving factors interaction on the flash floods

Different factors have different effects on the flash floods, and the same factors have different
influence on the flash floods in the different subregions of the landcover. In this paper, many factors
were selected to explore the driving force, there may be a correlation between the factors. To avoid the
multicollinearity of driving factors and explore the interaction of driving factors on flash floods and
understand which factors were dominant in the interaction, we selected principal component analysis
and multiple linear regression, which enabled us to summarize and visualize the information in the
driving factors.

Principal component analysis is an oldest multivariate technique and it is employed by almost all
scientific disciplines. Its goal is to reflect the important information from the original data. Meanwhile,
it can transform the multicollinearity of driving factors into a set of linearly independent principal
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components [45]. Detailed information about the principal component analysis were described by
previous researches. We determined the number of principal components by the total variance, which
was more than 85% [46]. In addition, we measured the contribution of the variable on the principal
component by using the “FactoMineR” R package.

Multiple linear regression model is a statistical tool that can be considered as the course of
fitting models to data. It can summarize data as well as investigate the relationship between input
variables. In this study, the input variables were the principal components of the output of the principal
component analysis. Multivariate linear regression is described in detail in reference to previously
published studies [47].

2.3.4. Sensitivity analysis

To assess response of flash floods on economic development, we employed a sensitivity assessment
model to calculate the flash floods’ sensitivity to GDP. This method is a quantitative analysis that
researches the impacts of changing GDP on the flash floods. The formula is given as follows:

S =
[(Ft2 − Ft1)/Ft1 ]

[(Gt2 −Gt1)/Gt1 ]
(6)

where S represents the value of sensitivity; Ft1 and Ft2 refer to, respectively, the flash floods at the start
and end of the time period; and Gt1 and Gt2 refer to, respectively, GDP at the start and end of the time
period. We divided sensitivity into four levels according to the published studies (Table 3) [40,48].

Table 3. S value and corresponding sensitivity level.

S Value Sensitivity Level Description

S ≤ 0 Non-sensitivity
It indicates the changes in the flash floods
and economic development do not have any
synchronized characteristics.

0 < S ≤ 10 Low-sensitivity It indicates the flash floods have low
sensitivity to economic development.

10 < S ≤ 20 Mid-sensitivity It indicates the flash floods have medium
sensitivity to economic development.

S > 20 High-sensitivity It indicates the flash floods have high
sensitivity to economic development.

3. Results

3.1. Temporal Pattern of the Flash Floods

Figure 2 shows the characteristics of the temporal variation of flash floods in Yunnan. The annual
flash floods gradually increased from 1949 to 2015 (Figure 2b, Table 4). On the basis of the descriptions
in Section 2.3.1, annual flash floods were divided into four time periods, the number of flash floods
was 104, 331, 704, and 2027 during 1949–1962, 1963–1981, 1982–1995, and 1996–2015, respectively
(Figure 2a). For the four time periods (1949–1962, 1963–1981, 1982–1995, and 1996–2015), a high level
of monthly flash floods occurred in June (30, 53, 133, and 297 flash floods, respectively), July (31, 99,
213, and 643 flash floods, respectively), and August (34, 94, 131, and 552 flash floods, respectively), and
no flash floods occurred in February (Figure 2c).
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Figure 2. The characteristics of temporal variation of the flash floods: (a) a histogram of the number of
the flash floods per year and the year interval of the flash floods based on changepoint analysis (the
green dotted line is 1949–1962, the blue dotted line is 1963–1981, the purple dotted line is 1982–1995,
and the red dotted line is 1996–2015); (b) variation trends of annual flash floods. The red line is
the fitting line and the dark green line is the change line of the annual number of flash floods; and
(c) characteristics of monthly flash floods in different time periods.

Table 4. The number of flash floods on different time scales.

Year Interval Year June July August

1949–1962 104 30 31 34
1963–1981 331 53 99 94
1982–1995 704 133 213 131
1996–2015 2027 297 643 552

3.2. Spatial Pattern of the Flash Floods

3.2.1. The Result of Kernel Density Estimation

The results of kernel density estimations of flash floods are shown in Figure 3. A relatively high
number of flash floods was concentrated in Kunming (18 flash floods), Chuxiong (14 flash floods),
Baoshan (10 flash floods), Yuxi (10 flash floods), and Zhaotong (10 flash floods), and the lowest level
occurred in Lijiang in 1949–1962 (Figure 3a). In the 1963–1981 period, the most frequent occurrence of
flash floods was in Baoshan (47 flash floods); other high-incidence areas included Kunming (32 flash
floods), Dali (37 flash floods), and Yuxi (32 flash floods) (Figure 3b). Furthermore, the frequency of
the flash floods has increased significantly since the 1982–1995 period. A high frequency of flash
floods occurred in Qujing (113 flash floods), Dali (88 flash floods), Chuxiong (74 flash floods), and
Baoshan (76 flash floods) in 1982–1995; a low frequency was concentrated in Nujiang (7 flash floods)
and Xishuangbanna (6 flash floods) (Figure 3c). In general, the number of the flash floods in Yunnan
reached its maximum in the 1996–2015 period. The areas with more than 200 flash floods included
Qujing (275 flash floods) and Yuxi (201 flash floods), and the lowest number occurred in Xishuangbanna
(30 flash floods) (Figure 3d).
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3.2.2. Results of Spatial Mismatch Analysis and SDE

The regions with spatial unbalance were distributed mainly in Zhaotong, Qujing, Kunming,
Chuxiong, Puer, Dali, Diqing, and Baoshan from the 1949–1962 to the 1963–1981 time period (Figure 4a).
Similarly, standard deviational ellipses showed that the orientation and trends were located in these
regions. From the 1963–1981 to the 1982–1995 time periods, the regions with an unbalanced frequency
of flash floods had extended to the southern areas, which included Lincang and Xishuangbanna
(Figure 4b). Additionally, the orientation and trend of standard deviational ellipses also were located
in these areas. Fewer unbalanced areas, however, were evident from the 1982–1995 to the 1996–2015
time periods (Figure 4c), and the flash floods mainly occurred in these unbalanced areas (Zhaotong,
Qujing, Kunming, Yuxi, Dali, Nujiang, and Baoshan). Overall, the orientation and trend of standard
deviational ellipses were consistent with the unbalanced areas.
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Figure 4. The spatial pattern of spatial mismatch index and standard deviational ellipse at the start
and end time periods: (a) from the 1949–1962 to the 1963–1981 time period, (b) from the 1963–1981 to
the 1982–1995 time period, and (c) from the 1982–1995 to the 1996–2015 time period. Green dots and
standard deviational ellipses indicate the start time period, and red indicates the end time period.

3.2.3. Results of the Spatial Gravity Center Model

As shown in Figure 5, the gravity center of the flash floods was located mainly in Chuxiong, and
its change trajectories were random. The gravity center of annual mean precipitation was focused on
the border between Chuxiong and Puer, and its change trajectories were also random, but they had
some similarity to that of the flash floods. The gravity center of the population moved gradually along
the southwest region from 2001 to 2015.
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3.3. Driving Factors for the Spatial Distribution of the Flash Floods

We performed a correlation analysis between the flash floods and driving factors in the different
subregions of the landcover, as shown in Table 5. Additionally, we analyzed the interaction of driving
factors on the flash floods; the results are presented in Figure 6. In the grassland, the highest r value
was the H24_20 (r = 0.501, P < 0.001). Other higher r values included M10_20 (r = 0.487, P < 0.001),
H6_20 (r = 0.449, P < 0.001), ELE (r = 0.431, P < 0.001), and M60_20 (r = 0.335, P = 0.001). The highest
R2 value of multiple linear regression was 0.213, which was based on the principal component (Dim.1,
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Dim.2, Dim.3, and Dim.4). Driving factors that had a greater contribution included M10_20 (17.91%),
M60_20 (17.39%), H24_20 (16.99%), and H6_20 (16.93%). Regarding the settlement, the higher r values
of driving factors exhibited the following ranking: M10_20 (r = 0.675, P < 0.001) > ELE (r = 0.674,
P < 0.001) > M60_20 (r = 0.593, P < 0.001) > H24_20 (r = 0.519, P < 0.001) > H6_20 (r = 0.395, P < 0.001).
The interaction of Dim.1 and Dim.4 contributed the highest R2 value, which were controlled mainly
by the M10_20 (17.95%), M60_20 (17.79%), H24_20 (16.84%), H6_20 (15.21%), ELE (12.73%), and PD
(10.49%). Regarding the farmland, M10_20, H6_20, ELE, H24_20, and M60_20 were the most important
driving factors, with r values of 0.445 (P < 0.001), 0.445 (P < 0.001), 0.402 (P < 0.001), 0.381 (P < 0.001),
and 0.348 (P = 0.001), respectively. The highest R2 value occurred in Dim.1, and the main contributing
factors were M10_20 (23.01%), M60_20 (21.81%), H6_20 (21.07%), H24_20 (21.06%), and ELE (12.28%).
The characteristics of forest were similar to those of the other three subregions. The higher r values
included H6_20 (r = 0.492, P < 0.001), H24_20 (r = 0.485, P < 0.001), M10_20 (r = 0.466, P < 0.001),
and M60_20 (r = 0.326, P = 0.001). In addition, the highest R2 was determined by the interaction of
Dim.1 and Dim.3, and H6_20 (17.14%), M10_20 (16.83%), M60_20 (16.19%), H24_20 (15.72%), and ELE
(10.48%) were dominant.

Table 5. Pearson correlation coefficient (r) between the flash floods and driving factors in the different
subregions of the landcover based on Formula (5).

Factors
Grassland Settlement Farmland Forest

r P r P r P r P

M10_20 0.487 <0.001 0.675 <0.001 0.445 <0.001 0.466 <0.001
M60_20 0.335 0.001 0.593 <0.001 0.348 0.001 0.326 0.001
H6_20 0.449 <0.001 0.395 <0.001 0.445 <0.001 0.492 <0.001

H24_20 0.501 <0.001 0.519 <0.001 0.381 <0.001 0.485 <0.001
ELE 0.431 <0.001 0.674 <0.001 0.402 <0.001 0.257 0.01
TR −0.077 0.446 −0.146 0.172 0.219 0.032 −0.014 0.888
SLP −0.05 0.619 −0.094 0.382 −0.176 0.085 −0.081 0.424

NDVI −0.241 0.016 0.061 0.571 −0.222 0.029 −0.234 0.02
PD 0.082 0.42 −0.211 0.048 0.108 0.297 −0.098 0.335

GDP 0.098 0.332 0.042 0.697 0.226 0.027 0.233 0.02
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3.4. Sensitivity Analysis between the Flash Floods and Economy Development 

By combining the data of the flash floods and GDP and using Formula (6), we calculated the 
value of sensitivity (S) of the flash floods to the economic development of each city in Yunnan 
Province, as shown in Figure 7. From an overall perspective, fewer regions experienced medium 
and high sensitivity during the study period, and the quantity of regions without sensitivity first 
decreased and then remained stable. During 1995–2000, all regions were non-sensitive. In 
comparison, the quantity of low-sensitivity regions during 2000–2005 and 2005–2010 increased to 

Figure 6. Driving factors interaction based on multiple linear regression and principal component
analysis for flash floods, and the contribution of driving factors to the principal components (Dim.1,
Dim.2, Dim.3, and Dim.4) in the different subregions of the landcover: (a) R2 value of multiple linear
regression of principal components to the flash floods in grassland; (b) the contribution of driving factors
to Dim.1 and Dim.3 in grassland; (c) R2 value of multiple linear regression of principal components to
the flash floods in settlement; (d) the contribution of driving factors to Dim.1 and Dim.4 in settlement;
(e) R2 value of multiple linear regression of principal components to the flash floods in farmland;
(f) the contribution of driving factors to Dim.1 in farmland; (g) R2 value of multiple linear regression of
principal components to the flash floods in forest; and (h) the contribution of driving factors to Dim.1
and Dim.3 in forest. The red number is the highest R2 value. The contribution of driving factors to the
principal components greater than the red dotted line indicates that they are dominant.
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3.4. Sensitivity Analysis between the Flash Floods and Economy Development

By combining the data of the flash floods and GDP and using Formula (6), we calculated the value
of sensitivity (S) of the flash floods to the economic development of each city in Yunnan Province,
as shown in Figure 7. From an overall perspective, fewer regions experienced medium and high
sensitivity during the study period, and the quantity of regions without sensitivity first decreased and
then remained stable. During 1995–2000, all regions were non-sensitive. In comparison, the quantity
of low-sensitivity regions during 2000–2005 and 2005–2010 increased to six (Nujiang, Baoshan, Lijiang,
Yuxi, Honghe, and Wenshan) and nine (Zhaotong, Qujing, Kunming, Honghe, Xishuangbanna, Puer,
Lincang, Baoshan, and Diqing), respectively. Simultaneously, Kunming was the highest sensitivity
region (S = 21.86) and low-sensitivity (S = 0.98) during these two periods. In the 2010–2015 time period,
the flash floods in half of the regions were not sensitive to GDP in Yunnan Province, whereas Diqing
was the mid-sensitivity region (S = 10.67).
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4. Discussion

4.1. Temporal and Spatial Distribution of the Flash Floods

In this study, a significant variation occurred in the annual and monthly quantity of the flash
floods on a provincial scale (Figure 2). The annual quantity gradually increased from 1949 to 2015. The
probable causes included human activity and the heavy precipitation that has become more frequent
over these years [49,50]. However, the possible reason why flash floods were rare in the 1950s is that
many flash floods were not recorded in the early years of the founding of the People’s Republic of
China. In addition, our finding revealed that the most frequent quantity of flash floods occurred during
1996–2015, and the average quantity of flash floods was 102 per year. This result showed that, in
general, a similar trend occurred in China, which has been supported by existing studies [25,29]. In the
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meantime, Yangtze River Basin floods have triggered multiple flash floods, which can be explained
by the fact that economic development achieved through reform and opening-up has damaged the
environment [21]. Regarding monthly variations, flash floods have been concentrated in June, July,
and August. The finding was further evidence of the effects of precipitation on flash floods, because
heavy precipitation mainly occurred in these three months [51].

The kernel density estimation, unbalanced regions, standard deviational ellipse, and gravity
centers showed that flash floods were mainly concentrated in Baoshan, Dali, Chuxiong, Kunming,
Yuxi, Qujing, and Zhaotong (Figures 3 and 4). This high concentration of flash floods may have been
caused by the elevated levels of precipitation in the central and western regions of Yunnan Province,
which have played an important role as external factors [52]. The formation of flash floods was
affected by precipitation, environmental background conditions, and human activities, etc. Of the
above-mentioned regions, environmental background condition and human activities were other
important influencing factors, with the exception of precipitation. In Yunnan, most of the regions are
predominately mountainous landscapes [53], which provided ideal geographical conditions for the
formation of flash floods. Additionally, the urban agglomerations and major economic area are located
in the central regions of Yunnan [54], which leads to the proliferation of environmental destruction,
which was another important reason for the formation of flash floods in these regions. Furthermore,
previous researchers have investigated the species distribution in Yunnan, their study have revealed
low-species areas that were consistent with the high-incidence regions of flash floods [55]; these
areas have a high density of human activity, which leads to the destruction of hydrological processes,
thus providing conditions for the occurrence of flash floods. According to the results of the change
trajectories of gravity centers (Figure 5), the trajectories of flash floods were somewhat similar to
those for precipitation but not for population. This finding can be explained by the existing research.
Liu et al., for example, found that the influence of precipitation on the flash floods was greater than
that of human activities over the short term (i.e., during the 15-year period from 2001 to 2015) [25].

4.2. Driving Factors Influencing the Flash Floods in Yunnan Province

Our findings showed that precipitation and ELE were the main factors affecting flash floods from
2001 to 2015 (Table 5 and Figure 6). This result indicated that flash floods might be easily induced in
high-altitude areas by heavy precipitation, and vegetation cover was negatively correlated with flash
floods in grassland (r = −0.241, P = 0.016), farmland (r = −0.222, P = 0.029), and forest (r = −0.234,
P = 0.02), which is consistent with existing studies [5,21,29]. Regarding the different subregions of the
landcover, the driving factors revealed different effects on flash floods. In the grassland, the H24_20 had
the maximum correlation with the flash floods, but the ELE did not exceed the average contribution
rate for the interaction of driving factors. This is because the topographic relief of the grassland was
relatively small. Additionally, the economic activities were not obvious [56], and the short periods of
heavy precipitation did not produce strong scour. In this surrounding, the TR, SLP, PD, and GDP had
less influence on flash floods (Table 5). In comparison, the contribution rate of ELE and PD exceeded
the average value for the interaction of driving factors in settlement. As the population increased, the
economic activities expanded to the high altitude area and the ecological system was damaged, which
determined the elevation and human activities had a certain boost on flash floods [57]. In contrast, the
TR, SLP, and NDVI showed a pretty low correlation to flash floods, which likely occurred because the
topographic relief, slope, and vegetation coverage held to a relatively low level in the settlement [58].
This subregion was dominated by small basins and presented the most relevant relationship between
flash floods and M10_20. Such a relationship was consistent with the short duration precipitation,
which could cause flooding in small basins that have a low time of concentration. For the farmland, the
TR and SLP had a greater effect on flash floods than on other subregions (Table 5). This topographic
relief and slope mainly included the lower hilly areas of the farmland, which had a higher population
density and greater influence on the formation of the flash floods [29,59]. Regarding the forest, GDP
had a higher correlation to flash floods than other subregions (Table 5). A possible reason for this
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correlation was that economic development led to the destruction of forests [60]; we can draw a similar
conclusion from the effects of NDVI on flash floods.

4.3. Sensitivity Analysis of the Flash Floods to Economic Development

The sensitivity analysis of the flash floods to GDP is important for sustainable socioeconomic
development. The phenomenon of sensitivity rising can influence many development issues, including
an imbalance in regional structures and tourism damage [61,62]. The results of our sensitivity analysis
showed that all regions were non-sensitive during 1995–2000 (Figure 7a). The early stage of the reform
and opening-up of China’s western region was relatively hysteretic for economic development; the
intensity of human activity was maintained at a low level and the ecosystem structure was relatively
complete [63], which determined this non-sensitivity pattern. During 2000–2005, however, the regions
with low-sensitivity increased significantly, and Kunming was the most sensitive area (Figure 7b).
In this period, the Development of the West Region, a significant plan for western development
launched in 2000, saw economic development in the western city, which was promoted through a
massive investment of national capital [64]. Consequently, the quantity of regions with low-sensitivity
increased gradually. As the economic and cultural center in Yunnan, Kunming had the strongest
human activity [65], which led to the highest sensitivity occurring in this region. With the management
of mineral resources in Yunnan Province and regulations to restore farmland to forest, the sensitivity of
flash floods to economic development obviously decreased in Kunming during 2005–2010. The quantity
of regions with low-sensitivity increased gradually in this period, which can be explained primarily by
the macroscopic development of the area [66]. Subsequently, more attention was paid to ecological
protection and harmonious economic development, including primary functional area planning (2011)
and national new urbanization planning (2014) [60], which determined that the sensitivity of flash
floods to economic development decreased gradually during 2010–2015.

To prevent and control flash floods, we need to not only control human activities, such as excessive
deforestation and mining, but also implement harmonious economic development and protect the
integrity of ecosystem. Regarding the high-incidence areas of flash floods, the rational use of land and
flexible barriers should be utilized in these regions. In addition, the government should strengthen its
ability to predict flash floods during heavy periods of precipitation.

Our study shows that precipitation and elevation in settlement have a significant impact on
flash floods than in other subregions. This result reveals the potential impact of human activities on
the environment. Similarly, partition research should be considered when studying the relationship
between flash floods and driving forces in other parts of the world, as the flash floods differ in
background conditions in different subregions of landcover. However, the study has some drawbacks,
including, for example, the time series of driving factors did not begin in 1949. In the future, a longer
time series of data can be performed. Precipitation data interpolation should consider mountain terrain
in order to reflect the change of climate with elevation. In addition, the spatial analysis methods used
in this paper included the kernel density estimation, spatial mismatch analysis, standard deviational
ellipse, and spatial gravity center model, which can highlight the spatial distribution characteristics of
flash floods on a large regional scale, but have a weak application effect on small regions (e.g., flood
protection works, excessive human exposure within the floodplain, basin shape, local geomorphology,
and others). As to the principal component analysis, the method to determine the number of principal
components has not been unified, which may lead to the loss of local information.

5. Conclusions

In this study, we examined the temporal and spatial distribution of flash floods; the driving factors
for the spatial distribution of the flash floods in different subregions of the landcover; and the sensitivity
(S) of flash floods to economic development using the changepoint, kernel density estimation, spatial
mismatch analysis, standard deviational ellipse, spatial gravity center model, Pearson’s correlation
coefficient, multiple linear regression, principal component analysis, and sensitivity analysis. Yunnan
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Province, in southwestern China, was selected as the study region because of the high incidence
area of flash floods and its representative major mountainous landform. The temporal variation of
the flash floods showed that the annual quantity of flash floods gradually increased from 1949 to
2015, and the months with the greatest quantity of flash floods were June, July, and August. As to
spatial patterns, the regions with a high quantity of flash floods included Zhaotong, Qujing, Kunming,
Yuxi, Chuxiong, Dali, and Baoshan. Furthermore, an analysis of the driving factors for flash floods in
different subregions of the landcover showed that precipitation and ELE were the main factors from
2001 to 2015. In the settlement, precipitation and ELE had a greater effect on flash floods than in other
subregions. Finally, the spatial–temporal variation of sensitivity revealed that the quantity of regions
with non-sensitivity first decreased and then remained stable (from 1995 to 2015). During 2000–2005,
Kunming had the highest sensitivity; then, this sensitivity gradually began to weaken.

On the basis of the results of this study, the most effective measure is early warning preferential to
heavy precipitation events in the short term. In the long term, we should control human activities and
reduce the ecosystem vulnerability caused by damage to species and to vegetation and by population
growth to effectively prevent flash floods. According to the sensitivity of flash floods to economic
development, Yunnan Province should take note of the previous lessons of imbalance and continue to
introduce a balanced development policy.
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Received: 21 March 2021

Accepted: 14 April 2021

Published: 16 April 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Geography and Climatology, Faculty of Geology and Geoenvironment, National and
Kapodistrian University of Athens, University Campus, 15784 Athens, Greece; hskilodimou@geol.uoa.gr

2 Department of Geology, Division of General Marine Geology and Geodynamics, University of Patras,
26504 Rio Patras, Greece

3 Laboratory of Geoenvironmental Science and Environmental Quality Assurance, Department of Civil
Engineering, University of West Attica, 12244 Athens, Greece; d.alexakis@uniwa.gr

* Correspondence: gbathrellos@upatras.gr

Abstract: This study proposes a simple method to produce a flood hazard assessment map in burned
and urban areas, where primary data are scarce. The study area is a municipal unit of Nea Makri,
a coastal part of the eastern Attica peninsula (central Greece), which has been strongly urbanized
and suffered damage from urban fires in 2018. Six factors were considered as the parameters most
controlling runoff when it overdraws the drainage system’s capacity. The analytical hierarchy process
(AHP) method and a geographical information system (GIS) were utilized to create the flood hazard
assessment map. The outcome revealed that the areas with highest flood hazard are distributed in the
eastern and southern parts of the study area, as a result of the combination of lowlands with gentle
slopes, torrential behavior of the streams, streams covered by construction, increasing urbanization
and burned areas. The uncertainty and the verification analyses demonstrate a robust behavior for
the model predictions, as well as reliability and accuracy of the map. Comparing the existing urban
fabric and road network to the potential flood hazard areas showed that 80% of the urban areas and
50% of the road network were situated within areas prone to flood. The method may be applied to
land use planning projects, flood hazard mitigation and post-fire management.

Keywords: Athens metropolitan area; urban fires; analytical hierarchy process; GIS; flooding

1. Introduction

The Earth landscape is a result of the interaction of several parameters, such as the
geomorphic process, climate and human activity. Natural hazards are physical events,
able to influence the natural and human environment significantly. In this context, the
morphological changes of landforms due to natural disasters can restrict human interaction
with the ecosystem [1–12].

Floods have affected the natural environment, before humans’ appearance on Earth.
Nowadays, they are considered natural hazards and a significant global problem threaten-
ing human life [13,14].

Floods have a significant impact on the development of a region. Historically, floods
have large consequences for individuals and communities which include loss of human life,
damage to buildings and infrastructure, destruction of crops, disruption to social affairs
and loss of livestock [15,16].

In Europe, floods are among the most expensive types of natural disasters with costs
about €4 billion per year over the period 2000–2020. Flooding is less significant in inner
continental countries compared to Mediterranean countries [17].

On the other hand, floods after a fire are typically more extensive than before wildfires.
Worldwide, fires burn more than 300 Mha h−1 per year, and in the Euro-Mediterranean
region, wildfires burn about 450,000 ha per year [18–20]. Greece in particular experienced
unusually high burned areas in 2007 and 2018. In the aftermath of wildfires, all surrounding
and impacted areas are at risk of flooding for several years. Damaged areas are left without
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the vegetation that can help absorb rainfall. Wildfires dramatically change the landscape
and the hydrologic response of a watershed and thus, a simple storm can cause extreme
flash floods [21,22]. Another invisible threat is the deposited ash layer which contains
potentially toxic elements [23]. However, much work should be performed on the topic of
the impact of wildfire ash on human health and ecological terrestrial receptors [23–25].

Burned areas, along with human activities, influence flooding. Proactive planning
is among the powerful tools to minimize losses and reduce the economic impact that
accompanies floods’ occurrence. Moreover, accurate spatial data related to the distribution
of floods are a powerful tool for planers and engineers to decide whether or not the land of
an area is safe for urban development [3,13,20–22,26,27].

Flood peaks, depths, volumes and mapping of flood hazard areas may be estimated
by applying hydrologic and hydraulic–hydrodynamic models. Their produced flood hazard
maps linked to the probability of occurrence of a flooding phenomenon in a certain period
of time [28–30]. On the other hand, these models involve data that in many cases are often
unavailable. Alternatively, several researchers have used deterministic methods to define flood-
prone areas [27,28,31,32]. A deterministic method, proposed by [33] is the analytical hierarchy
process (AHP) method, which is a multi-criteria decision-making technique. It is a weight
evaluation procedure which uses qualitative and quantitative criteria to evaluate alternative
solutions for a particular problem, among which the most suitable solution is selected [34,35].
Besides, the AHP can easy couple with a geographical information system (GIS) to estimate
natural hazard maps. However, the AHP method cannot identify the uncertainty associated
with spatial outputs [36,37].

This study’s main scope is to propose a method to produce a flood hazard map in burned
and urban areas. Hence, a coastal part of the northeastern Attica peninsula in central Greece
has been selected as the case study. The study area is a part of the Athens metropolitan area
and has been affected by extreme summer fires in the recent past.

To achieve this goal, geomorphologic, geologic and land use data affecting flood events
were considered. These factors were evaluated by using the AHP method and GIS capabilities
and their uncertainty was assessed by using a sensitivity analysis. Previous floods which
occurred in the study area were utilized for the validation of the flood hazard map. As a last
step, the urban activities were evaluated with the produced flood hazard map.

2. Materials and Methods

The case study area is the municipal unit of Nea Makri and is a popular holiday resort. It
is located on the coast of Marathon Bay, a bay of the South Euboean Gulf, in the northeastern
part of Attica Prefecture (Figure 1A). It is bounded on its western—southwestern part by Mount
Pentelikon, while the hill Agriliki dominates its northern part. The area is a popular tourist
destination with holiday houses, hotels and yacht marinas.

The study area occupies approximately 34 km2, and it is a low altitude area, with elevation
varying from 0 to 782 m above sea level. Gentle slopes characterize its morphology, while only
the western and northwestern parts of the basin are mountainous (Figure 1B).

As regards climatic conditions, the study area has a Mediterranean climate type. The
mean annual temperature reaches 18 ◦C and the yearly precipitation is 400 mm.

Several streams drain the study area. They have a limited length and their drainage basins
have small areas. The length of their mainstream channel varies from 0.2 to 5.5 km. The steams
debouch northeastwards from the eastern flank of Mount Pentelikon to the South Euboean Gulf
(Figure 1B). Their flow is ephemeral, and they have torrential behavior. Although such fluvial
systems in semiarid areas are frequently dry, extreme flash floods happen.

The study area was severely hit by fire on 23 July 2018. The fire started on the Pentelikon
Mountain, spread very quickly to the seaside towns of Mati and Neos Voutzas (Figure 1B) and
grew into one of the largest urban wildfires in recent European history, which left 102 people
dead and 164 injured. Seventy percent of Mati was utterly burnt from the wildfires, while the
remaining 30% was either partially burned or contains burnt areas. Houses and vehicles were
totally burned, leaving Mati and nearby towns completely destroyed [38,39].
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Since the early 21st century, the region has strongly urbanized and its population has
greatly increased [40]. Unchecked constructions block parts of the drainage network. The
lowland areas of the towns Nea Makri, Zouberi and Mati have repeatedly been affected by
flood events during extreme storm events [41].

3. Methodology
3.1. Data

The used data and their sources in the present work were:

• topographic maps at different scales (1:50,000, 1:25,000) along with topographic dia-
grams at scale 1:5000 from the Hellenic Military Geographical Service;

• the geological map sheet Kifisia (scale 1:50,000) from the Institute of Geology and
Mineral Exploration of Greece, published in 2002;

• historical flood data [38];
• The Land Cover map of CORINE 2012 and Urban Atlas, 2018 [42,43];
• field data involving observations and mapping of the drainage networks of the study area.

3.2. Applied Method

Flood hazard mapping can be achieved by using hydraulic–hydrodynamic methods. An
advantage of these models is that the indicated hazard maps are usually connected to certain
return periods according to the European flood directive, even though they need data which
are often not able to be obtained at a scale of the drainage basin [26–32,44,45].

In the present study, the lack of data related to precipitation and especially discharge
gauges resulted in limitations to the hydrologic analysis. Thus, the link of the flood hazard
assessment to return periods was not feasible. Otherwise, the AHP method was applied to
produce the flood hazard assessment model. The method has been commonly used to delineate
flood-prone areas since this approach warrants accurate and reliable predictions. For instance,
Rahmati, et al. [27] used the AHP to map the flood-susceptible areas in Yasooj region, Iran,
while Fernández and Lutz [28] applied the same method to assess flood hazard zoning in
Tucumán Province, Argentina. In Greece, several researchers used the AHP method to assess
potential flood-prone areas; i.e., Stefanidis and Stathis [29] in Kassandra Peninsula (northern
Greece), Papaioannou et al. [45] in Thessaly (central Greece), Bathellos et al. [46] in northeastern
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Peloponnesus (southern Greece) and Skilodimou et al. [47] in the drainage basin of Pinios River
(western Greece). Additionally, Bathrellos et al. [32] applied this method to produce an urban
flood hazard map in the metropolitan urban area of Athens, capital of Greece.

Saaty [33–35] proposed the AHP method, which implements a linear correlation between
the factors involved. The application of the method in flood hazard assessment, including
the pair-wise comparison, the creation of the table-matrix, the calculating of the weighting
coefficients, as well as the computation of the consistency ratio, was analyzed in detail in the
published work [32].

3.3. Involved Factors

The applied model is based on the factors which control the route of water when the
capacity of the drainage network is exceeded by an extreme flood event. Previous published
works [12,13,26,27,32,45–49] as well as data availability were utilized for the selection of the ap-
propriate factors. Six physical and anthropogenic factors were taken into account. The physical
factors were slope, elevation, distance from open channel streams, and hydrolithology, while
the anthropogenic factors were distance from totally covered streams, along with land cover.

3.3.1. Slope

Since steep slopes contribute to flood occurrences and gentle slopes are more susceptible
to flooding, slope is an essential factor for flood hazard assessment. Since a high-resolution
digital terrain model (DEM) of the study area was not available, contours (4 m interval) and
elevation points of the topographic diagrams were used to produce a DEM. The data were
interpolated by using the topo to raster method, which is based on the ANUDEM program
developed by Hutchinson [50]. Although DEMs derived from contour lines and elevation
points often have bias, this method has a minor bias in the interpolation algorithm that may
result in misleading results when calculating the profile curvature of the output surface, but
is otherwise not noticeable [50]. According to Arun [51], the ANUDEM interpolation method
is preferable for streams and adapted itself to terrain variations. Therefore, this method was
considered to be the most appropriate to meet the requirements of the present work. The DEM
was used to create the slope layer which was separated into five classes (Figure 2A), which are
(i) <2◦, (ii) 2–6◦, (iii) 6–12◦, (iv) 12–20◦ and (v) >20◦.

Sustainability 2021, 13, x FOR PEER REVIEW 5 of 17 
 

classified into the following, i.e., (i) <50 m a.s.l., (ii) 50–100 m a.s.l., (iii) 100–200 m a.s.l., 
(iv) 200–300 m a.s.l. and (v) >300 m a.s.l. (Figure 2B). 

 
Figure 2. Thematic maps showing: (A) the classes of slopes; (B) the classes of elevations. 

3.3.3. Distance from Open Channel Streams 
Streams are a significant parameter for flood hazard assessment. The drainage net-

works were obtained from the topographic maps (scale 1:5000) and were digitized as a 
line layer. The Strahler’s stream order system was used to define the streams. Third and 
higher order streams were studied, as they can cause flood events. The drainage networks 
of the study area consist of open channel streams and streams covered by urban fabric 
(Figure 3). The open channel streams were mapped through extensive fieldwork. 

Buffer zones were created around third-order streams at distances of 50, 100, 200 and 
300 m (Figure 3A), and fourth-order streams at distances of 100, 200, 300 and 400 m (Figure 
3C). 

3.3.4. Distance from Totally Covered Streams 
As in the case of open channel streams, the totally covered streams were identified 

and mapped in detail through extensive fieldwork. Buffer zones were generated around 
the totally covered streams of the study area, i.e.,: third-order streams at distances of 50, 
100, 200 and 400 m (Figure 3B) and fourth-order streams at distances of 100, 200, 300 and 
500 m (Figure 3D). 

Figure 2. Thematic maps showing: (A) the classes of slopes; (B) the classes of elevations.

50



Sustainability 2021, 13, 4455

3.3.2. Elevation

Lowlands are flood-prone areas, and thus elevation is a vital factor in flood hazard
estimation. As in the case of slope, the DEM was used to create the elevation layer. It was
classified into the following, i.e., (i) <50 m a.s.l., (ii) 50–100 m a.s.l., (iii) 100–200 m a.s.l., (iv)
200–300 m a.s.l. and (v) >300 m a.s.l. (Figure 2B).

3.3.3. Distance from Open Channel Streams

Streams are a significant parameter for flood hazard assessment. The drainage net-
works were obtained from the topographic maps (scale 1:5000) and were digitized as a line
layer. The Strahler’s stream order system was used to define the streams. Third and higher
order streams were studied, as they can cause flood events. The drainage networks of the
study area consist of open channel streams and streams covered by urban fabric (Figure 3).
The open channel streams were mapped through extensive fieldwork.
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Buffer zones were created around third-order streams at distances of 50, 100, 200
and 300 m (Figure 3A), and fourth-order streams at distances of 100, 200, 300 and 400 m
(Figure 3C).
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3.3.4. Distance from Totally Covered Streams

As in the case of open channel streams, the totally covered streams were identified
and mapped in detail through extensive fieldwork. Buffer zones were generated around
the totally covered streams of the study area, i.e., third-order streams at distances of 50,
100, 200 and 400 m (Figure 3B) and fourth-order streams at distances of 100, 200, 300 and
500 m (Figure 3D).

3.3.5. Hydrolithology

The geologic conditions influence the surface runoff and may also contribute to flood-
ing occurrences and flood hazard. The geological formations derived from the geological
map of the study area were categorized into three classes according to their hydrolithologi-
cal status [52]. They are (i) permeable, (ii) semi-permeable and (iii) impermeable formations
(Figure 4A).
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3.3.6. Land Cover

Since the vegetation can help absorb rainfall, land cover influences the occurrence
of floods. Since high-resolution land use data of the study area were not available, the
land cover of the study area was taken from the CORINE 2012 Land Cover (CLC) map
Copernicus Program, and the Urban Atlas, 2018. The CORINE 2012 program contains land
cover data for Europe including land cover classes published by the European Commission.
The European Urban Atlas provides reliable, high-resolution land use maps for more than
300 large urban zones [39,40]. For the necessities of this study, the Urban Atlas, 2018
was used to map the urban and burned areas while the CORINE 2012 was utilized to
identify the rest of the land uses. The land uses, which reflect the vegetation covering, were
classified into six categories as follows: (i) urban area, (ii) cropland, (iii) woodland, (iv)
shrubland and grassland, (v) sparse vegetation area and (vi) burned area (Figure 4B). The
urban and burned areas covered 33% and 22% respectively of the whole study area, while
the remaining area consisted of 1% cropland, 5% woodland, 5% shrubland and grassland
and 34% sparse vegetation.

3.4. The Rating of Every Class and the Weighting of the Factors

Each class of the involved factors had to be normalized to a standard rating scale.
The determination of the rating of the classes was based on published work [32,46,47] and
personal experience from previous studies of flood activity.
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A five-grade scale was used for the normalization of the classes. Positive, whole
numbers, ranging from 0 to 4, were given to every class. Each class expresses a different
hazard level. Thus, the class rated as 0 expresses a low flood hazard, while the class rated
as 4 expresses a high flood hazard. Table 1 shows the factors, their classes and their ratings.

Table 1. The rate values for each class of the involved factors.

Factors Classes Rating

Slope (◦)

<2 4
2–6 3
6–12 2

12–20 1
>20 0

Elevation (m a.s.l.)

<50 4
50–100 3

100–200 2
200–300 1

>300 0

Distance from open channel
streams (m)

third-order stream
0–50 4

50–100 3
100–200 2
200–300 1

>300 0
fourth-order stream

0–100 4
100–200 3
200–300 2
300–400 1

>400 0

Distance from totally covered
streams (m)

third-order stream
0–50 4

50–100 3
100–200 2
200–400 1

>400 0
fourth-order stream

0–100 4
100–200 3
200–300 2
300–500 1

>500 0

Hydrolithology
permeable 1

semipermeable 2
impermeable 3

Land cover

urban area 4
cropland 2

woodland 0
shrubland and grassland 1

sparse vegetation area 3
burned area 4

Table 2 shows the weights of every involved factor in flood hazard assessment. The
CR was calculated to check the table—matrix and the valuation of the factors. It was found
to be 0.04, so the decisions which are represented in Table 2 were well estimated.
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Table 2. The weights of the factors and the consistency ratio (CR), where F1 = slope, F2 = elevation, F3
= distance from open channel streams, F4 = distance from totally covered streams, F5= hydrolithology
and F6 = land cover.

F1 F2 F3 F4 F5 F6 Weights, Wi

F1 1 4 1/2 3 1/2 2 0.207
F2 1 1/3 1/2 1/4 1/4 0.058
F3 1 3 1 1/3 0.088
F4 1 1/3 1 0.260
F5 1 1/3 0.104
F6 0.283

CR = 0.04.

3.5. The Flood Hazard Index Values and the Uncertainty

The flood hazard index values (FI) were commutated by using Equation (1):

FI =
n

∑
i=1

RiWi, (1)

where n is the number of factors, Ri is the rating of factor i and Wi is the weight of factor i.
Thus, the basic flood hazard assessment map was produced.

Uncertainty has an important role in natural hazard evaluation [49,53]. Uncertainties
in the weights of the adopted factors can bias the outcome of every hazard assessment.
Published works [32,36,37,46,47], where geoenvironmental factors were evaluated through
the AHP method, were used to calculate the uncertainties, ∆Wi, of the weighting coefficient.
The values of the weighting coefficient which are presented in Table 2 were changed by
20%. The new weight values (∆Wi) of every factor are shown in Table 3.

Table 3. The uncertainties (∆Wi) of the weighting coefficient for each factor.

Factors ∆Wi

Slope 0.041
Elevation 0.012

Open streams 0.018
Covered streams 0.052
Hydrolithology 0.021

Land cover 0.057

Equation (2) was used to calculate the error (∆S):

∆S =

√
n

∑
i=1

(∆WiXi)
2 (2)

The values of the error map were multiplied by 1.96 to calculate the 95% confidence
level of the flood hazard values and in the next step, were added and subtracted from
the basic flood hazard values. Thus, two other maps characterizing the maximum and
minimum flood hazard values were produced.

3.6. Verification and Correlation of the Flood Hazard Evaluation

The accuracy of the actual hazard level was examined by using past flood events. They
were included in published works [32], and the historical flood database of Greece [41].
A flood inventory map was generated which includes nine flood occurrences that were
observed in the municipality unit of Nea Makri for the period 2000–2020 (Figure 5).

54



Sustainability 2021, 13, 4455
Sustainability 2021, 13, x FOR PEER REVIEW 10 of 17 
 

 
Figure 5. Map showing the spatial distribution of flood events in the study area. 

The verification was based on the statistical analysis of the frequency ratio (FR) 
method. It expresses the association between the spatial distribution of floods and hazard 
zones. In the published works [11,32,54,55], the methodology of the calculation of the FR 
area is presented. 

Finally, the zones of the basic flood hazard map were compared with the active urban 
fabric and road network of the study area. 

4. Results 
The implementation of the previously described flood hazard assessment method led 

to the production of three flood hazard maps. The standard deviation method was used 
to categorize the maps. The areas of the maps were categorized into five classes, which 
were very high, high, moderate, low and very low flood hazard. 

Figure 6 illustrates the basic flood hazard assessment map (FHb). In this map, the 
areas of very high and high flood hazard are located primarily in lowlands and particu-
larly in eastern and southern parts of the study area. The moderate hazard zone is distrib-
uted mainly in the central part and the eastern and southern parts of the map. In the north-
ern and western parts of the study area, many locations are situated in low and very low 
hazard areas. 

Figure 5. Map showing the spatial distribution of flood events in the study area.

The verification was based on the statistical analysis of the frequency ratio (FR) method.
It expresses the association between the spatial distribution of floods and hazard zones.
In the published works [11,32,54,55], the methodology of the calculation of the FR area
is presented.

Finally, the zones of the basic flood hazard map were compared with the active urban
fabric and road network of the study area.

4. Results

The implementation of the previously described flood hazard assessment method led
to the production of three flood hazard maps. The standard deviation method was used to
categorize the maps. The areas of the maps were categorized into five classes, which were
very high, high, moderate, low and very low flood hazard.

Figure 6 illustrates the basic flood hazard assessment map (FHb). In this map, the
areas of very high and high flood hazard are located primarily in lowlands and particularly
in eastern and southern parts of the study area. The moderate hazard zone is distributed
mainly in the central part and the eastern and southern parts of the map. In the northern
and western parts of the study area, many locations are situated in low and very low
hazard areas.
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Figure 6. The basic flood hazard (FHb) assessment map.

Figure 7A,B demonstrates the maximum and minimum value of each pixel’s flood
hazard assessment, respectively, after considering the uncertainty in the weighting coeffi-
cients. According to the flood hazard analysis, the northeastern eastern and southeastern
parts of the study area host the most flood-prone regions.
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The percentages corresponding to the area of each hazard zone for the three maps of
Figures 6 and 7 are tabulated in Table 4. In the areas of the high and very high zones of
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the map with the upper flood hazard (FHmax), values slightly increased compared to the
corresponding zones of the basic map (FH). The similar correlation proves that the spatial
extents of moderate and low hazard zones decreased, while the very low hazard zone
increase. Comparing the zones of the map with the lower flood hazard values (FHmin) to
those of the basic map (FH), the areas of very high and high hazard zones showed a little
increase, the moderate and low hazard areas slightly decreased, while the area of very low
hazard zone remained unchanged.

Table 4. Percentages represent the area of each flood hazard zone (areas are shown in Figures 6
and 7).

Flood Hazard Zones
Percentage % of Total Study Area

FH FHmax FHmin

Very low 14.4 16.5 14.4
Low 25.6 23.5 25.3
Moderate 20.1 19.6 19.0
High 20.1 20.6 21.4
Very high 19.8 20.1 20.1

Table 5 tabulates the estimated frequency ratio of the flood events for each flood
hazard zone. According to [54–56], when the ratio values are more than 1, then there is a
strong relationship between events and the given natural hazard zone.

Table 5. The frequency ratio (FR) values of floods in flood hazard zones; A = area of each flood
hazard zone in Km2, AC = the area ratio for each flood hazard zone to the total area in a percentage
form, Fn = number of floods in each zone, FF = the frequency of floods expressed in percentage.

Flood Hazard Zones A AC FN FF FR

Very low 4.7 14.4 0 0.0 0.0
Low 8.4 25.6 0 0.0 0.0
Moderate 6.6 20.1 1 11.1 0.6
High 6.6 20.1 3 33.3 1.7
Very high 6.5 19.8 5 55.6 2.8

Table 5 shows that flood events were significantly correlated to very high and high
hazard zones. In the very high hazard area, the frequency ratio was higher than 2, demon-
strating a very high probability of flooding. Similarly, the ratio value was observed to be
1.7, in the high hazard zone, showing a high likelihood of flood occurrences. Because the
ratio value was lower than 1 in the moderate hazard zone, the probability of floods is low.
Since the ratio value was found to be equal to 0 in the low and the very low hazard zones,
the likelihood of flooding is minimal.

Moreover, the urban area and the road network were superimposed on the basic flood
hazard map. In this context, the area of the urban fabric and the length of the road network
that overlaps into each flood hazard zone were estimated (Table 6).

Table 6. Urban fabric area (UF) and length of the road network (RN) that fall into each flood
hazard zone.

Flood Hazard Zones UF (Km2) % RN (Km) %

Very low 0.0 0 22.5 6
Low 0.5 4 79.2 22
Moderate 2.7 19 82.0 22
High 5.4 37 83.4 23
Very high 5.7 40 99.4 27
Total 14.3 100 366.5 100
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The results demonstrate that the vast majority of the urban areas are located within
very high and high flood hazard zones. Half of the road network’s total length is situated
within very high and high flood hazard zones. In contrast, small parts of the urban fabric
and the other half of the road network are located within very low, moderate and low
landslide hazard zones.

5. Discussion

The urban area constitutes about 33% of the entire study area. The study area has
suffered from urban fires in 2018, resulting in about 25% of the area being burned. Accord-
ing to Fox [21], Euro-Mediterranean countries have common post-fire risk characteristics.
They have relatively high population densities, and much of the coastal lowland area is
developed. Hence, even small fires can be hazardous, and after fire these coastal areas are
vulnerable to flooding. So since the study area is a coastal area and more than half of it is
occupied by urban and burned areas, is at high risk of flooding.

In the present study, a method is presented to assess the flood hazard in burned
areas and it can be applied even outside the localities affected by the fire. It provides an
estimation of flood-prone areas where data are not available, which are typically used more
often in connection with floods. Six physical and anthropogenic factors were considered as
the most relevant parameters affecting the watercourse when intense storm events cause
high runoff that exceeds drainage system capacity. The physical factors, related to flood
activity, were slope, elevation, distance from open channel streams, and hydrolithology. The
anthropogenic factors associated with floods were distance from totally covered streams,
along with burnt and urban areas derived from land cover, as well as supplementary
land uses.

A flood hazard assessment map was created via the AHP method and a GIS. According
to Hervás and Bobrowsky [57], flood hazard refers to the probability of flood occurrence
within a reference period of time. In the present study, the link of the flood hazard
assessment to return periods was not possible. So, a flood susceptibility map was produced
which refers to the spatial likelihood or probability for a flood to occur in the future. This
map represents the potential flood hazard in the study area, and was further categorized
by using the standard deviation method with five classes (Figure 6) of hazard level: very
low, low, moderate, high and very high.

The areas of flood hazard varying between very high and high were recorded mostly
in the eastern and southern parts of the Nea Makri area. The area of these two hazard
zones covers almost 40% of the whole area (Table 4). In Greece, extreme flash flood events
of low frequency and high magnitude occur in many fluvial systems with a relatively
small extent drained by ephemeral streams [58]. Thus, the small drainage basins, along
with the torrential behavior of the streams, influence the flood manifestations in the study
area. Moreover, the lowland morphology, gentle slope, the covered streams and intense
urbanization in the eastern part of the municipality unit of Nea Makri increase the runoff
and produce encouraging locations for flood occurrences. According to Shakesby [59],
in Euro-Mediterranean regions wildfires in forests leave the terrain bare and vulnerable
to storms which can cause severe runoff and soil erosion. The runoff increases often
in the upper parts of watersheds, and thus poses flooding risks in urban zones located
downstream. Thus, the burned area in the southern part of the study area creates favorable
conditions for flooding.

In contrast, low and very low flood hazard areas are situated in the mountainous
northern, northwestern and western parts of the municipality unit of Nea Makri. These
areas are not urbanized, contain open stream channels and do not include burned areas.
Therefore, the hazard of flooding in these areas is very low. The spatial distribution of the
moderate hazard zone is observed primarily in the central, eastern and southern parts of
the municipality unit of Nea Makri. These three hazard zones cover almost 60% of the
whole area (Table 4).
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The AHP method is a powerful and valuable tool for flood hazard analysis [32,36,46,47],
although it shows several constraints in assessing the impact of uncertainties [60,61]. This fact
was evaluated by calculating two additional scenarios that present the upper and lower flood
hazard values after accounting for the uncertainty in the weighting coefficients (Table 3). The
findings of the uncertainty analysis showed that the two additional maps (FHmin and FHmax)
illustrate a low variation of the presence of flood hazard zones (Table 5) concerning the basic
flood hazard map (FHb). Consequently, the analysis proved slight differences in the spatial and
quantitative distribution of the flood hazard zones. This fact indicates robust behavior for the
predictions of the applied method.

The combination of several different maps can create a map that does not contain an
area’s actual hazard level [62]. Thus, the basic flood hazard map was verified by means of
frequency ratio and flood events which affected the study area over the past 20 years. The
findings established that the vast majority of the floods, almost 90% (Table 5), were located
within the limits of the high and very high flood hazard zones. Moreover, the frequency
ratio was higher than 1 in the high and very high hazard zones, indicating that these hazard
zones are strongly correlated with flood occurrences (Table 5). The flood hazard intensity
rises as the frequency ratio values increase.

The applied method brings many advantages; first of all, that of offering completeness
of the analysis of the territory and methodological homogeneity. It is simple and easy to
use where primary data are scarce. The results provide reasonable values, which could
lead to its further application. The used approach is, therefore, useful in synergy with
methods linked to the attribution of a probability.

Comparing the existing urban fabric and road network to the proposed hazard areas
of the basic flood hazard map, it is recorded that the vast majority (77%) of the urban
fabric and 50% of the road network’s length are situated within the boundaries of high
and very high flood hazard zones (Table 6). This result demonstrated that they have
been constructed in areas prone to flood. In these areas, proactive planning and selection
of the proper construction rules are essential for the prevention and mitigation of the
consequences of flood hazards.

Detailed works relating to the condition of events and evolution of natural hazards
and the vulnerability of the exposed elements at risk (i.e., buildings) will help propose the
proper protection measures [46]. The application of the procedure facilitates identifying
those sites from the already existing urban fabric and road network situated in non-safe
areas. Thus, the appropriate mitigation or hazard reduction approaches can be more
effectively designed and applied. Furthermore, the awareness of the non-safe regions
related to flood hazard might be helpful in emergency preparedness planning.

Therefore, scientists, engineers, stakeholders, planners and decision makers may uti-
lize the proposed approach in forthcoming spatial planning projects [63–68]. Additionally,
the local authorities may use the produced map to guide the adoption of measures and
strategies aiming towards flood hazard mitigation and post-fire management.

6. Conclusions

In the present work, a burned and urban area of the Attica peninsula in central
Greece was selected to produce a flood hazard assessment map. The proposed areas
of very high and high flood hazard are located mainly in the study area’s eastern and
southern parts as a consequence of the synthesis of lowlands with gentle slope, ephemeral
streams with torrential behavior, totally covered streams and urban areas. The burned
area in southern part of the study area will increase surface runoff and create favorable
conditions for flooding. The uncertainty analysis showed insignificant variations of the
spatial distribution of the flood hazard zones. The flood hazard map presents a significant
correlation between the flood hazard zones and the spatial distribution of flood phenomena.
This verification demonstrated reliable results and high accuracy of the created map. The
spatial distribution of the existent urban fabric and road network was analyzed to identify
the parts situated in unsafe areas to design and apply flood hazard mitigation measures.
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About 80% of the urban areas and 50% of the road network’s length were located within
areas prone to flood. The proposed method offers completeness of the analysis of the
territory, is simple to apply where primary data are scarce and provides reasonable results,
which could lead to its further application. Therefore, scientists, stakeholders, engineers
and decision makers may apply the proposed approach in forthcoming land use planning
projects. Flood hazard mitigation techniques can be more effectively designed, while the
proposed approach may be useful also in emergency preparedness planning and post-fire
management.
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Abstract: Floods are natural disasters that should be considered a top priority in disaster management,
and various methods have been developed to evaluate the risks. However, each method has different
results and may confuse decision-makers in disaster management. In this study, a flood risk assessment
method is proposed to integrate various methods to overcome these problems. Using factor analysis
and principal component analysis (PCA), the leading indicators that affect flood damage were selected
and weighted using three methods: the analytic hierarchy process (AHP), constant sum scale (CSS),
and entropy. However, each method has flaws due to inconsistent weights. Therefore, a Bayesian
network was used to present the integrated weights that reflect the characteristics of each method.
Moreover, a relationship is proposed between the elements and the indicators based on the weights
called the Integrated Index for Flood Risk Assessment (InFRA). InFRA and other assessment methods
were compared by receiver operating characteristics (ROC)-area under curve (AUC) analysis. As a
result, InFRA showed better applicability since InFRA was 0.67 and other methods were less than 0.5.

Keywords: flood risk; Bayesian networks; integrated index for flood risk assessment

1. Introduction

Recent major disasters highlight the importance of disaster preparedness around the world and
emphasize the concept of disaster risk across communities. Floods are major natural disasters and have
been studied with great interest worldwide [1,2]. Federal Emergency Management Agency (FEMA) [3]
and National Oceanic and Atmospheric Administration (NOAA) [4] developed a risk assessment
program to estimate the extent of damage related to disasters. Munich Re Group [5] classified disasters
into four categories after evaluating disaster scenarios using four factors (natural, technological,
socio-political, and economic factors) and direct/indirect damages. The Tyndall Centre [6] classified
flood vulnerability into social and biological categories and proposed a basic framework to improve
vulnerability-specific adaptability.

Rygel et al. [7] suggested that the most important issue in a vulnerability assessment is selecting
appropriate indicators. They proposed a method to evaluate flood risk using the Pareto ranking process
after selecting and collecting vulnerabilities into two categories (exposure and sociological). Chang
and Huang [8] selected potential impact indicators (PIs) for urban areas in Taiwan and estimated the
flood risk index by combining PIs with adaptive capacity indicators (AIs). Kablan et al. [9] estimated a
flood vulnerability index based on the concept of climate change vulnerability assessment through
proxy variables that are relevant to disaster risk management and adaptation to climate changes using
three flooding indices: (1) an exposure index (EI), (2) sensitivity index (SI), and (3) adaptive capacity
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index (AI). In addition, some studies have examined the impact of forest areas on flood risk [10] and
the relationship between intensity-duration-frequency (IDF) curves and flood risk [11].

Many research institutes around the world have also assessed flood risk, including the Environment
Agency (EA), Jeollabuk-do Total Human Institute National of Korea (JTHINK), Korea Institute of
Civil Engineering and Building Technology(KICT), Korea Research Institute for Human Settlements
(KRIHS), Korea Environment Institute(KEI), Ministry of Land, Transport and Maritime Affairs
(MOLTMA), National Disaster Management Research Institute (NDMI), National Institute for Land
and Infrastructure Management (NILIM), and Seoul Institute (SI) [12–21]. The above studies commonly
selected indicators that are expected to have an effect on flood risk. Then, the conclusive flood risk is
derived from the weight between each indicator (mainly expert questionnaire or subjective judgment).
Their goal is to address flood management through flood risk assessment.

To assess flood risks, it is essential to select indicators that affect floods and assign them reasonable
weights. However, as mentioned earlier, most studies lack a basis for the selection of indicators,
and they have typically selected indicators based on the frequency of their use in other studies or a
subjective view on the importance of such indicators. In addition, most flood risk assessment methods
are not differentiated because they use similar estimation methods. These problems have not been
validated for the methods to be actually applied.

The purpose of this study is to develop a flood risk assessment method that can address the
problems of undifferentiated and accurate estimates of previous methods. To this end, a methodology
is proposed to derive the integrated weights of components and indicators using Bayesian networks
(BNs) as an integrated decision model after selecting representative indicators among the existing flood
risk indicators through factor analysis and principal component analysis (PCA). Section 2 explains the
basic theories behind the methodologies that are material in this study, and Section 3 discusses the
result of the methodology used on the target areas. Finally, Section 4 presents the conclusions.

2. Materials and Theories

2.1. Existing Flood Risk Assessment Indices

In general, flood risk is computed by multiplying three factors of vulnerability related to flood
occurrence: (1) hazard; (2) asset or human exposure; and (3) lack of flood protection [22]. Based on these
definitions, many flood risk assessment indicators have been developed for flood risk management. The
indicators mainly used in Korea are the potential flood damage (PFD) [17], excess flood vulnerability
index (EFVI) [18], flood disaster risk reduction index (FDRRI) [19], flood vulnerability assessment
(FVA) [13], flood damage index (FDI) [15], and regional safety assessment (RSA) [21]. These six
methods have been used mainly in Korea because they are well known to be applicable with general
indicators for assessing flood risk. Each assessment method is estimated by the general procedure
with almost similar methods presented in introduction.

In this study, the factors of these indicators were reviewed and classified into four components:
(1) hydro-geology; (2) socio-economics; (3) protection; and (4) climate. Furthermore, 28 indicators
were also used for the components, as shown in Table 1. The flood risk index (FRI) increases as the H
(hydro-geology), S (socio-economics), and C (climate) components increase. The index decreases as the
P (protection) component increases. With these indicators, the FRI can be expressed as follows:

FRI= (H × S × C)/P (1)
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Table 1. Classification of components and indicators using six assessment methods.

Classification MOLTMA NDMI JTHINK KRIHS SI

Components Indicators EFVI PFD FDRRI FVA FDI RSA

A.
Hydro-geology

(1) Flood hazard area # #
(2) Flood damage cost for public facilities # # # # #

(3) Imperviousness # # # #
(4) Urban rate #

(5) Curve number (CN) #
(6) Basin slope # # #

(7) Lowland area rate # #
(8) Stream density #

B.
Socio-economy

(9) Population density # # # #
(10) Asset (reference land price) # # #
(11) Financial independence rate # # # #

(12) Infrastructure # # #
(13) Dependence population # #

(14) Manufacturing output in value #
(15) Total number of houses #

C. Climate

(16) Frequency of hourly rainfall (P ≥ 50 mm) # #
(17) Frequency of intensive rainfall per day (P ≥ 150 mm) # #

(18) Maximum hourly rainfall #
(19) Annual precipitation #
(20) Probability rainfall #

D. Flood
Protection

(21) Levee maintenance # #
(22) Levee length # #

(23) Pump station (number) #
(24) Pump station (capacity) #

(25) Dam and reservoir #
(26) Drainage capacity

(27) Number of public servants per resident #
(28) Index of damage reduction ability # #

2.2. Methodology for Selecting Representative Indicators

Factor analysis is used to reduce the complexity of data by grouping measurement variables
into common factors and determining whether the measured variables measure the desired data in
the same construct [23]. Factor analysis is advantageous because it is relatively free of constraints of
multicollinearity, it can classify variables by factors in the development process of a measurement scale,
and it can analyze them based on the correlation of variables. principal component analysis (PCA) in
factor analysis is a technique for creating a small number of new variables by combining many highly
correlated variables. It is a method of forming a group of components that represent many variables
by reducing the dimensionality of data [24]. In addition, it can easily identify the component that has
the highest explaining power in the group because the component of each variable can be quantified.

Figure 1 illustrates the method of selecting representative indicators using factor analysis and
PCA. Assuming that there are six indicators A–F, they can be grouped by factor analysis, and the ones
that have high explanatory power can be selected using PCA. In this way, the complexity of the FRI
can be effectively reduced.

Sustainability 2018, 10, x FOR PEER REVIEW  4 of 18 

(27) Number of public 
servants per resident     ○  

(28) Index of damage 
reduction ability   ○   ○ 

2.2. Methodology for Selecting Representative Indicators 

Factor analysis is used to reduce the complexity of data by grouping measurement variables into 
common factors and determining whether the measured variables measure the desired data in the 
same construct [23]. Factor analysis is advantageous because it is relatively free of constraints of 
multicollinearity, it can classify variables by factors in the development process of a measurement 
scale, and it can analyze them based on the correlation of variables. principal component analysis 
(PCA) in factor analysis is a technique for creating a small number of new variables by combining 
many highly correlated variables. It is a method of forming a group of components that represent 
many variables by reducing the dimensionality of data [24]. In addition, it can easily identify the 
component that has the highest explaining power in the group because the component of each 
variable can be quantified. 

Figure 1 illustrates the method of selecting representative indicators using factor analysis and 
PCA. Assuming that there are six indicators A–F, they can be grouped by factor analysis, and the 
ones that have high explanatory power can be selected using PCA. In this way, the complexity of the 
FRI can be effectively reduced. 

 
Figure 1. Overview of factor analysis and principal component analysis (PCA. 

2.3. Methodology for Assigning Weights 

Weights should be assigned according to the importance of each indicator that affects the flood 
in assessing flood risk. There are many theories for weight assignment methods, and it is difficult to 
say that these weighting techniques differ in explanatory power or merit. Only the classification 
methods differ according to the purpose of a study or a subjective view about importance. The 
weighting techniques originate from differences in assumptions that lead to values or preferences 
[25], and they are categorized into direct and indirect methods, including surveys [26]. In this study, 
the analytic hierarchy process (AHP), constant sum scale (CSS), and entropy weight were selected for 
weighting the flood risk indicators identified to derive the FRI. 

AHP is a typical method of multicriteria decision-making (MCDM). It forms a hierarchical 
structure by assessment items and evaluates alternatives through pairwise comparison. Quantitative 
and qualitative data can be processed on a ratio scale, which makes the method useful for verifying 

Figure 1. Overview of factor analysis and principal component analysis (PCA).

65



Sustainability 2019, 11, 3733

2.3. Methodology for Assigning Weights

Weights should be assigned according to the importance of each indicator that affects the flood in
assessing flood risk. There are many theories for weight assignment methods, and it is difficult to say
that these weighting techniques differ in explanatory power or merit. Only the classification methods
differ according to the purpose of a study or a subjective view about importance. The weighting
techniques originate from differences in assumptions that lead to values or preferences [25], and they
are categorized into direct and indirect methods, including surveys [26]. In this study, the analytic
hierarchy process (AHP), constant sum scale (CSS), and entropy weight were selected for weighting
the flood risk indicators identified to derive the FRI.

AHP is a typical method of multicriteria decision-making (MCDM). It forms a hierarchical
structure by assessment items and evaluates alternatives through pairwise comparison. Quantitative
and qualitative data can be processed on a ratio scale, which makes the method useful for verifying
objectivity through the process of secondary processing of data [27,28]. CSS provides a consistent fixed
total score to respondents and divides the score according to the relative importance of the attributes
within the total score [29]. The score used for the total fixed scale is usually 10 or 100 based on the
number of factors and indicators.

The entropy weight technique is based on the theory that information about the signal can be
measured indirectly with a degree of reduction of uncertainty. In this sense, information and uncertainty
are dual terms and sometimes used interchangeably [30], and weights between the indicators can
be determined using the characteristics of these entropies. The estimation procedure consists of (1)
constructing a matrix for each item; (2) normalizing the attribute information for each constructed
indicator; (3) calculating the entropy for each attribute; (4) considering the degree of diversity between
the indicators; and (5) determining the final weights (see Equations (2)–(6)).

(1) Matrix construction
x11 · · · x1 j · · · x1n

...
...

...
xi1
...

xm1

xi j
...

xmj

x1n
...

xmn

(2)

(2) Normalization of assessment items

pi j =
xi j∑m

i=1 xi j
(i = 1, 2, · · ·m; j = 1, 2, · · · n) (3)

(3) Calculation of entropy of each attribute

E j = −k
m∑

i=1

pi jlogpi j

(
Here, k =

1
logm

; i = 1, 2, · · ·m; j = 1, 2, · · · n
)

(4)

(4) Weight assignment between assessments

d j = 1− E j (5)

w j =
d j∑n

j=1 d j
( j = 1, 2, · · · n) (6)
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2.4. Bayesian Networks (BNs)

A BN is a stochastic graphical model that can represent the relationship between variables even
when there is uncertainty between them. It consists of a directed acyclic graph (DAG) model of nodes
and links and has the advantage of integrating variables of sources and types into a single structure.
The relationship between nodes is described by conditional probability distribution (CPD), which
considers dependencies between variables [31–33].

For example, the child nodes (x1, x2) in Figure 2 are determined by the conditional probability of
the parent nodes (x2, x3) if there is a graph that has the nodes (x1, x2, x3) that follow the CPD. Any
unconnected node is ignored. The joint distribution with n number of variables p(x1, x2, · · · , xn) is
expressed in Equation (7):

p(x1, x2, · · · , xn) =
n∏

i=1

p(xi | ai) (7)

where ai denotes the set of parent nodes of xi, and p(x1, x2, · · · , xn) is normalized constantly as the
predistribution has been normalized.
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Figure 2. Example of a Bayesian network.

2.5. Integrated Index for Flood Risk Assessment (InFRA)

Equation (8) is proposed as a formula to construct the Integrated Index for Flood Risk Assessment
(InFRA) based on the weight of each factor:

InFRA = Ha1 × Sa2 ×Ca3 × (1− P)a4 (8)

where:

H = hydro-geology
S = socio-economics
C = climate
P = flood protection and
αi = weight of each indicator

As flood protection is inversely proportional to InFRA, it is necessary to consider it in descending
order when estimating flood protection. If flood protection is 0 and the other indicators are 1, the
value of InFRA will be 1, and the closer the value is to 1, the higher the flood risk will be. The key
components that make up an indicator can be determined by multiplying them by the weights and
summing them (Equations (9)–(12)):

H = β1h1 + β2h2 + · · ·+ βnhn (9)

S = γ1s1 + γ2s2 + · · ·+ γnsn (10)

C = δ1c1 + δ2c2 + · · ·+ δncn (11)

P = ε1p1 + ε2p2 + · · ·+ εnpn (12)

where:
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hi, si, ci, pi= each indicator
βi, γi, δi, εi= the weights of each indicator

3. Application and Results

3.1. Selection of Target Areas and Data Collection

This study targeted the Midwest region of the Republic of Korea, including Daejeon Metropolitan
City, Sejong Special Self-Governing City, Chungnam Province, and Chungbuk Province. The area
consists of 28 cities and gun (districts or counties in Korea), including two municipalities, 11 cities, and
15 gun (see Figure 3). The advantage of the area is that it provides various geographical environments
to select flood risks because it encompasses large cities, small and medium cities, coastal cities,
mountainous regions, and rural areas.Sustainability 2018, 10, x FOR PEER REVIEW  7 of 18 
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Figure 3. Target area (Chungnam and Chungbuk Provinces).

The elements needed to construct an indicator database are summarized as statistical data and
geographic information system (GIS)-based data. Demographic, social, and economic data were
collected from the Korean Statistical Information Service (KOSIS), the statistical yearbooks of local
governments, and the Statistical Yearbook of Natural Disasters. Meteorological data were collected
from the Korea Meteorological Administration. All data were collected based on GIS for spatial
analysis. The base year of the data is 2016, and statistical data for the ten years prior (2007–2016) were
used. As shown in Table 1, data were collected for all 28 indicators of four components. All indicators
were normalized to values between 0 and 1 using the average values estimated for each region and the
standard deviations. Thus, the larger the value of an indicator for a region is, the closer it is to 1. The
indicators of the H, S, and C components are positively correlated with FRI, whereas the indicators of
P are negatively correlated.

3.2. Selection of Indicators Using Factor Analysis and Principal Component Analysis

Factor analysis and PCA were performed on each of the four components (hydro-geology,
socio-economics, flood protection, and climate), which each consisted of several indicators. First, the
indicators were grouped by factor using factor analysis, and the indicators with the highest component
point for each group were selected using PCA. The procedure can prevent the duplication of meaning
of the indicators and reduce dimension of the indicators in each group.

Table 2 shows the results of the factor analysis. The hydro-geology, socio-economic, and protection
components were classified into three groups, whereas climate was classified into two groups.
Kaiser–Meyer–Olkin (KMO) [34] and Barlett’s test of sphericity [35] were used to determine the
appropriateness of the analysis. The Kaiser–Harris measurement [34] was used to select principal
components that have an eigenvalue of 1 or higher (see Table 2). The result of each component was
determined to be significant because KMO remained at 0.5 or higher, and the probability value (p)
remained below 0.05.
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Table 2. Grouping and selection of representative indicators by PCA and factor analysis.

Classification Component Points (Selected:
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) Eigenvalue

KMO

Barlett’s Test of
Sphericity

Comp-Onents Indic-Ators
Group Factor

Chi-Square df(p)
1 2 3 1 2 3

1.
Hydro-geology

(1) 0.420 −0.168 0.751

4.43 1.96 1.34 0.75 128.3 36(0)

(2) −0.479 −0.518 0.951 #
(3) 0.351 0.674 0.055
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(11) 0.147 0.957 # 0.237
(12) 0.595 0.216 0.150
(13) −0.412 −0.326 0.523 #
(14) 0.144 0.351 0.010
(15) 0.902 # 0.354 0.158

3. Climate

(16) 0.827 # −0.018

- 2.30 1.18 - 0.65 27.2 10(0)
(17) −0.572 0.580
(18) 0.628 −0.500
(19) 0.108 0.903 #
(20) −0.342 0.776

4. Flood
protection

(21) 0.802 −0.030 −0.32
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PCA was used to select indicators that have the most significant contribution for each group.
Among 28 indicators, 17 were eliminated and 11 were chosen: (1) three indicators for hydro-geology
(damage cost, urban rate, and lowland area rate); (2) three for socio-economics (total number of houses,
financial independence rate, and dependence population); (3) three for flood protection (number of
pump stations, drainage capacity, and number of public servants per resident); and (4) two for climate
(frequency of intensive rainfall and probability rainfall), as shown in Table 2.

3.3. Weight Assignment by Method and Calculation of Integrated Weights

3.3.1. Weight Assignment by Method

The factors selected are expressed as normalized values between 0 and 1, and each indicator is
estimated using the assigned weights. The flood risk index can be quantified using the weight of each
indicator. To this end, weights can be assigned by various methods, and three weight assignment
methods were applied, as described in Section 2.3. For the AHP, a survey was conducted with
30 respondents from academia and research. The survey was constructed in such a way that the
importance of each indicator was compared in pairs. The terms of each indicator were defined and
presented in the questionnaire to improve the accessibility for the respondents. The first-level hierarchy
consists of four upper-level assessment components (hydro-geology, socio-economics, flood protection,
and climate), and the second-level hierarchy consists of 11 lower-level assessment indicators.

For the CSS, a survey was conducted with 21 experts who have experience in work related to flood
or wind damage and did not participate in the AHP survey. The questionnaire was structured in such
a way that the sum of the four components presented and the sum of indicators for each component
was 10. A sufficient explanation of the survey method was provided to supplement the questionnaire
so that the respondents would not be confused.

For entropy weighting, Equations (1)–(6) from Section 2.3 were used based on the data collected
for each component. The weights are shown in Table 3 and Figure 4. In summary, the weights
for the socio-economic component were low in the survey methods, while they were high in the

69



Sustainability 2019, 11, 3733

entropy weight method. In particular, the weights were evenly distributed among the rest of the
components other than the socio-economic component and thus gave a relatively identical position
concerning importance.

Table 3. Weight assignment for the representative indicators.

Components Weight 1
(AHP)

Weight 2
(CSS)

Weight 3
(Entropy) Indicators Weight 1

(AHP)
Weight 2

(CSS)
Weight 3
(Entropy)

A.
Hydro-geology 0.25 0.31 0.25

(2) Flood damage cost for
public facilities 0.31 0.37 0.19

(4) Urban rate 0.29 0.33 0.31
(7) Lowland area rate 0.40 0.30 0.50

B.
Socio-economy 0.13 0.15 0.28

(11) Financial
independence rate 0.30 0.36 0.28

(13) Dependent population 0.31 0.30 0.01
(15) Total number of houses 0.39 0.34 0.71

C. Climate 0.31 0.28 0.20
(16) Frequency of hourly

rainfall (P ≥ 50 mm) 0.77 0.72 0.99

(19) Annual precipitation 0.23 0.28 0.01

D. Flood
Protection

0.31 0.26 0.27
(23) Pump station (number) 0.37 0.38 0.56

(26) Drainage capacity 0.50 0.45 0.35
(27) Number of public
servants per resident 0.13 0.17 0.08
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The indicators within a component showed a different aspect in the survey and entropy methods:
the entropy method showed higher weight values for specific indicators, while the surveys showed
relatively similar weight values for the indicators. This was due to the unique characteristics of entropy,
which increases when deviations between alternatives are low. Moreover, the deviations between the
normalized values of the indicators were small. However, the number of public servants per resident
indicator of the flood protection component and the annual precipitation indicator of the climate
component were low, and divisions in indicators between regions were high, which resulted in low
entropy weights.

3.3.2. Integrated Weight Assignment Using Bayesian Networks (BNs)

The estimated weights affect the outcome of the estimated flood risk. It is not easy to determine
the weights for each component and indicator, particularly when the entropy weight is higher than the
other weights, such as for the total number of houses in Table 4. Thus, the BN method was used to
estimate the combined weights while considering causal relationships between weights obtained from
the AHP, CSS, and entropy techniques. First, a BN with 20 nodes and 19 links was constructed with
AgenaRisk 10, as shown in Figure 5. The BN was constructed in consideration of the relationships
between the components and indicators. The pre-probability assigned to each higher node can be
inferred directly from the conditional probability, and the deviation of the probability determines the
post-probability of the lower nodes. That is, the post-probability (the integrated weights) can be derived
from pre-weights (the current weights), the conditional probability of each component (hydro-geology,
socio-econometrics, flooding protection, and climate), and its indicators. As each component was
weighted separately, it will not affect its indicators and can be expressed as dotted-line links that have
indirect influences. Table 4 shows all of the probabilities (weights) of each component and indicator
obtained from the configuration in Figure 5 and the post-probabilities (integrated weights).

Table 4. Resulting integrated weights.

Components
Weights Using Bayesian

Networks (AHP, CSS,
and Entropy)

Indicators
Weights Using Bayesian

Networks (AHP, CSS,
and Entropy)

A. Hydro-geology 0.26
(2) Flood damage cost 0.32

(4) Urban rate 0.28
(7) Lowland area rate 0.40

B. Socio-economy 0.20
(11) Financial independence rate 0.31

(13) Dependent population 0.21
(15) Total number of houses 0.48

C. Climate 0.26
(16) Frequency of hourly rainfall

(P ≥ 50 mm) 0.84

(19) Annual precipitation 0.16

D. Flood protection 0.28
(23) Pump station (number) 0.51

(26) Drainage capacity 0.36
(27) Number of public servants per

resident 0.13

The estimated weight of each component was relatively uniform in the range of 0.20–0.28. The
weight of the socio-economic component was low in the survey method but increased significantly in
the entropy method. This indicates that the entropy weight contributed to conditional probabilities as
a prior probability. Similarly, the other indicators within each component were adjusted adequately by
prior and conditional probabilities. For example, the drainage capacity indicator of the flood protection
component was weighted as 0.50 and 0.45 in two surveys, respectively, while it was weighted as 0.35
in the entropy method, and its integrated weight became 0.36.

Moreover, the annual precipitation of the climate component was weighted with a small value
of 0.01 in the entropy method, but the integrated weight was 0.06 because it was weighted with 0.23
and 0.28 in the two surveys. The BN model has an effective and optimal decision-making capability
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to integrate different knowledge and data [36,37]. Thus, BNs are expected to be a new alternative in
assigning weights between indicators.Sustainability 2018, 10, x FOR PEER REVIEW  11 of 18 
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3.4. Results of Calculation with InFRA

The final InFRA was estimated for hydro-geology, socio-economics, flood protection, and climate
components in 28 cities in the Chungcheong Province using several formulas (see Figure 4). As a result,
InFRA did not show a significant gap between regions except for some areas and showed a flood
risk of 0.3–0.5 in most places. The resulting values for Seosan (17), Dangjin (20), and Taean (27) were
close to 0.7, despite their low risk from the socio-economic component. This occurred because the risk
from the other components was high. Some village areas including Jeungpyeong (8) and Jincheon (9)
showed a low InFRA level because they had a low level of flood protection and other components. The
risk related to the hydro-geology component was high in the countryside because these areas are more
influenced by flood damage, and there are more lowland areas than urban areas. In the socio-economic
component, the indicators of the total number of houses and financial independence rate showed a
high risk in large cities, followed by some villages that have a high dependent population.

In the flood protection component, large and medium cities showed a high level of protection,
whereas villages showed a low level of protection because they lack flood protection systems. The
flood protection component shown in Figure 6 is expressed in the concept of “1-flood protection,” so it
is interpreted accordingly. In the climate component, the basins were clustered in a continuous pattern
and showed a constant flood risk, particularly in coastal areas according to the consistent measurement
of the measurement stations in the Thiessen network along the coastal cities. This is attributed to the
high frequency of intense rainfall in coastal areas, and thus, the frequency of intensive rainfall indicator
is weighted higher than the annual precipitation indicator.
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3.5. Comparison with Other Methods and Discussion

The proposed method was compared with other three methods used to assess flood risk: PFD,
FDI, and RSA [15,17,21]. The three methods are the most popular in a practical field because they are
easy to collect data and simple to apply. These methods are briefly explained in Table 5. However,
the same assessment criteria must be used to compare the two sets of methods. The other assessment
methods use various criteria with grades (1–5) or groups (A–D), and thus, comparing the methods
using the same set of criteria is not appropriate. Therefore, they were compared in an alternative way
using risk values between 0 and 1 instead of using grades or groups for a consistent comparison. In all
the assessment methods, the risk of flood increased when the risk value was closer to 1, indicating that
appropriate measures need to be taken for flood mitigation.

Table 5. Basic information on other flood risk assessment methods.

Other Methods Method for Selecting
Indicators

Method for Assigning
Weights Formula

PFD
Selected based on the

subjective judgment of the
researchers

Assigned based on the
subjective judgment of

the researchers
PFD = Potentiala1 ×Riska2

FDI
Selected based on the

subjective judgment of the
researchers

CSS FDI =
n∑

j=1
(W j ×Zi j)

RSA
Selected based on the

subjective judgment of the
researchers

CSS RSA =
α×Risk−×Reduction

The other assessment methods generally showed high flood risk in cities and low risk in villages.
In particular, flood risks were high in Daejeon, Cheongju, Chungju, and Cheonan but low in Yeongdong,
Jincheon, Goesan, and Geumsan. The other assessment methods were polarized in urban and rural
areas and showed large regional variations compared to InFRA (see Figure 7). It seems that the
duplicated meaning in the construction of indicators and the insufficient level of flood protection
in cities are major reasons for such results. Nevertheless, indicators such as population, financial
independence rate, and infrastructure are typically high in urban areas. Thus, the other risk assessment
methods are considered to have produced somewhat overestimated values because they use a system
that would inevitably estimate large flood risk in large cities.
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Figure 7. Results of previous flood risk assessment methods.

This comparison was qualitative, and a quantitative comparison is necessary. Therefore, the
methods were validated by analyzing the area under the curve (AUC) of the receiver operating
characteristic (ROC) curve. The ROC curve is a graph where the x-axis shows the specificity, which
indicates the probability of the estimated value being false. The y-axis shows the sensitivity, which
indicates the probability of the estimated value being true. That is, the evaluation method is better
if the risk assessment is more likely to be correct and has a lower false probability rate. A higher
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AUC indicates higher accuracy of the prediction, and the accuracy of the results increases as AUC
approaches 1.

The limit of this validation is that the factors to be compared must be considered to evaluate the
accuracy of each method, but the assessment factors are already included as indicators, and there is no
suitable criterion to apply. As the best alternative, data from [38] were used, and total flood damage
costs were derived, including injuries and flooding of farmland and cities, for the flood damage cost
for public facilities (see Table 6). Then, the integrated sums were normalized. If the value is 0.5 or
higher, the corresponding region is considered to have high damage cost. The ROC analysis was
then conducted.

Table 6. Estimated total flood damage cost by district.

District

Period: 2007–2016 (Units:
Thousand KRW)

District

Period: 2007–2016 (Units:
Thousand KRW)

Flood Damage
Cost for Public

Facilities

Total Flood
Damage Cost

Flood Damage
Cost for Public

Facilities

Total Flood
Damage Cost

Daejeon 28,904,388 47,212,788 Boryeong 32,401,710 83,801,710
Cheongju 91,359,488 92,472,688 Asan 48,656,598 73,920,798
Chungju 104,137,429 131,245,429 Seosan 114,830,315 190,237,515
Jecheon 186,090,075 246,660,075 Nonsan 47,680,083 96,512,883
Boeun 71,415,564 91,802,764 Gyeryong 51,490,991 61,412,991

Okcheon 52,452,809 76,211,609 Dangjin 90,928,932 102,690,132
Yeongdong 538,481,881 559,584,281 Geumsan 116,518,336 248,099,536

Jeungpyeong 47,680,083 68,518,883 Buyeo 84,734,079 103,852,079
Jincheon 110,242,303 135,001,103 Seocheon 27,608,991 88,375,991
Goesan 93,072,362 130,146,762 Cheongyang 34,453,315 90,744,515

Eumseong 80,755,775 85,305,375 Hongseong 46,091,101 59,817,901
Danyang 310,987,567 332,961,167 Yesan 39,018,182 51,444,182
Cheonan 47,680,083 55,908,083 Taean 106,713,297 140,302,897
Gongju 90,773,723 128,253,723 Sejong 18,198,894 34,950,094

According to the AUC of the ROC, the accuracy of InFRA was 0.67, while that of PFD, FDI, and
RSA was less than 0.5 (0.296, 0.417 and 0.174, respectively). Thus, they were withdrawn from the
assessment of flood damage cost (see Figure 8). In other words, the other risk assessment methods
were revealed to be inappropriate for assessing flood damage costs. The evaluation showed that InFRA
is better than the classic methods for assessing flood risk and could thus be applicable in the field.
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4. Conclusions

Numerous methods have been developed to assess flood risk. In this study, a methodology was
proposed for use in decision-making by integrating existing methods rather than developing another
flood risk assessment method. First, previous flood risk assessment methods were evaluated (PFD,
EFVI, FDRRI, FVA, FDI, and RSA), and four components and 28 indicators were extracted. Factor
analysis and PCA were carried out, and 11 of the 28 indicators were selected as a result. Then, the
weights of each component and indicator were estimated by the AHP, CSS, and entropy methods, and
the results of each method differed from one another. Therefore, BNs that integrate the conventional
weight assignment methods were structured to estimate integrated weights.

The BN-based InFRA was applied to target regions to estimate the flood risk of each region. The
result of both qualitative and quantitative comparisons between InFRA and the conventional methods
demonstrated the excellent applicability of InFRA. The InFRA methodology can integrate various
other flood risk assessment methods and it could be used as a useful tool in decision-making for flood
risk management.
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Abstract: Over the last decades, technological development has strongly increased the number
of instruments suitable for landslide monitoring. For large landslides, monitoring systems are
organized in complex and multi-instrumental networks aimed at controlling several representative
physical variables. The management of these networks is often a complicated task that must consider
technological aspects, data-sets processing, and results publication. We developed a new hybrid
system focused on capturing and elaborating data-sets from monitored sites and on disseminating
monitoring results to support decision makers. With respect to other available monitoring solutions,
we emphasized the importance of technological aspects and a correct communication strategy,
which represents the last fundamental step for a correct use of collected data. Monitoring results are
often published in a difficult and not user-friendly way because they are intended for technicians
with adequate background. Such an approach may be inefficient, especially during emergencies,
when also non-expert people are involved. Additionally, this system consists of early warning
application, which integrates a threshold-based approach and a failure forecasting modeling.
The presented approach represents a possible improvement for a more sustainable management of
active landslides that could have a strong impact on population and infrastructures in particular in
highly urbanized areas.

Keywords: landslide monitoring; early warning; emergency management; dissemination;
urbanized areas

1. Introduction

Today, the use of monitoring systems to control the evolution of active landslide and their hazard
assessment is very diffused [1,2]. In the last decades, the number of available technical solutions and
complexity of landslide monitoring networks have been progressively increasing to fulfill the growing
necessity of managing large slope instabilities in urbanized areas.

Urban pressure, amplified by climatic changes, has progressively increased the cases in which the
evolution of a landslides can have a direct impact on inhabited areas [3]. Several approaches can be
adopted to reduce this impact. They may vary according to different factors like the dimension and
the typology of landslide and the distribution of infrastructures. The most critical combination is the
presence of large landslides in highly populated areas. In these cases, the delocalization can be hard to
implement, and the landslide stabilization can be very difficult and not immediate. Often, the only
solution is the use of monitoring systems to improve the knowledge of the landslide behavior and to
support decision makers during emergencies related to a partial or total collapse of the instable area.
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These systems, if correctly managed, may also create favorable conditions for the population at risk in
terms of life comfort.

The adopted monitoring networks are based on the high frequency measurement of the
most representative physical variables: (1) superficial displacement, (2) deep displacement,
(3) hydro-geological (water table, pore pressure), and (4) meteorological. In the last years, several
case studies were analyzed and published, and they represent good examples of this approach.
For example in Italy, complex monitoring networks have been developed to control the evolution
of landslides such as Ancona [4], Montaguto [5,6], Mt.de La Saxe [7], Rotolon [8], and Ruinon [9].
In other countries, similar approaches have been applied to monitor complex landslides such as
Randa (Switzerland—[10]), La Vallette (France—[11]), Super Sauze (France—[12,13]), Sado Island
(Japan—[14]), and Slumgullion (USA—[15]).

If we analyze these monitoring systems, we can notice that in all cases the monitoring network
workflow consists of (1) on-site data acquisition, (2) data processing, and (3) monitoring result
publication and dissemination.

It is evident that technological aspects are predominant in existing monitoring applications,
especially in on-site acquisition of representative variables. Starting from Angeli et al. [16], the number
of publications dedicated to the technological development of monitoring systems was progressively
covering all available technologies, e.g., GPS (Global Positioning System), RTS (Robotized Total Station),
GB-InSAR (Ground-Based Synthetic Aperture Radar), and in-place and robotized inclinometers. In the
literature one can find the examples of the use of GPS [17,18], RTS [19,20], GB-InSAR [21], and in-place
and robotized inclinometers (respectively, [22,23]), among many others.

After on-site acquisition, monitoring systems manage captured data-set and provide
representation of the landslide evolution. Allasia et al. [24] and Frigerio et al. [8] present a possible
approach for the management of such data-sets. In both cases, informatics tools that are able to
acquire, process, validate and store acquired data-sets compose the presented systems. The sequence
of these tools makes the on-site acquisition procedures available in a centralized and remote-controlled
system. This also allows simultaneous management of several monitoring systems and control of
different landslides.

As mentioned before, complex landslides are usually monitored by multi-instrumental networks.
These networks provide many types of time series, which are later integrated in a combined database.
The integration of different instruments in a unique centralized system, which bypasses applications
developed by the producers of monitoring instruments, is a key point for an efficient management of
complex monitoring networks [24].

Additionally, the data processing is usually linked to the management of early warning
thresholds [25,26]. The adaptation of monitoring systems to early warning purposes is an optimal
solution that may facilitate a correct management of landslide acceleration phases [27–30].

Often, early warning systems (EWSs) are associated with superficial displacement, which is
probably one of the most frequently used parameter to describe movement tendency and overall
knowledge of landslides [31,32]. However, EWSs design and in particular a priori definition of related
thresholds is one of the most important and critical aspect of landslides monitoring systems [33].
This is mainly due to the complex and unpredictable behavior of natural hazards, which often results
in large number of variables involved [34].

Thresholds are often established by performing back analysis of the available monitoring data.
They can be also determined by considering similarities to other events or by following numerical
approaches as proposed by Crosta and Agliardi [34]. However, this action may be hampered by
insufficient knowledge of the monitored landslide and by the numerous factors (e.g., geotechnical
parameters of the shear surface or real effect of pore pressure) [35].

Carlà et al. [36] proposes to use inverse velocity method for setting alarm thresholds and
forecasting landslides and structure collapses. In fact, the time of failure forecasting became a major
subject of many researchers. The successful work of Saito [37] and Fukuzono [38] inspired many other
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authors to develop different approaches in order to estimate time of failure (ToF). A summary of the
different methods proposed in literature can be found in Federico et al. [39]. These studies introduce
simplified empirical and/or graphical methods based on the assumption that material, under constant
stress condition, follows a creep mechanism before rupture.

In the past, the monitoring data-sets were exclusively dedicated to technicians with a specific
background. This was because the common representations of measured quantities were not user
friendly. According to our experience, the use of complex representation limits the number of people
that can handle this information [40].

As described in Giordan et al. [41], the large landslides emergencies are often managed by
multidisciplinary teams. These teams are usually composed not only of technicians, but also of
local authorities who often do not have an adequate background on landslide monitoring. The
presence of people with various backgrounds obliges the developer of monitoring systems to consider
how to share available information. Often, the importance of a monitoring results communication
strategy is underestimated. During emergencies, when time is limited, an easy access to available
information could help taking adequate decisions about the safety of people and goods. In this context,
the dissemination of monitoring results has become a crucial element of the emergency management.

The experience acquired during the development of the software for management of landslide
monitoring data called ADVICE (ADVanced dIsplaCement monitoring system for Early warning) [24]
lets us realize that a correct use of monitoring results cannot be limited to a simple near–real time
application that publishes the monitoring results on a dedicated webpage. To obtain an effective
system that can be used for a more sustainable management of large slope instabilities in urbanized
areas, it is mandatory to develop a more complex approach that merges the management of data
with the use of thresholds for EW purposes and dissemination procedures that assure a correct
communication to stakeholders. In order to fulfill these requirements, we developed a multidisciplinary
solution for an effective management of landslide monitoring systems called LANDMON (LANDslides
MOnitorng Network). Over the years, we have developed a set of automatic modules that governs in
near–real time the management process from data acquisition to results dissemination. Additionally,
this system consists of early warning application, which integrates threshold-based approach and
failure forecasting modeling. LANDMON emphasizes a proper monitoring data representation
and dissemination, due to the heterogeneity of actors involved in the hazard management process.
Therefore, LANDMON is an example of innovative solution that integrates technical and modeling
features with communication strategy aimed at supporting decision-makers and population at risk,
in particular during emergencies. This approach represents a possible improvement for a more
sustainable management of monitored active landslides that could have a strong impact on population
and infrastructures.

2. Methods

Figure 1 summarizes the workflow of LANDMON, which is divided in three main phases.
The first phase is composed of data acquisition procedures, the second one is composed of early
warning applications and the third one regards monitoring results representation and dissemination.
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Figure 1. LANDMON (LANDslides MOnitorng Network) structure. The workflow is divided in
three main phases: (1) data acquisition procedures, (2) early warning applications, and (3) monitoring
results representation and dissemination. Photograph: Mont de La Saxe landslide (Aosta Valley,
northern Italy).

Every phase has a sequence of procedures that corresponds to LANDMON modules. Each module
has a specific purpose and application. The organization in modules, not in a single unique procedure,
is important because the system can be freely adapted and activated according to the landslide features
and the aims of the monitoring system. One of the most important element of the developed system is
that we combined a sequence of tools able to efficiently acquire, analyze, and represent the monitoring
data-set from complex networks in a single, complete, and self-contained software with an appropriate
dissemination procedure of monitoring results.

The developed system exploits the experience of ADVICE [24] adding new modules and
a dedicated communication strategy. ADVICE was a near–real time software for landslide monitoring
and early warning threshold management.

In this new version, we improve the classical concept of early warning by integrating a failure
forecast module. This module employs inverse velocity approach to forecast time to failure in near–real
time [42], and it is automatically activated when a predefined displacement threshold is exceeded.

Beside technological and computational aspects, LANDMON satisfies a predefined communication
strategy, which considers a specific approach for monitoring results dissemination [41,43]. The experience
in the use of monitoring systems to manage emergencies emphasizes the need for a more effective
communication approach to inform stakeholders and involved population correctly. We consider
monitoring results dissemination as an essential aspect in the development of monitoring systems.
Such an approach improves the effectiveness of these systems during emergencies. At present, most of
the commercial applications provide exclusively data acquisition, elaboration and classical results
publication (i.e., tables or time series plots). Additionally, only some of them merge data-set from
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different monitoring systems and produce bulletins or other solutions aimed to inform population
about landslide evolution and related risk level.

Our approach, unlike existing possibilities, is a multidisciplinary solution for efficient hazard
management based on series of informatics tools and on particular strategy for the results
communication. The proposed system is also human-centered, because it unifies science, monitoring
technology, levels of government and pubic [44–46].

We were progressively developing LANDMON and we applied it to several emergency
scenarios [47]. In particular, the most important applications are the Montaguto landslide [5], the Costa
Concordia wreck [48] and the Mont de La Saxe landslide [49]. In the following, we present the main
features of the three phases.

2.1. Phase 1: Data Acquisition Procedures

As introduced in Figure 1, the first phase concerns data acquisition procedures i.e.,
measuring instruments installation, on-site data acquisition, data transfer, storage and organization,
data pre-processing. This structure should be operative for every monitored site and be ready to
acquire data from different instruments.

It is fundamental to point out that an innovative system should be able to work with data-sets
obtained from different types of instruments installed in the monitored area: RTS, GPS, GB-InSAR,
piezometers, meteorological stations, webcam, borehole inclinometers and other geotechnical
instrumentation as clinometers and extensimeter. The network composition depends on monitoring
scenarios, needs and economic issues. Usually, an accurate planning of the monitoring network is
needed, especially in the case of phenomena with heterogeneous directions and velocities of the
moving mass. As a consequence, appropriate network design leads to well-organized and efficient
monitoring system precisely representing the kinematic of the monitoring area, and to success in
hazard management process.

Once the network is ready, the measurements are performed cyclically. For every cycle,
the measurements are acquired at certain date and time. The management of instruments acquisition is
usually managed via ad-hoc proprietary software arranged in a base station positioned directly at the
monitored site. These on-site applications control: (1) frequency of cycles acquisition, (2) acquisition
parameters of the instrument, (3) on-site database, (4) export process to obtain a correct data output.
The measurement output (its structure and content) depends on used instrument. This output usually
is text file containing principal data that describes motion, e.g., displacement in three-dimensional
space (x, y and z) in the case of GPS, or vertical and horizontal angles and distance in the case of RTS.
The local export of new measurement cycle terminates the on-site acquisition.

Every time a new data-set is available, the system transfers it from local monitoring system to the
central server. An internet connection is required in order to transfer and guarantee a continuous flux
of these data. This connection may be provided through GPRS (General Packet Radio Service), UMTS
(Universal Mobile Telecommunication System), LTE (Long Term Evolution), dial-up or dedicated
backbones. The transfer can be done using a dedicated software that uploads the newest file from the
local station to the remote server or the local control station may be queried directly from the remote
server, and transmitted automatically by secure transfer protocol.

Transferred data are uploaded and stored on a dedicated database server for further elaboration.
This step is composed of several actions. First, the raw data is converted into correct metric-scale and
coordinates system depending on the technical specification of the instrumentation used. For every
instrument a dedicated import tool was developed to transform the original data output from
monitoring system in a correct data input for LANDMON. This transformation is fundamental for
multi-instrument interoperability. The use of the same time format and coordinate system facilitates
the comparison of data-sets registered by different instruments. Then, the data-set is filtered and
validated by removing inconsistent data, noisy measurements, spikes, and by handling missing values.
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The elaborated data-set (in the form of input file) is then stored in an unique database that
contains all the data acquired at the same monitored area by different instruments. The most
recent measurements are integrated with the previous ones in the database. When the sequence of
measurements is ready, the data can be analyzed by the modules dedicated to displacement threshold
management, failure forecast and visualization.

2.2. Phase 2: Early Warning Applications

The early warning application developed in LANDMON is composed of two modules. The first
one uses velocity thresholds and defines explicitly the warning level based on the historical monitoring
data. While the second one uses inverse velocity approach to forecast the probable temporal distance
before the collapse. The first module analyses the velocity in a predefined lapse of time with respect
to predefined thresholds [50]. The second module evaluates the propensity to the failure using the
inverse velocity approach proposed by Fukuzono [38]. These modules, in near–real time, acquire the
last measurement session, process the available data-set and produce adequate warnings.

2.2.1. Velocity Threshold Management Module

Design of early warning systems usually starts from defining three levels of attention [26]:
(i) ordinary level, when there is no emergency due to the displacement level below predefined
threshold, (ii) warning level, when the mass movements oscillate above seasonal perturbations,
(iii) alarm level, for critical activation of the unstable area. In our approach, these stages are associated
to predefined velocity thresholds. When the velocity limit of warning/alarm level is exceeded,
the integrated algorithm of EWS automatically sends alert/alarm messages, e.g., via SMS and/or
email to the responsible authorities. After warning, the authorities have often to decide about the
activation of specific civil protection procedures. According to the location and possible evolution of
the monitored phenomenon, these procedures may include interruption of roads and railway traffic,
evacuation of facilities located in the risk zone, and every kind of actions aimed at providing overall
safety. The check of thresholds exceeding is executed in near-real time every time new measurements
are available. The algorithm checks the warning status based on the last monitoring result, and if the
threshold level is exceeded, it activates the predefined procedures to alert decision makers about the
current landslide status. This module has been tested under various critical conditions. For example,
we applied it during the critical phase of the Mont de La Saxe rockslide occurred in 2014 to support
the landslide management team [49]. For further details about Mont de La Saxe landslide see Crosta et
al. [7,51] and Alberti et al. [33]. This module was regularly updating decision makers on the evolution
of the slide during the most active phases via SMS and with displacement graphs via email. Thresholds
were verified for each new measurement session (every hour). SMS and emails were sent every time
landslide activity changed. Bulletins were issued weekly, but in the most critical period, they were
issued daily.

2.2.2. Near-Real Time Failure Forecasting Model

As described before, EWSs are usually composed of three levels of attention. These levels are
determined according to directly measured values of the moving mass. Consequently, this imposes
underestimated values for the alarm level, in order to maintain a proper margin of safety. Unfortunately,
this approach does not provide any kind of prediction about possible evolution of the landslide, making
a classical EWS incomplete and sometimes inefficient. In such a case, the time between the alarm level
and the eventual failure (partial or total) is unknown. This fact may be inconvenient for authorities and
decision-makers who are in charge of management of emergency scenarios, and who are responsible
for the safety of humans and/or public wealth. In this context, the use of modeling techniques seems
to be a reasonable solution to estimate eventual ToF of landslide phenomena.

Starting from Fukuzono method, we proposed a new approach to forecast ToF by considering
near-real time monitoring [42]. Fukuzono approach, also known as the inverse-velocity method,
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uses the evolution of inverse value of surface velocity (v) as an indicator of the ToF by correlating the
failure with v−1 tending to zero [38].

Large landslides during their final stage of failure often follow abrupt evolution that correspond
to the tertiary creep behavior. Under such conditions, especially when human lives come into play,
it is very important to choose a method with quick implementation, calculation and use. Fukuzono
method has an easy and efficient approach, and therefore, due to its simplicity, it is suitable for EWSs
and it was integrated in LANDMON to model ToF.

Our model takes the advantage of near-real time data acquired from the monitoring network
system. We combine inverse-velocity method, interpolation techniques and statistical methods.
In particular, we apply linear regression analysis to describe the function of inverse velocity Iv by fitting
its discrete points using the least square approach. According to the mentioned Fukuzono method,
the root of the resulting equation of the linear regression provides an estimated ToF. This procedure
is then repeated for N-times by means of bootstrap re-sampling procedure [52]. Therefore, we can
define the confidence intervals, considering 5% and 95% tiles among N-times estimations of ToF.
In addition, the accuracy of linear relation between the model best fit and the data is verified by
calculating the Pearson correlation coefficient CC. For more details, the reader may refer to Manconi
and Giordan [42,49].

Presented failure time estimation approach uses confidence intervals (5% and 95% tiles) to describe
time range for the highest probability of failure, and normalized CC values to describe reliability R of
the computed forecast model. We have used this reliability value (in percentage) to define additional
threshold for LANDMON EWS as an auxiliary support for early warning purposes. For example,
when R is sufficiently high, automatic message for expert operators can be generated.

Figure 2 introduces the adopted concepts for EW, which couples threshold-based EW and failure
forecasting. A hypothetical velocity evolution of the landslide point (see the curve on Figure 2) presents
a commonly observed landslide behavior toward failure, and it is plotted together with the elements
of developed EW (alarm and warning limits, model reliability thresholds).
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Figure 2. Schematic representation of the adopted approach for early warning applications: coupling
threshold-based EW and failure forecast model. The curve presents a hypothetical velocity evolution
of the landslide point, which represents usually observed behavior toward failure. The figure adopted
from [49].

To exploit ToF results and to make possible the use of thresholds, we adopted the value of
reliability R in the EW system. R is a good indicator of the forecast estimation and for this reason
it can be used to check if the forecast gives a high probability of failure. For example, during Mont
de La Saxe emergency scenario in April 2014 [49], we considered a number of R ranges, as follows:
(i) for 50% < R < 60% the model reliability is low, failure is unlikely but the situation must be surveyed;
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(ii) for 60% ≤ R < 75% model reliability is medium, a failure within the estimated ToF range starts to
be likely; (iii) for 75% ≤ R < 90% model reliability is high, a failure within the estimated ToF range
is likely; (iv) for R ≥ 90% model reliability is very high, a failure within the estimated ToF range is
highly probable.

The method application is presented in Figure 3. It is an example of real computation that was
performed on 16 April 2014 during the Mont de La Saxe emergency. On Figure 3A we present a one
month velocity evolution of five prisms, and on the following plots (B, C and D) the forecasting
results for the prism B4. The model reliability R can be obtained for several calculation time windows
(CTWs, data acquired over last 12 h, 24 h, 48 h, 1 week, etc.). Plots B, C and D show the results of our
methodology for three CTWs, respectively 7-days, 2-days and 1-day.
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Figure 3. Mont de La Saxe landslide inverse velocity computations. One-month velocity evolution of
five prisms (image A), failure time range forecasting and corresponding model confidence R obtained
for seven-days CTW (image B), for 2-days CTW (image C) and 1-day CTW (image D).

As output, the algorithm provides predicted failure time range, best fit and confidence of the
model. Additionally, we marked the moment of the real collapse of the landslide, in order to present the
efficiency of this approach. In conclusion, the results of the presented procedure can be summarized as
follows: if the landslide velocity keeps increasing as in the last calculation time window, the probability
of a failure within the estimated time of failure is equal to the model reliability.

If the landslide evolution follows the law of creep, the use of ToF can be a great support for
decision makers because it gives not only a description of the actual status as velocity thresholds
provide but also a forecast. The indication of possible evolution can be an important information
for managing the civil protection procedure. The resulting time of failure is shared exclusively with
experts, who are qualified to interpret this result, to evaluate the level of reliability and to exploit it
during the most critical phases of emergency.
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2.3. Phase 3: Monitoring Results Representation and Dissemination

Usually, monitoring data are presented in the form of tables or time series plots. These typologies
of representation may be clear for experienced people who are familiar with monitoring data.
However, natural hazard management process involves directly also non-expert people and such
data representations may be difficult to interpret, especially for population who is the terminal of
this process. For this reason, in addition to time series plots of measured quantities (displacement,
precipitation, temperature), we have developed an illustrative approach (©3DA) to represent the
monitoring results, i.e., surface displacement representations in 2-and 3-dimensional space and
three-dimensional arrows showing real direction of motion [40].

©3DA represents surface displacement as magnitude maps by interpolating the punctual
monitoring data-set over the given Region Of Interest (ROI). Moreover, ©3DA visualizes the measured
displacement by means of 3-dimensional arrows at initial measurement points. Such a representation
shows magnitude, intensity and direction of displacement measured at this particular point.
The referenced results of ©3DA algorithm can be projected on various representations of the monitored
area, e.g., digital terrain model (DTM), ortho-photograph, perspective photograph, image obtained
from Google Earth/Google Maps or from any other service. The advantage of having many possible
backgrounds is the possibility to identify the best representation.

©3DA, integrated within LANDMON, can automatically produce the magnitude maps few
minutes after each measurement session, which is an important characteristic especially during
emergency conditions. Thanks to the configurability of ©3DA subroutine, this approach can be
easily adapted to the hazard conditions under study. ©3DA can be considered as an incipient of
the developed and later adopted in LANDMON communication strategy. The aim of this strategy,
described in the following section, is a correct and effective dissemination of monitoring results.

The main element that we consider for the definition of our dissemination strategy is the different
background of stakeholders, which requires a different approach for the communication of available
monitoring results. The dissemination of monitoring results, which is often underestimated by
engineering geologists, is extremely important in particular during emergencies, when the time for
making a decision (like evacuation or other important actions oriented to damage limitation) is limited.

All monitoring network management solutions consider, after the measurement session,
in near–real time a data post-processing and the on-line publication on dedicated website. Accredited
users may consult the monitoring results few minutes after the measurement session was completed.

In our system, the latest update of monitoring results is highlighted on the website in a synthetic
form, providing a rapid and effective overview of the status of the monitored phenomenon. Content of
presented results depends on the characteristics of installed monitoring network. However, the most
common data are webcam view, meteorological data (e.g., precipitation and temperature plots),
©3DA elaborations, and time series plot of quantities measured by installed instrument (e.g., RTS,
GB-InSAR, GPS). The users may also explore results history by selecting a predefined period (day, week,
month, or total) or to use an interactive application to plot desired period.

Our dissemination strategy considers the on-line publication of monitoring results and the use of
bulletins. According to United Nations studies, each EWS must be human-centered [44,45], considering
either emergency condition or educating population at risk, so that response to warning is efficient.
For this purpose, we developed a single-page informative bulletin dedicated to non-experts. The aim
of this bulletin is supporting decision-makers and informing the population. Inside LANDMON,
the bulletin is generated automatically through the bulletin generator tool, which is compatible with
every point measurement data set e.g., target displacement provided by RTS, GPS, or GB-InSAR.
An example of such a bulletin is shown in Figure 4. For more details about synthetic bulletin and
automatic generation procedure, the reader may refer to Wrzesniak and Giordan [43].
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the real data-set, relative to RTS (Robotized Total Station) measurements of the period 6–7 April 2014.
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The possibility to configure input data and parameters of the algorithm makes this tool flexible
and quickly applicable for various scenarios. This tool can operate in near–real time generating the
bulletin either continuously with desired frequency (every month, week, day or every 12 h) or within
EWS (when the threshold is exceeded the bulletin is generated and attached to the warning message).

In general, the main difference between bulletins and time series of other graphics published
on-line is that bulletins are not a simple representation of last monitored data, but an analyzed and
commented representation of the landslide activity.

2.4. Communication Strategy of Landslide Monitoring Results

As mentioned before, one of the most important element that we considered for the definition
of a correct communication strategy are needs and background of stakeholder. In order to adopt
a “usable science” approach [53], owners of monitoring data are responsible not only for a correct
acquisition and analysis, but also for a correct dissemination of obtained results. The correct
dissemination makes the difference between a simple monitoring data management and an effective
support to decision-makers and population in particular during emergencies. In Giordan et al. [41] and
in Wrzesniak and Giordan [43], we proposed the identification of different groups of people, according
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to their role in the emergency management and their background. In particular, we determined four
group-types: GROUP-1, GROUP-2, GROUP-3, and POPULATION. The identification of characteristics
of stakeholders in terms of background and needs is fundamental for a correct definition of the best
communication procedure. In the following a brief description of different defined groups.

GROUP-1 is dedicated to government members (mayor, council members, politicians, etc.).
They are usually responsible of the final decision regarding the overall safety. However, their technical
background on natural hazards can be limited, so they need a clear overview of monitoring results
and current risk level. They also speak to the population, they alert the public about the immediate
risk, and they run educational programs to increase risk awareness among the population. The need
of this group is a simplified description of the recent landslide evolution and the actual risk level.

Engineers, geologists, and technicians (for example Civil Protection Agency members) are
assigned to the GROUP-2. They have a necessary background and experience in order to perform
technical analysis and to support GROUP-1. The need of GROUP-2 is a detailed description of landslide
evolution, actual warning level, and last results of failure forecast model.

GROUP-3 is composed of experts, mainly engineers and geologists, who are highly specialized
in hazard monitoring and EWSs. They are responsible of development and efficiency of monitoring
networks and of data analysis, validation, and elaboration. For this reason, they need direct access to
raw data to check that the system is working correctly.

As POPULATION, we consider all people indirectly involved in the emergency management.
The correct involvement of population is mandatory for they correct perception of the risk level due
to the landslide evolution. Only a well-informed population will response correctly during the most
critical phases of the emergency.

After defining the main groups’ characteristics, we identified one of the most important goal of
our communication strategy, which is how we can communicate monitoring results to stakeholders.

Figure 5 shows a schematic representation of the relationship between dissemination, complexity,
and comprehension of monitoring results representations with respect to the identified groups.
For example, it is shown that there is a direct relationship between the ability of each group to
understand monitoring data and the number of members of this group. In this image, GROUP-3 is
an end-member because it is often composed by a few people with a dedicated background and the
ability to understand even the most complex representations. On the opposite side of the scheme,
the other end-member is the POPULATION, which is the largest group of people. Even if the
background may vary in this group, we have to consider them to have a limited ability to comprehend
landslide monitoring results. For this reason, this group needs to be informed with simplified
representations. If such simplification of results communication is not provided, the complexity
of adopted representations could hamper the comprehension of the real level of risk and reduce the
propensity of the population to cooperate.

To fulfill these necessities, we adopted in our strategy the ©3DA approach [40] that has been
developed to represent of the same data-set in many ways with different levels of complexity.
In Figure 6, three possible representations of the same RTS data-set are compared. In particular,
in images A and B, the data are presented as surface deformation maps with three-dimensional arrows,
and as time-series plot of line-of-sight displacement in image C. In image A, a perspective photograph
of the landslide is used as a background. This representation is particular effective for population
because it represents a simplified representation of the slope and of the actual instable area. Image A
also provides a geographic location of the active parts of landslide, which may facilitate overall
understanding of the situation. For this reason, the representation in image A is destined to GROUP-1
and POPULATION.
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Figure 5. Schematic representation of the relationship between the amount of people to be informed
(dissemination process), the complexity of monitoring results representation, the number of people able
to understand it and Groups. GROUP-1, -2 and -3 are directly involved in the landslide management
and they compose landslide monitoring team. Population is indirectly involved in this process.

Representation presented in image B is more suited for GROUP-1 and GROUP-2. It provides
the distribution of landslide activity and the elements at risk (e.g., civil houses, public buildings,
transportation structures) thanks to a broader ortho-photograph used as a background. Image C is
mainly dedicated to GROUP-2 and GROUP-3 because it requires specific knowledge and experience
in landslide monitoring to understand the real meaning of this representation. However, if correctly
interpreted, this image is the most representative for the comprehension of the evolution of each single
measured target and for the relation between the recent movement rate and the threshold.
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Figure 6. Examples of different representations of the same data-set. The used data are relative to
RTS measurements for the period 6–7 April 2017 for Mont de La Saxe landslide. Surface deformation
maps (based on line-of-sight displacement) and three-dimensional arrows (based on displacement
measured in three directions) are overprinted over frontal view of the landslide (image A) and over
ortho-photograph of the landslide with neighborhood area (image B). Image C presents time-series
of line-of-sight displacement of the measured targets with warning and alarm zones. These plots are
generated by ©3DA.
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Another important element that we adopted in our communication strategy is the simultaneous
use of near–real time results representation on the website and periodical bulletins, as presented in
Figure 7. Our system is able to manage automatically a large flux of monitoring data, from their
acquisition to the on-line publication. From the communication point of view, this possibility plays
an important role in hazard management, because it can provide a fast and effective update of the
latest monitoring results. LANDMON is able to provide an update of monitoring results few minutes
after the measurement and processing session is completed. The main limitation of infographics and
plots published on the website is the lack of comments and interpretations, which are a key element of
adopted bulletins.
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Decision-makers usually need also a detailed analysis and interpretation of available dataset and
that is why we adopted in our communication strategy also different periodical bulletins. We defined
three different types of bulletins that contains a different quantity of information and have different
communication targets: (i) single page bulletin, (ii) extended bulletin, and (iii) operative monography.

The single page bulletin was described in the previous chapter and it is mainly dedicated to
people with limited experience in landslide monitoring (GROUP-1 and POPULATION). This simplified
version is the most effective way to communicate the recent level of monitored landslide evolution.

The graphic layout of single page bulletin was designed with special focus on communication
aspects so the monitoring results are presented in clear, illustrative and quickly interpretative manner.
To achieve this goal, we used infographic techniques to integrate variety of information relative to
landslide evolution. Infographics visualize complex data or information in illustrative form, which can
be easily understood by the audience [54]. This bulletin presents current displacement status in the
form of magnitude map of analyzed physical quantity with three-dimensional arrows associated at
the targets location showing the real direction of the motion; all these components are overprinted on
the photograph representing monitored area (see Figure 4 for an example). Additionally, we provide
information about movement tendency and general activity of monitored phenomenon, and we present
them by means of infographics. The bulletin algorithm analyzes the numerical data-set and translates
the results into appropriate graphical representation, which is an optimal solution for straight forward
communication, especially to non-expert people, e.g., three-dimensional displacement into an arrow,
displacement trend into a simple tachometer icon, activity level into an eye-catching logo colored with
traffic light graduation (see Figure 4 for these elements).

The extended bulletin is a more detailed and complex version of the single page bulletin.
This highly detailed bulletin contains all the available data collected in a defined time interval.
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The complexity level is elevated because it is aimed at people with a specific background. This bulletin
is prepared in the style of a technical report that describes and comments on the latest update of the
monitoring results.

The main purposes of such bulletin are to (i) supply a complete description of the results obtained
by the monitoring network in the considered period, (ii) identify and validate eventual trend changes
with respect to the previous period and to the same period in previous years, and (iii) to audit the
results in terms of eventual updates of the current monitoring network.

The third proposed bulletin is the Operative Monography. This document was designed to
host with a standard format all the available information about the monitored landslide. The ICAO
(International Civil Aviation Organization) operation manual inspires the Operative Monography
structure. A complete description of this document is described in Giordan et al. [53].

3. LANDMON Improvement and Application to Several Case Studies

The presented approach is the product of many years of experience in the management of
emergencies of slope instabilities, as well as other natural and anthropic hazards. Table 1 summarizes
some of the most representative case studies were our system was applied and the improvement
that we added step by step. The following case studies are listed in the table: Paganica fault [55],
Montaguto earthflow [5,24,40], Costa Concordia wreck [48,56], Mont de La Saxe rockslide [7,41–43,49],
Calatabiano landslide [21], and Ponzano landslide [20,57]. The main characteristics of each emergency
(year, type, elements at risk) are presented. Furthermore, we listed the LANDMON modules applied to
each case. The evolution of LANDMON can be noticed, as more and more modules were implemented
over the years and applied on the new cases.

The emergency of Mont de La Saxe (2014) represents the first complete test bench for our system,
as the complexity of monitoring network and the availability of various types of monitoring data
allowed the development of the complete set of modules.

Mont de La Saxe is a large and complex slope instability located in the region of the Aosta
Valley in northern Italy. Its unstable volume is of ca. 8 × 106 m3 [7,51], and it hazards a part of
Courmayeur municipality and access road to the Mont Blanc Tunnel, an important connection for
trans-Alpine transport. Due to these characteristics, the continuous and automatic monitoring of
surface displacement has started in 2009.

Some examples of application for La Saxe case can be found in the present manuscript.
Figure 3 shows the results of failure range forecasting module. Figure 4 presents, as an example
of communication strategy, a daily single-page bulletin (developed in 2014, validated, and automatized
in 2017). Figure 6 shows the application of automatic data processing and communication strategy.

Table 1. Temporal development of the system.

Emergency Name

Paganica Fault Montaguto
Costa

Concordia
Wreck

Mont de La Saxe Calatabiano Ponzano

Year 2009 2010 2012 2013 2014 2015 2017

Type Post-earthquake
fault movement Earthflow Vessel wreck Rockslide Landslide Landslide

Elements at risk
Main water
pipeline of

L’Aquila city

National road
and railway

Coastal
environment
and seawater

Inhabited zones,
access road to Mont

Blanc Tunnel

Main water
pipeline of

Messina city

Old town of
Ponzano village

Applied modules

automatic data
acquisition and

transfer
x x x x x x x

automatic data
processing x x x x x x

on-line data
publication x x x x x x
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Table 1. Cont.

Emergency Name

Paganica Fault Montaguto
Costa

Concordia
Wreck

Mont de La Saxe Calatabiano Ponzano

threshold based EW x x x x x

time failure
forecasting x x x x

failure range
forecasting x x x

Communication
strategy 1 x x x

1 Since 2017, communication strategy includes automatic single-page bulletin.

4. Discussion

In the last decades, the development of complex monitoring systems was focused on the
technological improvements, which enabled quick automatic data acquisition, and dissemination
of warnings and monitoring results. RTS, GPS, and GB-InSAR are only a few examples of possible
instruments that can be adopted for the acquisition of physical variables and used for monitoring
network architecture. Currently, monitoring systems are also used to support decision-makers and to
inform population at risk.

The large availability of automatic and reliable monitoring sensors triggered the diffusion of
EWSs. Modern monitoring systems provide a large amount of accurate measures at high sampling
rates, so they are widely used to set early warning thresholds. However, the use of threshold-based
approaches is characterized by the well-known difficulty to establish the threshold levels. These values
are often conservative, and their underestimated values can produce reiterated alerts/alarms without
a real failure. If the analyzed variable (e.g., superficial displacement or its derivative) exceeds the
predefined threshold without real changes in the stability of the slope, the management procedure can
reach a critical phase, which can be worsened by continuous alarms over a long period. The solution to
avoid such a critical phase may be the revision of threshold values, or the use of supplementary models
that can be useful in these particular conditions. As introduced before, LANDMON incorporates
failure-forecasting model dedicated to early warning purposes (see Section 2.2.2).

To forecast ToF, we combined inverse velocity and statistic methods, thus the results should be
always interpreted with regard to probability. This is why, in our opinion, describing a time range when
the failure may occur is more adequate than trying to define an exact time of failure. Our goal was to
develop an efficient module for LANDMON, which helps in near–real time the management of the
early warning systems in the most critical phases and provides as many information as possible about
landslide status during the emergencies. However, the aim of such EWSs is to support decision-makers,
not to replace them. Technicians must first consult the results of the monitoring network and later
associate them with other factors as weather conditions, previous landslide behavior, and experience
in order to adopt an adequate decision.

The availability of large amount of near–real time monitoring data can be an advantage on one
side, but on the other, it can create issues related to the management and to the processing of these
data. LANDMON has been developed to deal with this large influx of data. Moreover, LANDMON
recognizes another important aspect that often underestimated by classical technological solutions:
the dissemination of results and the management of the available data.

The management of hazard monitoring networks is an interdisciplinary activity due to variety of
involved people (engineers, geologists, technicians, politicians, council members, population, etc.).
All these people participate (directly and indirectly) in this process, thus the collaboration among them
is necessary. Our experience, in particular in the management of landslide emergencies as scientific
advisor of National Civil Protection Agency, evidenced that the lack of correct communication strategy
for monitoring results dissemination can be critical. For this purpose, beside hardware and software
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developments, we focused on communication aspects. We developed an appropriate communication
approach, which we adopted in LANDMON. The assumption of our communication strategy is that
monitoring systems can be considered efficient only if all involved people are able to understand the
results produced by these systems. From this point of view, LANDMON is not just a system composed
of technological features but also an expression of the communication strategy that supplies different
monitoring results representations according to the stakeholders’ background.

As presented in Table 1, LANDMON is the result of many years of experience in the management
and monitoring of various hazardous scenarios. We developed LANDMON mainly for applications in
the field of geohazards like landslides [24,41], but we also considered other experiences as the hazard
management in anthropic environment like open pit mines [58] or cultural heritage sites [59].

In many applications, LANDMON considers not only the natural process but also the stability of
elements at risk like buildings and infrastructures, which are usually integrated within the instable
areas. For example, the water pipeline of Paganica fault [47,55] and Calatabiano case studies, as well
as the buildings and retaining wall of the old town of Ponzano [20], were subject to monitoring
together with main landslide evolution. Another example of unusual application of our system is the
monitoring of Costa Concordia wreck [48].

The first case study shown in the Table 1 is Paganica fault (2009), when only the “automatic data
acquisition and transfer” module was implemented. In the following years, due to growing social
requirements and technological possibilities, we developed more modules in occasion of Montaguto,
Costa Concordia and Mont de La Saxe (2013) case studies. The first complete LANDMON system
was finally implemented for Mont de La Saxe (2014) case study, where we successfully applied our
communication strategy during the emergency. Our complete system was later used to manage
Calatabiano and Ponzano landslides.

5. Conclusions

In this paper, we presented LANDMON (LANDslides MOnitorng Network), a multidisciplinary
solution for effective management of monitoring networks used for the complex landslides evolution
control. The developed modular approach can be adopted also for others emergencies that should be
managed using complex monitoring systems. We developed and tested this approach and its modules
in several landslide-related emergencies like Montaguto or Mont de La Saxe.

The proposed method is a sequence of computerized tools and a more structured procedure that
considers technological, computational, and communication aspects.

The first aspect of LANDMON considers a modular organization of applications, which can be
configured according to the characteristics of the monitored site. These features guarantee flexibility in
application for various scenarios, not only related to landslide monitoring, but also to the monitoring
of other hazard types, like open pit mines, buildings, and dams. All developed modules may be
executed automatically and queried in the main process to perform the cycle in automatic mode from
acquisition to dissemination.

Following the technological aspect, the system development focused on a more complex
management of early warning by integrating a failure forecast modeling. This module provides
a prediction about possible evolution of the landslide when the ”classical” threshold-based alarm level
is exceeded. Additionally, the supplementary alarm threshold is determined based on reliability of the
implemented model.

The last aspect of LANDMON is the communication strategy. The proposed approach considers
the needs and backgrounds of users, as it follows the principles of usable science by translating
complex data sets into adequate representations for the receivers. This communication strategy
carefully considers the population at risk, which is the real end-user of monitoring systems,
by providing a dedicated solution. In particular, the last monitoring results are disseminated by
means of a single-page informative bulletin where the landslide status is presented using infographic
techniques to obtain clear, illustrative, and quickly interpretative overview. The use of user-friendly
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representations of complex data is a key point for a correct communication of real risk level that should
be easily transmitted to the population, especially during emergencies.

Therefore, LANDMON is a complex, automatic, complete, and self-contained system designed
for efficient acquisition, analysis, and appropriate representation and dissemination of the monitoring
data. This system merges engineering with communication aspects, improving the effectiveness of
the management of monitoring network and providing a sustainable risk management approach for
active landslides in urbanized areas.
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Abstract: This study aims to analyze and compare the importance of feature affecting earthquake
fatalities in China mainland and establish a deep learning model to assess the potential fatalities based
on the selected factors. The random forest (RF) model, classification and regression tree (CART) model,
and AdaBoost model were used to assess the importance of nine features and the analysis showed
that the RF model was better than the other models. Furthermore, we compared the contributions
of 43 different structure types to casualties based on the RF model. Finally, we proposed a model
for estimating earthquake fatalities based on the seismic data from 1992 to 2017 in China mainland.
These results indicate that the deep learning model produced in this study has good performance for
predicting seismic fatalities. The method could be helpful to reduce casualties during emergencies
and future building construction.

Keywords: earthquake fatalities; deep learning; random forest; feature importance; structure type

1. Introduction

Earthquakes impose a large number of threats to the Chinese (Table 1). If there is a proper rapid
estimation of the number of casualties in an earthquake, the impact and losses of the disaster could
be decreased [1]. The human and material resources of emergency management can be allocated by
predicting the death toll [2]. We use the surface-wave magnitude (Ms) in the study. According to the
current emergency response regulations of relevant Chinese departments, the following categories
of emergency personnel and materials are obtained: (1) When the magnitude is less than 6 and the
predicted number of deaths is 0–10. The government will need 10–50 emergency personnel and 200–300
tents; (2) When the magnitude is greater than or equal to 6 and less than 6.5, and the predicted number
of deaths is 0–10. The number of emergency personnel is 50–100, and the number of tents is 1000–3000.
(3) When the magnitude is greater than or equal to 6.5 and less than 7, and the predicted death toll is
0–10, 200–500 emergency personnel and 3000–5000 tents will be needed. If the predicted number more
than 10, 500–1000 emergency personnel and 5000–10000 tents will be needed. (4) When the magnitude
is more than 7 and the death toll is less than 10, 500–1000 emergency personnel and 5000–10000
tents will be required. When the death toll is between 10–100, 1000–5000 emergency personnel and
10000–20000 tents will be required. When the death toll is 100–1000, 5000–10000 emergency personnel
and more than 20,000 tents will be needed and (5) when the number of deaths is greater than 1000,
it is necessary to draw the necessary emergency personnel and material distribution according to the
specific economic and political conditions in the local area.
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Table 1. Earthquake disaster losses in China mainland from 1992 to 2017, including the number of
death and injured people and the economic costs. The unit of the economic loss is Chinese Renminbi
Yuan (CNY).

Year Deaths (People) Injured (People) Economic Costs (CNY)

1992 5 480 1.60 × 108

1993 9 381 2.84 × 108

1994 4 1378 3.29 × 108

1995 85 15024 1.16 × 109

1996 365 17956 4.60 × 109

1997 21 150 1.25 × 109

1998 59 13631 1.84 × 109

1999 3 137 4.74 × 108

2000 10 2977 1.47 × 109

2001 9 741 1.48 × 109

2002 2 360 1.48 × 108

2003 319 7147 4.66 × 109

2004 8 688 5.78 × 108

2005 15 867 2.63 × 109

2006 25 204 8.00 × 108

2007 3 419 2.02 × 109

2008 69283 377010 8.59 × 1011

2009 3 404 2.74 × 109

2010 2705 11088 2.36 × 1010

2011 32 506 6.01 × 109

2012 86 1331 8.29 × 109

2013 294 15671 9.95 × 1010

2014 624 3688 3.56 × 1010

2015 33 1217 1.80 × 1010

2016 2 103 6.68 × 109

2017 37 638 1.48 × 1010

However, there are many factors which may affect fatalities, and not every factor has a decisive
impact on earthquake casualties. Therefore, it is also necessary to select a suitable method to evaluate
the importance of each factor.

Linear models are the most constantly used methods for assessing feature correlation [3].
In reference [4], the research has given the relationship between human losses and factors such
as population density and the intensity and magnitude of the earthquakes based on the linear models.
Nevertheless, due to the uncertainties and fuzziness in the data of the factors [5], integrated ensemble
models were proposed and applied to the feature importance assessment models [6–9] for the purpose
of improving accuracy and generalization ability of the traditional linear models [10]. In the present
studies, the excellent performance of ensemble algorithms on prediction ability and generalization
capacity has been proven better than the linear models [3]. However, so far, no research has been
conducted to evaluate the importance of influencing factors and different structure types on earthquake
casualties using machine learning methods. Previous studies of earthquake casualties based on
experience directly gave influencing factors [2,11] and structural types [12] or based on the statistical
methods gave [13].

Different methods were developed to estimate the casualties in earthquakes. Most studies used
empirical analysis methods [12,14,15] and some software systems to assess casualties. For instance,
geographic information system (GIS) [11,16], the U.S. Geological Survey’s Prompt Assessment of Global
Earthquakes for Response (PAGER) system [17] and the Disaster Management Tool (DMT) software [18].
In reference [18], the authors present the casualty estimation model, which is part of the DMT software.
The model is based on the evaluation of laserscanning data that collected by the airborne sensors and it
also can be used to detect collapsed buildings, to assess their damage type, and to compute the number
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of the trapped victims for each collapsed building. The PAGER system, made recourse to the EERI
World Housing Encyclopedia (WHE) project (including the non-engineered building) [19], can estimate
the fatality for large earthquakes in the two hours [17]. However, these systems cannot assess losses in
a few minutes. Empirical methods usually established linear models that were evaluated by fitting one
or more functions [20]. These models have many disadvantages: the workloads tend to be large and
the amount of data small; the abnormal points were usually deleted instead of calculating fit together
within the models; and they have strong subjectivity. These shortcomings can be compensated by
neural networks in the field of machine learning [21].

With the rise of machine learning algorithms, some studies of estimating fatalities based on
back propagation neural network (BPNN) method have begun to emerge [21]. Because of different
earthquakes of intensity, population density, and different structure types, it is extremely perplexing
to define a certainty relevance to evaluate fatalities caused by an earthquake. Hence, deep learning
method, with its abilities to estimate perplexed relevances, could be an outstanding method to evaluate
fatalities. However, BPNN method is not a very perfect network, it has many shortcomings: (1) The
convergence speed is too slow and it takes hundreds or more than hundreds of times to learn to
converge [22]; (2) it cannot guarantee convergence to a global minimum point [23,24]; (3) there are
a number of hidden layers and neurons in that are not theoretically guided, but are determined
empirically, thus, the network tends to be large [22]—the redundancy invisibly increases time of
network learning [25]; and (4) learning and memory of the network are unstable. Deep learning
optimization algorithms can improve the shortages of BPNN method.

Therefore, we assessed the importance of the factors based on three machine learning methods
and selected the random forest algorithm as the optimal classifier. At the same time, we evaluated
the contribution degree of 43 different structure types based on the random forest algorithm. Finally,
the deep learning assessment model was established with the factors of population density, magnitude,
focal depth, epicentral intensity, and time. Figure 1 shows the flowchart of the entire assessment process.
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2. Features

2.1. Data

An important question, in human losses expected studies, is whether or not a conditioning
variable is actually useful and needed for the assessment and prediction. There are many factors
affecting the casualties of earthquakes, such as the intensity of earthquakes, the vulnerability of houses
and the economic development in earthquake areas. However, some factors do not have data for every
earthquake. We chose the following ten features: date, time, magnitude, epicentral intensity, abnormal
intensity, focal depth, secondary disasters, population density, economic situation, and damage ratio
of different structure types.

1. The regularity of people’s working and resting time makes the differences of earthquake occurrence
time have a great impact on the fatalities [4,13]. Time was divided into two parts of this study:
daytime (7:00–21:00) and sleeping time (21:00–next7:00).

2. Magnitude is a parameter to measure the energy release by the seismic wave, generally, the greater
the magnitude, the greater the disaster caused. The magnitude is expressed by the surface wave
magnitude Ms commonly used in China.

3. Considering the seismic source as a point, the vertical distance from the point to the ground is
called the focal depth. Often, the smaller the focal depth is, the closer to the epicenter and the
greater the damage caused.

4. In general, the higher the intensity, the greater the casualties [4]. This study used the epicenter
intensity listed in the Earthquake Disasters and Losses Assessment Report in Chinese Mainland.

5. Population density has a great impact on the number of earthquake deaths [4]. There are
obvious differences between densely populated and more sparsely populated areas. For example,
the population density in Tibet province is low and there are even existing places where no
people, hence, the casualties in the earthquake are bound to be small. Conversely, high population
densities contribute to an increase in the number of deaths [2]. The location of the epicenter can
be obtained from the China Earthquake Networks Center after an earthquake, and the population
density can be obtained from the data published by the Statistical Bureau.

6. Generally, seismic intensity decreases with increasing distance from the epicenter. But high
intensity points appear in low intensity areas, or, conversely, for reasons such as geological
structure, topography, and the superposition of deep seismic reflection waves, which is called
seismic intensity abnormally. The abnormal intensity in this paper refers to the occurrence of
high intensity points in low intensity areas, which often aggravates disaster losses. Abnormal
intensity was expressed in two cases: yes and no.

7. The economic situation has a great impact on disaster losses [4]. Usually, the better the economic
situation, the lighter the disaster will be in the same earthquake intensity, and the higher
the population density will be in the concentrated areas of social wealth. According to the
situation mentioned in the Earthquake Disasters and Losses Assessment Report in Chinese
Mainland, the economic situation was divided into seven categories, from top to bottom,
the economic situation is getting better: (1) national poverty region; (2) special poverty area,
deep poverty area, remote and poor mountainous area, remote and poor area, border poverty
areas, provincial poverty region, remote area; (3) minority poverty area, general poverty area;
(4) financial deficit area; (5) economically backward area, minority area; (6) general area; (7) western
medium-developed areas.

8. Secondary disasters will cause secondary damage to the disaster area. The impacts cannot be
underestimated: they mostly manifest as mountain collapse, landslide and debris flow, and very
few are the result of fires. They can only be divided into two cases in this study due to the small
number of generations: yes and no.
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9. Most of the fatalities are caused by building damage [2] and this factor is vital to the number of
deaths [13]. Therefore, this paper chooses the damage ratio of houses as the feature. Damage
ratios consist of collapsed structures, heavy damage, moderate damage, and slight damage.

10. Different earthquake occurrence dates can sometimes lead to aggravation of earthquake damage,
for instance, rain and snowy weather will affect rescue efforts. Dates were processed quarterly,
and a year is divided into four quarters in this study.

2.2. Importance Assessments of 9 Features

The selected supervised classifiers are the random forests (RF), adaptive boosting (AdaBoost)
and classification and regression tree (CART). The CART algorithm, a decision tree model and a
non-parametric data mining method, has many advantages including ease of handling numerical and
categorical data and multiple outputs situations [25]. The CART algorithm is a component learner with
gini features, such as division standard, while ensemble learning combines multiple weak classifiers
using different methods. The most common methods of ensemble learning are bootstrap aggregating
(bagging) method and boosting method, in which bagging is a parallel algorithm and boosting is a
sequential algorithm. The RF algorithm, the expansion of bagging method, exploits random binary
trees to discriminate and classify data [7]. The AdaBoost approach, a boosting algorithm, constructs
a strong classifier with weak classifiers and updates the weight of samples based on learning error,
as shown in Figure 2. Each sample in the training data is given equal weight α at first. A weak classifier
is trained on the training data and the error rate ε of the classifier is calculated. Then, the classifier
is trained again on the unified data. The ε will be increased while αwill be reduced to the first
classification on the second training classifier. AdaBoost calculates ε of each weak classifier and assigns
α to each classifier. In Figure 2, the first row is the data set, where the different width of histograms
represents different weight on each sample. The data set will be weighted by α in the third row after
passing through the classifier [26]. The final output is obtained by summing the weighted results.
The the error rate ε (Equation (1)) and the weight α (Equation (2)) are calculated as follows:

ε =
N1
N2

(1)

α =
1
2

(1− ε
ε

)
(2)

where N1, N2 are the number of incorrectly classified and classified samples, respectively.
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We worked with the CART, RF, and AdaBoost models implemented in the jupyter of the Anaconda
Navigator. Data was generally required to be standardized in machine learning. We used the
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StandardScaler preprocessing method of the sklearn function library to process the magnitude,
focal depth, epicentral intensity, and population density. Equation (3) presents the process:

x = (x− µ)/σ (3)

where x is the features, µ is the mean of the data and δ is the variance of the data. The parameters
selection of each model is shown in Table 2. Table 3 presents the result of verifying the model with
cross validation score function in sklearn function library. And the importance of nine features in
casualty assessment is shown in Figure 3.

Table 2. Parameters of random forest (RF), CART, and AdaBoost (Unset parameters were used as
default parameters in sklearn, AdaBoost has two classes of classification algorithms SAMME and
SAMME.R, among which SAMME.R is better based on class probability).

Random Forest CART AdaBoost

number of estimators = 82
number of jobs = −1
max features = none

criterion = gini

max depth = 10
max features = none

number of estimators = 500
criterion = gini

base estimator = decision trees
classifier algorithm = SAMME.R

learning rate = 0.5
number of estimators = 379

Table 3. Results of testing the models on unseen validation set of 9 features.

Algorithm Random Forest CART AdaBoost

Mean accuracy 0.820 0.745 0.766
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2.3. Importance Assessments of Structure Types

The importance of different structure types was assessed alone because of the complexity of the
structure types and the great contribution to the death [27]. For the accuracy and comprehensiveness of
the assessment, this study listed 43 universal and special structure types from the Earthquake Disasters
and Losses Assessment Report in Chinese Mainland from 1992 to 2007: reinforced concrete frame
structure, masonry structure, brick-wood structure, civil structure, national brick-wood structure,
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brick-concrete structure, bucket-piercing frame structure, brick-concrete structure (building of two or
more floors), shed, brick-concrete structure(building of only one floor), brick-column civil structure,
wing-room, national civil structure, simple house with dry fortified earth wall, brick-column adobe
structure, dry brick building, brick structure, timber structure, timber stack structure, timber framework,
brick-masonry structure, frame structure, adobe structure, wood-column adobe structure, reinforced
frame structure, mixed house, brick adobe structure, general houses (owned by citizens), stone-wood
structure, stone structure, simple house, old Tibetan house, stone-grass structure, stone-concrete
structure, alunite house, earth rock house, industrial plant, steel frame structure, soil tamper structure,
cave dwelling, wooden frame house, flag stone house, and general house.

Structural damages were divided into five grades: collapse, heavy damage, moderate damage,
slight damage, and basically undamaged. We chose the collapse, heavy damage of buildings,
and population density as input parameters. Firstly, death was almost being caused by the collapse
and heavy damage of the architecture. Another, population density, was closely related to the
seismic casualty and the number of buildings. We only selected random forest algorithm to assess the
importance of structure types for the mean accuracy of the RF model was higher than the other algorithm
as seen from Table 3. Table 4 presents the procedure of RF in feature assessment. The importance of
structure types can be seen in Figure 4.

Table 4. Steps of the random forest algorithm.

Step by Step Procedure of Random Forests Algorithm

Inputs: a, b, c, d
a: Damage ratio of collapse of different structures
b: Damage ratio of heavy damage of different structures
c: Population density
d: Death
Parameters:
number of estimators = 500, criterion = gini, numbers of jobs = -1, max features = None, criterion = MSE, max depth
= None, max leaf nodes = None, min impurity decrease = 0.0, min impurity split = None, min samples leaf = 1,
min samples split = 2, min weight fraction leaf = 0.0, presort = False, random state = None, splitter = best
Process:
step1: Bootstrap sampling is used to extract sub-training sets from the training set.
step2: Generate the feature subsets by randomly selecting features before node splits.
step3: Establish decision trees
step4: Obtain the results for the sample to be tested
step5: Vote on the results and got the results.
Output: Importance of structure types
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3. Model

We chose the population density, magnitude, focal depth, epicentral intensity, and time as the
input parameters. The criteria and reasons for selecting five input parameters among ten features were
as follows:

(1) Features were selected from high to low in the order of features importance. According to their
subjectivity, the number of occurrences and obtained time after the earthquake.

(2) The results of the importance assessment show the relative values of the nine factors that
contribute to the assessment of the casualty, rather than the absolute value of each of the factors
alone. Time ranked seventh instead of higher in the importance assessment results because
we only divided it into the two parts. In the deep learning model, we did not to classify the
time. Therefore, we chose the time because it could be almost obtained at the same time as an
earthquake and it had not subjectivity in the deep learning model.

(3) The division of the economic status had a strong subjectivity and the data selected in the test
set was the economic situation of the year of the occurrence of the earthquake. With the annual
inflation and the depreciation of the coin, the situation of that year may not be applicable to
the future.

(4) Although the date was more important than the time, the subjectivity of the date was also great,
which was only divided into four seasons.

(5) The secondary disasters and abnormal intensity were only divided into yes and no. The combined
number of the two phenomena was small and not every earthquake was accompanied by them.

(6) The structure types were too complex. Structure destroyed during each earthquake were different
and every destruction was divided into five parts.

3.1. Data

We collected 289 destructive earthquakes occurred in the Chinese mainland from 1992 to 2017 in
the Earthquake Disasters and Losses Assessment Report in Chinese Mainland (Table A1). The excel
table data were pre-processed by openpyxl module in deep learning method, and the data set of 228
earthquake cases were returned without a missing value. Among these data, we selected 180 data as
the training set and 38 data as the test set. The remaining ten were used as validation sets. The time
was recorded in minutes, and the hours are converted into minutes, which are calculated at 1440 min
per day. When the time is x: y, the data will be processed as (60x+y)/144. For example, if the time is
04:32, the change is 0.19. Other parameters need not be specially processed.

3.2. Deep Learning Model

3.2.1. Hyper Parameter

A deep learning model is a multilayer stack of simple modules and many of which compute
non-linear input to output mappings. The hidden layers of 3 to 18 in the deep learning model can
implement extremely complex functions of the original variables that are sensitive to minute details [23].
Given the small data set in this study, we chose a four-layers back propagation network. The number
of neurons in the hidden layers was optimized for getting accurate output [21]. To select the number
of two hidden layer’s neurons, the training began with ten and three neurons separately and was
repeated for more neurons. The number of neurons in the hidden layers were determined to be 40 and
5 separately for reducing the complexity and running time of the model.

There are different methods to avoid over fitting during the training process and to obtain
models that are expert in generalizing the problem to be explained. For instance, stopping iteration in
advance, regularization, dropout, and data set expansion. Stopping iteration in advance and data set
expansion are not applicable to this model. The dropout method is a random deletion of half of the
hidden layer nodes, hence, it is also not applicable. Finally, the regularization method was chosen.
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Regularization in deep learning includes coefficients L1 and L2. We chose the most commonly used
L2 regularization. L2 regularization is to add an additional regularization term to the loss function,
presented in Equation (4).

c = c0 +
λ
2n

∑

w
w2 (4)

where c and c0 are the new and old loss functions, separately, λ is the L2 regularization rate, n is the
number of the sample and w is the weight. Through a large number of tests, the optimal parameters
were obtained as shown in Table 5. Figure 5 demonstrates the model with two hidden layers, consisting
of forty and five neurons respectively, five input layers, and one output layer.

Table 5. Hyper parameters.

Batch Size Learning
Rate Base

Learning
Rate Decay

Regularization
Rate Training Steps Moving Average

Decay

16 0.8 0.99 0.00005 500000 0.99
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3.2.2. Optimization Algorithm

The optimization algorithms used in the model including the adaptive moment estimation
(Adam) [28], mini-batch gradient descent [29], and moving average model [30]. We used the adam
algorithm to make the learning rates updating independent for parameters by calculating the first and
second moment estimation of gradients. The mini-batch is to reduce the randomness for the data in a
pool determine the direction of the gradient together and reduce the possibility of deviation during the
descent process [31]. The model computer was a workstation with a good performance and the data
volume of the model was less than 2000. The size of the training pool was usually chosen as the n-th
power of 2. Hence, we chose 16 data as a training pool through experiments. The moving average
model is to prevent the sudden change when updating parameters [32].

3.2.3. Process of the Model

Definition structure and forward propagation used tensorflow framework [30]. The parameters of
deep learning network needed only define weights w and b, and the normal distribution was chosen
as the weight generating function. The activation function was relu function [23] and was used in the
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first hidden layer. The second hidden layer and the output layer are basically equivalent to linear
regression. We selected Adam algorithm as back propagation algorithm. The learning rate is optimized.
The mean square error loss function was selected for the data set was little (Equation (5)).

c =
1
n

∑
(y− t)2 (5)

where c presents loss function, n is the number of the samples, y is the predictive value and t is the
true value.

4. Results

We chose ten seismic cases with different parameters as the test data, of which the eighth, ninth,
and tenth cases were Ludian earthquake in 2014, Yushu earthquake in 2010 and Wenchuan earthquake
in 2008. Selection of specific test sets is shown in Table 6. Comparing with the intensity-based
mortality estimation method in Assessment of Earthquake Disaster Situation in Emergency Period [33]
(China-National Standard), presented in Equation (6) and (7). The Standard is an important basis for
the government’s decision-making on earthquake relief. After an earthquake, the primary tasks of the
emergency work are to conduct disaster investigation and assessment in a short period of time and to
provide the government with timely and necessary information on the disaster situation. Therefore,
relevant departments have formulated the Standard in a comprehensive summary of the research
methods and field practices of earthquake disaster assessment in China. Focus on rapid and dynamic
disaster recovery and assessment.

ND =
∑Imax

j=6
A jρR j (6)

ln R j = −44.365 + 7.516I j − 0.329I2
j (7)

where ND is the number of deaths; Imax is the intensity of the meizoseismal area; Aj is the distribution
area of intensity value j; ρ is the population density; Rj is the death rate corresponding to the intensity
value j; Ij is the intensity value j.

Table 6. Test sets.

Number Time Magnitude
(Ms.)

Epicentral
Intensity (Degree)

Focal Depth
(km)

Population Density
(People/km2)

1 0.33 5.1 6 12 58.28519
2 0.84 5.0 7 33 105.7979
3 0.25 5.5 7 8 16.63824
4 0.38 5.1 6 9 169.8517
5 0.96 6.9 8 11 3.384553
6 0.69 6.1 8 10 131.524
7 0.47 5.7 8 14 226.8326
8 0.69 6.5 9 12 216.6675
9 0.33 7.1 9 14 8.686792
10 0.60 8.0 11 14 238.3409

Table 7 and Figure 6 show the comparison results of the deep learning model, China-National
Standard and true value. Table 8 presents the accuracy of the two methods in cases from1 to 7 and
cases from 8 to 10, separately. The results demonstrate as follows:

(1) Adam algorithm and moving average model based on deep learning can accelerate the convergence
speed and improve the accuracy of model prediction.

(2) The accuracy was higher, and the factors considered were more than the Standard.
(3) The prediction accuracy of the last three earthquake cases is generally not high.
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(4) The China-National Standard model selected fewer parameters. The model was based on the
experience of many experts and had been tested for many years. In the cases 1–7, the predicted
values and the true values were all on the order of magnitude, but the performance on the cases
8–10 was far worse than the deep learning model, which was far from the true value and has no
reference for the actual earthquakes.

Table 7. Comparison results.

Number Deep Learning China-National Standard True Value

1 0 0 0
2 0 0 1
3 7 0 8
4 26 0 22
5 24 0 24
6 36 10 41
7 80 18 81
8 245 173 617
9 2625 7 2698

10 37406 191 69227
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Figure 6. The number of deaths of the deep learning model and the national standard on test data.
And the errors of two models with actual death toll are also presented. (The results of earthquake cases
8–10 are not shown for the large difference will affect the results of other earthquake cases).

Table 8. The accuracy of two models.

Method Cases 1–7 Cases 8–10 Cases 1–10

China-National Standard 52.27% 25.32% 44.19%
Deep learning model 93.61% 45.85% 79.28%

5. Discussion

Three issues were considered in this study: the importance of nine features to the human losses in
China mainland, the importance of 43 structure types of the fatalities, and human losses assessment.
The first issue was addressed by adopting three traditional machine learning method domains to
investigate different features’ influence on the seismic fatalities. The results can provide a basis for
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further seismic assessment. The second issue was addressed by RF algorithm to assess the importance
of 43 structure types. The third issue was addressed by establishing a deep learning model domain to
predict the seismic death. A detailed investigation of these two issues is presented as follows.

5.1. Importance of Different Features

We propose an automatic classifier based on RF, CART, and AdaBoost, and some attributes to
describe the feature importance of seismic. Random forest is the most stable among three methods.
Figure 7 exhibits the results of three tests on that three methods. RF provides probability estimates
on the classification that are useful to accept or reject a new classification [8]. Thus, we chose the RF
algorithm as the main method. It fully proved the importance of the population density, magnitude,
focal depth, epicentral intensity. The sum of the four features is 74.68%, which is far more important
than other factors.
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The horizontal axis is the first letter of the feature, followed by: PD (population density), M (magnitude),
FD (focal depth), EI (epicentral intensity), ES (economic status), D (date), T (time), AI (abnormal
intensity) and SD (secondary disaster).

Time is vital to seismic, for example, the Tangshan earthquake occurred at 3:24 on July 28, 1976,
when people slept in the house, and time aggravated the disaster. Losses will be relatively mitigated
in daytime for most people are not sleeping and could escape quickly. The reason that time ranks
seventh in this study is that time was only divided into two possibilities: daytime and sleeping time.
More classes are discriminated by an attribute, the more important the attribute is [8]. In the same way,
the ratio of abnormal intensity and the secondary disaster are only 2.63% and 1.18% separately for the
fewer classes. However, time is divided into different levels, not modeled at an actual time, so there is
interference with the results. The secondary disasters and the abnormal intensity are classified because
they occur less frequently. In summary, the features selected by the RF algorithm experiments are
consistent with those used by other scholars to study earthquake casualties (population density [2],
magnitude [2], focal depth [34], epicentral intensity [16], and time [13]).

5.2. Importance of Different Structure Types

We chose all 43 structure types in China mainland to assess, which are far more than the number
of the types in the previous studies [35]. Although the structure types of the WHE project are suitable
for the most region of the world, it also lacks some structures that Chinese characteristic structure,
such as the national civil structure, the old Tibetan house and the national brick-wood structure.
Hence, the data from the Earthquake Disasters and Losses Assessment Report in Chinese Mainland of
every earthquake in China mainland is more suitable for the study comparing the data of the WHE
project. The HAZUS system (HAZad United States of Multi-Hazard) only has twelve structure types
and estimates the casualties for collapsed buildings and not for the heavy damaged buildings [18].
In reference [18], the casualties are estimated at the level of single buildings and not for an entire zone
in an adapted HAZUS system. The population density varies greatly in different parts of China, so the
HAZUS system and the adapted system are not suitable for the casualties estimation of China.
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The importance of different structural types was obtained based on RF method first. In the part of
data collecting, there are no integration of structural forms and some may be slightly repeated in order
not to omit any structure type. For instance, brick-column civil structure, brick-concrete structure
(building of two or more floors) and brick-concrete structure (building of only one floor). However,
repeated structures, even when combined, the importance was close to zero.

Figure 4 displays that the contribution to the casualties of reinforced concrete structure is the
largest, followed by civil structure, stone-concrete structure, brick-concrete structure, brick-wood
structure, brick house and the frame house. The other structures are not shown in Figure 4 and could
be neglected. We concluded that the structure with large effect may not be good at seismic behavior.
The result manifests that once the building is destroyed, the damage will be greater.

5.3. Human Losses Assessment Model

We proposed a human losses rapid prognostic assessment model based on the above feature
engineering. The results indicate the predictions of large earthquakes with magnitude 6.5 or more
are lower than the others. For example, the actual death toll of the Wenchuan earthquake is 69227,
but the estimation of the deep learning model is 37406, the PAGER model is 50,000 and the other
empirical model [20] is 30,000. It can be seen that the accuracy of the assessment of casualties for a
large destructive earthquake is not high according to the traditional accuracy calculation (Equation (8)).
The reason may be that there are more factors affecting large earthquakes than small earthquakes [2],
and the uncertainty is greater than that of small earthquakes [34]. For example, the mountainous area
of Ludian County is as high as 87.9% and the high incidence of secondary disasters (e.g., debris flow
and landslide) cause large number of casualties. The accuracy of general prediction models is reduced
due to the neglect of geological conditions [12].

accuracy =

(
1− |true value− estimate value|

true value

)
× 100% (8)

Different geological conditions in different parts of China. In China, the areas with the most
earthquakes are Sichuan Province, Yunnan Province, and Xinjiang Province. According to the earthquake
cases and the results of the deep learning model, we can obtain conclusions as follows: (1) The basin
region with soft rock-soil can aggravate earthquake disaster in Yunnan Province and Sichuan Province,
such as Ludian earthquake in 2014 and Wenchuan earthquake in 2008; (2) In the event of an earthquake,
the number of casualties in the area of the fault zone will be more serious in Xinjiang Province and
Yunnan Province, such as Jinghe earthquake in 2017, Hutubi earthquake in 2016, and Ninger earthquake
in 2007, and (3) Qinghai Province and Sichuan Province are close to each other, and the geological
conditions are similar. Areas with crumbly strata have higher seismic vulnerability, such as Yushu
earthquake in 2010. Above all, the error of the deep learning most comes from the geological problems.

There are some important reasons that affect the differences of the accuracy between the case
1–7 and case 8–10 besides the geological conditions. Earthquake casualties come from the direct and
the secondary disasters, and the assessment mode of the latter is more difficult. However, there is
currently no professional method to distinguish the human losses from the direct and the secondary
disasters after the earthquake. Therefore, although the secondary disaster was evaluated at the time of
importance assessment, it was not selected as an input variable. For destructive earthquakes, such as
case 8–10, the types of secondary disasters are more abundant, so the impact is greater. Moreover,
the traffic network is very important for post-earthquake rescue. Small earthquakes with magnitudes
less than 6.5, such as cases 1–7, usually have limited damage to the traffic network and rarely completely
block traffic. However, in the case of a large earthquake with a magnitude more than 6.5, such as
the cases 8–10, the traffic network is usually interrupted, which seriously hinders rescue and greatly
increases the number of deaths. The study did not consider the damage of the traffic network is also
the main reason for the accuracy of the case 8–10.
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The purpose of this study is to rapidly assess the human losses. Hence, the input features should
be obtained in a short time after an earthquake. In reference [21], the train set was only from the Bam
earthquake in 2003, thus, the results were not representative. Compared with empirical methods [36],
the data set is larger [4], covering almost all the data from 1990 to 2017 without default. The accuracy of
the results is higher; the data set is larger, and the factors considered are more than the China-National
Standard [33]. It proved the deep learning technical can be used to estimate the causalities without any
assumptions as compared with statistical methods, and can be directly processed by inner functions.

6. Conclusions and Future Works

6.1. Conclusions

We proposed a method to assess the importance of the nine factors affecting casualties in
earthquakes and rank the importance of each feature based on the random forest algorithm. At the
same time, 43 structural types were evaluated by this method, and the contribution of different structural
forms to the death toll were obtained, which provides a basis for the future construction of structural
forms. Based on the above evaluation of importance, we have reached the following conclusions:

(1) The works of the features importance fully prove the importance of the population density,
magnitude, focal depth, and epicentral intensity on contribution to the death. The importance of
the time less than the date and economic status because it is divided into only two parts.

(2) The Random Forest algorithm performs better than the AdaBoost and the CART algorithms,
both in terms of stability and accuracy.

(3) Reinforced concrete structure, national civil structure, and civil structure have the highest
contribution to the death toll. The contribution of stone-concrete structure, brick-wood structure,
brick structure, and frame structure are small. The other structures are smaller, and even cannot
be displayed in the figure.

A deep learning model for estimating human losses based on the results of the Random Forest
algorithm was established. We selected five important features and compared the results with the
China-National Standard because the Standard is suitable for the rapid assessment works. The results
demonstrate that the accuracy is higher than the other methods and the running time are suitable for
the emergency rescue work. Therefore, this method can be used to evaluate the fatalities for future
earthquakes in China mainland. This model can serve the China Earthquake Administration and the
Chinese government.

6.2. Extension of the Works

Further extensive studies are needed and some recommendations for future research are given as
follows. First, this research is based on the evaluation of factors importance. Future studies can extend
the study by adding the number of factors. Second, this paper estimates the importance of different
structures to death based on the Random Forest algorithm. Future studies can add the sparse learning
to process the data for the classifier getting better results. Third, the deep learning model assesses
the human losses with some optimization algorithms. Future studies can add the hidden layers and
continue to optimize the algorithms. It will be of great interests to focus on death prediction in the
future works.
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Appendix A

Table A1. The 289 earthquake cases of the deep learning model with the default value from 1992 to
2017 in China mainland.

Date Time Magnitude
(Ms)

Epicentral
Intensity

Focal Depth
(km)

Population Density
(People Per Square) Deaths

1 1992/4/23 11:32 PM 6.9 7 64.98 4
2 1992/12/18 7:21 PM 5.4 6 311.11 1
3 1993/1/27 4:32 AM 6.3 8 14 60.68 0
4 1993/2/1 3:33 AM 5.3 6 10 35.63 0
5 1993/3/20 10:52 PM 6.6 8 11.76 2
6 1993/5/24 7:57 AM 5 6 21.28 0
7 1993/5/30 3:26 PM 4.9 6 10 122.38 0
8 1993/7/17 5:46 PM 5.6 6 16 11.06 1
9 1993/8/14 10:30 PM 5.6 7 8 105.60 0

10 1993/9/5 4:22AM 5.1 6 40 32.33 0
11 1993/12/1 4:37 AM 6 7 28 94.26 2
12 1994/1/11 8:51 AM 6.7 7 10 16.45 0
13 1994/9/16 2:20 PM 7.3 7 20 700.00 4
14 1994/9/19 11:28 PM 5.2 6 197.35 0
15 1995/2/18 8:14 AM 5.1 6 101.51 0
16 1995/4/25 12:13 AM 5.6 7 20 62.42 0
17 1995/7/12 5:46 AM 7.3 8 10 55.50 11
18 1995/7/22 6:44 AM 5.8 8 10 80.31 12
19 1995/9/20 11:14 AM 5.2 6 12 0
20 1995/9/26 12:39 PM 5.3 6 27 11.62 0
21 1995/10/6 6:26 AM 4.9 6 10 945.95 0
22 1995/10/24 6:46 AM 6.5 9 12.5 81.94 59
23 1996/2/3 7:14 PM 7 9 10 57.44 309
24 1996/2/28 7:21 PM 5.4 7 15 412.94 1
25 1996/3/19 11:00 PM 6.9 8 11 3.38 24
26 1996/5/3 11:32 AM 6.4 8 24 183.19 26
27 1996/6/1 8:49 PM 5.4 6 10 91.97 0
28 1996/7/2 3:05 PM 5.2 6 10 125.55 2
29 1996/9/25 3:24 AM 5.7 7 15 42.56 1
30 1996/12/21 4:39 PM 5.5 7 5.16 2
31 1997/1/21 9:47 AM 6.4 8 180.59 12
32 1997/1/25 10:38 AM 5.1 6 10 3.03 0
33 1997/1/30 5:59 PM 5.5 7 10 36.82 0
34 1997/3/1 2:04 PM 6 7 131.98 1
35 1997/4/11 1:34 PM 6.6 8 17 58.78 8
36 1997/5/31 2:51 PM 5.2 6 76.28 0
37 1997/8/13 4:13 PM 5.3 7 7.9 545.09 0
38 1997/9/26 11:19 AM 4.2 6 4.8 314.60 0
39 1997/10/23 8:28 PM 5.3 6 10 587.57 0
40 1997/11/3 10:29 AM 5.6 7 14 0.93
41 1998/1/10 11:50 AM 6.2 8 10 82.11 49
42 1998/3/19 9:51 PM 6 7 11 6.75 0
43 1998/4/14 10:47 AM 4.7 6 10.7 0.00 0
44 1998/5/29 5:11 AM 6.2 7 11 19.09 0
45 1998/6/25 2:39 PM 5.2 5 11 926.69 1
46 1998/7/11 7:04 PM 5 6 15.5 17.03 0
47 1998/7/20 9:05 AM 6.1 7 14 3.59
48 1998/7/28 12:51 PM 5.5 6 11 25.28 0
49 1998/8/27 5:03 PM 6.6 8 11 42.09 3
50 1998/9/18 11:53 AM 4.8 6 15 361.84 0
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Table A1. Cont.

Date Time Magnitude
(Ms)

Epicentral
Intensity

Focal Depth
(km)

Population Density
(People Per Square) Deaths

51 1998/10/2 8:49 PM 5.3 7 13 83.46 0
52 1998/11/19 7:38 PM 6.2 8 10 40.22 6
53 1998/12/1 3:37 PM 5.1 7 10 322.07 0
54 1999/3/11 9:18 PM 5.6 7 11 116.08 0
55 1999/3/15 6:42 PM 5.6 6 11 16.93 0
56 1999/4/15 2:29 PM 4.7 6 8 88.60 1
57 1999/5/17 11:29 AM 5.2 6 20 471.60 0
58 1999/6/17 11:02 PM 5.3 5 11 25.28 0
59 1999/8/17 6:47 PM 5 7 12 5413.56 0
60 1999/9/14 8:54 PM 5 6 9 91.67 0
61 1999/9/27 7:49 PM 5.1 6 20 14.14 0
62 1999/11/1 9:24 PM 5.6 7 9 271.87 0
63 1999/11/25 12:40 AM 5.2 6 10 314.93 1
64 1999/11/26 4:51 AM 5 6 13 15.07 0
65 1999/11/29 12:10 PM 5.6 7 15 27.03
66 1999/11/30 4:24 PM 5 6 26 651.86 1
67 2000/1/15 7:37 AM 6.5 6 30 123.04 7
68 2000/1/27 4:55 AM 5.5 7 10 115.12 0
69 2000/4/15 5:32 PM 5.3 7 13 1.19 0
70 2000/4/29 11:54 AM 4.7 6 16 10.33 1
71 2000/6/6 6:59 PM 5.9 8 15 247.06 0
72 2000/8/21 9:25 PM 5.1 6 8 87.61 2
73 2000/9/12 8:27 AM 6.6 8 13 4.55 0
74 2000/10/6 8:05 PM 5.8 6 18 147.33 0
75 2001/2/23 8:09 AM 6 4.70 3
76 2001/3/12 4:57 PM 5 6 10 103.06 0
77 2001/3/24 7:23 AM 5 5 3.63 0
78 2001/4/12 11:13 AM 5.9 8 6 196.15 2
79 2001/5/24 5:10 AM 5.8 7 5 39.07 1
80 2001/5/24 5:10 AM 5.8 7 5 99.64 0
81 2001/6/8 2:03 AM 5.3 6 5 208.09 1
82 2001/6/23 10:48 AM 4.9 6 15.4 4736.80 0
83 2001/7/10 7:51 AM 5.3 6 13 125.50 0
84 2001/7/11 5:41 AM 5.3 6 10 8.32 0
85 2001/7/15 2:36 AM 5.1 6 8 337.43 0
86 2001/9/4 12:05 PM 5 6 8 102.91 0
87 2001/10/27 1:35 PM 6 7 15 138.41 1
88 2001/11/14 5:26 PM 8.1 10 0
89 2002/8/8 7:42 PM 5.3 7 7.63 0
90 2002/9/5 12:18 PM 4 6 185.70 0
91 2002/10/20 11:46 PM 5 6 15 19.15 0
92 2002/12/14 9:27 PM 5.9 7 15 7.35 2
93 2002/12/25 8:57 PM 5.7 6 20 5.28 0
94 2003/1/4 7:07 PM 5.4 6 17 124.75 0
95 2003/2/14 1:34 AM 5.4 6 25 0
96 2003/2/24 10:03 AM 6.8 9 25.2 30.67 268
97 2003/4/17 8:48 AM 6.6 8 14 3.84 0
98 2003/4/24 6:37 AM 4.5 6 12 56.53 0
99 2003/5/4 11:44 PM 5.8 7 26.7 49.29 1

100 2003/6/17 10:46 PM 4.8 5 5 172.20 0
101 2003/7/10 9:54 AM 4.8 6 10 241.69 0
102 2003/7/21 11:16 PM 6.2 8 6 101.91 16
103 2003/8/16 6:58 PM 5.9 8 15 36.46 4
104 2003/8/18 5:03 PM 5.7 7 9 3.08 2
105 2003/8/21 10:16 AM 5 6 10 2287.92 0
106 2003/9/2 7:16 AM 5.9 6 10 1.77 0
107 2003/9/27 7:33 PM 7.9 11 15 5.48 0
108 2003/10/16 6:28 PM 6.1 8 5 84.30 3
109 2003/10/25 8:41 PM 6.1 8 18 58.87 10
110 2003/11/13 10:35 AM 5.2 8 12 165.95 1
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Date Time Magnitude
(Ms)

Epicentral
Intensity

Focal Depth
(km)

Population Density
(People Per Square) Deaths

111 2003/11/15 2:49 AM 5.1 7 10 415.91 4
112 2003/11/25 1:40 PM 4.9 6 20 27.87 0
113 2003/11/26 9:38 PM 5 7 8 411.22 0
114 2003/12/1 9:38 AM 6.1 8 18 20.68 10
115 2004/3/7 9:29 PM 5.6 6 15 2.43 0
116 2004/3/24 9:53 AM 5.9 7 30 2.91 1
117 2004/5/11 7:27 AM 5.9 20 2.34 0
118 2004/6/17 5:25 AM 4.7 6 5 322.13 1
119 2004/7/12 7:08 AM 6.7 33 0.45 0
120 2004/8/10 6:26 PM 5.6 8 10 353.50 4
121 2004/8/24 6:05 PM 5.8 25 1.11 0
122 2004/9/7 8:15 PM 5 7 33 105.80 1
123 2004/9/17 2:31 AM 4.9 6 12 295.74 0
124 2004/10/19 6:11 AM 5 6 6 899.16 0
125 2004/12/26 3:30 PM 5 6 7 72.44 1
126 2005/1/5 6:05 AM 4.7 6 5 6.32 0
127 2005/1/26 12:30 AM 5 6 6 69.30 0
128 2005/2/15 7:38 AM 6.2 7 32 38.81 0
129 2005/4/8 4:04 AM 6.5 6 10 21.14 0
130 2005/6/2 4:06 AM 5.9 6 6.37 0
131 2005/7/25 11:43 PM 5.1 6 15 88.85 1
132 2005/8/5 10:14 PM 5.3 6 21 178.52 0
133 2005/8/13 12:58 PM 5.3 6 15 143.40 0
134 2005/8/26 5:08 AM 5.2 6 2.27 0
135 2005/10/27 7:18 PM 4.4 6 16 152.50 1
136 2005/11/26 8:49 AM 5.7 7 10 638.10 13
137 2006/1/12 9:05 AM 5 6 16 83.14 0
138 2006/3/27 3:20 AM 4.3 6 14 0.00 0
139 2006/3/31 8:23 PM 5 6 15 54.31 0
140 2006/6/21 12:52 AM 5 6 15 93.70 1
141 2006/7/4 11:56 AM 5.1 5 20 437.74 0
142 2006/7/19 5:53 PM 5.6 7 15 4.90 0
143 2006/7/22 9:10 AM 5.1 6 9 169.85 22
144 2006/8/25 1:51 PM 5.1 7 7 194.47 2
145 2006/11/23 10:04 AM 5.1 5 17 0
146 2007/3/13 10:22 AM 4.9 6 6 2175.44 0
147 2007/6/3 5:34 AM 6.4 8 5 103.63 3
148 2007/6/23 4:17 PM 5.8 6 16 94.32 0
149 2007/7/20 6:06 PM 5.7 7 25 27.43 0
150 2008/2/1 5:06 AM 4.6 6 6 496.13 0
151 2008/3/21 6:33 AM 7.3 7 33 14.39 0
152 2008/3/21 8:36 PM 5 6 11 157.98 0
153 2008/3/24 11:24 PM 4.1 6 10 1000.00 0
154 2008/3/30 4:32 PM 5 6 33 26.15 0
155 2008/4/20 9:14 PM 5.1 6 22 62.46 0
156 2008/4/21 5:42 AM 4.2 6 33 26.15 0
157 2008/5/12 2:28 PM 8 9 14 238.34 69227
158 2008/6/10 2:05 PM 5.2 6 14 4.20 0
159 2008/8/21 8:24 PM 5.9 8 7 78.78 5
160 2008/8/30 4:30 PM 6.1 8 10 131.52 41
161 2008/8/30 8:46 PM 5.3 6 25 2.85 0
162 2008/10/5 11:52 PM 6.8 8 27 3.62 0
163 2008/10/6 4:30 PM 6.6 8 8 10.17 10
164 2008/11/10 9:22 AM 6.3 7 10 9.25 0
165 2008/11/22 4:01 PM 4.1 6 8 200.00 0
166 2008/12/26 4:20 AM 4.9 6 5 399.36 0
167 2009/1/25 9:47 AM 5 6 7 14.41 0
168 2009/2/20 6:02 PM 5.2 6 6 15.22 0
169 2009/4/19 12:08 PM 5.5 6 7 8.45 0
170 2009/4/22 5:26 PM 5 6 7 6.24 0

115



Sustainability 2019, 11, 2727

Table A1. Cont.

Date Time Magnitude
(Ms)

Epicentral
Intensity

Focal Depth
(km)

Population Density
(People Per Square) Deaths

171 2009/7/9 7:19 PM 6 8 10 115.44 1
172 2009/8/8 9:26 PM 4 6 11 1885.35 2
173 2009/8/28 9:52 AM 6.4 7 8 2.36 0
174 2009/11/2 5:07 AM 5 6 10 117.18 0
175 2010/1/17 5:37 PM 3.4 7 6
176 2010/1/31 5:36 AM 5 7 10 1661.60 1
177 2010/2/22 9:32 PM 4.2 6 10 51.52 0
178 2010/2/25 12:56 PM 5.1 6 16 105.26 0
179 2010/4/4 9:46 PM 4.5 5 8 38.20 0
180 2010/4/14 7:49 AM 7.1 9 14 8.69 2698
181 2010/6/5 8:58 PM 4.6 5 5 5.76 1
182 2010/6/10 2:38 PM 5.1 6 8 0.93 0
183 2010/8/29 8:53 AM 4.8 0
184 2010/10/24 4:58 PM 4.7 6 8 714.98 0
185 2011/1/1 9:56 AM 5.1 10
186 2011/1/8 7:34 AM 5.6 560
187 2011/1/12 9:19 AM 5 10
188 2011/1/19 12:07 PM 4.8 6 9 1749.16 0
189 2011/2/1 4:16 PM 5.3 7
190 2011/2/15 3:18 PM 5.1 10
191 2011/3/10 12:58 PM 5.8 8 10 84.55 25
192 2011/3/20 4:00 PM 5.2 30
193 2011/3/24 9:55 PM 7.2 6 20 58.67 0
194 2011/4/10 5:02 PM 5.3 7 7 10.96 0
195 2011/4/16 9:11 AM 6 130
196 2011/4/30 4:35 PM 5 60
197 2011/5/10 11:41 PM 6.1 560
198 2011/5/22 9:34 AM 5.2 10
199 2011/6/8 9:53 AM 5.3 6 5 0.02 0
200 2011/6/20 6:16 PM 5.2 6 10 139.08 0
201 2011/6/26 3:48 PM 5.2 10 235.26 0
202 2011/7/25 3:05 AM 5.2 6 10 6.02 0
203 2011/8/2 3:40 AM 5.1 10
204 2011/8/9 7:50 PM 5.2 11 134.75 0
205 2011/8/11 6:06 PM 5.8 7 8 19.71 0
206 2011/9/15 11:27 PM 5.5 6 6 1.75 0
207 2011/9/18 8:40 PM 6.8 7 20 3.51 7
208 2011/10/16 9:44 PM 5 6 4 11.29 0
209 2011/10/30 11:23 AM 5.7 223
210 2011/11/1 5:58 AM 5.4 20
211 2011/11/1 8:21 AM 6 7 28 45.00 0
212 2011/12/1 8:48 PM 5.2 6 10 104.13 0
213 2012/1/8 2:20 PM 5 6 27 24.52 0
214 2012/3/9 6:50 AM 6 30 1.18 0
215 2012/5/3 6:19 PM 5.4 7 8 7.78 0
216 2012/6/15 5:51 AM 5.4 6 20 9.38 0
217 2012/6/24 3:59 PM 5.7 7 11 52.39 4
218 2012/6/30 5:07 AM 6.6 8 10 13.60 0
219 2012/7/20 8:11 PM 4.9 6 6 640.63 1
220 2012/8/12 6:47 PM 6.2 7 30 2.62 0
221 2012/9/7 11:19 AM 5.7 8 14 226.83 81
222 2012/11/26 1:33 PM 5.5 6 8 93.75 0
223 2012/12/7 10:08 PM 5.1 6 9 7.29 0
224 2013/1/18 8:42 PM 5.4 7 15 11.90 0
225 2013/1/23 12:18 PM 5.1 6 7 625.00
226 2013/1/24 2:01 AM 4.2 5
227 2013/1/29 12:38 AM 6.1 7 20 16.34 0
228 2013/3/3 1:41 PM 5.5 7 9 68.04 0
229 2013/3/11 11:01 AM 5.2 6 8 42.24 0
230 2013/3/29 1:01 PM 5.6 6 13 5.23 0
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231 2013/4/17 9:45 AM 5 7 9 68.87 0
232 2013/4/20 8:02 AM 7 9 13 116.88 196
233 2013/4/22 5:11 PM 5.3 7 6 106.99 2
234 2013/7/22 7:45 AM 6.6 8 20 139.97 95
235 2013/8/12 5:23 AM 6.1 8 10 13.04
236 2013/8/28 4:44 AM 5.1 8 9 15.75 3
237 2013/8/31 8:04 AM 5.9 8 10 3.57 3
238 2013/11/23 6:04 AM 5.5 7 9
239 2013/12/1 4:34 PM 5.3 6 9 29.01 0
240 2013/12/16 1:04 PM 5.1 7 5 147.91 0
241 2014/2/12 5:19 PM 7.3 9 12 3.39 0
242 2014/4/5 6:40 AM 5.3 6 13 274.05 0
243 2014/5/30 9:20 AM 6.1 8 12 87.12
244 2014/8/3 4:30 PM 6.5 9 12 216.67 617
245 2014/8/17 6:07 AM 5 6 7 325.71
246 2014/10/1 9:23 AM 5 6 15 30.23 0
247 2014/10/7 9:49 PM 6.6 8 5 48.25 1
248 2014/10/25 1:20 PM 4.2 6 5 1611.89 0
249 2014/11/22 4:55 PM 6.3 8 18 16.72 5
250 2014/12/6 4:20 PM 5.9 8 10 48.25 1
251 2015/1/10 2:50 PM 5 5 10 2.69 0
252 2015/1/14 1:21 PM 5 6 14 164.58 0
253 2015/2/22 2:42 PM 5 6 14 171.79 0
254 2015/3/1 6:24 PM 5.5 7 11 70.81 0
255 2015/3/14 6:14 AM 4.3 6 10 7625.50 2
256 2015/3/30 9:47 AM 5.5 7 7 119.03 0
257 2015/4/15 7:08 AM 4.5 6 9 144.31 1
258 2015/4/15 3:39 PM 5.8 7 10 4.56 0
259 2015/4/25 2:11 PM 8.1 9 20 4.33 27
260 2015/5/22 12:05 AM 4.6 5 7 0
261 2015/7/3 9:07 AM 6.5 8 10 44.83 3
262 2015/10/30 7:26 PM 5.1 6 10 62.39 0
263 2016/1/14 5:18 AM 5.3 6 5 8.22 0
264 2016/1/21 1:13 AM 6.4 8 10 0.64 0
265 2016/2/11 9:10 PM 5 6 8 3.81 0
266 2016/3/12 11:14 AM 4.4 6 5 0
267 2016/5/11 9:15 AM 5.5 7 6.9 0
268 2016/5/18 12:48 AM 5 6 15 7.49 0
269 2016/5/22 5:08 PM 4.6 6 6 162.50 0
270 2016/7/31 5:18 PM 5.4 7 10 21.98 0
271 2016/8/11 11:49 AM 4.4 5 10 13.15 0
272 2016/9/23 1:23 AM 5.1 6 16 35.77 0
273 2016/10/17 3:14 PM 6.2 7 9 21.83 1
274 2016/11/25 10:24 PM 6.7 8 10 0.65 1
275 2016/12/8 1:15 PM 6.2 8 6 3.10 0
276 2016/12/14 4:14 PM 5 5 0
277 2016/12/20 6:04 PM 5.8 7 9 0.73 0
278 2016/12/27 8:17 AM 4.8 6 10 0
279 2017/1/28 2:46 AM 4.9 6 11 0
280 2017/2/8 7:11 PM 4.9 7 10 0
281 2017/3/27 7:55 AM 5.1 6 12 58.29 0
282 2017/5/4 1:40 PM 4.9 6 10 0
283 2017/5/11 5:58 AM 5.5 7 8 16.64 8
284 2017/6/16 7:48 PM 4.3 7 5 20.77 0
285 2017/8/18 9:19 PM 7 9 20 28.79 30
286 2017/8/9 7:27 AM 6.6 8 11 169.66 0
287 2017/9/30 2:14 PM 5.4 6 13 3.62 0
288 2017/11/18 6:34 AM 6.9 8 10 0
289 2017/11/23 5:43 PM 5 6 10 0
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Abstract: The assessment of seismic vulnerability is critical for lifelines such as wastewater treatment
plants (WTPs) because failures may result in environmental degradation, deterioration of water
quality and human diseases development. The main scope of this research is the testing and
application of a rapid, simple methodology for assessing the seismic structural vulnerability (SSV)
of WTPs (according to the qualitative method Rapid Visual Screening), using structural variables
as indices of these infrastructures. An original new method involving the assessment of the SSV of
thirteen steps (four for a sample set of WTPs and nine for an individual one) is introduced following
systematic literature retrieval. The analysis highlights twenty one factors that may determine
the SSV of WTPs: three factors involving general characteristics, five factors involving seismicity
and geotechnical data, six factors involving technical data (including structural data) and seven
additional factors about WTPs’ materials (concrete and the steel reinforcement of concrete frames).
The structural data is analyzed to six additional factors. The implementation of the proposed
methodology constitutes a simple, rapid methodological approach for assessing the SSV of WTPs
using unique factors that were pinpointed and identified for the first time in this study.

Keywords: structural vulnerability; seismicity; Wastewater Treatment Plants; sustainability

1. Introduction

The increased incidence of natural and technological disasters in recent years poses
threats to infrastructures. Climate change, construction complexity, and urbanization can
have more extended impacts on WTPs than earthquakes [1], especially if a multicriteria
analysis related to urban geology and urban geomorphology is not included in proactive
planning against natural hazards [2]. The vulnerability of sewage systems is increased if
other factors (such as contamination of surface waters by organochlorine pesticides) exist in
addition to potential fluid leakages [3]. Earthquakes affecting wastewater treatment plants
(WTPs) may trigger other hazards such as liquefaction, landslides, tsunamis, fires, and
odours, as well as karst collapse [4]. The effects of these hazards remain in the environment
for many years, posing a risk to health and public safety and negatively influencing
sustainability development. Wildfires caused by earthquakes or urban fires can release
toxic elements into the soil and water resources [5].

The “Sendai Framework for Disaster Risk Reduction 2015–2030” established the princi-
ples of the prevention and mitigation of disasters through the Sendai World Conference [6].
Researchers in earthquake-prone countries such as Greece [7] have recorded earthquake
events and construction assets during vulnerability assessments after significant [8,9] or
catastrophic earthquakes [10]. HAZUS methods have been implemented to assess infras-
tructure in EU projects [11]. Methods of estimating the impacts of earthquakes have been
raised [12]. Practically, the most important buildings and infrastructures must be checked
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as a priority due to the created costs and huge effects of seismic disasters. Another priority
is the health and safety of people and the protection of the environment.

According to the United Nations, Sustainability Development (SD) is one of society’s
main priorities. The goals of SD include “Good Health and Well-being”, “Clean Water
and Sanitation”, “Sustainable Cities and Communities”, and “Industry, Innovation, and
Infrastructure” [13]. Earthquake damage to WTPs may influence infected individuals’
health, because it may push infected people to maintain unsanitary practices, such as
open defecation. Resilient infrastructure is an urgent need for sustainable cities to ensure
human and environmental safety. Previous research highlights that “Novel sustainability
concepts, approaches, methods and tools need to be developed” [14]. The European Union
is committed to the implementation of SD, as documented in Agenda 2030 of the United
Nations [15]. Previously conducted surveys have focused on environmental sustainability,
aiming to minimize the economic cost of treatment. Tools for supporting management
have been developed [16].

WTPs are a critical type of infrastructure that operates as a lifeline. The increase
in the total development of the conduit length of pipelines in Japan has occurred due
to an increase in the population and has resulted in considerable financial costs and
extended periods of restoration (after seismic impacts) [17]. Sewage facilities such as sewers,
pumping stations, and WTPs may be damaged by an earthquake [18]. The more vulnerable
facilities are the worst designed [19]. The assessment of their vulnerability requires a
disciplinary scientific approach [20]. The evaluation of the seismic structural vulnerability
of WTPs in earthquake-prone countries or regions using concrete is fascinating. The
impacts of an earthquake on WTPs may cause malfunctioning or non-operation, resulting
in increased risks for both human health [21] and the environment [22]. In case of a disaster,
the psychology of the citizens, families and children may also be affected at anywhere, e.g.,
at home and at work. Additional effects will be created as many other lifelines would be
out of control.

The effects of seismic impacts have a direct relationship with sustainability principles.
Following the Kobe earthquake in Japan (1995), many WTPs were quake-stricken. The
restoration of these WTPs was part of the reconstruction actions [23]. Twenty out of the
twenty-three pumping stations in the area were damaged and rendered useless, primarily
due to power outages. The impacts of 15 great earthquakes from 1989 to 2011 have been
recorded [24,25]. It is mentioned that WTPs were part of the affected areas. Many facilities,
such as pumping stations, were destroyed during the New Zealand earthquake. Following
the 1999 Taiwan and the 1995 Northridge earthquakes, a power outage involving pumping
stations influenced the nonstructural vulnerability of WTPs. During the 1999 Turkey
earthquake, heavy damage to mechanical equipment occurred. Similar damage to large-
diameter interceptor pipes and small-diameter connection pipes was also observed during
the Chile earthquake in 2010. The 2007 Gisborne earthquake caused minor damage to
mechanical parts, and all the sewage systems collapsed due to the tsunami in Thailand in
2004. Changes in oceanographic characteristics near WTPs’ outlets (such as ocean pollution
in Izmit bay after the 1999 Turkey earthquake and the accumulation of sewage solids in
the harbor during the 1931 New Zealand earthquake) can cause serious problems [26].
During the 1989 earthquake in LomePrieta, California, liquefaction and damage to older
buildings (in areas without antiseismic design) influenced steel tanks, a post-tensioned
and pre-stressed concrete tank, and mechanical equipment. These seismic impacts led to
the loss of commercial power [27]. According to the Oregon Resilience Plan for Water and
Wastewater Systems, essential facilities (such as intakes, treatment plants, pump stations,
and outfalls) are vulnerable to damage from liquefaction [28]. The sewage pipeline network
is susceptible to failure from permanent ground deformations, causing an increasing degree
of damage over time that also affects society [17,29]. Pipelines are prone to failure at
connections with these essential facilities. In Des Moines, Iowa, due to the 1993 earthquake,
floods led to a loss of water [30], which is useful for WTP facilities.
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Europe adopted rules (called Eurocodes) to construct structures, aiming to harmonize
the Member States’ other design traditions [31]. Nationally Determined Parameters (NDPs)
are included in them. The Eurocodes consist of 10 European Standards (EN1990–1999)
covering areas such as the basis of structural design (EN1990), the actions of structures
(EN1991), the design of concrete structures (EN1992), the design of steel structures (EN1993),
the design of composite steel and concrete frames (EN1994), geotechnical design (EN1997),
and the creation of structures for earthquake resistance (EN1998). Each Code (except EN
1990) is divided into 58 Parts covering specific aspects in detail. In Greece, the Eurocodes
were completed in 2007 and legislated in 2014, with implementation occurring in parallel
with the implementation of the National building regulations (GGG 1457/B/2014). In the
United States, the implementation of building codes such as the International Building Code
(IBC) and the International Existing Building Code (IEBC) have helped to strengthen WTPs.

The United States has not adopted rules on the structural vulnerability of WTPs
such as the “Water and Wastewater Systems Sector-Specific Plan” [32] or the “Roadmap
to a Secure and Resilient Water and Wastewater Sector”. Assessments of the seismic
risk of WTPs are not required by the Environment Protection Agency, but some WTPs
prepare these without structural or nonstructural vulnerabilities [33]. Instead, the Federal
Emergency Management Administration (FEMA) has tried to enhance resilience and SD by
using fragility curves and new technologies (Geographical Information Systems, GIS) for
seismic structural assessment, although this may result in many failures [34]. The project
HAZUS, which operates under the above mentioned holistic view of structures, evaluates
vulnerability in terms of losses and financial terms [35]. The European Union produced an
overview of the existing methodologies used worldwide for practical risk assessment of
critical infrastructures [36].

The European Programme for Critical Infrastructure Protection (EPCIP) and the US
Critical Infrastructure Protection (CIP) operate with different views. These programs
are based on SD in order to address the key factors of financial and human losses. The
American Society of Civil Engineers (ASCE) specifies Guidelines for the seismic evaluation
of water transmission facilities such as WTPs [37]. Structural failures are investigated
according to the functions of WTP structures, the materials used (e.g., reinforced concrete,
steel, PVC, HDPE, and GRP), and the pipeline network [28].

In Greece, the Syner-G Program named “Systemic Seismic Vulnerability and Risk
Analysis for Buildings, Lifeline Networks, and Infrastructures’ Safety Gain” was developed
to estimate the seismic vulnerability of these structures [11,38]. Structural parameters were
investigated by another Pan-Hellenic Project by the Earthquake Planning and Protection
Organization (EPPO), which is currently active and is related to the seismic structural
vulnerability of public buildings and public welfare institutions. It is a primary-stage
pre-earthquake assessment and is based on rapid visual inspection using structural vari-
ables [39,40]. Table S1 in the Supplementary Material presents the abbreviations and
definitions in this study.

2. Potential Threats to Water and Soil Quality

The importance of sustainability has been increasing [30]. Countries must implement
governance for disaster risk management in parallel with environmental control [29]. The
response and motivation of the authorities are essential, according to the rules of civil
protection. Delays in these mechanisms may lead to the direct or indirect degradation of
the environment. The planning of structures must follow the main principle “growth must
meet today’s needs without jeopardizing the well-being of future generations”.

Structures must reduce their energy consumption (or produce energy from wastewa-
ter), and their materials must acquire increased strength to withstand increased seismic
forces. Best practices advise stakeholders to mitigate against the impacts of disasters and
preserve earth sources [30,41]. WTP planning must involve an increase in resilience, the
reuse of effluent water, and the management of seismic impacts [42].
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A high-intensity earthquake that occurs in an area containing WTPs may lead to
disaster. Consequences may be immediate or long-term in terms of time and being local,
national, or global. Damage to or malfunctions of infrastructure may trigger the contami-
nation of soil, water, and air [43]. Fluid or air leakage may cause the ignition and explosion
of flammable materials. Accidental discharge of wastewater into water resources may
increase the contamination of a stressed area of society. Damaged sewer pipes can release
sewage or waste, including toxic components.

Furthermore, a fire in petroleum refinery infrastructure that had broken out during the
Turkey earthquake in 2000 caused the death of three inhabitants and the release of exhaust
gases and particulate matter to the environment. During the 1995 Kobe (Japan) earthquake,
asbestos fibers were released. Climate change may aggravate the situation, leading to
more frequent fires and the release of dangerous materials [5,44]. Other disasters such as
inundations or heavy rainfall may contribute to the dispersal of hazardous materials.

In case that the nutrients and elements concentration in untreated sewage of WTPs
exceed the corresponding parametric values proposed by the Directive 91/271/EEC may
have a serious impact on human health and ecosystems [45]. Chloride leakages from a
WTP deposit occurred after the 1987 California earthquake [1]. The priority of countries
regarding SD is to mitigate the impacts of disasters on the environment and human
beings [46].

Disinfection byproducts, volatile organic compounds and other materials released
from WTPs which contain heavy metals (e.g., Co, Cr, As, Ni, and Pb) may affect seriously
ecology, ecosystems, and inhabitants’ health [47,48]. Civil protection authorities should
investigate areas immediately with increased concentrations of trace elements.

At present, the amount of pollution threatening soil and/or water is much more signif-
icant due to climate change, urbanization, and ageing structures [49]. The impacts of these
events co-occurring are much more critical than the pollution of each of them independently.

3. Estimation of WTPs’ SSV—Future Needs

The assessment of the seismic vulnerability of structures has been researched using
categorization methodologies to quantify the level of damage to structural elements [50].
Few surveys about the resilience of WTPs have been conducted due to the great effort
and costs involved [42]. Many parameters, such as the vulnerability of materials used in
these structures, their contribution to structural vulnerability, and the relationships among
different elements of vulnerability, have not been assessed. New studies must identify the
seismic vulnerability and resilience of WTPs (using a specific methodology), considering
structural factors.

The planning and management of WTPs must meet two of the four fields that SD is
focused on, i.e., water management—wastewater treatment and environmental engineering
and management [51]. The creation of action plans on a large scale using innovative,
practical solutions is required. These infrastructures focus on operational environmental
performance but must increase the level of ecological thinking across the whole sector
(including vulnerability factors coming from other scientific fields) [46].

Researchers have approached sustainability through the use of conceptual and math-
ematical assets [52] using indicators of the SD of WTPs [53] and investigating technical
assets (such as the monitoring of pollutant removal) [16]. It has been observed that there is
a lack of structural asset approaches for these infrastructures. Materials such as concrete
are subject to building rules regarding their durability and corrosive exposure (such as
carbonation or frost). The result of these is the changing of their stainability degree [54].
This study investigates the criteria and variables that must be identified for the struc-
tural vulnerability assessment of WTPs. The structural requirements of factors that affect
the structural vulnerability assessment of WTPs are the same as those used for standard
structural buildings. Still, additional parameters, such as acid resistance, must be consid-
ered [55,56]. An approach focusing on structural vulnerability parameters (in addition to
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existing methods) could aid in urban and rural planning using new technologies such as
GIS [57].

In this study, a new methodology involving rapid visual inspection by technicians
with the ultimate goal of sustainable development is proposed. Currently, there is no
similar universal fast estimation method for these facilities. The methodology is cate-
gorized as an empirical assessment approach, and the next step must be to develop a
questionnaire for Rapid Visual Screening [50]. Similar questionnaires have been used in
Canada, Japan, Turkey, Greece, New Zealand, and India, as practical methods. An example
of this approach used in Greece is a questionnaire about the variation in the individual
seismic structural assessment standards of public and public-use buildings described by
the EPPO [39]. A future questionnaire based on the proposed methodology would enrich
previous research [57] that has attempted to adapt the EPPO’s questionnaire and to make
it appropriate for the needs of WTPs. The survey highlights the further enrichment and
analysis of SSV factors in WTPs made from reinforced concrete, a material with many ambi-
guities compared with other standard materials used. Another attempt to focus on seismic
vulnerability factors related to WTPs was then conducted for the whole infrastructure [58],
especially for SSV [59]. The enriched categorization of these factors in a questionnaire that
contributes to the investigation of the seismic vulnerability of WTPs is shown in this study.

Other researchers tried to introduce surveys using questionnaires about the variables
related to the effects of WTPs as a method of rapid assessment, as time is a crucial factor
in this type of assessment [60]. This method facilitated the formation of opinions by
elected officials (technical specialists, decision-makers, stakeholders) through a multi-
objective decision analysis of the questionnaires. The above approach involved six main
questionnaires, including nine criteria for evaluating a WTP. According to local rules, the
minimization of construction impacts included only the minimization of erosion and the
insurance of operations.

4. Proposed Method

The proposed method for the rapid assessment of SSV includes the following phases [61]
and is similar to the planning of the “All-hazard Consequence Management Tool” that was
proposed by the Water Environment Federation [62]. The sample set of WTPs involves
several representative WTPs. The proposed methodology will be applied initially. The
findings of this step will be used for possible revisions of a questionnaire sheet and as an
input for Phase B. Phase A investigates the weighting factors of a sample set of WTPs, while
the Phase B estimate the SSV score and compare the sample set of Phase A. A qualitative
scale is used to visualize the results to protect individual WTPs.

4.1. Investigating the SSV of a Sample Set of WTPs

Phase A uses an obligatory step for the collection of SSV data. This is useful for
future assessments of the SSV of an individual WTP, done using Phase B. The data must
come from a representative sample set of WTPs using statistical methods. The means for
conducting this assessment must be based on reliable and valid investigations. Figure 1
illustrates the steps required for the collection of SSV data of a WTP sample set.

1. An inspectional visit to a sample set of WTPs to check the characteristics of their
facilities: The impacts of flows on the structural components can only be investigated
by contacting the facilities [63].

2. Collection of data: involves records, studies, interviews, and questionnaires. The
assessment of SSV will be more accurate if many significant variables are collected.

• Collection of the scientific information (seismological, geotechnical, and technical
data about its parts): Any data associated with the processes of a WTP [64], the
structure itself [9], and the seismic vulnerability, including geotechnical data [25],
help assess the vulnerability. Structural variables can be used as indices, similar
to empirical methods [50].
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• Review of the variables used in the past. Any existing records about structural
variables such as concrete tests conducted before or after the repair of seismic
impacts and specific variables extracted from the Antiseismic Codes of construc-
tion times may be helpful. Geological or technical data (mentioned before) about
the structure may be part of the set of data to be utilized.

3. Issue a questionnaire to the survey participants. The questionnaire must include all
the SSV variables mentioned, and their validity and reliability must be investigated.
The participants in the survey must have relevant education or training and great
experience with WTPs.

4. Weighting of factors for each of the above variables: Simple empirical values are often
used to estimate structures (even at WTPs), such as equations used related to SD and
cost issues [64]. In this study, the nomination of parameters must be followed by the
weighting of these factors, because some parameters have more significant impacts
(e.g., the foundation of the WTP) than others (e.g., the environmental temperature
when the concrete was poured). A similar approach was implemented in another
survey conducted by Keeney et al. [60] in WTPs of Seattle (USA).
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Weighting factors, such as the frequency of occurrence, related to the means of col-
lecting data, e.g., the survey participants’ answers to the SSV questionnaire, are calculated.
The central tendency and variability of the SSV variables will assist in the definition of
weighting factors. The determination of weighting factors completes Phase A.

4.2. Investigating the SSV of an Individual WTP

Phase B follows the following nine steps that are suggested for the estimators for the
evaluation of WTPs (Figure 2). First, the estimator decides against conducting a rapid
assessment of SSV. The potential risk related to a decision depends on people’s perception
of risk, the time and means available, and the management of collected data as financial
issues as well as the percentage of SD achieved. Economic, social, and environmental
considerations may encourage a researcher to investigate the final structural values in a
certain way [65]. An absence of qualitative scales or weighting factors for SSV variables
from the past will trigger research (as described before) to investigate these weighting
factors from a sample set of WTPs.
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Additionally, an inspectional visit to the individual WTP is needed. Methods similar
to questionnaires are used to collect scientific data about infrastructures. Each factor’s
weighted value is calculated as described in the previous stage (Phase A). Descriptive
statistics assist in the determination of the weighting factors. It is considered that the
weighting used for factors in the individual WTP questionnaire is the same as that used
when assessing the sample set of WTPs. The score (total value) of a WTP’s SSV is equal
to the total value of each factor multiplied by its SSV weighting. This is done using
Equation (1) as follows [66]:

Score = Σ(Weight of factor * Factor). (1)

A qualitative scale for assessing SSV based on the above quantitative weighted vari-
ables of the WTP sample set is developed. The correlation of the scores of individual WTPs
with the maximum and minimum values of similar products in the sample set of WTPs can
assist in defining the relative qualitative scale for assessing SSV. The relative classification
of the SSV of an individual WTP in question compares its score with similar scores in the
sample set of WTPs. Scientists have stated that ordinal classification could benefit from the
use of available relative information [67].

The final absolute classification is processed by constructing a whole qualitative scale,
which includes the average individual WTP scores for the SSV factors compared with the
ideal maximum and minimum scores expected for the sample set of WTPs.

This step in Phase B involves the classification of scores on the Qualitative Scale,
which estimates SSV according to the SSV of the sample set of WTPs, in both relative
(compared with each other) and absolute (corresponding to the desirability results accord-
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ing to the rules) terms. The assessment of the SSV of an individual WTP is performed.
The absolute and relative classification of any WTP in question can be achieved using
the abovementioned SSV qualitative scales. These results offer inestimable value to SD
planning and implementation.

After assessing the SSV of any WTP, another joint action conducted may be detailed
checking and fieldwork if the level of vulnerability is significant (or if no structural factors
can be evaluated). Depending on the circumstances, everyday actions conducted after
assessing a WTP’s SSV are the implementation of urgent/emergency protective meters on
the structure (to prevent malfunctions or non-function). These situations will cause heavy
consequences to the inhabitants of the affected area and the environment. Any detailed in
situ check will provide valuable data about the seismic vulnerability of the structures [68].

Everyday actions conducted after the assessment of the SSV of any WTP may involve
the enrichment of data using raw data related to the investigation’s questionnaire with the
results of the above calculation. Valuable data will be used for the restoration of existing
problems. Feedback is necessary, as future estimates of SSV will use more updated data.
The update of SD planning and actions is imperative.

5. Description of the Variables

After analyzing the collected data, as described previously (Figure 2, Phase B), we
concluded that the method’s variables must be in accordance with the nominated ones
and the limits of the building rules. In Greece, these rules are the Eurocodes and the
Greek Code for Seismic Resistant Structures (GCSRS) [69], Greek Code for Reinforced
Concrete (GCRC), which are used for usual construction projects (or even the Greek Code
of Structural Interventions). Remarkably, most countries’ structures were built prior to the
SD principles becoming part of the building rules.

Experience with impacts on WTPs should be incorporated into the countries’ building
rules. Other empirical approaches use a Seismic Priority Index consisting of variables that
can estimate the levels of risk and vulnerability [50]. Similarly, a questionnaire may include
the following elements that are important for assessing SSV.

Figure 3A–D shows the four main parts that are important for evaluating of SSV,
including the general characteristics of WTPs, seismicity and geotechnical settings, technical
factors and the material used for the construction of WTPs.

5.1. The General Characteristics of WTPs
5.1.1. Year of Construction and Year of Last Intervention/Addition

This factor is directly related to the structural regulations at the time [28]. Researchers
of the great earthquake that occurred in Bhuj in 2001 stated that reinforced concrete (RC)
frames built in previous decades were more vulnerable than other structures built in recent
years [70]. Sendai in Japan has sewage facilities that are more than 118 years old [18], and
the process and auxiliary equipment in the WTP of the Sewer Authority Mid-Coastside
have expired [33]. Earlier structure studies produce more safe conditions.

5.1.2. Entire Surface Area of the WTPs

Measurement of the entire surface area is helpful as an estimator to calculate the
“serving population”. The maximum population that the infrastructure will serve is known
as the “serving population”. A proportional relationship exists between served populations
and the surface area of each WTP [71].

5.1.3. Capacity of the WTPs

The importance of WTPs is more significant than usual buildings and depends on the
population served because of the potential seismic impacts on them. A large population
needs more facilities for sewage treatment. Domestic sewage needs primary and/or
secondary treatment, and wastewater from industries also requires tertiary treatment [72].
A low level of inclusion of SD principles may increase the vulnerability of WTPs.
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5.2. Seismicity and Geotechnical Data

Earthquakes are an acute stressor of WTP facilities [42]. Seismic and geological data
related to WTPs should be classified as critical vulnerability variables that must be recorded.

5.2.1. Seismic Hazard Zone

The seismic data related to a country’s areas determines which zones may be useful
for vulnerability assessment [28]. Worldwide, in Europe, and in Greece, the formula-
tion of these zones is based on peak ground acceleration (PGA) for a return period of
475 years [73–75]. In Greece, GCSRS categorizes the technical project areas in line with the
expected acceleration of the soil [76].

Liquefaction, tsunamis, and landslide effects, as secondary phenomena, may influence
structures. WTPs are usually established at lower heights (near rivers and/or near the sea)
where alluvial deposits exist and liquefaction danger is serious. Using the wrong WTP
settlement site may increase the seismic vulnerability, severely impacting the structure [77].
A possible tsunami may stress the structural framework [28]. Recorded data which include
past events of liquefaction, tsunamis and landslides, is also valuable.

5.2.2. Previous Seismic Charges

The existence of non-repaired damage to WTPs may change the structure, increasing
its vulnerability. Records or testimonies may provide required data. Meanwhile, the
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buildings’ structural characteristics and ground-motion records following past earthquakes
are used to export the fragility functions of typical buildings [78].

5.2.3. Ground Category

Additional information about the ground category may be collected from past data
records and observations [79]. Data related to geological formations, water level, geomor-
phological relief and geological faults is crucial for estimating the related vulnerability
factor [80]. Moreover, the ground categories used for common structures are categorized in
Greece by GCSRS.

5.2.4. Type and Geometry of the Foundation

Data of seismic vulnerability factors is significant, because it is related to possible
subsidence, seismic stress, fluctuation of water level and liquefaction [81].

5.2.5. Past Geotechnical Failures of the Broader Area

It is essential to develop a database record which include information related to past
failures (e.g., landslides, liquefaction) in the region [82].

5.3. Technical Data

WTPs are critical infrastructures with special requirements regarding structural strength
and sustainability, so special rules must be used to ensure maximum protection and safety
for human and the environment. Remarkably, construction codes are used as the standard
rules for usual buildings. The importance of introducing SSV parameters is necessary.
Sustainability parameters are aggressively embedded in building rules.

In the United States, the IBC is one of the codes established by the International Code
Council (ICC) based on its usage. It is the existing regulation for constructing buildings
and structures. The IEBC sets out requirements for repairs, alterations, and additions to
existing buildings and structures. WTPs are not subject to special building rules, as shown
at the IBC, IEBC, and the Eurocodes of the European Union [31]. In Greece, structure
laws like the Greek Codes for Reinforced Structures using Concrete [83] or the Code for
Earthquake-Resistant Structures [69] (or even the Code of Structural Interventions 2012)
do not refer to high-risk special constructions, e.g., WTPs, and their needs. As shown, no
particular rules exist for building codes of structures (including WTPs) for the recording of
structural values. Instead, these facilities are designed to have longer life cycles.

The technical variables for each part of a WTP are presented at the Section 5.3.1,
Section 5.3.2, Section 5.3.3, Section 5.3.4, Section 5.3.5, Section 5.3.6 and should be examined,
regardless of the type of treatment involved.

5.3.1. Availability of Data Records and Technical Reports

If the past technical reports are available, it is useful to compare them against the
updated reports [84].

5.3.2. Structural Data

Structural data show similarities to the data required for standard buildings, as
presented below:

• The horizontal regularity of each independent part of a WTP must be recorded. The
shear walls of structures (as tanks) may experience failure after an earthquake [85];

• The distribution of its members’ rigidity [86]: An earthquake may cause structural
damage to sections with different levels of rigidity. After a strong earthquake, building
damage mainly occurs because of the intense beams and weak columns of a building
inside the WTP (such as the facilities’ control building) [77].

• Potential torsion may affect the structure [87].
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• The considerable height of a WTP’s tanks may be a significant factor [88]. The large
size of tanks leads to a great degree of shaking of the sewage, producing forces beyond
its design capacity and increasing its seismic vulnerability [28].

• The close neighboring of each WTP part with another. Mutual collisions or the
pounding between parts may be factors that increase seismic vulnerability [89].

• The transferability of forces (in general), soil–structure interactions, and assistance
following construction failure [90,91] or associations with geotechnical problems [92]:
A possible reason for changing the route of forces to the ground is an earthquake.
Knowledge about the existence of other methods of force transfer is valuable for the
estimation of this factor.

5.3.3. Deficient Maintenance/Malignancies

It is possible for these situations to decrease the infrastructure’s resilience and in-
crease its vulnerability [93], while estimation is mandatory. Due to deficient maintainance,
steel oxidation and concrete carbonation might be presented. Subsidence might produce
malignancies to the structure.

5.3.4. Repair or Strengthening of Infrastructure

In this case, resilience increases and vulnerability decreases, although there are barriers,
including a lack of design, the installation guidelines, and long-term durability studies [94].

5.3.5. Causality of Repairing or Strengthening of WTPs

Another factor is the investigation of the reasons that led restoration scholars to
undergo improvements or strengthening. Such reasons may include the presence of soil
subsidence or even a fire near the WTPs [95]. The causes must be separated in static and
shock-dynamic loads (such as earthquakes) and time damage.

5.3.6. Sustainability

Technical issues should be according the sustainability principles. Researchers exam-
ined the relationship among the disaster and the seismic hazard, exposure of population
and fragile buildings [20]. Each of these determinants is directly related with WTPs, posed
to strong earthquakes.

5.4. Data on Materials

A complete qualitative study must include additional factors such as indices [50]
related to the construction materials (RC, Steel, PVC, HDPE, and GRP). Materials often
have specific standards, but reinforced concrete has many uncertainties regarding its
composition, its method of construction, and its maintenance. The role of materials is
essential to provide the strength of the frame [28,96]. Complementary data are primarily
technical issues related to reinforced concrete, the primary material used in WTPs, as
shown below [97].

• Data related to the concrete frame.

(a) Ability for concrete sampling. To measure the strength of the construction’s
structural frame, concrete sampling (where and when it is possible) and mea-
surement of their values must be performed. An existing evaluation of damage
caused by earthquakes may be useful [98]. Additional methods may be used
to calibrate the concrete strength, including nondestructive methods such as
ultrasound measurements, percussion methods, and a nail extractor [99].

(b) The behavior of the material. Defects can be influenced by static inadequacies
from the past. Previous exposure to seismic stress may have caused residual
faults (including sloping and sedimentation of structural elements) [100].

(c) Local issues about WTPs’ components. Knowledge on local issues with WTP
components may be valuable. Possibly, the presence of holes in piping con-
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struction [101] or the permeability of components may affect the structural
vulnerability.

(d) Existence of logs. Concrete samples’ logs taken by the owner (during construc-
tion) are valuable for assessing a structure’s vulnerability [102]. Information
about the substantial quality can be obtained from logs, for example, the qual-
ity of sand used, the place of concrete production (in situ or industrial), the
existence of a sieve analysis and proper gradation of aggregates, and the ap-
propriate vibration and curing of concrete and use of low cement values in the
creation of structural elements [77]. In recent times, it has been mandatory (e.g.,
in environmental legislation) for SD parameters to be introduced in studies
about vulnerability evaluation.

• Data related to steel reinforcement (of the concrete frame).

(a) Iron material. Any subject related to the material used in WTPs, such as iron-
shaped memory alloys [103], must be checked. Characteristics of these steel
bars (e.g., diameters, anchorage, and overlapping) may influence the resistance
of structures.

(b) The positions of reinforced steel bars. Technical studies predict the position of
seel bars inside the concrete, according to building codes [83].

(c) Techniques about iron shaping. Data on the “closure of fasteners” at the
columns or walls are valuable, as these factors may decrease the strength of
materials in WTPs [104,105]. Structural details, such as the absence of 135o

seismic hooks and a lack of transverse ties, may be the causes of an increase in
seismic vulnerability [77].

There is a contractual obligation regarding these critical infrastructures because this
secures the WTP quality. The only way to investigate potential construction failures is
to identify structures with high SSV. Other conditions such as the temperature of the
environment, concrete construction, and the corrosion or carbonation of concrete [106]
are essential because they may influence the strength of the WTP. Extreme temperature
conditions caused by climate change over time may be a significant factor, too.

A sustainable WTP structure, characterized by its ability to act as a green building,
mitigates against negative impacts and decreases the respective lifecycle of substances
discharged to the natural environment. The wastewater treatment processes require signifi-
cant energy resources, resulting in elevated emission levels [51,107]. The integration of all
the parameters should provide planners for vulnerability with a holistic view, as shown by
similar surveys [108,109].

6. Initial Evaluation of the Proposed Method

The origin methodology introduced herein is based on two main sets of actions
conducted on totally 13 steps to achieve the objective—determining the SSV of WTPs.
For the first set of four steps, previously collected SSV data from a sample set of WTPs is
used (Figure 1) to perform the second steps (Figure 2). Proper implementation is based
on onsite checking of twenty-seven critical structural variables in the WTP sample set
(described by this study) and weighting to view their impacts on vulnerability (Figure 3).
The parameters of the valuable structural data serving the SD principles are categorized
into general characteristics, seismicity, geotechnical, and technical data (including related
materials such as concrete and steel reinforcement).

The three variables that refer to the general characteristics are the following: (a) the
year of construction and the year of last intervention/addition, (b) the surface area of
the whole WTP, and (c) the WTP capacity. Similarly, there are five factors related to
seismicity and geotechnical data: (a) the seismic hazard zone (including the hazard zones
for liquefaction, tsunamis, and landslides), (b) damages related to past earthquakes, (c) the
ground category, (d) information about the type and geometry of the foundation, and (e)
past geotechnical failures.
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The six factors related to technical data are the following: (a) the availability of data
and technical reports, (b) structural data (such as the horizontal regularity, the distribution
of rigidity to its members, potential torsion, the considerable height of the WTP’s tanks,
the too-close neighboring of WTP parts, and the transfer of forces), (c) deficiencies in
maintenance, malignancies (due to the presence of subsidence), (d) repair or strengthening
conducted, (e) the reasons provoked repairing or strengthening, and (f) the sustainability
of a WTP’s structure.

From the point of view of sustainability, an investigation about the materials of which
a WTP is made is necessary. When reinforced concrete is used as a material for a WTP,
four issues arise: the ability to undergo concrete sampling (proof of concrete samples,
use of additional methods to calibrate the concrete strength), the behavior of the material
including remaining defects as a past static inadequacy, local issues about WTP components,
and the existence of logs of concrete tests conducted on the set of concrete samples during
or after construction.

Three issues about the steel reinforcement of a concrete frame include the use of
materials such as iron-shaped memory alloys, the positions of reinforced steel bars and
techniques about iron shaping (diameters, anchorage, overlapping, and data about the
“closure of fasteners” at columns or walls).

Phase A of the methodology suggests that the variables’ weightings may be estimated
via methods such as descriptive statistics (Figure 1). Historical data, interviews and
questionnaires (extracting from experienced estimators), and bibliographies can provide
data about SSV. These data are organized through a questionnaire given to participants
of the survey. The calculation of the weighting factors of SSV for the sample set of WTPs
consists of the collection of the data analyzed previously, e.g., from the answers given by
the questionnaire’s participants. The sorting of them and discovery of the proportions and
frequency relations in the WTPs sample data is the next step in the methodology.

Phase B of the methodology suggests that the estimation of the SSV of an individual
WTP requires a set of actions (nine steps; Figure 2). As there are many methodologies
regarding the assessment of a structure’s vulnerability (which are unreliable according
to some researchers) [50], the decision to perform a rapid, qualitative, empirical analysis
survey must be adopted (Figure 2). In the first case, an estimation is performed using
briefing records, questionnaires, and interviews. A qualitative assessment is conducted
by comparing the SSV of an individual WTP with the SSV of the previously calculated
WTP sample set. The results are produced by constructing relative and absolute qualitative
scales to categorize the SSV of the individual WTP at the survey time. Two qualitative scale
categories exist: (a) a relative scale, which uses the values of the sample set, and (b) an
absolute scale, which uses ideal maximum and minimum values.

Verification of the results and the relations among elements of vulnerability may
be achieved through onsite checks, and protective measures may prevent post-seismic
damage related to sustainability issues. Enrichment of the primary data in the sample set is
necessary as a type of feedback. Correlations among specific variables and the classification
of absolute and relative findings are based on imported data, the time at which the survey
is completed, and the people involved, including their perceptions. Very distant future
assessments of SSV require renewed study with new rules and restrictions set by the state.

7. Concluding Remarks

WTPs are usually old-structured establishments constructed applying old building
codes. Damages in the structure of WTPs are very often in seismic-prone countries, re-
sulting in serious problems. Nowadays, SSV is assessed by applications, such as GIS,
and scenarios that produce virtual results about losses and financial assets. As resilience
and sustainability are priorities for modern societies, the rapid implementation of a uni-
versal program requires the application of a method to examine the values of variables
that affect the SSV of these constructions. There is a need for the rapid assessment of
SSV following an earthquake, although the empirical approaches which use Rapid Visual
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Screening seem to be ineffective tools. This approach needs qualitative analysis. Addi-
tionally, earthquakes themselves involve many uncertainties that necessitate the use of
qualitative methodological approaches.

A new qualitative, rapid, and comprehensive methodology is available to assess the
SSV of WTPs, as well as satisfying the principles of SD. The proposed method involves
totally 13 steps to investigate the SSV of WTPs using twenty-one critical variables (where
structural data is analyzed to six more variables) and examines the WTP characteristics.
There is a need to implement two sets of actions (one for assessing the SSV of the WTP
sample set and one for evaluating the SSV of an individual WTP). The investigation takes
place through the assessment of general characteristics, seismicity, geotechnical, technical
aspects, and factors related to the materials used at the WTPs.

The method used is an empirical methodology due to a lack of time in earthquake-
prone areas. It involves using questionnaires containing SSV variables and compares the
relative and absolute scores of an individual WTP with a sample set of WTPs. The proposed
method by the present study is a qualitative approach with advantages and disadvantages,
and it follows the SD principles. The most significant advantage of the method is the
time and cost saved in assessing the SSV of an individual WTP; while the Phase A is
time-consuming and should be improved. The weighting factors of the variables should be
subjected to extensive and thorough research based on various research methods. Many
factors may change the results, e.g., the technicians involved, the timing of the survey, and
the society’s rules and regulatory constraints at the time of the study. The vulnerability
assessors using the proposed method must be specialized officers of these facilities with
relevant education and experience. There is a need for accurate implementation of the
descriptive statistical methods for the sample set of WTPs, such as using the occurrence
percentage of each SSV variable. After the SSV assessment of an individual WTP, an update
of data is required.

Similar studies about estimating of the structural resilience of WTPs have investigated
past failures of pipelines, their lateral spread, the percentage of maintenance hole replace-
ments, a comparison of the age distribution of the existing facilities with the building
code requirements, and parameters such as the seismic hazard zone, liquefaction zones,
landslide zones, tsunami inundation, and extra forces produced by the shaking of liquids
inside the tanks. In contrast, the proposed coherent method introduces and qualitatively
handles more parameters related to seismic structural vulnerability. The total number of
SSV-evaluating parameters are parallel to the sustainability goals.

The main aim of each type of vulnerability classification is to protect human life and
the environment. Beyond that, there are more issues, such as the social and economic
values involved in decisions that need to be made following the assessment of a WTP’s
structural vulnerability. Future investigation may discover other criteria, such as the
operators’ perceptions of vulnerability, SSV assessment mechanisms, and the importance
of used factors. Modern threats such as natural hazards and climate change should be
considered seriously using the appropriate evaluation of WTPs’ structures, using a total
review of SSV.
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Abstract: Highway waterfall ice hazards usually happen in cold regions. However, minimal research
has addressed this so far due to its multidisciplinary nature. In this study, ground water monitoring
tests were conducted for 2.5 years to study the relationship between ground water level changes and
waterfall ice hazards. To explore the internal factors that lead to highway waterfall ice, gradation tests,
penetration tests, and freezing tests were conducted which revealed that coarse-grained particles
can enhance the permeability of aquifers. Further, volume expansion of free water freezing in a
closed system is the main reason for pore pressure increasing aquifers in research areas. Furthermore,
to understand the formation mechanism of highway waterfall ice further, a mathematical model of
saturated coarse-grained soil at the state of phase transition equilibrium was obtained. This indicates
that the essence of the aquifers’ freezing (coarse-grained soil) in the waterfall ice area is the freezing
of closed water. Finally, based on the abovementioned findings, the formation process of waterfall
ice is defined as three stages: The drainage obstruction stage, the soil deformation stage, and the
groundwater gushing stage, respectively. This definition can provide significant guidance on further
research that focuses on prevention of highway waterfall hazards.

Keywords: highway waterfall ice; ground water; mathematical model; formation mechanism

1. Introduction

Underground aquifers are always disturbed during highway construction in cold regions.
This disturbance is obvious during cutting excavation. More precisely, weak interfaces appear
during excavating, and ground water squeezes out from these weak interfaces due to the pressure
raise induced by the soil freeze. Then, it spreads over the road, and the freeze happens under negative
air temperature. These ice blocks are called highway waterfall ice in the field of highway engineering.
Highway waterfall ice, together with frost heave damage and snow blockage, are difficult issues when
considering highways in cold regions [1–3]. High-grade highways in the northern part of China have
always been damaged by waterfall ice [4,5]. The hazards have mainly presented traffic isolation and
casualties induced by traffic accidents. To ensure the traffic flows, millions of RMB have been spent by
the Chinese government for de-icing the highways [6,7]. Furthermore, the expansion of waterfall ice
can last a considerable amount of time so that road maintenance workers have to work day and night.

Although there are research and engineering practices based on the study of waterfall ice,
the research process is still slow [8,9]. The reason is that the study of highway waterfall ice is complex
and multidisciplinary [10]. Considering the factors that affect the development of waterfall ice, only a
few researchers have combined the indoor and outdoor experiments with theoretical analysis [11].
When referring to the formation mechanism of waterfall ice, the contraction of the underground cross
section, and the increase of hydraulic pressure, which is caused by the compaction of subgrade soil,
have been always considered as the main factors by scholars. There are also studies that considered
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frost depth increases that result from excavating during construction leading to highway waterfall ice
hazards [12–14]. All of these viewpoints are reasonable, and the main reason for the difference is that
the research purposes of these studies are different, and, in addition, the location of the research is
different. However, there are insufficient systematic studies on the micro-formation mechanism of
waterfall ice [15].

As the study of waterfall ice can also be defined as researching the mechanical properties and the
interaction mechanism between groundwater and soil, the research methods of subgrade frost heaving
can also be adopted to study waterfall ice [16–18]. According to Fourier’s law, Darcy’s law, and energy
conservation law, many scholars have deduced the calculation model of the coupling effect of the
temperature field, humidity field, and stress field in pavement structure systems [19–23]. Although
these models explain the frost heaving mechanism of soil to some extent, they are not suitable for a
theoretical analysis of waterfall ice. To explore the law of frost heaves, indoor and outdoor experiments
have been conducted in recent years [24]. The general law of subgrade freezing damage has been
discovered by many scholars based on in-situ investigations, thawing and freezing tests, and the law
of capillary water rising [17,25]. Furthermore, some scholars have obtained many enlightening results
by analyzing the microstructure differences of soils under freeze-thaw conditions by scanning electron
microscopy (SEM) [26]. Nevertheless, these studies always focus on the freeze process under the
function of capillary action. Therefore, with regard to waterfall ice which is caused by the flowing out
of ground water, these test results are not applicable. In addition, with the development of numerical
simulation technology, more and more scholars use numerical simulations to simulate the change of
the soil temperature field, pore water migration and frost heave deformation [27,28]. Some significant
macroscopic factors that lead to highway frost damage can be shown, but the generation mechanism
and key parameters are far away from actual determination during simulations due to the complexity
and variability of the internal structure of the soil. Moreover, based on the uncertainty analysis theory,
some scholars also produced some interesting works [29].

This work chose Tongchuan-Huangling Expressway in China as a research site, and groundwater
monitoring was undertaken at the place where waterfall ice hazards are prone to happen. Then,
the relationship between ground water level changes and the scale of waterfall ice were analyzed.
Following this, penetration tests and freezing tests were conducted in laboratories using in-situ soil,
and a mathematical model of waterfall ice was established. Finally, the development process of the
highway waterfall was discussed.

2. In-Situ and Indoor Experimental Investigation

Negative temperature, ground water, and the permeability of soil are basic factors that affect the
scale of highway waterfall ice. The climate type of the research site belongs to the Monsoon Climate of
Medium Latitudes. The negative temperature of the research site (Tongchuan-Huangling Expressway)
can last several months during winter, and rainfall is seasonal. According to the site investigation,
the soil composition of this area includes three layers (i.e., humus soil, crushed stone, and bed rock)
from top to bottom. In addition, the topography along the expressway is mainly hills, and groundwater
is abundant with its shallow buried depth. Therefore, highway waterfall ice hazards always happen.
The soil composition and waterfall ice hazards are shown in Figure 1.
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in Table 1. The ground water monitoring began when cutting started to excavate, and lasted 2.5 
years. The Ground Water Level Monitoring System ZKGD2000-MB was adopted to conduct 
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2.1. Ground Water Monitoring Results

The formation of highway waterfall ice is closely related to the change of the ground water level.
In this study, eight monitoring sites at Tongchuan-Huangling Expressway were selected to conduct
groundwater monitoring tests. The temperature and frozen depth change of Tongchuan-Huangling
expressway is shown in Figure A1. To obtain ground water change statistics, two drill holes were
assigned at each monitoring site. The information regarding drill holes is shown in Table 1. The ground
water monitoring began when cutting started to excavate, and lasted 2.5 years. The Ground Water
Level Monitoring System ZKGD2000-MB was adopted to conduct groundwater monitoring, and the
details of the system are shown in Figure 2. The locations of monitoring sites are shown in Figure 3.
The monitoring results are shown in Figure 4.
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Table 1. Information of drilled holes.

Monitoring
Site Code Name Longitude Latitude Elevation

(m)

Ground
Water Burial

Depth (m)

Lithological
Description of Aquifer

Goumen
G-1

35◦20′44.7′′ N 108◦58′07.7′′ E
1321 3.10 Strong Weathered

sandstone
G-2 1319 2.46 Silty clay

Xianshen
X-1

35◦21′56.9′′ N 108◦59′22.7′′ E
1255 9.71 Sandy cobble layer

X-2 1248 7.08 Strong weathered
conglomerate

Mawang
M-1

35◦22′35.0′′ N 109◦00′03.5′′ E

1238 6.52 Strong weathered
conglomerate

M-2 1231 1.25 Strong weathered
sandstone

Jiaozhai
J-1

35◦24′36.8′′ N 109◦01′05.3′′ E

1197 1.58 Strong weathered
sandstone

J-2 1204 5.23 Strong weathered
sandstone

Liuzhuang
L-1

35◦27′08.3′′ N 109◦02′54.7′′ E

1125 3.29 Strong weathered
sandstone

L-2 1106 3.96 Strong weathered
mudstone

Qianzhuang
Q-1

35◦29′39.4′′ N 109◦04′18.9′′ E
1094 1.14 Strong weathered

mudstone
Q-2 1087 1.52 Sandy cobble layer

Jiezhuang
J-3

35◦32′18.9′′ N 109◦07′40.6′′ E

889 5.08 Strong weathered
sandstone

J-4 881 2.30 Strong weathered
sandstone

Changxi
C-1

35◦33′54.2′′ N 109◦10′03.0′′ E

993 4.46 Strong weathered
sandstone

C-2 985 5.71 Strong weathered
mudstone
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Figure 4. The groundwater monitoring results of drilled holes. 

The groundwater monitoring results show that the trend of groundwater level changes of G-1, 
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Figure 4. The groundwater monitoring results of drilled holes.

The groundwater monitoring results show that the trend of groundwater level changes of G-1,
G-2, M-1, M-2, and J-4 are the same, and the decline and rise of groundwater shows a repeated trend.
The reason for this phenomenon is that the ground water level of these test sites is sensitive to rainfall.
Therefore, it decreased rapidly due to little rainfall in winter, then, it increased again after heavy
rainfall in summer. This type of groundwater level change contributes considerably to the formation
of highway waterfall ice in early winter, because the ground water level and its pressure are still high
in this period, the scale of waterfall ice is expected to develop rapidly. In contrast, the scale of waterfall
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ice is expected to remain steady due to little rainfall in deep winter. The ground water level of X-1,
X-2, Q-2, J-1, J-2, C-1, and C-2 decreased rapidly after the excavation of cuttings, and then it remained
steady. The reason for this phenomenon is that the ground water level of these test sites is sensitive
to excavation, and cannot be recharged effectively after ground water levels decrease. Therefore,
the scale of highway waterfall ice is always small in these areas. The ground water level of Q-1, J-3
kept increasing during excavation, and kept steady afterwards. The reason is that the groundwater
balance was broken after excavation, and perched ground water in the upper part of the mountain
continued to flow to the hill foot. Highway waterfall ice in these areas is always difficult to eliminate
owing to the continuous supplement of perched ground water. The ground water level of L-1 also
increased during excavation, but it decreased after a year because the perched water supplement was
insufficient. The ground water level of L-2 did not change during monitoring, hence, waterfall ice
hazards did not happen in this area.

From monitoring the results and analysis, it can be seen that the ground water change that
results from cutting excavation is the main reason for highway waterfall ice hazards, and the area that
can easily get a seasonal rainfall supplement and perched ground water supplement suffers severe
waterfall ice hazards. The purpose of monitoring is to explore the relationship between the ground
water level change and highway waterfall ice hazards. In this way, an overall understanding of the
formation mechanism of highway waterfall ice can be obtained. Furthermore, the monitoring results
can give a significant reference on the route design of the expressway in the Tongchuan-Huangling
area. More specifically, the route design can avoid the area where the highway waterfall ice hazards
are prone to happen according to the ground water level change statistics. Moreover, it is also a new
method to evaluate the occurrence possibility of highway water fall ice hazards by using ground water
monitoring technology in groundwater-rich areas.

2.2. Laboratory Tests of In-Situ Soil

2.2.1. Gradation Tests and Penetration Tests

According to the above analysis, this study found that the occurrence of waterfall ice was closely
related to ground water level change. However, the scale of waterfall ice is directly determined by
the permeability of aquifers. Therefore, the gradation test and penetration test were conducted using
the soil of aquifers, which were taken from eight monitor sites at Tongchuan-Huangling Expressway.
The test equipment for the penetration tests is shown in Figure 5. The penetration test specimens were
taken from eight monitoring sites by using the core drilling method [32]. Most of the specimens had
difficulty keeping the cylindrical shape because of the high moisture content and the strong weathered
property. Furthermore, the soil was disturbed and filled the container before the penetration tests
because the diameter of the container (30 cm) was greater than the soil specimens (10 cm). According to
the Test Methods of Soils for Highway Engineering (JTG E40-2007) [33], the constant head permeability
test was adopted in this research. Before the penetration tests, the soil was put into the container
in layers (3 cm/layer), and compacted slightly to control the porosity ratio. After filling one layer,
the water-inflow switch opened to saturate the soil layer, and closed when the water level reached
the soil layer’s surface. Then, filling the layers stopped when the height of the soil was above the
piezometric hole 3–4 cm. After that, the air free water under the temperature of 20 ◦C was poured
into the container from the top to submerge the soil, and until it reached the position of the spilled
water hole. After that, the soil was saturated for 24 h before the tests. Then, the penetration tests were
conducted under the temperature of 20 ◦C. In this way, the hydraulic conductivity can be written as
k20. The tests results are shown in Table 2, among which the grain grade was divided into three groups
(fine grained group, medium grained group, and coarse grained group) for convenient analysis.
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Table 2. The test results of the gradation test and penetration test.

Sampling Sites Mawang Changxi Jiaozhai Goumen Xianshen Liuzhuang Qianzhuang Jiezhuang

Fine grained
group/mm

<0.1 14% 15% 12% 5% 9% 5% 4% 2%
0.1–0.5 15% 8% 5% 9% 2% 5% 3% 3%

Medium grained
group/mm

0.5–2 11% 8% 11% 9% 14% 11% 16% 9%
2–5 11% 9% 13% 13% 4% 12% 4% 8%

Coarse grained
group/mm

5–10 27% 54% 50% 56% 66% 48% 52% 65%
10–20 22% 6% 9% 8% 5% 19% 21% 13%

d10/mm 0.083 0.079 0.091 0.25 0.105 0.23 0.81 1.27

d30/mm 0.57 2.13 2.69 4.34 5.19 4.86 5.54 6.14

d60/mm 6.61 6.81 6.74 7.11 7.34 7.51 8.15 8.70

Uniformity coefficient Cu 79.64 86.20 74.07 28.44 69.90 32.65 10.06 6.85

Curvature coefficient Cc 0.59 8.43 11.80 10.60 34.95 13.67 4.65 3.41

k20/(cm/s) 0.037 0.094 0.187 0.214 0.279 0.335 0.54 0.688

The results show that the medium-sized group’s weight percentage of eight sampling sites was
fixed between 17% and 30%, and the variation range was relatively small from Table 2. Therefore,
the effective grain diameter d10 is determined by the fine grained group, and the constrained diameter
d60 is determined by the coarse grained group in these areas. Therefore, the effective grain diameter
d10 and the constrained diameter d60 can be used as the measurement for the mass of fine grained soil
and coarse grained soil, and then these two specific diameters can be used to study the relationship
between them and hydraulic conductivity k20. The results are shown in Figure 6. It can be seen
that a proportional relationship exists between the specific diameters and hydraulic conductivity.
According to the particle-size distribution of the aquifer’s soil as shown in Table 2, d10 increases with
the decrease of the fine grained group content, and d60 increases with the increase of the coarse grained
group content. Combining this with the proportional relationship between specific diameters and
hydraulic conductivity, it can be seen that the permeability of the aquifer can enhance with the decline
of fine-grained particles and the increase of the coarse-grained particles, and the possibility of the
occurrence of highway waterfall ice may increase.
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2.2.2. Freezing Tests

The above tests indicate that the coarse grain group can enhance the permeability of soil, which
leads to highway waterfall ice hazards. In this section, freezing tests were carried out on saturated
coarse-grained soil and fine-grained soil separately to explore the formation mechanism of waterfall ice
further. The coarse-grained soil was taken from the area where waterfall ice hazards are the most serious,
and the typical fine silt of the research site was used as fine grained soil for the tests. The physical
characteristics of coarse-grained soil are as follows: Initial density ρ = 1.965 g/cm3, maximum dry
density ρd = 2.05 g/cm3, and optimum water contentω = 6.8%. The physical characteristics of fine
grained soil are as follows according to laboratory tests: Initial density ρ = 1.489 g/cm3, maximum
dry density ρd = 1.734 g/cm3, and optimum water contentω = 18.9%. The grain size composition of
coarse grained soil and fine grained soil are shown as Tables 3 and 4.

Table 3. The grain size composition of coarse-grained soil.

Grain size (mm) 10–20 5–10 1–5 0.1–1 0.05–0.1 <0.05

Weight percent (%) 5.8 30.5 45.3 16.4 1.3 0.7

Table 4. The grain size composition of fine-grained soil.

Grain size (mm) 0.05–0.1 0.01–0.05 0.005–0.01 <0.005

Weight percent (%) 14.8 45.7 32.2 7.3

The samples were saturated and consolidated under the pressure of 0.5 MPa before the tests,
and after that, the water content of fine grained soil and coarse grained soil were detected, which
were 39% and 20%, respectively. Then, the cylindrical specimens with the diameter of 10 cm and the
height of 15 cm were made, and the soil was compacted in layers (3 cm/layer). The vibrating wire
piezometers were installed into the samples (Figure 7) to test pore pressure. The samples were covered
by transparent insulating material without the bottom, and a water layer was at the top to simulate
ground water. The details of the experimental design is shown in Figure 7.
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Figure 7. Freezing test set up design.

The experiment procedure includes two stages as follows:

1. The samples were put into an incubator at the temperature of 1 ◦C, and lasts for 24 h.
2. The temperature of incubator was set to −10 ◦C, and began to freeze. The freezing direction

was from the bottom to the top. The waterproof thin film with good thermal conductivity was
covered at the bottom of the samples to prevent the water seeping from the bottom during
freezing. The incubator was opened and the frost-heaving ratio, pore pressure, and water
inflow volume were measured (by testing the volume change of water layer) quickly every
2 h. The frost-heaving ratio was measured by dial indicators. The initial volume of the water
layer was measured by using vernier caliper to measure the height, and calculated the volume
afterwards. The volume change of the water layer was also measured by vernier caliper. As the
soil samples were completely saturated during the tests, the downward water migration due to
gravity was neglected.

The test results are shown in Figure 8. From test results, it can be seen that the pore pressure
of saturated coarse-grained soil increased during freezing conditions, and decreased sharply after
reaching the maximum value (84 KPa in this test). The frost heaving ratio and the inflow volume of it
were almost zero during the freezing tests. The reason for the phenomena is that the process of free
water freeze happened in saturated coarse-grained soil during the freezing test.
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frozen depth, the position of the vibrating wire piezometer gradually freezes. Therefore, the 
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As the volume of free water increases after freezing, the expansive force induced by the volume
change can appear in a closed system, and the pore pressure of the part that do not freeze is expected
to increase. When considering water migration, during the freezing process from the bottom to the
top, the volume change of frozen free-water in coarse grained soil leads to increasing the free water
level above the freezing surface. Therefore, the downward reaction force emerges at the top of the
experimental container, then, the pore pressure of the test point increases. With the increase of the
frozen depth, the position of the vibrating wire piezometer gradually freezes. Therefore, the downward
reaction force cannot transfer to the position of the vibrating wire piezometer completely. Then,
the pore pressure decreases. The microscopic freezing process of saturated coarse grained soil is shown
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in Figure 9. Moreover, this frozen mode of free water in coarse-grained soil made the inflow volume
almost zero.
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As mentioned above, the process of free water freeze happened in saturated coarse-grained soil
during the freezing test. Therefore, the freezing process of the water in the coarse-grained soil is
independent of soil particles, and this process leads to the upward drainage of the part that do not
freeze. Although the whole tests were conducted in a closed system, and the drainage did not happen,
the water pressure did not apply to the soil particles. In contrast, the pressure applied to the top part
of the insulating material due to the potential drainage trend as shown in Figure 9. Therefore, if the
soil is kept static, the frost heave is not expected to happen. The frost heaving ratio, the pore pressure,
and the inflow volume of saturated fine-grained soil increased when it was freezing, and then kept
steady after reaching maximum values (3.2%, 127.8 Kpa, and 50 mL, respectively). The reason for the
phenomena is that the pore water in fine-grained soil belongs to weak-bound water, and moisture
migration from the top to the freezing front happened when it was freezing. This migration led to the
water content increasing near the freezing front. Therefore, the frost heaving happened. Furthermore,
the moisture migration also induced the water inflow and increased pore pressure. After the position
of the vibrating wire piezometer froze, the pore pressure induced by the weak-bound water was not be
influenced by the moisture migration, therefore, it kept steady. The restriction effect of the experimental
container may result in the appearance of steady stages of frost heaving and inflow volume.

Moreover, for saturated coarse grained soil, it can be seen from the test results that the decreasing
speed of the pore pressure was becoming slow when the freezing process conducted 30 h, and kept
stable at the end of the test. This means that at the end of the test, the position of the vibrating wire
piezometer was completely frozen, and no reaction force was transferred to the position of the vibrating
wire piezometer. Therefore, when the pore water around the vibrating wire piezometers was frozen,
the pore pressure of saturated coarse grained soil was approximately 13 KPa (40 h) as shown in Figure 8.
For saturated fine grained soil, the pore pressure kept stable when the freezing process was conducted
at 23 h. Further, after the position of the vibrating wire piezometer froze, the pore pressure induced
by the weak-bound water was not influenced by the moisture migration, therefore, it kept steady.
Hence, when the pore water around the vibrating wire piezometers was frozen, the pore pressure
of saturated fine grained soil was approximately 124 KPa. However, it can be seen that the sharp
decrease of the pore pressure of saturated coarse grained soil and the pore pressure stable stage of
saturated fine grained soil happened at the same time from the pore pressure curves. This phenomenon

150



Sustainability 2019, 11, 4059

means that the freezing speed of saturated coarse grained soil and fine grained soil is almost the same.
More specifically, the freezing of the position of the vibrating wire piezometer happened at 23 h for
these two test specimens.

From the above tests, it can be seen that the coarse-grained soil has strong water permeability,
and it is the major aquifer’s soil in the area of waterfall ice hazards. Furthermore, if the drainage is
blocked, the pore pressure of coarse-grained soil increases rapidly. Considering actual engineering,
a frozen cutting surface can block the drainage of ground water, and then, the water pressure increases
and squeezes out from the weak surface, and waterfall ice forms. Therefore, the aquifer with saturated
coarse-grained soil is the internal condition that leads to highway waterfall ice.

3. Mathematical Model in Investigating Waterfall Ice

The percolation theory has the advantage of analyzing the frozen procedure of soil only focusing
on temperature and pressure [34]. This theory is usually adopted for research on saturated fine-grained
soil. Therefore, some theorems are reliable when establishing a mathematical model of saturated
fine-grained soil. In this study, the frozen model of saturated fine-grained soil was established first.
Following this, the freezing model of saturated coarse-grained soil was established based on the
fine-grained soil model.

3.1. Freezing Model of Saturated Fine-Grained Soil

The moisture migration happens in fine-grained soil during freezing conditions. The microcosmic
process of moisture migration is described only considering two-dimensional cases in Figure 10.
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Figure 10. The microcosmic process of moisture migration in fine-grained soil.

As shown in Figure 10, the water transfers from point A to Point B during freezing conditions.
The pressure and temperature of point A are described as PW(A) and T(A), respectively. The pressure
and temperature of point B are described as PW(B) and T(B), respectively. Generally, the hydraulic
conductivity Ka depends on the composition of soil particles and the temperature in soil. To simplify
the calculation, the hydraulic conductivity between point A and point B is assumed to be the same.
Point C at the freezing front, and the pressure is expressed as Pi, which is related to the overburden load.
To illustrate the effect of osmotic pressure on water migration, a simplified theoretical freezing model
of fine-grained soil was established as shown in Figure 11. The theoretical model consists of 4 parts:
Part A, part B, part C, and part D. The parts are separated by three semipermeable membranes, which
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are named S1, S2, and S3, respectively. Part A and Part B contains pure water, and the temperatures of
them are T(A) and T(B), respectively. The pressure of Part A and Part B are PW(A) and PW(B), respectively.
Part C contains the solution, and the concentration of it increases with the volume of the ice layer
increasing. Part D is fine-grained soil. To apply the thermodynamic equilibrium theory, the pressure of
the solution in Part C is assumed to keep balance with pure water in Part B. In this way, the osmotic
pressure Ψ(B) can be defined as Equation (1).

Ψ(B) = Pi − Pw(B) (1)
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The moisture migration of soil is induced by the pressure difference between Part A and Part B.
The volume of flow (Qw) can be described as Equation (2) based on Darcy’s Law:

Qw = −KaA
H2 −H1

L
= −KaAI = −KaA

ρgH2 − ρgH1

ρgL
= −KaA

PW(B) − PW(A)

ρgL
(2)

where ρ represents density, I represents the hydraulic gradient, and A represents inflow area.
Therefore, the rate of flow (qw) can be obtained as Equation (3):

qw = −Ka
PW(B) − PW(A)

ρgL
(3)

According to Equations (1) and (3), the osmotic pressure can be described as Equation (4):

Ψ(B) = Pi − PW(A) +
qwρgl

Ka
(4)

As the simplified theoretical model belongs to a closed system, when the ice layer and the solution
of Part-C are at the state of the phase transition equilibrium, the chemical potential of ice (µi) is equal
to the chemical potential of the solution (µs) according to the first law of thermodynamics. To keep this
balance, the change of µi is always equal to the change of µs as shown in Equation (5):

dµs(P,ψ, T) = dµi(P, T) (5)

where P represents the pressure, ψ represents osmotic pressure, and T represents temperature.
According to the second law of thermodynamics, the expressions of dµw and dµi are shown in

Equations (6) and (7):
dµi = VidP− SidT (6)

152



Sustainability 2019, 11, 4059

dµs = VsdP−Vsdψ− SsdT (7)

where V represents the specific volume and S represents the specific entropy (ratio of heat absorbed
or released by the system to corresponding temperature). Vi represents the specific volume of ice,
Vs represents the specific volume of solution, Si represents the specific entropy of ice, and Ss represents
the specific entropy of solution.

The integrating Equation (5) from the initial state (P = P0, ψ0 = 0, and T = T0) to the end state (Pi,
ψ(B), and T(B)), the expression is shown in Equation (8):

y Pi,Ψ(B),T(B)

P0,ψ0,T0
VidP− SidT dpdψdT =

y Pi,Ψ(B),T(B)

P0,ψ0,T0
VsdP−Vsdψ− SsdT dpdψdT (8)

where P0 represents atmospheric pressure, T0 = 276k;
The calculation result of Equation (8) is obtained as shown in Equation (9):

(VS −Vi)(Pi − P0) − (SS − Si)(T(B) − T0) = VS
(
Ψ(B) −Ψ0

)
(9)

As mentioned above, ψ0 = 0, and the specific entropy change can be described as the ratio of the
internal energy change (Q) to the temperature of the phase transition as shown in Equation (10):

SS − Si = Q/T0 (10)

Therefore, by combining Equations (9) and (10), the expression of osmotic pressure Ψ(B) can be
obtained as shown in Equation (11):

Ψ(B) =
(Vs −Vi)

Vs
(Pi − P0) − Q

VsT0
(T(B) − T0) (11)

when the phase transition keeps equilibrium, which means that the ice layers do not change, the rate
of flow qw = 0, and Equation (12) can be obtained by Equation (3):

PW(A) = PW(B) (12)

Then, by combing Equations (1), (11) and (12), the osmotic pressure at the state of phase transition
equilibrium (ψ(B)) can be obtained as shown in Equation (13):

ψ(B) =
(VS −Vi)

Vi

(
PW(A) − P0

)
− Q

ViT0

(
(T(B) − T0

)
(13)

According to above analysis, the mathematical frozen model of saturated fine-grained soil is
obtained as shown in Equations (4), (11) and (13).

3.2. Freezing Model of Saturated Coarse-Grained Soil

There is no weak-bound water exists in saturated coarse-grained soil, therefore, the moisture
migration cannot happen during freezing conditions, which means that there is no osmotic pressure
(ψ(B) = 0) at the state of the phase transition equilibrium of saturated coarse-grained soil. At the same
time, although the percolation theory cannot be fully be applied to the saturated coarse grained soil,
the freezing process of saturated coarse grained soil and saturated fine grained soil both obey the first
law of thermodynamics and the second law of thermodynamics. Therefore, considering saturated
coarse grained soil or fine grained soil, the chemical potential of ice (µi) is always equal to the chemical
potential of the solution (µs) when the ice layer and the water are at the state of the phase transition
equilibrium in a closed system (This equation has nothing to do with the percolation theory). Therefore,
Equations (5)–(7) can also be applied to saturated coarse grained soil. However, to give physical
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meaning to equations (there is no mathematical expression to describe the phase transition equilibrium
of saturated coarse-grained soil), the frozen model of saturated fine-grained soil was established first
as shown in Equation (13). Although the model includes osmotic pressure ψ(B), it is a independent
variable during mathematical integral. Therefore, the mathematical model of Equation (13) can extend
to saturated coarse-grained soil when ψ(B) = 0 as shown in Equation (14).

PW(A) − P0

T(B) − T0
=

Q
[T0(VS −Vi)]

(14)

It can be seen that the formula does not include the parameters of the soil (Ka, L), and the osmotic
pressure ψ(B) = 0. Therefore, the freezing model of saturated coarse-grained soil in a closed system
cannot be influenced by the properties of the soil. Furthermore, it can be seen that Equation (14) is
highly similar to the Clapeyron equation as shown in Equation (15). The Clapeyron equation can be
applied to any pure substances at the state of the phase transition equilibrium.

dP
dT

=
Q

T∆V
(15)

In this way, the freezing model of saturated coarse-grained soil in a closed system is highly similar
to pure water in a closed system. When considering the formation process of highway waterfall ice,
from above analysis, it can be ensured that the essence of the aquifers’ freezing in the waterfall ice
area is the freezing of closed water. Then, the volume expansion due to freezing conditions increases
the pressure of closed water, which squeezes out from the weak interfaces and forms the waterfall
ice. This conclusion can give a primary reference for the discussion of the formation mechanism of
highway waterfall ice. That is, pure water freezing helps to analyze the formation progress of highway
waterfall ice.

4. Discussion of the Formation Mechanism of Highway Waterfall Ice

According to in-situ and indoor experimental investigations and the establishment of a
mathematical model, this study found that the saturated coarse-grained soil in a closed system
is the main factor that results in waterfall ice hazards. Consequently, to describe the formation
mechanism of highway waterfall ice clearly, the soil layer model was established, which includes
three layers, i.e., humus soil layer, saturated coarse-grained soil layer, and bedrock layer from top
to bottom. Based on this model, when excavation occurs during highway construction, the frozen
depth of the soil increases although aquifers are not exposed. This leads to the frozen depth of the
aquifer (saturated coarse-grained soil) deeper than before. Therefore, the pressure of the groundwater
increases, which has already been proved by the freezing tests mentioned in Section 3. According
to the pressure increasing procedure during freezing conditions, the formation process of waterfall
ice is defined as three stages (i.e., the drainage obstruction stage, the soil deformation stage, and the
groundwater gushing stage) as shown in Figure 12.

At the drainage obstruction stage, the drainage path is partly obstructed with the increasing
frozen depth. Hence, the pressure of the aquifer increases. The compaction process of the aquifer,
which results from construction of machines, is also a main factor that leads to pressure increases when
considering actual engineering. The groundwater flows to the weak area under this pressure.

At the soil deformation stage, with the increasing frozen depth, the drainage path of the aquifer
is completely blocked, and a closed system is formed. The pressure of the aquifer increases rapidly,
and the groundwater at weak area breaks through the humus soil layer and freezing under negative
temperature, which results in top soil deformation. When the volume of ice reaches its maximum
volume, the deformation of top soil also reaches its limit. Then, the ice stretches to the deformation soil
as shown in Figure 12. At the same time, water separates from the coarse-grained soil and moves to
the weak area constantly because of the increasing pressure.
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At the groundwater gushing stage, the ice breaks through the deformation soil. Then, the huge
expansive force generated by groundwater in a closed system fractures the ice block. After that,
the groundwater flows into the cracks, and becomes ice particles under negative temperature.
The cracks get larger due to the ice particle forming and the constant water inflow. With the increasing
groundwater flow volume and the crack development process in ice blocks, the cracks cross the ice
block completely, and groundwater flows out and becomes ice rapidly under negative temperature.
After that, a closed system is formed again, and the groundwater gushing stage happens again.
Therefore, a circulatory system is formed, and the volume of waterfall ice increases rapidly during
this circulation.

5. Conclusions

In this paper, areas that suffer serious highway waterfall ice hazards (Tongchuan-Huangling
expressway) were chosen to conduct ground water monitoring for 2.5 years. The relationship between
the ground water level change and waterfall ice hazards is revealed. After that, the gradation test
and penetration test of the aquifer soil, and the freezing test of typical saturated fine-grained soil
and coarse-grained soil were conducted. Following this, the mathematical model of investigating
waterfall ice was established. Finally, the formation mechanism of highway waterfall ice was discussed.
The following primary conclusions can be drawn:

(1) Ground water level change that results from excavation is the main reason for highway waterfall
ice hazards. Furthermore, the area that can easily get seasonal rainfall supplements, and the
mountainous regions where ground water is replenished by perched water after cutting excavation
suffers serious highway waterfall hazards. The monitoring results also provide significant
references for the route design of expressways in related area.

(2) A proportional relationship between the content of coarse-grained particles and the hydraulic
conductivity was obtained based on the gradation test and the penetration test using in-situ
aquifer soil of eight research sites. The results indicate that the content of coarse-grained particles
can significantly enhance the permeability of the aquifer, which is the internal factor that leads to
highway waterfall ice.

(3) According to the freezing tests of saturated fine-grained soil and coarse-grained soil, this study
found that, contrary to saturated fine-grained soil which showed obvious water migration during
freezing, the pore pressure of coarse-grained soil increased rapidly first, and decreased after
reaching the maximum value (84 KPa in this test). The frost heaving ratio and the inflow volume
were almost zero during the test. The test results indicate that the volume expansion of free
water freezing in a closed system is the main reason for pore pressure increasing the saturated
coarse-grained soil.

(4) The freezing model of fine-grained soil was established based on the percolation theory. After that,
the freezing model of saturated coarse-grained soil at the state of the phase transition equilibrium
was obtained using the freezing model of fine-grained soil. This indicates that the essence of the
aquifers’ freezing (coarse-grained soil) in the waterfall ice area is the freezing of closed water.

(5) The formation mechanism of waterfall ice was discussed based on the above-mentioned results.
The formation process of waterfall ice is defined as three stages (i.e., the drainage obstruction stage,
the soil deformation stage, and the groundwater gushing stage). This definition can give significant
guidance for further research that focuses on the prevention of highway waterfall hazards.
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Abstract: A three-year study, designed to record the level of potentially toxic elements within the
urban complex in the city of Volos, Greece, was carried out between 2018 and 2020. For the needs of
the aforementioned study, 62 surface (0–15 cm) soil samples were collected each year (i.e., 186 samples
in total) from an urban area of 3.65 km2, and the average value of pseudo-total metal concentration
was measured. Soil pollution indices, such as the contamination factor (CF) and the geo-accumulation
index (Igeo), were estimated regarding each of the metals of interest. The respective thematic maps
were constructed, and the spatial variability of the contamination degree was displayed. Higher
values of the CF and Igeo were obtained near the heavy traffic roads and beside the railway station,
the bus stations, and the commercial port. The maps based on the pollution indices, along with the
database that was constructed using the appropriate mathematical tools of geostatistical analysis,
may be a useful tool for monitoring, prediction, and continuous verification of contamination in the
urban soils of Volos city.

Keywords: contamination indices; geo-accumulation factor; heavy metals; GIS

1. Introduction

Important functions vital for agricultural, environmental, land preservation, perspec-
tive architecture, and urban activities usually take place in the soil [1,2]. Urban soils are
inside or nearby cities, i.e., in urban and suburban areas that are significantly and persis-
tently disrupted by human activity [3]. They include: (a) soils consisting of a mixture of
materials of different origins, with inorganic or organic compositions, and from agricultural
or forest areas, which are largely transformed by human intervention [4]; (b) soils in parks
and green gardens that offer different compositions, uses, and management of agricultural
land [5,6]; and (c) soils or mixtures resulting from various construction or metallurgical
activities within cities [7].

Urban soils are created when human intervention takes place for many years, or after
an immediate and abrupt concentration of human activities in a specific area and in a
specific environmental background [8–10]. Compared to natural and agricultural soils,
urban soil inherits certain characteristics of the parent rock, but it is also influenced by the
local microenvironment as well as the process of its formation. Changes in the physical
and chemical properties and in the biological cycles of nutrients are often observed.

Urban areas are often densely populated, so there is an over-consumption of natural
resources and high production of pollutants. In recent decades, there has been an increase
in urbanization and industrialization, as short-term and intensive human activities lead to
large numbers of organic pollutants (such as polyhalogenated compounds), along with
inorganic pollutants (such as potentially toxic metals) [11,12].
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It is well known that Potentially Toxic Elements (PTEs) accumulation in the soil leads
to soil degradation, which can be a serious problem concerning human health, as metals
can easily accumulate in the human body through food or ingestion of water as well as
through respiration pathways [13]. Ecological risk assessments and their potential impact
on human health are of great importance because they can point to unbearable dangers
related to man and the environment [14]. In addition, they also require the identification of
the specific driving factors that contribute to these risks [15]. The accumulation of metals
in the upper soil can threaten health through consumption, digestion, and skin contact [3],
and soil toxicity by heavy metals is highly correlated with metal levels and nature. In many
cases, damage to human health is inevitable: headaches, insomnia, insanity, joint pain,
and cancer. They can have a stronger effect on human health, plants, and soil organisms
as well as in water filtration [16]. Problems due to urban soil systems are distinguished
by other strongly affected soils, such as those found in quarries, mines, and airports far
from cities [17]. There are different routes of exposure, such as direct ingestion through the
food chain, inhalation through the mouth and nose, and direct skin contact. Therefore, it is
important to assess the contamination and risk to human health of soil metals to improve
the environment and protect human health [18,19].

Identifying potential sources of metals in soils is important for controlling priority
pollutants. Recently, various mathematical models and methods of statistical analysis have
been applied, such as the various indices usually called environmental factors (EFs) such
as, the contamination factor (CF), the geo-accumulation index (Igeo), the availability factor
(AF), principal component analysis (PCA), and factor analysis (FA) [20,21]. These tools are
highly used to distinguish the natural and human origins of metals in soil systems [17]
On the other hand, GIS in environmental pollution is a valuable tool for mapping out the
contaminants in soil. Spatial display and pollutant distribution allow for a more efficient
perspective to monitor soil contamination [22,23]. Spatial data management has a large
range of applications along with great advantages [24,25] Methodologies incorporating
GIS can be applied in soil contamination projects to facilitate the interpretation, estimation,
and evaluation of information between stakeholders, which will improve stakeholder
communication in the decision making process [26].The potential burden on the urban
environment due to the presence of heavy metals in urban soils, along with the particles
suspended in the air and deposited on the soil surface, has gained intense research in-
terest in recent years [27,28]. However, limited studies are focused on risk assessment
in urban and suburban areas, on densely populated areas, or on the industrial cities of
Greece [29–31].

The objectives of the present study were (1) to evaluate heavy metal contamination
levels in the urban soils of Volos, (2) to identify which PTEs are of most concern using soil
contamination indices, and (3) to highlight the areas (sites) that are most at risk of pollution
by constructing proper thematic maps to illustrate the spatial distribution in the study area.
The novelty of the present research lies in the fact that, for the first time, a database has
been created that enables the continuous monitoring of contamination assessment after
recording the changes of the contamination index values in the area studied.

2. Materials and Methods
2.1. Site Description

Volos is a seaside port of Thessaly located in the middle of Greece. It was built inside
the Pagasiticos Gulf and spreads along the plain beneath Pelion. It has a population of
about 150,000 inhabitants. The area has a typical Mediterranean climate with wet and cold
winters, dry and hot summers, a 14.4 ◦C average yearly temperature, and a mean yearly
precipitation of 450 mm. At the west side, about 12–14 km from the city center, resides an
industrial area that also includes a steel plant. Another large cement industry, producing
seven types of cement, clinker, solid fuels, and aggregates, is located a distance of 4 km
to the east part of the city (Figure 1). The present study is focused on the downtown city
center, covering an area of 3.65 km2.
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Figure 1. The city of Volos in Thessaly, Central Greece and the study area.

2.2. Soil Sampling

Sixty-two soil samples per year, consisting of three sub-soils each [32], were collected
from diverse green spaces, including parks, playgrounds, squares close to the harbor,
flower beds located close to main streets, and a neighborhood adjacent to a cement factory.
The investigation began in June 2018. In the following two years (2019–2020), soil samples
were collected from the same sampling points (i.e., 186 soil samples in total) of Volos.

2.3. Chemical Analysis of Soil Samples

The physicochemical analyses of the soil samples were conducted using the methods
described by Page et al. [33]. The analyses were preceded by air-drying the soil samples
for three days and sieving them using a 2 mm sieve. Clay, sand, and silt percentage, as
well as cation exchange capacity (CEC), pH values, electrical conductivity, organic matter
content (Table 1), and pseudo-total content (Table 2), were measured using the aqua regia
method [34,35]. Metals were determined using an atomic absorption spectrophotometer
(flame and/or graphite furnace) with the following detection limits: 0.1, 0.09, 0.09, 0.1, 0.08,
0.2, 0.1, 0.15 (mg L−1) for Cu, Zn, Cd, Mn, Pb, Ni, Cr, and Co, respectively. A series of 11
standard solutions (Perkin Elmer®) for each metal were used after conducting the proper
solutions with 5% c. HNO3 [35]. For the verification of the accuracy of the analyses, a
certified reference material (CRM) (No 141R, calcareous loam soil) from the Community
Bureau of Reference (BCR) was analyzed with the soil samples. The results of the metal
determination in the CRM are presented in the Supplementary Materials Section. The
European Council Directive 86/278/EEC [36] regulated the permissible limits for Cd, Cu,
Co, Ni, Pb, and Zn. The Cr and Mn maximum values were reported in Kabata–Pendias [37]
as the maximum allowable concentrations.

Table 1. Physicochemical parameters of the soil samples (mean values of the three-year study, n = 186).

Descriptive Statistics pH
(1:1)

EC
(µS cm−1)

OM
(%)

Clay
(%)

Sand
(%)

CaCO3
(%)

Minimum Value 6.57 1123.00 0.30 2 22 9.61
Maximum Value 8.92 6957.46 4.40 52 78 20.54

Mean Value 7.44 3235.60 2.44 19 57 14.57
Relative Standard Deviation 0.41 12.76 0.91 7.50 6.99 1.54

Kurtosis Coefficient 1.415 −0.495 −0.676 −0.006 −0.071 −0.680
Skewness Coefficient 0.710 0.747 −0.128 1.0096 −0.932 0.231
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Table 2. Pseudo-total concentrations of potentially toxic elements (mean values of the three years of the study, n = 186).

. Cu Zn Pb Ni Cd Co Cr Mn

. mg kg−1

Minimum Value 28.90 88.42 5.43 24.98 0.57 4.62 26.07 254.33
10th-perc a 33.91 106.17 13.05 32.96 0.71 10.81 47.72 308.64
50th-perc b 51.48 126.40 41.31 63.41 0.96 22.38 110.86 714.13

Average 53.91 131.02 35.94 67.28 0.94 22.56 93.24 663.71
90th-perc c 80.26 166.07 55.12 114.86 1.14 35.40 122.33 942.59

Maximum Value 89.27 218.11 58.14 117.89 1.25 38.14 123.25 951.18
EU Limits d 140 300 300 75 3 - 200 -

BG (mg kg−1) e 24.57 64.35 29.69 22.92 0.49 9.62 23.84 540.13
a 10th percentile, b 50th percentile, c 90th percentile; d For Cr: maximum allowable concentrations ([37], p. 24). For Cd, Cu, Ni, Pb, and Zn:
86/278/EEC Directive [36]; e Average of all reported background reference values in Kabata–Pendias [37].

2.4. Contamination Risk Assessment Indices of PTEs

The following PTE contamination indices were estimated. [17,38].
The contamination factor (CF) is as follows:

CF = CAR/CAR ref , (1)

where CAR is aqua regia extracted metal (mean values of the 3 years of the study) (mg kg−1

soil). CAR ref is the background reference element concentration in uncontaminated areas
(mg kg−1, PTE concentrations in pristine soils, “world soil average”) [37].

The CF follows the classification: class I: CF < 1 (pristine soil), class II: CF = 1–3
(contamination is rated “moderate”), class III: CF = 3–6 (“considerable”), class IV: CF > 6
(“very high”).

The geo-accumulation Index (Igeo) is as follows:

Igeo = log2(CAR /1.5 CAR ref ) (2)

Igeo [39] is designated using Latin numbering [40]: class I: Igeo < 0, class II: Igeo = 0–1,
class III: Igeo = 1–2, class IV: Igeo = 2–3, class V: Igeo = 3–4, class VI: Igeo = 4–5, class VII:
Igeo > 5.

2.5. Statistical and Geostatistical Procedures

The 3-year data taken from the 62 sample sites were subjected to a one-way ANOVA
at a p < 0.05 level using the SPSS-26 package, in order to identify potential timescale
changes [23,41]. The results showed no significant differences for the mean three-year
values, although an upward trend from year to year was detected (ANOVA results are
listed in the Supplementary Materials Section). The mean values were used for further
analysis and the construction of thematic maps. Initially, the mean values were checked
for normality and homogeneity by means of the Kolmogorov–Smirnov and Shapiro–Wilks
tests [42]. The results showed an abnormal distribution. Based on that distribution, a spatial
interpolation process using the ordinary kriging along with data logarithmic transformation
and a grid of 5 m spatial resolution, was performed in the SAGA 7.9.0 GIS (SAGA User
Group Association, 2020) [43]. Prior to kriging, the datasets were also checked for anisotropy
in two perpendicular directions. Showing a similar spatial autocorrelation pattern, an
omnidirectional variogram was computed for every variable, and a suitable model was
fitted to that. The geospatial statistics are presented in Tables 3 and 4. The ordinary kriging
process resulted in raster images of pollution for each element. These rasters, along with the
sampling point vector information and local points of interests (POIs), were integrated on
the thematic maps using the QGIS 3.16.1 (QGIS Development Team, 2020) [44] and utilizing
the web map service OpenStreetMap as a base layer (Figure 3).
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Table 3. Descriptive statistics for the contamination factor (CF) of the potentially toxic elements and geostatistical parameters,
for the creation and validation of the contour maps.

CF Cu Zn Pb Ni Cd Co Cr Mn

Descriptive statistics
Mean Value 1.38 1.85 1.30 2.32 2.27 3.99 2.21 1.34

Standard Deviation 0.46 0.40 0.62 0.99 0.43 1.72 1.21 0.50
Minimum Value 0.74 1.15 0.09 0.86 1.20 0.15 0.19 0.48
Maximum Value 2.30 3.12 2.15 4.07 3.06 6.75 3.91 1.95

Skewness Coefficient 0.401 1.018 −0.381 0.368 −0.405 −0.234 0.120 −0.360
Kurtosis Coefficient −1.016 1.249 −1.177 −0.935 −0.650 −0.796 −1.583 −1.373

Geostatistical parameters
Model Cubic Exp. Exp. Exp. Spher. Spher. Spher. Spher.
Nugget 0.017 0.004 0.109 0.143 0.064 0.016 0.027 0.026
Range 985 985 973 1209 981 984 996 985

Sill 0.231 0.176 0.426 1.191 0.198 0.833 0.488 0.207
Slope - - - - - - - -

Nugget sill ratio 0.08 0.02 0.26 0.12 0.32 0.02 0.05 0.13
R2 0.53 0.68 0.40 0.47 0.60 0.64 0.46 0.30

Table 4. Descriptive statistics for the Igeo of the potentially toxic elements and geostatistical parameters, for the creation
and validation of the contour maps.

Igeo Cu Zn Pb Ni Cd Co Cr Mn

Descriptive statistics
Mean Value −0.20 0.27 −0.47 0.49 0.57 1.20 6.18 −0.28

Standard Deviation 0.48 0.29 1.02 0.66 0.29 0.96 0.98 0.64
Minimum Value −1.01 −0.38 −4.14 −0.80 −0.33 −3.31 2.91 −1.65
Maximum Value 0.61 1.05 0.52 1.44 1.03 2.17 7.28 0.38

Skewness Coefficient 0.007 0.400 −1.379 −0.285 −0.819 −2.218 −0.777 −0.712
Kurtosis Coefficient −1.262 0.225 1.644 −0.893 0.253 7.210 0.416 −0.942

Geostatistical parameters
Model Exp. Exp. Cubic Cubic Exp. Spher. Cubic Exp.
Nugget 0.055 0.004 0.031 0.006 0.001 0.031 0.006 0.082
Range 985 984 979 971 983 995 846 983

Sill 0.272 0.093 1.140 0.490 0.095 0.655 0.386 0.443
Slope - - - - - - - -

Nugget sill ratio 0.20 0.04 0.03 0.01 0.01 0.05 0.01 0.19
R2 0.49 0.66 0.50 0.52 0.60 0.65 0.46 0.34

3. Results
3.1. Physicochemical Properties of Soil Samples

The soils ranged from sandy loam to clayey, with soil reaction values between 6.6 and
8.9 (Table 1). High clay content was found in 19% of the soil samples, while 57% had a
sandy texture. According to the soil pH values, 82.3% of the soil samples were alkaline,
while 17.7% had a slightly acid soil reaction (<7). Organic matter (OM) values ranged
between 0.3% and 4.4%. Soil electrical conductivity (EC) varied between 1122 and 6958 µS
cm−1, with the mean value at 3204 µS cm−1.

3.2. Levels of Potentially Toxic Elements

The mean values of metal concentrations during the three years’ research along with
their statistical characteristics are presented in Table 2. The mean values were found to be
lower than maximum permitted values. The mean Cu concentration was 53.9, while the
CEC directive value [36] was 140 mg kg−1. The other values were as follows: for Zn, the
mean was 131.0, while the CEC limit was 300; for Pb, the mean was 35.9, while the CEC
limit was 300; for Cd, the mean was 0.94, while the CEC limit was 3; for Cr, the mean was
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93.2, while the Kabata–Pendias [37] value was 200; and for Ni, the average was 67.3, while
the CEC limit was 75mg kg−1). Average Ni concentration was lower than the EU limit,
while the Co and Mn mean concentrations were higher than the background levels.

3.3. Geostatistical analysis, Construction of Thematic Maps of Availability Indices of PTEs

The thematic maps, presented in Figures 2 and 3, were created for the optimal depic-
tion of spatial variability of the metal pollution assessment. The contamination factor (CF)
and geo-accumulation index (Igeo) were used as useful tools to assess the pollution of the
area. Descriptive statistics for the contamination factor (CF) and geo-accumulation index
(Igeo) calculations along with the geostatistical parameters, for the creation and validation
of the contour maps, are presented in Tables 3 and 4, respectively.

1 
 

  

  

  

  
 
  

Figure 2. Thematic maps of potentially toxic metals based on contamination factor (CF) values in
Volos (mean values of the three years of the study).
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 Figure 3. Thematic maps of potentially toxic metals based on the geo-accumulation index (Igeo)

values in Volos city (mean values of the three-year study).

The largest number of soil samples had CF values belonging to class II (1–3) and were
characterized as “moderate contamination”. In class II, the order of CFs was as follows:
Cd = Zn > Ni > Co > Cu = Pb = Cr = Mn. In class III (CF: 3–6), characterized as “considerable
contamination”, the order changed as follows: Ni > Co > Zn = Cd. There were no soil
samples with CF > 6, i.e., belonging to class IV with “very high contamination”.

The Igeo values were also calculated. In class II (0–1), the order of the metal elements
was as follows: Cd > Zn > Cr = Ni > Pb > Co > Mn > Cu. In class III (1–2), Ni was the most
enriched element in the soil, followed by Co. Zn and Cd exhibited lower Igeo values in the
decreasing sequence: Ni > Co > Zn = Cd. None of the metals studied had Igeo values > 2.

167



Sustainability 2021, 13, 2029

4. Discussion
4.1. Physicochemical Properties of Soil Samples

The soil samples were neutral to slightly alkaline. The presence of alkaline soils in
the urban environment is rather common [7]. High clay content has usually been found in
urban and peri-urban locations [28]. On the other hand, 19% of the samples had a sandy
texture, which is probably due to the proximity of the samples to the coastal zone [45] or to
the area near the river, which flows into the Pagasiticos Gulf. The organic matter content
was rather low, but usually observed in Mediterranean soils with the characteristic climate,
relatively high temperatures, and low humidity [46]. Anthropogenic activities create
conditions of impaired salinity in soils, and especially in the capitals of the prefectures.
A survey conducted in a Mediterranean site also revealed that soil salinity is controlled
mainly by seawater intrusion and the usual application of salt-rich water [12]. The lower
part of the study area was adjacent to the edges of the Pagasiticos Gulf, which naturally
contributes to the increase in salinity [47].

4.2. Levels of Potentially Toxic Elements and Contamination Indices

The average CF values of the metals were >1, which indicates the strong anthropogenic
influence in the area studied. The PTE contents were lower than those in soil samples
in Athens, as described by Massas et al. [18] and Kelepertzis and Argyraki [5]. The soil
samples seemed to be less contaminated than soils in areas with high anthropogenic activi-
ties [26,30,31,48]. The previous studies of Antoniadis et al. [48] and Kelepertzis et al. [30]
made extensive reference to the impact of industrial activity on the peri-urban environ-
ment of Volos. The soil contamination indices (CF and Igeo) indicated low or moderate
contamination. The elevated Ni Igeo may have been influenced by activities leading to
enhanced Ni deposition [49]. Moreover, high Ni levels were previously reported in the
nearby site, probably due to the geochemical composition of the parental material [48].

4.3. Construction of Thematic Maps and Geostatistical Analysis

The constructed maps based on the contamination indices [50] seemed to be a useful
tool for the investigation of spatial distribution of metals in the city of Volos. To avoid
misleading interpretations and alerts from visual observations, a uniform full-scale of the
CF and Igeo values was used for the present maps’ color classification. Despite reducing
the spatial discrimination, this choice resulted in the maps depicting the potential toxicity
of the studied metals [23]. In the present study, the cubic, exponential, and spherical models
were used for the construction of the thematic maps in Figures 2 and 3, of the CF and Igeo,
respectively. The cubic model seemed to be the proper one for the construction of maps
based on the contamination factor of Cu along with the Pb, Ni, and Cr maps based on
the Igeo indices [24]. The exponential and spherical models were preferred for the spatial
distribution of Zn and Co in the CF and Igeo indices, respectively. Similar techniques and
mathematical models have been used by other researchers [51,52] as they provide the best
predictions. The low nugget/sill ratio (<0.25) obtained for most of the parameters indicated
the spatial dependence of the variables [53].

4.3.1. Maps of Contamination Factors

The Cu, Pb, Mn, and Cr contamination factor maps (Figure 2) revealed that the highest
concentrations of these metals occurred near the heaviest traffic roads (Analipseos, K.,
Kartali, Demetriados), as well as in the areas adjacent to the railway station, the bus stations,
and the commercial port, as mentioned in many studies [13,30,54]. The long-time and
increased vehicle traffic using lead-based fuels, before the banning of lead-containing
gasoline, may have led to increased PTE contents in urban soils [54,55]. Nevertheless,
the CF values were high, and the ranking led to the rating of “moderate contamination”
conditions. Cd and Zn revealed “moderate contamination” in all sampling points, with the
exception of S40. The higher Cd concentrations were probably because of road construction
works carried out during the sampling period (second year, 2019). The high CF value of Zn
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in S1 near the commercial port led to “considerable contamination”. Prolonged use and
storage of metal objects and scrubs may have led to high Zn levels locally [29]. Ni and Co
concentrations led to “considerable contamination” around the railway, the bus stations,
and the port [56]. However, in the main area of Volos, the CF of Ni and Co indicated a
“moderate contamination”.

4.3.2. Maps of Geo-Accumulation Index

The maps (Figure 3), based on the Igeo distribution, revealed moderate contamination
of Cu and Mn at the main roads and railway, and beside the bus stations and the city
port (Igeo, 0–1), and the values suggested lower contamination level compared to other
researches [28,29,37]. The Igeo values of Cd and Zn also belonged to class II (0–1), but in
the S1 and S40 soil samples, an exaggeration was observed as higher values were recorded.
High levels of metals beside ports are usually observed [56]. It is well known that metal
concentration in aquatic ecosystems, such as ports, is measured in water and in sediment.
Usually, metals exist in the lowest content in water and in higher concentrations in sea
sediments [6,12]. The permanent presence of metals near ports is a problem of utmost
concern as their constant contact with salts and the particularly high percentage of moisture
creates oxidizing conditions. The metals therefore corrode and their concentrations in the
soils accumulate [45]. In 16.1% of the soil samples, the Igeo values of nickel belonged to
class III (1–2). Nickel has a large number of industrial uses and applications [57]. The
occurrence of unexpectedly higher concentrations of nickel at the railway station and on
the west side of the study area may be related to its geochemical origin, as recorded in a
previous study [48]. The Igeo values of class II (0–1) were found for Pb, Co, and Cr near
the main city roads, possibly affected by heavy traffic [57–60].

The factories located around the city of Volos may contribute to the pollution of
the area, especially when the weather conditions are favorable for the spread of pollu-
tants [30,48]. It is also worth mentioning that Volos is a rural area surrounded by the Pelion
mountain to the north and the Pagasiticos Gulf to the south, creating a microenvironment
favorable to the frequent entrapment of atmospheric pollution [29,30]. The burning of
materials in the fireplaces of the houses to the right of the study area may also contribute to
the increase in PTE pollution [61]. There is also evidence that the coal or crude oil used for
household heating, gasoline, and diesel vehicle exhaust is of the major problems in urban
soil pollution [29]. Concluding, the contamination seems to be significantly increasing near
the commercial port of the city of Volos, close to the railway station, and in the intercity
bus station along with the big and heaviest traffic roads of Volos [62]. The present study
could give rise to further and more thorough research in the future. The identification
of contamination sources at the local and national level could control or even reduce the
levels of PTEs in the area of interest.

5. Conclusions

The level of PTEs in the soil samples of Volos were found to be lower than the
maximum permitted values set by the European Union. Soil contamination indices (CF and
Igeo) also confirmed the low to moderate level of contamination with PTEs. The formation
of a database with three-year records of the PTE level is an innovation, as it has not been
described before. Map formation, based on the values of the contamination indices, is
a valuable, useful, and easy-to-handle tool for recording, monitoring, managing, and
predicting contamination levels in the area of interest. Nevertheless, continuous long-term
monitoring for the assessment of PTE levels is of paramount importance, as high PTE levels
could ultimately have negative effects on the environment, food, and consequently, on
the health of the citizens of Volos and the adjacent communities. Spatial environmental
monitoring could be very useful for the assessment of environmental conditions and
trends in the cities of Greece, and even worldwide, as it leads to an evidence-based
approach for reporting to national policy makers. After all, maintaining good urban soil
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environmental quality is crucial for several socio-economic reasons along with human
health and well-being.

Supplementary Materials: The following are available online at https://www.mdpi.com/2071-105
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17. Kowalska, J.B.; Mazurek, R.; Gąsiorek Michałand Zaleski, T. Pollution indices as useful tools for the comprehensive evaluation of
the degree of soil contamination–A review. Environ. Geochem. Health 2018, 40, 2395–2420. [CrossRef]

18. Massas, I.; Ehaliotis, C.; Kalivas, D.; Panagopoulou, G. Concentrations and availability indicators of soil heavy metals; The case of
children’s playgrounds in the city of Athens (Greece). Water. Air. Soil Pollut. 2010, 212, 51–63. [CrossRef]

19. Wijesiri, B.; Egodawatta, P.; McGree, J.; Goonetilleke, A. Process variability of pollutant build-up on urban road surfaces. Sci.
Total Environ. 2015, 518–519, 434–440. [CrossRef]

20. Seleznev, A.A.; Yarmoshenko, I.V.; Malinovsky, G.P. Assessment of total amount of surface sediment in urban environment using
data on solid matter content in snow-dirt sludge. Environ. Process. 2019, 6, 581–595. [CrossRef]

21. Alexakis, D.; Gamvroula, D.; Theofili, E. Environmental availability of potentially toxic elements in an agricultural Mediterranean
site. Environ. Eng. Geosci. 2019, 25, 169–178. [CrossRef]

22. Mehmood, K.; Chang, S.; Yu, S.; Wang, L.; Li, P.; Li, Z.; Liu, W.; Rosenfeld, D.; Seinfeld, J.H. Spatial and temporal distributions of
air pollutant emissions from open crop straw and biomass burnings in China from 2002 to 2016. Environ. Chem. Lett. 2018, 16,
301–309. [CrossRef]

23. Tong, S.; Li, H.; Li, W.; Tudi, M.; Yang, L. Concentration, spatial distribution, contamination degree and human health risk
assessment of heavy metals in urban soils across china between 2003 and 2019—A systematic review. Int. J. Environ. Res. Public
Health 2020, 17, 3099. [CrossRef]

24. Guo, G.; Wu, F.; Xie, F.; Zhang, R. Spatial distribution and pollution assessment of heavy metals in urban soils from southwest
China. J. Environ. Sci. 2012, 24, 410–418. [CrossRef]

25. Zhang, X.; Wei, S.; Sun, Q.; Wadood, S.A.; Guo, B. Source identification and spatial distribution of arsenic and heavy metals in
agricultural soil around Hunan industrial estate by positive matrix factorization model, principle components analysis and geo
statistical analysis. Ecotoxicol. Environ. Saf. 2018, 159, 354–362. [CrossRef] [PubMed]

26. Saha, N.; Rahman, M.S.; Jolly, Y.N.; Rahman, A.; Sattar, M.A.; Hai, M.A. Spatial distribution and contamination assessment of six
heavy metals in soils and their transfer into mature tobacco plants in Kushtia District, Bangladesh. Environ. Sci. Pollut. Res. 2016,
23, 3414–3426. [CrossRef]

27. Khoder, M.; Al Ghamdi, M.; Shiboob, M. Heavy Metal Distribution in Street Dust of Urban and Industrial Areas in Jeddah, Saudi
Arabia. J. King Abdulaziz Univ. Environ. Arid L. Agric. Sci. 2012, 23, 55–75. [CrossRef]

28. Logiewa, A.; Miazgowicz, A.; Krennhuber, K.; Lanzerstorfer, C. Variation in the concentration of metals in road dust size fractions
between 2 µm and 2 mm: Results from three metallurgical centres in Poland. Arch. Environ. Contam. Toxicol. 2020, 78, 46–59.
[CrossRef] [PubMed]

29. Botsou, F.; Moutafis, I.; Dalaina, S.; Kelepertzis, E. Settled bus dust as a proxy of traffic-related emissions and health implications
of exposures to potentially harmful elements. Atmos. Pollut. Res. 2020, 11, 1776–1784. [CrossRef]

30. Kelepertzis, E.; Argyraki, A.; Chrastný, V.; Botsou, F.; Skordas, K.; Komárek, M.; Fouskas, A. Metal(loid) and isotopic tracing of
Pb in soils, road and house dusts from the industrial area of Volos (central Greece). Sci. Total Environ. 2020, 725. [CrossRef]

31. Christoforidis, A.; Stamatis, N. Heavy metal contamination in street dust and roadside soil along the major national road in
Kavala’s region, Greece. Geoderma 2009, 151, 257–263. [CrossRef]

32. McLaughlin, M.J.; Zarcinas, B.A.; Stevens, D.P.; Cook, N. Soil testing for heavy metals. Commun. Soil Sci. Plant Anal. 2000, 31,
1661–1700. [CrossRef]

33. Page, A.L. Methods of soil analysis-Part 2: Chemical and microbiological properties. In American Sociaty of Agronomy, 2nd ed.;
Phosphurus Inc.: Madison, WI, USA, 1982; Volume 9, pp. 421–422.

34. ISO. Environment Soil Quality; ISO/DIS 11466; ISO Standards Compendium: Switzerland, Geneva, 1994.
35. Golia, E.E.; Tsiropoulos, N.G.; Dimirkou, A.; Mitsios, I. Distribution of heavy metals of agricultural soils of central Greece using

the modified BCR sequential extraction method. Int. J. Environ. Anal. Chem. 2007, 87, 1053–1063. [CrossRef]
36. Council of the European Communities. The protection of the environment, and in particular of the soil, when sewage sludge is

used in agriculture; Council Directive of 12 June 1986. Off. J. Eur. Commun. 1986, 181, 6.
37. Meharg, A.A. Trace Elements in Soils and Plants, 4th ed.; Kabata-Pendias, A., Ed.; CRC Press/Taylor & Francis Group: Boca Raton,

FL, USA, 2010; ISBN 9781420093704.
38. Antoniadis, V.; Golia, E.E.; Shaheen, S.M.; Rinklebe, J. Bioavailability and health risk assessment of potentially toxic elements in

Thriasio Plain, near Athens, Greece. Environ. Geochem. Health 2017, 39, 319–330. [CrossRef]
39. Mueller, G. Schwermetalle in Den Sedimenten Des Rheins—Veranderungen Seit 1971. Umsch. Wissensch. Techn. 1979, 79, 778–783.
40. Kasa, E.; Felix-Henningsen, P.; Duering, R.A.; Gjoka, F. The occurrence of heavy metals in irrigated and non-irrigated arable soils,

NW Albania. Environ. Monit. Assess. 2014, 186, 3595–3603. [CrossRef]
41. Ding, Q.; Shi, X.; Zhuang, D.; Wang, Y. Temporal and spatial distributions of ecological vulnerability under the influence of

natural and anthropogenic factors in an eco-province under construction in China. Sustainability 2018, 10, 87. [CrossRef]
42. Johnson, R.A.; Wichern, D.W. Applied Multivariate Statistical Analysis, 6th ed.; Prentice-Hall: Hoboken, NJ, USA, 2007.
43. SAGA User Group Association. SAGA 7.9.0—System for Automated Geoscientific Analyses. Available online: http://www.saga-

gis.org (accessed on 29 December 2020).

171



Sustainability 2021, 13, 2029

44. QGIS Development Team. QGIS Geographic Information System. Available online: http://qgis.osgeo.org (accessed on 10
December 2020).

45. Shirani, M.; Afzali, K.N.; Jahan, S.; Strezov, V.; Soleimani-Sardo, M. Pollution and contamination assessment of heavy metals in
the sediments of Jazmurian playa in southeast Iran. Sci. Rep. 2020, 10. [CrossRef] [PubMed]

46. Antoniadis, V.; Golia, E.E. Sorption of Cu and Zn in low organic matter-soils as influenced by soil properties and by the degree of
soil weathering. Chemosphere 2015, 138, 364–369. [CrossRef] [PubMed]

47. Wu, Y.; Lu, X.; Zhuang, S.; Han, X.; Zhou, Y. Contamination characteristics and assessment of manganese, Zinc, Chrome, Lead,
Copper and Nickel in Bus Station Dusts of Xifeng, Northwest China. Preprints 2016, 1–13. [CrossRef]

48. Antoniadis, V.; Golia, E.E.; Liu, Y.T.; Wang, S.L.; Shaheen, S.M.; Rinklebe, J. Soil and maize contamination by trace elements and
associated health risk assessment in the industrial area of Volos, Greece. Environ. Int. 2019, 124, 79–88. [CrossRef]

49. Ivankovic, N.; Kasanin-Grubin, M.; Brceski, I.; Vukelic, N. Possible sources of heavy metals in urban soils: Example from Belgrade,
Serbia. J. Environ. Prot. Ecol. 2010, 11, 455–464.

50. Briggs, D.J. The use of GIS to evaluate traffic-related pollution. Occup. Environ. Med. 2007, 64, 1–2. [CrossRef] [PubMed]
51. Isaaks, E.H.; Srivastava, R.M. An Introduction to Applied Geostatistics; Oxford University Press: New York, NY, USA, 1989.
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Abstract: Karst features such as polje are highly vulnerable to natural and anthropogenic pollution.
The main objectives of this study were to investigate the soil quality in the Ioannina polje (north-west
Greece) concerning arsenic (As) and zinc (Zn), and delineate their origin as well as compare the As
and Zn content in soil with criteria recorded in the literature. For this purpose, the geomorphological
settings, the land use, and the soil physicochemical properties were mapped and evaluated, including
soil texture and concentrations of aqua-regia extractable As and Zn. The concentration of elements
was spatially correlated with the land use and the geology of the study area, while screening values
were applied to assess land suitability. The results reveal that 72% of the total study area has a very
gentle slope. This relief favors urban and agricultural activity. Thus, the urban and agricultural
land used cover 92% of the total area. The spatial distribution for As and Zn in the soil of the study
area is located on very gentle slopes and is strongly correlated with the geological parent materials
and human-induced contamination sources. Arsenic and Zn can be considered enriched in the soil
of the area studied. The median topsoil contents (in mg kg−1) for As (agricultural soil 16.0; urban
soil 17.8) and Zn (agricultural soil 92.0; urban soil 95.0) are higher compared to the corresponding
median values of European topsoils. Land evaluation suitability concerning criteria given from the
literature is discussed. The proposed work may be helpful in the project of land use planning and the
protection of the natural environment.

Keywords: Ioannina polje; soil quality; agricultural soil; aircraft emissions; GIS

1. Introduction

Karst terrains occupy about 7–10% of the planet and are mainly developed in carbonate
rocks and evaporate [1]. It is estimated that carbonate rocks cover 12% of the Earth’s
continental area [1]. Karst formations consist of surface and subsurface forms such as poljes
and caves. Polje represents an extraordinary element in a karst landscape. A polje is an
extensive and closed basin with a flat bottom, karstic drainage, and a steep slope at least
on one side [2].

Karst landscapes are areas of abundant resources, such as water supplies, limestone
quarries, and minerals. Thus, karst aquifers constitute 25% of the Earth’s groundwater
resources. Worldwide, the vast majority of surface karstic formations have some form
of urban and agricultural activity [1,3]. In Greece, carbonate rocks have a widespread
outcrop and occupy about 40% of the surface area [3,4]. Karst regions are fragile landscapes
and highly vulnerable to contamination [5–10]. Anthropogenic activities may lead to the
degradation of a karst landscape and loss of karst landforms and can cause soil erosion
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and contamination [11–13]. Since water moves very rapidly in karstic systems and regions,
pollutants can be transported for long distances in a short period [14–26].

The leaching of soluble contaminants from the soil in a karst landscape may deteriorate
water resources. The chemical composition of water flowing through and out of the rocks
and soils of a karst landscape reflects the element’s content in the weathering material.
Furthermore, karst systems are highly vulnerable compared to other systems because
potential contaminants can easily reach groundwater [27,28]. Therefore, the proposal of
protection measures to preserve soil quality in a karst region is a crucial issue.

In recent years, environmental studies revealed high contents of potentially toxic
elements in soils, sediments, and groundwater [28–40]. Several research studies revealed
that the total concentration of metals could not indicate deficiency and toxicity [41–43]. Fur-
thermore, several soil properties, such as pH, Cation Exchange Capacity (CEC), and organic
matter, should be studied in combination with trace element contents to better understand
the trace elements’ behavior [40–45].

Many researchers reported a high concentration of toxic elements such as arsenic (As)
and zinc (Zn) in the soils of urban, suburban, industrial, traffic, and mining areas [30–34,40–46].
Therefore, the assessment of As and Zn contents in the soil of a karst area is a necessary step
for proposing remedial measures and protecting the natural environment.

In the present study, an attempt was made to identify and evaluate the spatial distri-
bution of As and Zn in the soil of the polje of the Ioannina karst basin (north-west Greece).
The specific aims of this study were: (a) to determine the quality status of the soil in the
Ioannina basin concerning As and Zn; (b) to investigate the origin of As and Zn in relation
to land uses.

The findings of this study may contribute to the international database of inves-
tigations on As and Zn content in soil and provide a stable scientific basis for further
investigating the specific sources of As and Zn accumulation and their geochemical mobil-
ity in the urban and suburban environment. The novelty of this study lies in the fact that in
this research work, As and Zn content in the soil of the Ioannina basin are investigated and
evaluated to assess the land suitability for residential and agricultural use, applying criteria
provided by the literature. The outcome of this study may be helpful for stakeholders and
policymakers monitoring the area. No other previous studies reported a potentially toxic
elements content in the soil (or any other sampling material) of the Ioannina basin to the
best of the authors’ knowledge.

2. Materials and Methods
2.1. Primary Data

The data collected for this study include four topographic maps with a scale of 1:50,000,
published by the Hellenic Army Geographical Service (H.A.G.S.), along with four geological
maps of Greece on a scale of 1:50,000 (sheets Ioannina, Klimatia, Doliana, Tselepovo), published
by the Institute of Geology and Mineral Exploration-IGME [47–50]. The land cover of the
study area was obtained from the CORINE 2012 Land Cover (CLC) map of the Copernicus
Program [51]. The soil map of Greece (scale 1:500,000) published by O.P.E.K.E.P.E. [52] was
used for the soil classification of the study area. The soil groups were digitized and inserted as
a polygon layer in the GIS database, using the Soil Map Of Greece [52]. GIS-based data have
been used in this study for manipulating, analyzing, and presenting.

2.2. Study Area, Geological, Geomorphological, and Land Use Setting

The studied area is a part of the Ioannina karstic basin, and it is located in Epirus,
in north-west Greece (Figure 1A). The altitude in the plain that is part of the study area
varies between 460 and 760 m, while the eastern edge of the basin is bound by the Mitsikeli
mountain (Figure 1B). The study area hosts several settlements and a part of the Ioannina
city, and lies on the western shore of Lake Pamvotis (Figure 1B). The dominant wind in the
Ioannina basin blows from the of West [53].
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The geological formations of the study area are presented in Figure 1C. Rocks from the
Ionian geotectonic zone and post-alpine sediments are part of the study area’s geological
structure [47–50]. The alpine rocks of this zone include (a) Sinion-Pantokrator limestone
of the Late Triassic (Early Lias) age; (b) Jurassic shales and carbonate rocks; (c) Upper
Jurassic Vigla limestones; (d) Senonian micro-breccia limestones; (e) Eocene limestones [49];
(f) Eocene-Oligocene lignite deposits [49,54]; and (g) Upper Eocene (Priabonian) to Early
Miocene flysch [49,55]. The post-alpine sediments consist of Pliocene limnic sediments
and Quaternary deposits such as terra-rossa and Fe-Mn oxides, old siliciclastic deposits,
soil talus cones and scree, recent lacustrine and fluvial deposits, and some glacial scree
deposits [56–60].

The morphology of an area is often related to the development of land uses, soils, and spa-
tial distribution of the trace elements [5,25]. Geomorphologic features such as slope angle
are considered. The slope of the study area was computed by using a digital elevation
model (DEM). The slope values are categorized into five classes (Figure 2), as follows: (i) < 5◦,
(ii) 5–10◦, (iii) 10–20◦, (iv) 20–30◦, and (v) > 30◦. The slopes were correlated with the spatial
distributions of land uses and soils, as well as the As and Zn content in the soil.

Figure 1. (A) Location map of the study area; (B) Road network, hydrographic network, and elevation
of the study area; and (C) Geological map of the area studied.
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Figure 2. Map showing the morphologic slopes of the study area.

Land use was divided into urban areas, agricultural areas, shrub and sparsely vegeta-
tion areas, and wetlands (Figure 3). Urban fabric, roadway network, cottage industries,
the Ioannina city’s airport, and a vehicle recycling, crushing, and dismantling plant are
anthropogenic activities and land-use types in the study area.

Figure 3. Map showing the land uses of the study area.
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2.3. Soil Sampling and Laboratory Procedures

Topsoil samples (0–30 cm) were collected at 112 sampling sites from the Ioannina karst
basin (Figure 4) following the soil sampling procedure of Papadopoulou-Vrynioti et al. [28].
Sampling sites were selected by applying the square grid procedure (1 km × 1 km), cover-
ing about 110 km2. Composite soil samples for each sampling site consisted of five topsoil
sub-samples which were taken from five points over a patch of land of 5 m2, approximately.
Soil samples were mixed thoroughly to obtain a composite sample (about 2 kg) for each
sampling site.

Figure 4. Map showing soil sampling locations in the studied area.

The soil samples were further treated using procedures as described by Papadopoulou-
Vrynioti et al. [28]. All soil samples were dried at room temperature (< 25 ◦C) and divided
into two soil subsample sets: (a) subsamples that have been stored in clean polythene bags
for the determination of soil grain size and organic matter; and (b) subsamples that had
passed through a 2.00 mm sieve and were stored in clean polyethene bags for the analysis
of aqua-regia extractable elements including As and Zn.

The Bouyoucos hydrometer method [61] has been applied to determine the clay
(<0.002 mm), silt (0.002–0.020 mm), and sand (0.02–2.00 mm) contents (in %). The organic
matter content was determined by the dichromate oxidation method [62]. The dichromate
oxidation method was also used by many researchers for the determination of the organic
matter and organic carbon in soil [28,46,63,64]. To measure the aqua-regia extractable
element concentration, 2.5 g of the fine-grained fraction of each sample was placed into
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glass tubes, and then aqua regia (HCl-HNO3-H2O) was added [28]. The glass tubes were
heated until fuming on a hot plate. The solutions were left to cool down and made up a
final volume of 50 mL with deionized double-distilled water [28]. The soil contents of As
and Zn were measured by atomic absorption spectroscopy (AAS). The reference samples
and method blanks were analyzed throughout the entire laboratory process to record the
chemical analysis quality. Prepared blanks were always below the instrumental detection
limits. The chemical analyses were repeated until an accuracy of 95–105%, and the precision
of ± 5% was accomplished. The treatment of soil samples was performed at the laboratory
of the Institute of Geological and Mineral Exploration (IGME).

2.4. Data Treatment

The software code Surfer 11.0 (Golden Software®, Golden, CO, USA) was used for
the triangular diagram. The inverse distance weighted (IDW) technique was applied
to interpolate the textured classes’ values and the spatial distribution of soil properties.
The numerical values were categorized applying the natural breaks classification method
using the software code ArcMap 10.8 GIS (ESRI®) (Environmental Systems Research Insti-
tute; Redlands, CA, USA). The contents of the elements recorded in the soil of the study
area were compared with the corresponding median values for European topsoil [65].
The software codes Microsoft® Excel (Redmond, Washington, DC, USA) and IBM® SPSS
26.0 (International Business Machines Corporation; Statistical Product and Service Solu-
tions; Armonk, NY, USA) for Windows were applied for the data treatment. The Pearson
correlation coefficient (r) of the examined variables was estimated applying Equation (1):

ri,m =

∑
i
(xi − xm)(yi − ym)

{[
∑
i
(xi − xm)

]2[
∑
i
(yi − ym)

]2
}1/2 (1)

where x and y are the i-th values of the standardized variables x and y and xm, ym are their
respective means.

The land suitability evaluation in the studied area was performed by adopting criteria
for the soil content of As and Zn established by the Environmental Protection Agency
(EPA) [66], the Canadian Council of Ministers of the Environment (CCME) [67], and the
Department of Environment and Conservation (DEC) [68].

3. Results and Discussion
3.1. Geomorphologic and Land Use Characteristics

Carbonate rocks control the karst characteristics of the basin. According to Papadopoulou-
Vrynioti et al. [69], alluvial sediments primarily derived from the flysch outcrops in the
north-eastern part of the area. The transport capacity of the surface runoff increases from
the steep slopes of the western flank of the Mitsikeli mountain [70–75].

The slopes of the Ioannina karst basin are shown in Figure 2. The percentage propor-
tion of the area for each slope class in the study area was estimated. More specifically, 72%
of the total study area has a very gentle slope (<5◦), 15% a gentle slope (5–10◦), 10% moder-
ate slopes (10–20◦), 5% a steep slope (20–30◦) and 1% very steep slopes (>30◦). The very
gentle slopes appear in the Ioannina karst basin, while the steep slopes are presented
mainly in the hilly area and the western edge of the Ioannina karst basin. The percentage
proportion of the area for each land use in the study area was estimated. The urban land
covers 15% of the total area, the agricultural land 77%, the shrubby and sparsely vegetation
6%, and the wetlands 2%. The urban and the agricultural areas are the most extensive
land uses of the study area, covering 92% of the total area. Many researchers reported
that the relief controls the land uses in an area [76–78]. The smooth morphology supports
urban development and agricultural activity [79,80]. As much as 69% of the urban area
is located on very gentle slopes, 22% on gentle slopes, and 9% on moderate slopes. Thus,
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the urban area includes an urban pattern, a dense roadway network, cottage industries,
the Ioannina city’s airport, and a vehicle recycling, crushing, and dismantling industry.
Regarding the other land uses, 78% of the agricultural land is located on very gentle slopes,
14% on gentle slopes, and 8% on moderate slopes, and 6% of the shrubby and sparsely
vegetation area is situated in very gentle slopes, 14% on gentle slopes, 8% on moderate
slopes, and 5% on steep slopes, while 100% of the wetlands is located on very gentle slopes.
The Ioannina Airport has served as a civil airport since 1965. It is a mid-sized airport
with an annual mean of 2219 flights. During the period 1994–2016, 48,732 flights carried
2,615,336 passengers [53].

3.2. Physicochemical Characteristics of the Soil

There is a high variability of soil pH values across the studied area, ranging from
5.0 to 7.8 [69]. The study area’s soil pH values suggest acid to alkaline conditions for all
agricultural soil samples. The main geological factors controlling the distribution of pH
in the studied area involves the weathering process of the calcareous material and the
decomposition process of the organic matter of the lignite/peat occurrences. The CEC
values ranged from 7.70 to 40.90 meq/100 g, with a median value of 17.50 meq/100 g [69].
The CEC values suggest that the mobility of As and Zn would be expected to be low in
the agricultural soil of the study area. The calcium carbonate (CaCO3) content in the soil
of the study area ranged from 0.05 to 59%, with a median of 0.9% [69]. According to the
O.P.E.K.E.P.E. [52], the following Reference Soil Groups are recorded in the Ioannina basin
(Figure 5A): (a) Cambisols (CM), which are characterized by the absence of appreciable
quantities of organic matter, illuviated clay, and compounds of Al or Fe; (b) Fluvisols (FL)
accommodate genetically young soils in alluvial deposits. Fluvisols present a layering of
the sediments rather than pedogenic horizons; (c) Histosols (HL) are shallow soils over
hard rock and comprise very gravelly or highly calcareous material; (d) Leptosols (LP) are
shallow over hard rock and comprise highly calcareous material; and (e) Luvisols (LV) are
fertile soils suitable for a wide range of agricultural uses.

The spatial correlation of the soil groups and slopes proved that 68% of Cambisols
are located in very gentle slopes, 23% in gentle slopes, and 9% in moderate slopes. As
much as 91% of Fluvisols are situated on very gentle slopes, 6% on gentle slopes, and 3%
on moderate slopes, while 93% of Histosols are located in very gentle slopes, 4% on gentle
slopes, and 3% on moderate slopes. Regarding Leptosols, 52% are on very gentle slopes,
21% on gentle slopes, 23% on moderate slopes, and 4% on steep slopes. Finally, 80% of
Luvisols are located in very gentle slopes, 21% on gentle slopes, and 5% on moderate
slopes. Consequently, the vast majority of soil groups are located on very gentle slopes.
The Fluvisols and Luvisols soils containing the highest proportion of clay are recorded
mainly in the central part of the study area (Figure 5A). The Fluvisols are mainly derived
from the erosion of flysch (Figure 1). The Histosols are observed in the eastern part of the
polje, while the Leptosols are distributed primarily in the northern and western parts of the
area (Figure 5A). These two soil groups include calcareous material and can be attributed
to the karstification process of the carbonate rocks outcropping in the study area.

The mean, median, minimum, and maximum values of organic matter, clay, silt,
and sand content in the soil of the studied area are tabulated in Table 1. The soil of the
study area presents high proportions of silt and clay (Table 1). The spatial distribution
of organic matter in the soil of the study area is shown in Figure 5B. The higher organic
matter content is recorded mainly in the eastern part of the studied area, suggesting a
higher capacity of immobilization for As and Zn (Figure 5B).
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Figure 5. (A) Classification of soils in the studied area; (B) Spatial distribution of organic matter in the soil of the study area.

Table 1. Organic matter, clay, silt, and sand content (%) in the soil of the Ioannina basin.

Organic Matter Clay Silt Sand

Agricultural land use (n = 102)

Mean 4.2 32.3 38.1 29.8
Median 3.3 31.0 38.5 27.0

Minimum 0.7 5.0 13.0 4.0
Maximum 22.0 64.0 64.0 82.0

Urban land use (n = 8)

Mean 4.1 35.9 36.5 27.8
Median 3.6 31.5 37.5 23.5

Minimum 1.0 11.0 20.0 7.0
Maximum 6.9 65.0 56.0 69.0

Wetlands (n = 2)

Minimum 4.4 42.0 31.0 12.0
Maximum 6.8 57.0 35.0 23.0

The mean, median, minimum, and maximum values of aqua-regia extractable element
contents at the Ioannina karst basin’s soils and the analytical methods’ detection limits are
presented in Table 2. The study area’s soil is highly enriched with the elements As and Zn,
as shown by their median values, which are higher than that of the corresponding values
given by Salminen et al. [65].

Table 3 tabulates the Pearson correlation coefficient (r) matrix for soil data of the
studied area. It is shown that only some of the correlation coefficients are statistically
significant (p-value < 0.05). Sand showed a significant negative correlation with the clay
and silt contents (Table 3). In contrast, there are significant positive weak correlations
for As-OM, Zn-OM, and Zn-Clay, indicating weak associations of these elements with
organic matter and Zn with clay, respectively (Table 3). This finding suggested an additional
anthropogenic or geological source, except for the known lignite deposits and clay minerals,
which control the distribution of the As and Zn content in the soil of the study area.
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Table 2. Detection limits and descriptive statistics of As and Zn concentration (in mg kg−1) in the
soil of the Ioannina basin compared to criteria provided from the literature.

As Zn

Detection limit 2 2

Agricultural land use (n = 102)

Mean 19.8 94.6
Median 16.0 92.0

Minimum 3.6 17.0
Maximum 76.0 465.0

Urban land use (n = 8)

Mean 18.7 94.9
Median 17.8 95.0

Minimum 13.0 60.0
Maximum 27.0 146.0

Wetlands (n = 2)

Minimum 23.0 143.0
Maximum 33.0 173.0

European topsoil [65] 6.0 48.0
EPA Residential soil [66] 0.68 2300

EPA Plant-Avian-Mammalian [66] 5.7 6.62
CCME Agricultural land use [67] 12 200
CCME Residential land use [67] 12 200

DEC Ecological Investigation level [68] 20 200

Table 3. Pearson correlation coefficient (r) matrix for soil data (n = 112) of the study area. The p-value
is calculated at the 95% confidence level (OM: Organic matter).

As Zn OM Clay Sand Silt

As r 1.00 −0.10 0.27 −0.03 0.10 −0.13
p-value 0.317 0.004 0.774 0.309 0.166

Zn r 1.00 0.24 0.17 −0.18 0.09
p-value 0.010 0.082 0.065 0.323

OM r 1.00 −0.12 0.11 −0.04
p-value 0.197 0.249 0.710

Clay r 1.00 −0.82 0.16
p-value 0.000 0.104

Sand r 1.00 −0.70
p-value 0.000

Silt r 1.00

3.3. Spatial Distribution of Elements in Soil
3.3.1. Arsenic

The spatial distribution of As in the soil of the Ioannina basin is illustrated
in Figures 6 and 7. The concentration of As in soil at the eastern and western part of
the studied area is higher than the European topsoil’s median value [65]. The elevated As
(> 33.1 mg kg−1) content in soil is recorded north of the Pamvotis lake and the areas lying
between Petsalio and Ano Lapsista-Kato Lapsista (Figure 7A,B). The vast majority (93%) of
elevated As concentration is found on very gentle slopes. The elevated As concentration is
mainly observed in the Fluvisols and Leptosols soil classes (Figure 6A). The elevated As
content in the Ioannina basin’s soil is spatially related to the highest organic matter content
(Figure 6B) and lignite deposits (Figure 7B), consequently reducing the mobility of As and
leading to the high content of As in soil. A similar enrichment mechanism of trace elements
in soil involving organic matter is also reported by Li et al. [81] in the soil of Tongguan
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County (China). Furthermore, the elevated As concentration in soil is also well related
to agricultural land use (Figure 7A), suggesting that an additional anthropogenic source
of As in the soil of the study area is the application of agricultural chemicals, phosphate,
and nitrogen fertilizers. Since there are no detailed data about the doses of the fertilizers
applied in the study area and their As content, only relevant information from the literature
can be reported and discussed. According to Kabata-Pendias and Pendias [82], the As
concentration (mg kg−1) in phosphate and nitrogen fertilizers range from 2 to 1200 and
22 to 120, respectively. Furthermore, according to Kabata-Pendias and Mukherjee [42],
agricultural practices may be a significant source of As, as its concentration is often elevated
in sludge, manure, fertilizer, and pesticides.

Figure 6. Graduated symbol plots of As content in the soil of the Ioannina basin in relation to the Reference Soil Groups (A);
and organic matter (B).

Figure 7. Graduated symbol plots of As content in the soil of the Ioannina basin in relation to land uses (A) and geology (B).

The arsenic content in the lignite deposits of the Ioannina basin varies between 1.93
and 46.40 mg kg−1 [54], suggesting that lignite deposits are a natural source of As in the soil
of the Ioannina karst basin. Similar findings regarding the contribution of lignite deposits
as a contamination source of As for soil and groundwater have also been reported by many
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researchers in the Oropos-Kalamos basin (Greece) [83,84]. According to Golfinopoulos
et al. [85], the most important reason for the As occurrence in the environment of Greece
is the geogenic sources. The airborne particulate matter, especially the lighter particles,
attributable to aircraft operations, is another possible anthropogenic source of the As
content in the soil of the Ioannina basin. Amato et al. [86] reported that aircraft operations
at Barcelona airport (Spain) resulted in As contents of up to 6.3 ng m−3 in particulate
matter samples. Agrawal et al. [87] studied emission indices of various elements for four
planes as a function of engine load and reported that the As emission by jet engines is up
to 0.00487 mg per 1 kg of combusted fuel. Moreover, the As content in PM10 collected at
Barcelona airport is up to 6.3 ng m−3 [86]. The AsO3 content in brake abrasion dust reaches
up to 0.01% [88], suggesting that road traffic emissions are also an additional source of As
in the Ioannina karst basin’s soil. An increase of As concentration in roadside soil was also
reported by Wiseman et al. [89] in Toronto (Canada).

An arsenic content in soil exceeding the plant-avian-mammalian screening level
(P,A,M) established by EPA is recorded in the 99.9% (14.8 km2), 91.8% (71.4 km2), 91.6%
(6.0 km2), and 99.8% (1,6 km2) of the urban agricultural, shrubby-vegetated, and wetland
areas, respectively (Figures 8A and 9A). All the sampling sites at the Ioannina karst basin
present an As content in soil higher than the EPA (RS) (Figure 9A).

Figure 8. Boxplots for: (A) As and (B) Zn, comparing the elements’ concentration to standards from the literature [65–67].
EPA (RS): Residential soil’s regional screening level; EPA (P,A,M): Plant-Avian-Mammalian screening level; EPA (A,M):
Avian-Mammalian screening level; CCME (A): Soil quality guideline for agricultural land use; CCME (R): Soil quality
guideline for residential land use; DEC (EI): Ecological investigation level; asterisks and circles indicate outliers.

An arsenic concentration in soil that exceeds CCME (A) and CCME (R) is recorded
in 83.6% (12.4 km2), 74.7% (58.1 km2), 75.8% (5 km2), and 99.8% (1.6 km2) of the urban,
agricultural, shrubby-vegetated, and wetland area, respectively (Figure 9B). In the 37.5%
(5.5 km2), 28.2% (21.9 km2), 25.5% (1.7 km2), and 99.8% (1.6 km2) of the urban agricultural,
shrubby-vegetated, and wetland area, respectively, the As content in soil is higher than the
DEC (EI) (Figure 9C). The median As values in the soil of agricultural, urban, and wetland
land uses are higher than the CCME (A), CCME (R), EPA(P,A,M), and EPA (RS) values,
suggesting a potential threat to residents, plants, and terrestrial ecological receptors of the
study area. Only the median value for As in the soil of wetlands of the Ioannina karst basin
exceeds the DEC (EI) (Figure 9A). A decrease in the growth of vegetables and chlorosis is
among the expected impacts of As on plants [90], while As is known to deactivate enzymes
in animals [91]. Adverse effects of As-contaminated vegetables on human health include,
among others, abnormalities of the nervous system and endocrine disruptions [92].
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Figure 9. Suitability map comparing As content in the soil of the Ioannina basin in relation to EPA (P,A,M) (A); CCME (A)
and CCME (R) (B); and DEC (EI) (C).

3.3.2. Zinc

Only 5% of the sampling sites contained a Zn concentration in soil lower than the
European topsoil’s median value [65]. The vast majority (94%) of the maximum Zn concen-
tration is located on very gentle slopes. The highest Zn content is mainly recorded in the
Fluvisols, Leptosols, and Luvisols soil classes (Figure 10A). The highest Zn concentration
in the soil of the studied area is spatially related to the highest organic matter content, as
depicted in the eastern edge of the Ioannina basin (Figure 10B). The spatial pattern of Zn
is not very complex, probably because its sources are distributed all over the study area,
suggesting that the Zn content in soil is attributed mainly to geogenic sources (Quaternary
deposits and Fe-Mn oxides) (Figure 11A,B), as also reported by Vryniotis [93], who con-
cluded that Fe-Mn oxides are the primary geological source of Zn in the soil of the Ioannina
karstic basin. Automobile emissions, aircraft operations, usage of fertilizers, vehicles scrap,
and related activities are also continuous anthropogenic sources of Zn in the soil of the
Ioannina basin. Many researchers [94,95] measured Zn levels in the soil surrounding air-
ports and have revealed a direct link between aircraft operations and Zn, thus supporting
the results of this study. According to Kabata-Pendias and Mukherjee [42], agricultural
practices are considered among the main Zn sources which significantly contribute to Zn
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level in soils, suggesting that agricultural activities in the studied area are an additional
anthropogenic source of contamination. The Zn concentration in fertilizers varies between
61 and 625 mg kg−1 [42]. Furthermore, Zn content is a well-known key tracer of traffic
emissions [96–99]. Alexakis [100] reported a high Zn content (up to 720 mg kg−1) in a road
sediment of the West Attica region (Greece), which can be explained by the wear of vehicle
tires and traffic emissions. Agrawal et al. [87] observed up to 0.0441 mg Zn per kg of fuel
combusted in aircraft engines, while the Zn content in PM10 samples collected at Barcelona
airport (Spain) was up to 646 ng m−3 [86]. Zinc is primarily applied in galvanized iron
and steel products, which are used in automobile door panels. Zinc is also used for grills,
carburettors, and pumps, and is also required for paints [101]. Jaradat et al. [101] studied
the heavy metal distribution at a scrapyard of discarded vehicles (Zarqa city, Jordan) and
observed an elevated Zn concentration in the plants gathered inside (58.35 mg kg−1) and
outside (52.11 mg kg−1) of the scrapyard. Jaradat et al. [101] suggested that crushing and
dismantling activities are a source of contamination in the vicinity of vehicle scrapyards.

Figure 10. Graduated symbol plots of Zn content in the soil of the Ioannina basin in relation to the Reference Soil Groups (A);
and organic matter (B).

All the sampling sites at the study area present a Zn content in soil [except only one
sampling site for the screening values of CCME (A), CCMR (R), and DEC (EI)] higher
than EPA (P,A,M) and lower than CCME (A), CCME(R), and DEC(E) screening values
(Figure 11). Because Zn content in the soil does not exceed CCME (A), CCME(R), EPA (RS),
and DEC (EI), there is no potential risk to human health and cultivated plants (Figure
12). Only 0.6% (0.1 km2) and 1.1% (0.9 km2) of the urban and agricultural land use areas,
respectively, present Zn values higher than the screening values given by CCME (A), CCME
(R), and DEC (EI) (Figure 12). Zinc causes alterations in plants’ chloroplast structure [102],
while Zn-rich vegetables’ adverse impacts on human health mainly include kidney and
liver failure, icterus, and bloody urine [103].
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Figure 11. Graduated symbol plots of Zn content in the soil of the Ioannina karst basin in relation to land use (A) and geology (B).

Figure 12. Suitability map comparing the Zn content in the soil of the study area to CCME (A),
CCME (R) and DEC (EI).

4. Conclusions

This study delineates the spatial distribution of As and Zn content in the soil of a karst
landform and assesses the land suitability for residential and agricultural use. Almost 72%
of the total study area has a very gentle slope, favoring urban and agricultural land, which
covers 92% of the total area. The median topsoil content for As and Zn is higher than the
corresponding median values of European topsoils and was found to be in areas presenting
very gentle slopes. The arsenic concentration in the topsoil of the karst landscape appeared
to be influenced mainly by lignite deposits. The arsenic content in the soil of the Ioannina
basin exceeds at least one or more of the criteria provided by the literature, and hence
poses a potential risk to human and terrestrial ecological receptors. The comparison of
Zn concentration in topsoil with the literature’s criteria revealed that Zn does not pose a
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potential threat to human health and cultivated plants, except for 0.6% and 1.1% of the
urban and agricultural land-use area, respectively. The evaluation of the land suitability
of the study area revealed that the As content poses a potential risk to plants, avians and
mammals. All the soil sampling sites in the study area present an As concentration higher
than the screening value for residential soil. Moreover, the As content in soil is higher
than the criteria given by CCME for 83.6% and 74.7% of the urban and agricultural areas,
respectively. Scientists, engineers, stakeholders and planners may utilize the outcomes
of this study in the environmental monitoring of the area and the forthcoming projects
of spatial planning. Additionally, the local authorities may use this work for proposing
remedial measures and policies to protect the natural environment.
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Abstract: Major metropolitan cities worldwide have extensively invested to secure utilities and
build state-of-the-art infrastructure related to underground fluid transportation. Sewer and water
pipelines make our lives extremely convenient when they function appropriately. However, leakages
in underground pipe mains causes sinkholes and drinking-water scarcity. Sinkholes are the complex
problems stemming from the interaction of leaked water and ground. The aim of this work is to
review the existing methods for monitoring leakage in underground pipelines, the sinkholes caused
by these leakages, and the viability of wireless sensor networking (WSN) for monitoring leakages and
sinkholes. Herein, the authors have discussed the methods based on different objectives and their
applicability via various approaches—(1) patent analysis; (2) web-of-science analysis; (3) WSN-based
pipeline leakage and sinkhole monitoring. The study shows that the research on sinkholes due to
leakages in sewer and water pipelines by using WSN is still in a premature stage and needs extensive
investigation and research contributions. Additionally, the authors have suggested prospects for
future research by comparing, analyzing, and classifying the reviewed methods. This study advocates
collocating WSN, Internet of things, and artificial intelligence with pipeline monitoring methods to
resolve the issues of the sinkhole occurrence.

Keywords: WSN; pipeline leakage; human-induced sinkhole; leakage detection; sewer pipeline; sensors

1. Introduction

Sewer and water leakages in underground pipelines have become a critical issue for
water-management authorities in most countries—developed and developing alike—worldwide.
Leakages in sewer and water pipelines may lead to several problems such as a shortage of drinking
water, groundwater contamination, and ground subsidence [1]. Numerous countries are investing a
considerable amount of their annual budget towards the prevention and control of the probable effects
of sewer and water pipeline leakage. These issues further exacerbate infrastructure and environmental
conditions that support human socioeconomic activities. In recent years, developed countries, such as
the United Kingdom, Australia, France, Spain, and the United States of America, have experienced
shortage in domestic water supply because of leaking pipe mains [2]. The after effects of these
leakages in pipelines cause ground subsidence and sinkholes [3]. These sinkholes result in damage to
infrastructure (roads, highways, railways, and underground fluid transportation networks).

A sinkhole refers to a cavity in the ground formed by underground erosion and the depression
of the ground surface. In general, there exist two types of sinkholes—natural and human induced.
Natural sinkholes are mainly observed in regions with large deposits of salt, limestone, and carbonate
rocks. The accurate prediction of the location and time of the occurrence of these sinkholes is rather
difficult [4]. Groundwater extraction, construction in adjoining areas, and leakage in underground
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pipelines are the leading causes of human-induced sinkhole formation in urban areas [5]. Among
them, the presence of leakages, bursts, or blockages in sewer, drain, and/or water pipelines are the
most frequently reported causes of sinkholes.

The issue of sinkhole creation has witnessed global escalation in recent years owing to
ever-increasing urbanization and the continuous construction, development, and expansion of urban
areas [6]. A cavity begins to develop as leaked water erodes the soil surrounding pipelines. This reduces
the bearing capacity of the soil layer above the cavity, and hence, the ground collapses to form a
sinkhole [7]. The size of sinkholes ranges from 2 m deep and 1.5 m wide [5] to a massive scale of up
to 15 m deep and 30 m wide [8], as reported in Jeju, South Korea and Southwest Japan, respectively.
Human-induced sinkholes have been reported in San Antonio, Texas [9]; Oakwood, Georgia; and
Tracer, Colorado [10]. These incidences have reportedly caused considerable economic damage and
loss of human lives. As reported in Fraser, USA [10], the abrupt collapse of a 44-year-old sewer pipeline
destroyed 22 homes, and the reconstruction of the damaged road and sewer pipelines cost the city
administration approximately $70 million. More than 20 sinkholes have been observed in USA alone
owing to the failure of underground pipe mains [11]. Figure 1 illustrates the effects of underground
pipeline leakage.
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Various hardware, software, mathematical formulas, and algorithm-based methods have been
proposed for monitoring, detecting, and preventing leakages in underground water pipelines and the
occurrence of sinkholes. Conventional techniques, such as acoustic-based approaches, have been used
for this purpose. These techniques require an expert who scans a suspected area by listening to leak
sounds. However, such methods are extremely time consuming and their accuracy highly depends
on the skills and experience of personnel [12]. Vibration analysis is another conventional technique
utilized to locate leaks in pipelines [13]. However, in conventional vibration and acoustic-based
techniques, hydrophones must be placed on both sides of the pipeline section under consideration for
leak detection. Such conventional techniques require the exact length of the pipeline to accurately locate
a leak. In such cases, the length of the pipeline is measured either by walking with a measurement
wheel or by utilizing the recorded data from maps [14]. The lengths obtained using these methods are
inappropriate for locating or detecting a leak and result in errors of up to 30% [15]. Various methods
have been adopted to monitor and detect sinkholes. Over the years, wireless sensor networking (WSN)
systems [16], Internet of things (IoT) [3], and image processing technology using artificial intelligence
(AI) have been used for monitoring underground pipeline infrastructures [17]. WSN was first used
for pipeline leakage monitoring and detection in 2004 [18]. However, most methods related to WSN,
IoT, and image processing mainly focus on sewer and water pipeline monitoring to detect any defects
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(including leakage) in a more efficient manner in the context of solving the drinking water shortage
problem. The after effects (sinkholes) of leakages in sewer and water pipelines have not been discussed
and must be examined.

Sinkholes are the most complex civil engineering problems stemming from the interaction of water
and the ground. The sinkholes induced by leaking underground pipelines are an important problem
that must be extensively investigated. The authors of this paper highlight the major technology-based
approaches to obtain a better understanding of the current trends in leakages in underground water
and sewer pipelines and their after effects (such as sinkholes). This work aims to find an opportunity
for extending existing smart technologies, such as WSN, IoT, and AI, to monitor and detect any signs
of sinkholes due to leakages in underground water or sewer pipelines.

The authors aim to demonstrate the exceptional performance of WSN and its application to the
detection of sinkholes and to find a suitable solution to optimize the leakage process. Human-induced
sinkholes due to leakages in underground pipelines are examined in detail, and the main challenges,
issues, and future research areas are elucidated. Furthermore, the authors highlight the WSN-based
approaches used to resolve the issue of sinkhole occurrence. The use of smart technology can ensure
the future success of underground construction infrastructure industries and create new and clear
business objectives. It is important to emphasize that the focus of this study is only on sewer and water
pipeline leakages and their after effects.

2. Review Method

2.1. Scope and Objective

This review article concentrated on leakages in sewer and water pipelines and their after effects.
It focused on the status of the methods related to the use of WSN to address problems of leakage, burst,
and/or blockage monitoring in underground sewer and water pipelines along with the monitoring of
the sinkholes caused by these phenomena. The analysis of these methods can provide direction for
future research in this area to reduce the occurrence of sinkholes due to leakages. The objective of this
review was to provide a comprehensive overview of the state-of-the-art development in leakage and
human-induced sinkhole detection and WSN-based monitoring methods.

2.2. Review Execution

This study applied two approaches to comprehensively review the damage caused by sinkholes and
leakages in underground water and sewer pipe mains—patent analysis and extensive literature review.

Patent analysis—the patents filed by organizations in different regions worldwide were analyzed
using relevant keywords to examine related trends concerning underground sewer and water
pipeline leakages and sinkhole creation over the past 18 years. Relevant national and international
bodies—Google Patent, United States Patent and Trademark Office, Korean Intellectual Property Rights
Information Service (KIRIS), State Intellectual Property Office of the P.R.C, and so on—served as the
sources for the patents mentioned in this section, as described in Table 1. Section 3 provides a detailed
explanation of this approach.

Literature review—this includes journal articles and conference papers published in regard to the
monitoring and detection of leakages in underground water and sewer pipelines and the sinkholes
caused by these leakages using WSN systems. Different research article search databases, such as
Science Direct, Web of Sciences, and Engineering Village, were used for finding relevant literature
published over the past 18 years (2000 to 2018). The reason for reviewing the literature in between 2000
to 2018 was that WSN was first applied to leakage monitoring in 2004 [18]. Section 4 provides a detailed
description of WSN-based and IoT-based sewer and water pipeline leakage and sinkhole monitoring
and detection methods. Detailed web-of-science analysis was performed to provide statistical data
on the reviewed literature. The aforementioned information was collected using keywords such as
pipeline leakage, sinkhole, subsidence, sensors, and wireless sensor network.
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Table 1. Results of patent search pertaining to sinkhole detection and underground pipeline
leakage monitoring.

No. Patent Database/Office Total Search
Results

Pipeline Leakage
Monitoring

Sinkhole
Detection Organization/Country

1 Google Patent Database 251 10 9 Google
2 The United States Patent and Trademark Office 100 8 3 USA

3 Korean Intellectual Property Rights Information
Service Database 18 4 2 South Korea

4 State Intellectual Property Office of the P.R.C 15 4 0 China
5 Canadian Intellectual Property Office 15 9 0 Canada
6 World Intellectual Property Organization Office 14 1 0 United Nation
7 Espacenet Patent Search Database 6 2 4 Europe
8 German Patent and Trade Mark Office 6 0 1 Germany
9 Taiwan Patent Search System Database 4 3 0 Taiwan

10 Australian Government Patent Office 2 2 0 Australia
Total 431 43 19

3. Patent Analysis

Patent analysis is a unique management tool that deals with a company’s technology and
strategic management of a product development or service development process [19]. By converting
patent data into competitive intelligence, companies can monitor current technological advancements,
predict technology trends, and plan for potential competition based on new technologies. This section
discusses the patents closely related to the development of leakage detection techniques in underground
sewer and water pipelines to prevent potential adverse effects such as drinking water shortage and
sinkhole formation.

In this regard, the authors first performed a preliminary search using several keywords related to
sinkhole detection and its primary cause—water leakage in sewer pipelines—by utilizing Espacenet
Patent Search, which is mainly used in European countries. The authors rapidly realized that different
patent-search databases must be used because of the limited number of patents published in this
domain. To select patents most relevant to the subject of concern in this study, 10 patent search
engines, including official websites, were accessed, as described in Table 1. The database search yielded
431 patents. Approximately 10% (43) of these patents were related to underground pipeline monitoring
and leakage detection using WSN, whereas only 4% (19) were related to sinkhole monitoring and
detection using WSN.

Table 2 describes the scope of the patents listed in Table 1 in terms of academic and industrial
relevance with regard to investigations concerning underground pipeline leakage monitoring and
sinkhole formation during 2000 to 2018. Relevant patents have been classified based on the leakage
monitoring/detection of underground sewer and water pipelines and sinkhole formation. Out of
43 patents, only 16 patents for pipeline leakage monitoring are cited in Table 2, which are the most
relevant to the subject of concern in this study, and 19 patents relevant to sinkhole occurrence are cited.
Table 2 further classifies the patents based on whether they belong to the class of safety equipment or
method, robotic devices or sensors, or experimental setup or method. As shown in Table 2, until 2010,
there were no patents on the implementation of WSN and IoT. However, the application of WSN and
IoT has increased over the past two decades. There have been no significant technical advancements in
the development of equipment or devices to ensure safety against pipe bursts and sinkhole formation.

Among the patents (16 leakage monitoring and 19 sinkhole detection or monitoring patents)
shown in Table 2, the patents most relevant to the subject of concern (patents that used WSN) were
selected for further study. Among these filtered patents, six were related to natural sinkhole and
water pipeline monitoring and leakage detection methods, while only a single patent was related to
human-induced sinkhole detection or monitoring using WSN [39]. The remaining patents mentioned
in Table 2 are relevant to leakage monitoring and sinkhole monitoring. However, they do not use
a WSN system. The authors created Figure 2 in order to illustrate the concept of different patented
methods, which used a WSN system.
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Table 2. Patents published concerning underground water and sewer pipeline leakage and sinkhole formation.

Patent Subject
Classification Subcategories References and Years of Patent Publication

Leakage
monitoring

Safety equipment or method - - [20] - - - - [21,22]
Devices (robots/sensors) - - - [23,24] [25,26] [27,28] [29–31] -

Experimental setup or methods - - - - [32] - [33] [34,35]
Sinkhole

detection or
monitoring

Safety equipment or method - - - [36] [37] - - -
Devices (robots/sensors) - - - - [38–40] [41] [42–45] [46]

Experimental setup or methods - - - - [20,47,48] [49] [50,51] [52,53]
Years 2000 2010 2013 2014 2015 2016 2017 2018
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Figure 2. Visual representation of underground water pipeline leakage and sinkhole monitoring
methods based on wireless sensor networking (WSN) systems; (a) sinkhole detector; (b) ultrasonic
medium change detection; (c) remote pipeline inspection method and mobile-type monitoring device for
pipelines; (d) pipeline safety and monitoring device; (e) sinkhole monitoring system based on pressure
sensors; (f) simulated sinkhole to develop a neural network learning database for sinkhole detection.
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3.1. Patents Related to Sinkhole Detection or Monitoring

First, the patents relevant to sinkhole detection and monitoring are overviewed with their
limitations. There are various patents with various operating and functioning techniques such as safety
methods to overcome the sudden collapse or sinkhole occurrence [36,37]. Likewise, some patents were
invented for sinkhole monitoring via developing experimental setups in laboratories, such methods
and experimental setup have been cited in Table 2 [47–53]. However, herein authors just considered
patents with applications of WSN. As reported in relevant patents, a device for detecting underground
sinkhole formation is partially buried in the ground. A typical sinkhole detector comprises of a cable,
a control circuit, and a weight, as depicted in Figure 2a. If a sinkhole is created in the vicinity of the
device diameter or under the detector, the device releases the attached weight. This activates a circuit
that sends a notification to an administration center [45]. The application of the said device is limited
in the sense that it can only detect sinkholes created under the detector or those in the vicinity of its
diameter. As the device is of limited size and does not include a WSN system, it cannot be installed
for sinkhole detection throughout a pipeline network. Similarly, a sinkhole monitoring system based
on pressure sensors has been developed for monitoring human-induced sinkholes. In this method,
pressure sensors are placed close to underground utilities such as pipelines and subway tunnels. These
pressure sensors comprise of four springs fixed on an axle [39]. When pressure changes in the vicinity
of a pressure sensor, the sensor detects the change and wirelessly sends alarm signals to an end user,
as depicted in Figure 2e. The signals transmitted underground by the pressure sensors are received by
an unmanned aerial vehicle (UAV) or a receiver mounted on a moving vehicle such as a train [39].

A patent describes the application of a neural network learning database for sinkhole detection.
This patent is related to the development of a method for creating a small simulated sinkhole cavity
characterized by the shape, texture, and complex background of an actual sinkhole. This method
utilizes a drone fitted with a thermal imaging camera to detect sinkhole cavities at heights of the order
of 10 m [49]. The images captured by the thermal drone camera can be used to construct an image
database for the development of a neural network based sinkhole detection model. Figure 2f depicts
the schematic of a simulated sinkhole with shapes similar to those of actual sinkholes. A similar device
with abilities to detect changes in an underground medium has been developed. This device is used to
detect any leakage or deterioration in underground liquid pipelines carrying oil or water [38].

As depicted in Figure 2b, a transmitter device is buried in the middle layer of soil, and several
signal receivers are placed above the ground to receive wireless ultrasonic signals emitted from the
transmitter. The changes in the paths of these signals while propagating towards the receiver end can
be detected by measuring their travel time between the transmitter and receiver. Any difference in
travel time indicates a change in the underground medium. A limitation of this device is that ultrasonic
signal propagation can be affected by the vibrations and sound effects generated by vehicular traffic on
the ground or any other source during practical use.

3.2. Patents Related to Leakage Monitoring

Similar to the above-mentioned devices for sinkhole detection and monitoring, mobile-type
monitoring devices for pipeline inspection have been developed to overcome the leakage issues in
sewer pipelines [23–31]. Meanwhile, other experimental setups [32–35] and safety equipment [20–22]
have been invented for pipeline leakage monitoring. However, these experimental setups and devices
did not used the WSN system for pipeline monitoring. Leakage in sewer pipelines that transport
wastewater and raw sewage to wastewater treatment plants leads to the contamination of surrounding
soil and groundwater and the creation of sinkholes. As depicted in Figure 2c, this problem can be
resolved by utilizing modern technology in the form of a remote pipeline-inspection device [28].
This robotic device comprises a camera to capture the images of pipeline interiors, and this data can
be transmitted via a communication network for detailed visual inspection, as depicted in Figure 2c.
A similar mobile device capable of moving forward and backward with cameras installed on its front
and rear sides, as depicted in Figure 2c, can be used to inspect the existence of any leakage, crack,
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or damage [23] within a pipeline. The said device can be placed inside a pipeline, moved forward up
to a fixed point, and made to automatically return to its starting point. The inspection of captured
images helps conclude whether the sewer pipe mains has been damaged or not.

These devices [23,28] are currently under use. However, automated image processing and
analysis techniques are necessary for replacing human visual inspection, which requires time and effort.
With regard to real-time application, the said devices are expensive, time consuming, and require
human intervention. Moreover, the devices can only be used to inspect a pipeline section by section,
and they cannot inspect the entire pipeline network at once. However, AI-based automation methods
are being investigated to facilitate more efficient maintenance compared to visual-inspection methods.

The risk of sinkhole creation has increased because of various ground subsidence phenomena.
The method shown in Figure 2d is related to a safety monitoring system for a pipeline, wherein a
sensing unit attached to a pipeline network generates position change and vibration signals at regular
intervals in accordance with fluid flow inside the pipe to detect leakage and/or rupture in the pipeline.
Using the pipe network information already stored in a management server, it is possible to track the
position of the damaged parts of a pipeline via the interpretation of received position-change and
vibration signals [24]. Sensing units are attached to pipelines using a magnetic outer-bottom portion
comprising two subunits—(1) position change sensing unit including acceleration and gyro sensors
to generate a position change signal; (2) vibration sensing unit that converts the vibration signals of
the installed weight into electrical signals. The device provides the advantage of being able to detect
changes in the vibration pattern and position due to the changes in flow velocity when a pipeline
is distorted or broken. However, the reliability of the said system may deteriorate because of the
transmission of an abnormal signal in the event of strong vibrations caused by construction work or
rail and road traffic load.

4. Literature Review

4.1. Web of Science Analysis

A web of science analysis was performed to provide relevant articles and other information
such as citations and article categories. From the standpoint of applying the WSN system to monitor
and prevent pipeline leakage and sinkhole occurrence, the following different sets of keywords
have been used according to trial and error—(1) leakage, pipeline, wireless sensor, and monitoring;
(2) leakage, pipeline, and wireless sensor; (3) leakage, water pipeline, and underground; (4) sinkhole
and underground; (5) leakage, pipeline, and sinkhole; (6) pipeline, sinkhole, and wireless sensor; and
(7) human-induced sinkholes.

Research articles published between 2000 and 2018 with different sets of keywords are summarized
in Table 3. It can be observed that a majority of extant studies focused on either leakage monitoring and
detection of underground fluid pipelines (numbers marked in red under the water pipeline monitoring
category in Table 3) or natural sinkhole monitoring and detection (numbers marked in red under the
natural sinkhole category in Table 3). The numbers in orange under the others category in Table 3
indicate the results that are not relevant to the scope of this study (i.e., pipeline corrosion, gas pipelines,
underwater pipelines, and aboveground pipeline leakage monitoring). In other instances, search
results with different keyword combinations yielded identical results. Only one article was found to be
related to sinkhole detection and monitoring due to leakage in underground sewer/water pipelines,
as described in Table 3 (the number marked in green).

In accordance with Table 3, after filtering the duplicated articles, 47 articles published in different
journals related to sewer/water pipeline and human-made sinkhole monitoring using WSN systems
were observed.

Among those 47 articles, majority of the contributions (i.e., 35 articles) were published in journals
related to technical domains such as computer science and information systems, telecommunication,
electronics, and WSN systems. However, a relatively smaller number of articles (i.e., 12 articles) were
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published in journals related to application domains such as civil engineering, water resources, soil
mechanics, and environmental sciences.

Table 3. Web of science analysis of articles and contributions of different authors related to the field of
interest (time span 2000–2018).

Search
Trial

Total
Articles

Human-Induced
Sinkholes

Water and Sewer
Pipeline Monitoring

Natural
Sinkhole

Others No. of
CitationsKeywords

Category

1O
Leakage, pipeline,

wireless sensor,
monitoring

22 00 18 N.R 1 04 146

2O Leakage, pipeline,
wireless sensor 23 00 17 N.R 1 05 154

3O
Leakage, water

pipeline,
underground

17 00 09 N.R 1 08 185

4O Sinkhole,
underground 126 01 02 51 72 956

5O Leakage, pipeline,
sinkhole 03 00 00 02 01 -

6O Pipeline, sinkhole,
wireless sensor 00 00 00 00 00 00

7O Man-made, sinkholes 23 01 00 13 09 151
Total 213 01 2 46 66 99 1592

1 not related to the intended field of study, 2 total sum of the column is “01” because both articles are duplicate.

The histogram in Figure 3 depicts the above-mentioned 47 articles with the number of publications
per year between 2000 and 2018 pertaining to the use of WSN for underground water and sewer
pipeline leakage and burst monitoring, and man-made sinkholes.Sustainability 2019, 11, x FOR PEER REVIEW 9 of 25 
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4.2. Overview of Previous Review Articles Related to Underground Water and Sewer Pipeline Monitoring

The WSN system has been tested by monitoring various types of faults in pipelines carrying
different substances such as gas, oil, and water [54,55]. Various researchers have reviewed previous
methods used for monitoring underground water and sewer pipelines, and they have suggested
prospects for improvement. A hybrid method (combining any two different pipeline leakage monitoring
methods) to form a new and more reliable solution was suggested in articles [56] and [57]. According
to [58,59], there are two critical issues that need improvement in terms of development of a preferable
underground WSN system—(1) efficiency of network-communication range and (2) energy efficiency
of WSN.
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Adedeji et al. [60], in their review article, discussed and suggested the importance of
sensor-deployment strategy for reliable and scalable data propagation in the soil channel. Similarly,
different methods for underground pipeline-leakage monitoring were compared in [61]. Acoustic
reflectometry was found to be the most reliable method among all the reviewed methods, because
it is applicable to various linear pipeline layouts (i.e., straight, short, long, and zigzag) while being
one of the most energy efficient and reliable methods. Table 4 lists extant review articles published on
monitoring underground water and sewer pipeline leakage using WSN-based systems in the reverse
chronological order. The listed articles also discuss suggestions for future research and challenges
encountered during each review.

Table 4. Summary of future research suggestions pertaining to underground water and sewer pipeline
leakage and sinkhole monitoring using WSN-based systems, as discussed in extant review articles.

Article Future Research Suggestions Research Field Publication Year

Abdelhafidh et al. [56] Combination of several leak detection methods to
form one hybrid system for better results. Computer Sciences 2018

Adedeji et al. [60] Sensors deployment strategies in WSN nodes need
to be considered.

Electrical
Engineering 2017

Datta et al. [61] Acoustic reflectometry is most suitable for leakage
and blockage in underground pipelines.

Mechanical
Engineering 2016

Sheltami et al. [57]
Hybrids of different WSN-based pipeline

monitoring techniques to enhance the detection
and localization of leakage.

Computer Sciences 2016

Obeid et al. [62] Integrated energy-aware system on chip solution
for non-invasive pipeline monitoring.

Electronics and
Communication 2016

BenSaleh et al. [58] Developing energy-efficient nodes with adequate
sleep and wake-up mechanisms.

Electronics and
Communication 2015

BenSaleh et al. [63] Develop a robust and reliable system, which is
cost-effective, scalable, and customizable in future.

Electronics and
Communication 2013

Tariq et al. [59] Improvement in the communication
radius efficiently. Computer Sciences 2013

From Table 4, it can be concluded that all suggestions for future research are related to the fields of
computer science, electrical, electronics, and telecommunication sectors. Therefore, it can be considered
that all researchers, in their respective review articles, aimed to present the challenges encountered in
the field of WSN, sensor-deployment strategies, and communication radius of the system. However,
in the fields of soil mechanics, civil infrastructure, and geology, the after effects of leakage on the
surrounding soil must be considered. As mentioned earlier, leakage can lead to soil erosion and
ultimately results in sinkholes.

4.3. Architecture of Underground WSN Systems for Pipelines

Different networks and communication protocols have been used to monitor the underground
and aboveground water pipelines for the transmission and propagation of sensor data to end users.
A WSN consists of various units that work together to gather desired data in a specific environment
where communication can be established over a wireless channel, including sensing, computing,
and communication devices [64,65]. There are three tiers—(1) sensor tier; (2) master-node tier;
and (3) end user—in any underground WSN system for pipelines, as depicted in Figure 4. In the
sensor tier, sensors are placed along the pipeline network to wirelessly transmit assigned data to the
master node, which subsequently transmits data to the end user(s). The main distinction between
underground and terrestrial WSN systems is the communication medium (soil or air) [66].
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Many wireless sensor communication protocols and interfaces, such as Wi-Fi, ZigBee, LoRa,
and Bluetooth, have been used to overcome multiple transducer connectivity problems [67,68]. Table 5
explains the characteristics of commonly used communication protocols along with their properties
such as speed, range, frequency, and limitations. Bluetooth is applicable for communication over
a short range of 1–100 m with better data transmission speed in comparison to ZigBee and GPRS.
Certain communication protocols such as GPRS and 3G possess low data transfer speed but their range
is up to 10 km. Some communication protocols such as 5G, 4G, 3G, and LTE provide a somewhat
longer communication range with high data-transmission speed, whilst requiring a large spectrum
fee [69,70]. It is, therefore, essential to select a communication protocol based on the end application
and availability of required resources to achieve desired results of cost-effectiveness, reliability, and low
power consumption. The communication protocols listed in Table 5 are in order of increasing range of
different protocols.

Table 5. Communication protocols and their properties [69,70].

Communication
Protocol Speed Range Frequency Limitations

Bluetooth 3 Mbps 1–100 m 2.4–2.48 GHz Short range
Wi-Fi 300 Mbps 100 m 2.4–5.4 GHz Short range

ZigBee 250 Kbps 75 m 2.4 GHz Low data rate and short range
Z-Wave 40 Mbps 30 m 868.42–908.42 GHz Low data rate and short range
GPRS Up to 170 Kbps 1–10 km 900–1800 MHz Low data rate

3G 384 Kbps-2 Mbps 1–10 km 2.5, 3.5, 5.8 GHz Costly spectrum fee
WiMAX Up to 75 Mbps 10–50 km 1–30 MHz Not widespread

4.4. Water Pipeline Leakage Monitoring Methods Based on WSN System

The loss of water is one of the most critical issues, particularly in urban localities. In an urban
framework, the occurrence of any severe pipeline leakage issue such as water supply interruption and
traffic flow interruption may intensify, thereby resulting in an increase in maintenance costs. Therefore,
the implementation of a robust, reliable, and energy-efficient WSN-based system is imperative to
overcome water loss issues and after effects of leakage [71]. Ng et al. [72] proposed a vibration
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sensor-based sound variation detection device that records suspicious water leakage sounds and
compares them with normal pipeline sounds, thereby identifying the symptoms of water leakage.
The device was used on two types of pipelines—metal and PVC—but not concrete ones. The said
device has a disadvantage, that is it only functions properly when installed near a leak point, and it is
immensely difficult to predict the exact location of leakage. It is also not clear to judge the utility of the
device when on concrete pipes.

Four things—cost efficiency, reliability, power consumption, and sensor placement across the
pipeline network—must be considered regarding monitoring underground sewer/water networks and
sinkholes using WSN. Cattani et al. [73] proposed a method called ADIGE based on the long-range LoRa
WSN technology to reduce the number of gateways uploading data gathered from wireless sensors.
The proposed ADIGE system comprised two parts—(1) sensing, controlling, and collection of data;
and (2) data management, including data fusion and analysis—as depicted in Figure 5a. This method
was designed to achieve high reliability and energy efficiency along with wider coverage of water
pipeline monitoring using a large number of low-cost sensors for collecting more real-time information
at multiple locations instead of using lesser numbers of expensive sensors installed at fewer locations.
However, using the WSN system to accurately identify leakage locations inside a long-running water
pipeline and the effects caused by leakage remains a major challenge for researchers.Sustainability 2019, 11, x FOR PEER REVIEW 12 of 25 
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and localization: (a) System combination of method based on the long-range LoRa WSN technology;
(b) different types of methods and algorithms used for leak detection and localization.

Karray et al. [74] also proposed a method to identify leakage locations within a pipeline network.
This method involved the use of a combination of leakage detection algorithms, localization algorithms,
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and system-on-chip (SoC) architecture. This solution was based on two methods, as described in
Figure 5b. Instead of using multiple algorithms at once to compromise battery life, the author preferred
using single algorithm—the Kalman Filter (KF)—to conserve energy. The method used for this
purpose was referred to as energy-aware reconfigurable sensor node for water pipeline monitoring
(EARNPIPE). A plastic pipeline capable of supporting pressures of up to 25 bar and 1000 m3 volume
of water was used to supply water using 1 hp power supplied by the laboratory test bed motor.
A force-resistive sensor (FSR) was used to measure the pressure within the pipelines. The said method
was proposed for use in long-distance pipelines installed on the ground but was not suitable for use
with underground pipelines.

Sun et al. in [75] suggested a new solution for water pipeline monitoring, leakage, and burst
detection. Real-time leakage and burst detection were set as the primary objectives of this method.
Considering the propagation of sensor signal data in soil, a WSN system based on magnetic induction
(MI) was proposed. The sensors were distributed into two layers—(1) the hub layer and (2) in-soil
sensor layer. In the hub layer, pressure and acoustic sensors were deployed at checkpoints and pump
stations inside pipelines to measure pressure and vibration changes caused by leakage, as depicted
in Figure 6. After measuring the values of pressure and vibration, data were wirelessly sent to the
administration center using MI channels. Whereas in the in-soil layer, sensors were deployed along the
pipeline to measure different soil parameters such as temperature and humidity. This was accomplished
by rolling MI relay coils around the pipes. Beyond the system architecture and framework presented
in this article, more work regarding evaluating the system performance is required to be performed by
deploying MI-based WSN for underground pipeline monitoring (MISE-PIPE) in real-life applications.
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4.5. Sewer Pipeline Leakage Monitoring Methods Based on WSN Systems

Leakage in sewer pipelines needs to be considered as a potential source of underground cavity
creation and sinkholes in urban areas. According to Kuwano et al. [76], the sewer pipe mains buried
underground for over 25 years demonstrate a remarkable increase in cracks and defects. Researchers
and scientists have contributed toward the development of means to address issues related to cracking,
leakage, and bursting of sewer pipelines. Kim et al. [77] proposed a novel RFID-based autonomous
mobile device monitoring system for pipelines, called RAMP. The mobile robotic device comprising
sensors (visual-, chemical-, pressure-, and SONAR-sensing) was capable of moving inside the pipelines
along the direction of fluid flow whilst monitoring the presence of any defect on its way and localizing
the same. The primary function of the robotic agent was pipeline inspection. However, the system
requires a structure with improved fluid resistance and enhanced mobility of the robotic agent because
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at present its usage is only limited to inside straight pipelines. Additionally, to achieve better results,
energy efficiency and sensor power must be improved. Such methods are equally applicable to water,
sewer, and pipelines [77].

Similarly, PIPENET is a system proposed for pipelines with large diameters, such as sewer and
drainage pipelines, and comprises a WSN-based system for underground pipeline leakage detection
and localization [78]. For real-time monitoring, the system was deployed in collaboration with
Boston Water and Sewer Communication (BWSC), USA. Their deployment primarily focused on two
critical applications—(1) sewer collector’s water level monitoring and (2) hydraulic and water quality
monitoring [79]. The method aimed to detect and localize the presence of any leakage or burst within
the pipeline by collecting the hydraulic and vibration data at a high sampling rate using different
sensing parameters—flow, pH, vibration, and pressure—and data collection was performed for an
extended period of over 22 months in the city of Boston, USA. The experiment was performed both
inside a laboratory and in the field to compare the experimental results and develop an algorithm
for leakage detection and localization. Some limitations of this method include false alarms and low
energy efficiency. Considering sewer pipelines, robot-sensing devices have been preferred to monitor
the condition and performance of pipelines [77].

Most robots used for the inspection of sewer pipelines moved along one direction (straight).
In contrast, KANTARO was an innovative, fast, and robust sensing device intended for use in
sewer-pipeline inspection. The device could move in a straight path as well as bend around the curves.
For this, a particular patented mechanism called the “Sewer Inspection Robot (nSIR) Mechanism” was
developed [80]. KANTARO was equipped with a fisheye camera mounted to detect any damage or
blockage within the sewer pipeline network. It could only fit in pipelines with internal diameters in
the range of 200–300 mm and included lithium-polymer batteries for power supply to motors, sensors,
computer systems, and underground wireless communication modules.

4.6. Pipeline Leakage Monitoring Methods Based on Computer Vision and Image Processing

Other such approach involved the use of closed-circuit television (CCTV) image processing
by concerned researchers for the detection of defects and damages in sewer pipelines. Manual
interpretation of images and videos has previously been used, and those methods were observed to
be more time consuming, labor intensive, and the results obtained were deemed to be less reliable
and possibly inaccurate. In contrast, automated defect detection methods have been proposed by
researchers using artificial intelligence (AI) and CCTV image and video processing techniques, such
as the deep learning technique called the faster region based convolutional neural network (faster
R-CNN) [81]. The faster R-CNN model has been demonstrated to detect defects in sewer pipelines
much faster with higher accuracy.

However, the faster R-CNN approach only works on static images. Similarly, the authors in [17]
used an automated approach to detect cracks, deformations, joint displacements, and settled deposits
in sewer pipelines. Their approach was based on image processing and mathematical formulations
to analyze the output obtained from CCTV images. To validate the performance of the proposed
method, the authors in [17] constructed a confusion matrix. The results observed for the accuracy of
crack, displaced-joint, and settled-deposit detection were found to 74%, 65%, and 54%, respectively,
which could be improved by increasing the number of images captured. A drawback of the proposed
methodology was that the method relied heavily on the expertise and experience of operators. From the
literature overviewed in earlier sections it is evident that over time, technologies have developed from
the visual inspection of sewer/water pipelines to the application of wired sensors, wireless sensors, IoT,
big data, and AI technologies, as illustrated in Figure 7.
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Using WSN-based systems, previously discussed sewer and water pipeline surveillance models
(Sections 4.4 and 4.5) are summarized in Table 6. This table provides a detailed perspective of
WSN-based sewer and water pipeline leakage monitoring methods in terms of the protocols used
for wireless communication between the transmitter and receiver, type of wireless sensors used
(non-invasive or invasive sensors, static or mobile sensors, etc.), field of application, and water or sewer
pipeline network. Table 6 makes it easier to determine the most feasible method to monitor water
and/or sewer pipelines under certain conditions. Meanwhile, it also helps to select the most feasible
methods, which can be further modified for the application of sinkhole due to leakage. For example,
Sun et al. [75] used sensors both inside and outside the pipelines to detect various factors related to
leakage. In such methods, more soil property measuring sensors can be added to further collect data
related to the factors (soil moisture, density, temperature, overburden, and porosity, among others)
that contribute to the occurrence of sinkholes.

Table 6. Comparison of various methods for leakage detection in water and sewer pipelines.

Method
(Ref.) Communication Protocol Types of Sensors NIS 1 IS 2 Mobility Application Field

[82] - - • Mobile Sewer pipeline

[72] 3G Acoustic sensors. • Static Drinking water pipeline
(PVC and steel pipes)

[83] GSM Ultrasonic and water sensors. • Static Leak in home pipelines and the
water level of the tank.

[73] LoRa Adige sensors. • Static Drinking water pipeline
[74] Bluetooth Pressure sensors (FSR). • Mobile Drinking water pipeline

[75] Magnetic induction Soil property, pressure,
and acoustic sensors. • • Static Drinking water pipeline

[17] 3G Temperature, pressure, flow
rate, and hydrophone. • Mobile Drinking water pipeline

[18] RF signals Acoustic sensors. Static Drinking water pipeline

[77] RFID Vibration sensors and
robot agents. • Static Drinking water and sewer

pipeline

[78] Bluetooth Vibration, flow rate,
and pressure sensors. • Static Drinking water pipeline

[80] RF signals IR, tilt and image sensors,
and laser scanner. • Mobile Sewer pipeline

[3] ZigBee Pressure, piezoelectric sensor,
gyroscope, and accelerometer. • Static Drinking water pipeline

[84] CAN (wired), X stream, X Bee,
and Wi-Fi (wireless)

Vibration sensors and
accelerometer. • Static Drinking water pipeline

[85] RF signals Hydrophone. • Mobile Drinking water pipeline
[86] X stream, X Bee, and Wi-Fi Accelerometer. • Static Drinking water pipeline
[87] RF signals FSR sensors. • Static Drinking water pipeline
[88] ZigBee Vibration sensors. • Static Drinking water pipeline
[89] - - • Mobile Sewer pipeline
[90] WSN Pressure and flow rate sensors. • Static Sewer pipeline
[91] - - • Mobile Oil and gas

[92] - - • • Mobile
and Static Any pipelines

1 NIS: Non-invasive sensors (sensors placed outside a pipeline), 2 IS: Invasive sensors (sensors placed inside
a pipeline).
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4.7. Sinkhole Monitoring and Detection Methods

A record of the past 60 years of Gauteng, South Africa, reports the occurrence of more than
3000 sinkholes, including natural and human-induced ones [93]. The Maryland geological survey
reported a total of 139 sinkhole occurrences, 51 of which occurred naturally, while the remainder
were the human-induced type [94]. According to the British Geological Survey (BGS) (a British
government institute), 10% of all sinkholes occur as a result of leakage in underground pipelines [82].
As discussed in previous sections (Sections 4.4–4.6), various methods are adopted for leakage monitoring.
However, sinkholes due to leakage require proper concentration as they result in considerable damage.
According to the US Geological Survey, nearly $300 million per year is spent on the reconstruction of,
and compensation for, damage caused by sinkholes to the infrastructure [95]. The frequency of sinkhole
occurrence has increased considerably in South Korea, since 2010, mainly because of underground
construction in urban areas. An account of the total occurrence of sinkholes in Seoul, South Korea,
between January and July 2014 reported that ruptured sewer pipelines resulted in approximately 85%
of all man-made sinkholes, 18% were triggered by excavation during construction activities, and the
remaining 3% were caused by leakage in freshwater pipelines [96].

Sinkholes occurs on roads, highways, and railways owing to the infiltration of leaking underground
pipelines or rainwater. These cavities can be detected beneath the surfaces using different monitoring
and detection methods. Although many sinkhole detection methods have been developed, it is still
difficult to predict the formation of sinkholes. There are alternative methods to predict when and
where sinkholes will form. Researchers have drawn maps for sinkhole-prone regions that predict
risk based on the ground composition or other local sinkholes; however, this still does not provide a
definite answer.

4.7.1. Sinkhole Monitoring Methods Using Image Processing and Radar

Many researchers have contributed toward the prediction of the occurrence of natural sinkholes
via the use of diverse technologies, such as the trenching method along with ground penetration
radar (GPR), electrical resistivity tomography (ERT), high-precision leveling [97], Brillouin optical fiber
sensor [98], high-precision differential leveling [99], laser imaging detection and ranging (LIDAR),
and interferometric synthetic aperture radar (InSAR) [100]. The combined use of the geographic
information system (GIS) and analytical hierarchical process (AHP) has previously been proposed
to identify hazard zones in Kuala Lumpur and Am pang Jaya of Malaysia that are susceptible to the
occurrence of natural sinkholes on the basis of five criteria—lithology, groundwater level decline,
soil types, land use, and proximity to groundwater wells [4]. However, the human-made (owing to
leakage) requires proper concentration.

As in the UK, the British Geological Survey used digital map data for geohazard monitoring in
urban areas. This digital map data can be accessed from GIS [101]. High-resolution ground-based InSAR
(GB-InSAR) and LiDAR are methods available for sinkhole monitoring. These technologies use GIS data
for sinkhole mapping and are particularly effective for sinkhole tracking [100]. However, it is challenging
to discern sinkholes or subsurface features based on GIS data or satellite data [102]. Soil erosion
gradually leads to collapse, and the application of GB-InSAR, LiDAR, scanning, and photogrammetry
methods have to scan and analyze different areas continuously to observe the changes over time, which
can be expensive and time-consuming. Therefore, the current practices in urban areas for monitoring
and detection of the sinkhole are limited.

Similarly, in some developed countries, ground penetration radar (GPR) is currently used for
sinkhole monitoring and detection, especially in urban areas. The results of a GPR rely on the reflection
of a high frequency (25–1000 MHz) electromagnetic (EM) pulse from subsurface contacts and other
anomalies such as boulders and cavities. [103]. GPR uses radar pulsations to predict the changes in the
subsurface. This method uses EM radiation of the radio spectrum and detects the reflected signals
from the subsurface structures [104]. However, there are limitations associated with GPR, as noise
effects the magnetic techniques, and the presence of clayey soils affects the transmission of EM signals
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from GPR [105]. Previously, the application of GPR was excluded from the investigation in Nigeria
owing to the presence of clay [106].

Other methods include geomorphological mapping, borehole drilling, and air photo interpretation.
Table 7 lists the methods currently available to address challenges and obtain solutions for sinkholes;
their advantages and limitations are also discussed.

Table 7. Sinkhole monitoring and detection techniques.

Sinkhole Detection and
Monitoring Techniques Positive Aspects Gaps References

GIS with digital map data
Allows for spatial analysis, assessed

specific problems using
multi-criteria approach.

Scale-dependent, needs geo referencing,
software, and manpower expertise. [107]

GPR and InSAR Subsurface detection and mapping. Equipment (some expensive/specialist)
and expertise required. [108–110]

Leaser image detection and
ranging system (LiDAR)

Provides high-resolution images for
monitoring of sinkholes

or subsidence.

Detection of subsurface changes are not
possible; only limited to surface detection. [111,112]

Electric resistivity
tomography (ETR) Subsurface detection and mapping. Expensive equipment and expertise

required to operate. [109,110,113]

Drones (UAV) and
photogrammetry Spatio-temporal analysis is possible.

Limited to surface analysis and
dependent on availability of drones and

photogrammetry equipment.
[114–116]

WSN
Can be integrated with geological

information; can integrate
geophysical information.

Limited to surface-based assessment. [3,117,118]

4.7.2. Human-Induced Sinkhole Monitoring Methods Using WSN

Soil strata and profile vary from for different regions and are characterized based on the unique
geomorphological and hydrological conditions, and pipelines are not limited to areas with specific
geology. If we consider the subsurface of any urban area, miles of water and sewer pipelines are
passing through different soil profiles. Therefore, the effect of water leakage from sewer or water
pipelines will be different for different subsurface soil strata.

A leakage in the sewer or water pipeline results in the change in underground soil and other
various problems mentioned above. Over the past few years, numerous cases of sinkhole creation
owing to the rapid deterioration of underground sewer and water pipelines have been reported.
To overcome this issue, researchers have developed sensor-based pipe safety units to detect leakage by
analyzing water leaks and pipeline behavior. Pipeline data are collected by the use of smart sensors
and WSN [3]. However, the system is still being developed, and the primary purpose of the program
is to develop a sinkhole risk index (SRI) via the real-time monitoring of underground construction
activities. This is an individual research endeavor aimed at the prevention of sinkhole creation due
to leakages or ruptures in underground sewer pipelines owing to human interference. In the said
study, experiments were conducted on a buried pipeline, exposed pipeline, exposed acrylic pipeline,
and test-object pipe. During the experiments, the concerned researchers used cables for the connection
between sensors.

However, previously, researchers have suggested several methods for the study of the mechanism
of natural sinkholes by considering different factors that influence the occurrence of natural sinkholes.
Therefore, different numerical, mathematical, and experimental models have been developed. Each
researcher in their experimental model considered different sinkhole mitigating factors and soil types
to understand the mechanism.

Researchers considered sea side soil (mudflat, sea clay) as a soil type, and subsurface void growth,
ground water level, salt dissolution, and overburden pressure as the factors responsible for sinkhole or
subsidence in their experiments [119,120] as the researchers aimed to understand the mechanism of
sinkhole along the seaside. Therefore, this sinkhole mechanism cannot be true for other cases, as other
soil types need to be considered (clay, sand, bedrock, carbonates, etc.) and other sinkhole mitigating
factors (size of cavity, subsurface soil properties, aquifer, etc.). Similarly, Tao et al. [121] also performed
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a numerical simulation to understand the mechanism of natural sinkholes owing to changes in ground
water table. Sand and clay were used as the soil profiles for the sinkhole model. However, similar to
previous contributions, this study was just limited to understanding the natural sinkholes mechanism.
In addition, it must be improved to increase the simulation capabilities.

5. Discussion and Conclusions

Numerous conventional techniques have been used over the years for the accurate detection
of water and sewer pipeline leakage and prevention of sinkhole creation. However, there are a few
limitations in the execution of conventional techniques such as high cost, need for large workforce and
experts, long execution times, and unreliable results. Over the years, conventional methods have been
replaced by methods based on IoT, WSN, smart sensors, and AI; these methods are more manageable
and reliable.

This article focuses on research contributions regarding the use of WSN for water and sewer
pipeline leakage and sinkhole monitoring and detection, thereby providing methods to prevent the
creation of sinkholes in urban areas. The proposed review was performed following a two-pronged
methodology—patent analysis and literature review of methods used for monitoring underground
pipeline leakage and sinkhole creation using WSN-based systems. Both patent analysis and literature
review demonstrated a lack of research on the prevention or monitoring of sinkhole creation caused by
leakage in water and/or sewer pipelines.

The development of modern technology has led to the development of improved water and
sewer leakage monitoring systems. However, modern, technology-based monitoring systems require
efficient communication technologies such as 5 G in combination with WSN to create an advanced
infrastructure such as underground fluid transportation networks. Over the last decade, new wireless
communication networks have been developed to serve a range of new applications and deployment
scenarios. Similarly, smart cities are being developed, where WSN and 5 G are considered to be one of
the key enabling technologies that will provide smart solutions to smart cities to improve the overall
quality of life [122].

5.1. Review Findings

The results of a preliminary search of patent databases demonstrate that a majority of patents
published in the past 18 years were related to overcoming leakage problems associated with water
and sewer pipelines. However, they lack in terms of suggesting measures to counter the after
effects—sinkholes and ground subsidence—of leaked water and sewer pipelines. Additionally, existing
patents for sinkhole monitoring and detection face several limitations. For instance, the “sinkhole
detector” can only detect sinkholes near the installed device [45]. Similarly, the patent named “device
for detecting changes in underground medium” explored the use of ultrasonic sensors; however,
the propagation of ultrasonic signals can be easily affected by the soil medium, traffic-induced
vibrations, and sound effects generated by different means of transportations or other sources.

Similarly, the literature review conducted in this study revealed that majority of researchers
are concerned with overcoming the water losses caused by leakages in sewer and water pipelines.
Particularly, a burst or leak of a sewer pipeline can endanger human lives as well as damage nearby
infrastructures such as railways and highways; this is because most cases of human-induced sinkholes
and ground subsidence are caused by leakages in sewer pipelines [123]. Compared to naturally
occurring sinkholes, human-induced sinkholes incur less damage to infrastructures and human lives
and this is why they have not been considered a significant issue by researchers in the past. However,
over the last few years, sinkholes caused by leakage in water and sewer pipelines have become a severe
problem across the world. Natural, as well as human-induced, sinkholes cannot be directly detected,
and in this regard, the development of SRI or a sinkhole risk model is considered likely to play the role
of a bridge between leaky pipelines and sinkhole detection [3].
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However, no prominent studies have yet been found concerning the monitoring, detection,
prevention, and localization of human-induced sinkholes. There exist many factors—soil type,
topography of the area under consideration for sinkhole evaluation, history of sinkhole occurrence,
recharge-area category, thickness and depth of underground cavity, groundwater table, and public
safety—that need to be considered during sinkhole risk or risk index evaluation [124]. Similarly, other
factors such as temperature, moisture content, and porous water pressure of soil, which may also change
owing to a leakage or rupture in underground water or sewer pipelines, require proper attention.

5.2. Future Research Directions

After a critical analysis of various methodologies used by researchers previously in the domain of
water and sewer pipeline leakage and sinkhole induction, the authors believe that there are certain
major challenges that must be addressed on priority. Sinkhole formation, or collapse of the ground
caused by a rupture or leakage in underground sewer and water pipeline, requires considerable
attention. Similarly, there exists an urgent need for the development of a human-induced SRI to
determine the magnitude of the occurrence of sinkholes induced by underground sewer and water
pipeline leakage.

The authors advocate toward utilizing a set of technological tools to assess the occurrence of
sinkholes by prioritizing the critical factors associated with them. State-of-the-art technologies such
as AI and WSN can be used in combination to monitor and access the geographical changes and
the locations that are at a higher risk of sinkhole formation owing to leaked underground pipelines.
Image processing techniques based on AI platforms can be implemented to monitor disruptions
at both the ground surface level and the underground pipeline level. Combining these techniques
with WSN, which uses sensors to determine soil properties such as moisture, density, porosity, pH,
temperature, and bearing capacity, can help to gain a better understanding of the processes at this
geographical location.

As WSN was previously used to analyze the physical properties (vibration, flow rate, sound,
and so on) of pipelines and their flow in order to monitor leakage, it did not concentrate on the
properties of the soil profile, which can change after the interaction of soil with water leaked from
the sewer/water pipelines. Thus, the systematic approach proposed in this paper can pave the path
for future research in this area. In the future, such technological tools can be used in smart cities to
overcome the issues of pipeline leakage and sinkhole formation, where radio technologies such as 5 G
enables smart city networks to support interconnected infrastructure elements and to manage big data
from existing smart infrastructures [122].

An evaluation of previous research publications in this area clearly shows that a majority of the
methods used are based on laboratory experiments and the findings and proposals appear to be difficult
for practical application. Therefore, to achieve significant improvement, we suggest implementing
collaborative exercises between research institutes and water supply agencies.

5.3. Conclusions

Based on the analysis reported in this study, it can be concluded that the key focus of research in
existing studies has been concerned with (1) the use and enhancement of wireless sensor networking
systems; (2) types and quality of sensors; and (3) improvement of hardware and software systems
adopted for underground water and sewer pipeline monitoring. Although soil properties, such as
bearing capacity, water content, soil density, air voids, pH level, ground subsidence, and others, change
owing to pipeline leakage, these have seldom been considered in previous investigations. Nonetheless,
these parameters are critical with regard to triggering sinkhole formation and ground subsidence
owing to leakage in water and sewer pipelines. This article presents a state-of-the-art review of different
methods for monitoring sinkhole and underground water and sewer pipeline leakage and their effects
whilst considering the use of applications based on IoT and WSN systems over the past two decades.
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This review would be of interest to researchers intending to work in this area as it serves as a platform
to direct future studies whilst accounting for challenges likely to be encountered during the same.

Author Contributions: H.A. and J.C. wrote the original draft supervised by J.C.

Funding: This work was supported and funded by the Basic Science Research Program through the National
Research Foundation of Korea (NRF) and funded by the Ministry of Education (2016R1A6A1A03012812 and
2017R1D1A1B03036200).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Karoui, T.; Jeong, S.Y.; Jeong, Y.H.; Kim, D.S.; Karoui, T.; Jeong, S.Y.; Jeong, Y.H.; Kim, D.S. Experimental
study of ground subsidence mechanism caused by sewer pipe cracks. Appl. Sci. 2018, 8, 679. [CrossRef]

2. Oren, G.; Stroh, N. Antileaks: A device for detection and discontinuation of leakages in domestic water
supply systems. Eur. J. Young Sci. Eng. 2012, 1, 10–13.

3. Kwak, P.J.; Park, S.H.; Choi, C.H.; Lee, H.D.; Kang, J.M.; Lee, I.H. IoT (Internet of Things)-based underground
risk assessment system surrounding water pipes in Korea. Int. J. Control Autom. 2015, 8, 183–190. [CrossRef]

4. Rosdi, M.A.H.M.; Othman, A.N.; Zubir, M.A.M.; Latif, Z.A.; Yusoff, Z.M. Sinkhole susceptibility hazard
zones using GIS and Analytical Hierarchical Process (AHP): A case study of Kuala Lumpur and Ampang
Jaya. ISPRS Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2017, XLII-4/W5, 145–151. [CrossRef]

5. Jaya, P. Two Pedestrians Fall Into 3m-Deep Sinkhole in Seoul. Star Online. 25 February 2015. Available online:
https://www.thestar.com.my/news/world/2015/02/25/sink-hole-seoul/#wGy2vrEth6cJBmhd.99 (accessed on
26 November 2018).

6. De Waele, J.; Gutiérrez, F.; Parise, M.; Plan, L. Geomorphology and natural hazards in karst areas: A review.
Geomprphology 2011, 134, 1–8. [CrossRef]

7. Han, Y.; Hwang, H.W. Discussion on the sinkhole forming mechanism. Int. J. Adv. Sci. Eng. Technol. 2017,
5, 42–44.

8. Julian, R. Japan Giant Sinkhole in Fukuoka Repaired in a Week Begins to Sink Again. Daily Mail Online,
28 November 2016. Available online: https://www.dailymail.co.uk/news/article-3978468/Panic-Japan-giant-
sinkhole-repaired-just-week-begins-sink-forcing-road-close-did-carry-repairs-quickly.html (accessed on
26 November 2018).

9. Steve, R.; Haworth, J. Police Officer Killed After Massive Sinkhole Opens Up in Road Swallowing Two Cars.
Mirror, 6 December 2016. Available online: https://www.mirror.co.uk/news/world-news/man-killed-after-
being-swallowed-9397110 (accessed on 26 November 2018).

10. Roger, S. Huge Sinkholes Are Now Appearing in The Wrong Places. AP News, 9 May 2017. Available online:
https://apnews.com/41a17da407d241769e54085a8118ac7c (accessed on 26 November 2018).

11. Joel, B. Old Pipes, Big Problems: More Than 20 Sinkholes in Asheville. Citizen Times, 13 December 2016.
Available online: https://www.citizen-times.com/story/news/local/2016/12/13/old-pipes-big-problems-more-
than-20-sinkholes-asheville/95152436/ (accessed on 26 November 2018).

12. Hunaidi, O.; Chu, W.; Wang, A.; Guan, W. Detecting leaks in plastic pipes. J. Am. Water Works Assoc. 2000,
92, 82–94. [CrossRef]

13. Liston, D.A.; Liston, J.D. Leak detection techniques. J. N. Engl. Water Work. Assoc. 1992, 106, 103–108.
14. Gao, Y.; Brennan, M.J.; Joseph, P.F.; Muggleton, J.M.; Hunaidi, O. A model of the correlation function of leak

noise in buried plastic pipes. J. Sound Vib. 2004, 277, 133–148. [CrossRef]
15. Farley, M.; Liemberger, R. Developing a non-revenue water reduction strategy: Planning and implementing

the strategy. Water Sci. Technol. Water Supply 2005, 5, 41–50. [CrossRef]
16. Lin, M.; Wu, Y.; Wassell, I. Wireless sensor network: Water distribution monitoring system. In Proceedings

of the 2008 IEEE Radio and Wireless Symposium, Orlando, FL, USA, 22–24 January 2008; pp. 775–778.
17. Hawari, A.; Alamin, M.; Alkadour, F.; Elmasry, M.; Zayed, T. Automated defect detection tool for closed

circuit television (cctv) inspected sewer pipelines. Autom. Constr. 2018, 89, 99–109. [CrossRef]
18. Hunaidi, O.; Wang, A.; Bracken, M.; Gambino, T.; Fricke, C. Acoustic Methods for Locating Leaks in Municipal

Water Pipe Networks. In Proceedings of the International Water Demand Management Conference, Dead Sea,
Jordan, 30 May–3 June 2004; pp. 1–14.

211



Sustainability 2019, 11, 4007

19. Craig, F.; Babette, B. Strategic and Competitive Analysis: Methods and Techniques for Analyzing Business Competition,
1st ed.; Prentice Hall: Upper Saddle River, NJ, USA, 2002; 457p.

20. Ahn, K.S.; Cho, S.N. System for Detecting Leakage of Water in Conduit Line Installed Underground.
WO Patent WO2018105764A1, 14 June 2018.

21. Kim, A. System for Detecting a Pipeline Leaks. K.R. Patent KR 20170075452A, 3 July 2018.
22. Ko, Y.M. Monitoring System for Leak Detection of Waterworks. K.R. Patent KR 101876730B1, 9 August 2018.
23. Merlo, S.A. Remote Pipe Inspection Using a Mounted Camera and Sensor. U.S. Patent US 8087311B2,

4 September 2008.
24. Oh, H.J.; Choi, D.S.; Lee, S.M. Safety and Monitoring Device of Pipeline. K.R. Patent KR 101571366B1,

25 November 2015.
25. Choi, R.G. Sewer Inspection System to Prevent Sinkhole. K.R. Patent KR 101564223B1, 30 October 2015.
26. Ko, Y.M. Monitoring System of Water Leakage and Sinkhole Using Water Leakage Sensor. K.R. Patent KR

101807739B1, 12 December 2017.
27. Yang, B.; Recane, M. Methods and Appratus for Pattern Match Filtering for Real Time Acoustic Pipeline

Leak Detection and Location. U.S. Patent US 6389881B1, 21 May 2002.
28. Stephen, M. Remote Pipe Inspection. U.S. Patent US 8087311B2, 4 September 2008.
29. Ggorbel, F.H.; Dabney, J.B. Pipes and Sewer Inspection Means Maintenance Vehicle. U.S. Patent US 7182025B2,

27 Febuary 2018.
30. Kim, K.B.; Shin, S.H.; Kim, S.Y. Mobile Type Monitoring Device for Pipelines. K.R. Patent KR 101753707B1,

5 July 2017.
31. Kim, J.K. System for Detecting Water Leakage of Water Pipe. K.R. Patent KR 101967405B1, 8 March 2017.
32. Rye, D.W.; Yeom, B.W.; Bang, E.S.; Lee, H.J.; Jung, B.J.; Jung, S.W.; Lee, I.W.; Choi, C.H. Method for Evaluating

Subsidence Risk in Urban Area. K.R. Patent KR 101808127B1, 12 May 2016.
33. Jung, S.W.; Yeom, B.W.; Ryu, D.W.; Lee, H.J.; Jeong, B.J.; Bang, E.S.; Lee, I.W. Apparatus for Measuring Shear

Strength of Soil in Ground Subsidence Envirinment. K.R. Patent KR 101742107B1, 12 May 2015.
34. Gary, P. Sinkhole Detection Systems and Methods. U.S. Patent US 9638593B2, 2 May 2017.
35. Jung, Y.S.; Jung, S.H.; Cho, Y.G.; Park, J.J.; Kim, K.S.; Kang, H.H.; Kim, J.H. Injection Packer Restoration,

Reclamation Method and Apparatus for Ground Subsidence. K.R. Patent KR 101849929B1, 18 March 2018.
36. Yang, G.H.; Yu, I.K.; Sim, J.I. Lightweight Soil for Preventing Sinkhole. K.R. Patent KR 101583257B1,

18 December 2014.
37. Kang, T.S.; Park, H.I.; Won, C.H. Paving Structure Capable of Preventing the Falling of the Pedestrian by

Small Sinkhole. K.R. Patent KR 101699496B1, 1 April 2015.
38. Hwang, G.; Lee, Q.S.; Woo-Sub, Y. Device for Detecting Change in Underground Medium. U.S. Patent US

20160146760A1, 26 May 2016.
39. Lee, K.M.; Cho, J.H.; Shin, D.H. Sensor for Sensing Sinkhole, Sinkhole Monitoring System, and Method

Using Sensor for Sensing Sinkhole. K.R. Patent KR 101680846B1, 13 December 2015.
40. Park, J.K.; Bong, T.G.; Kwon, S.W. System for Monitoring Groundwater with Function of Detecting Sinkhole.

K.R. Patent KR 101528831B1, 16 June 2015.
41. Kang, H.J. A Sinkhole Detecting Device. K.R. Patent KR 101704527B1, 8 Febuary 2017.
42. Kang, K.Y.; Kim, C.H. Ground Penetrating Radar Survey Vehicle. K.R. Patent KR 101820805B1, 22 January 2018.
43. Kim, S.S. Switchboard System for Sensing Sinkhole. K.R. Patent KR 101904072B1, 14 November 2017.
44. Kim, Y.J. Sinkhole Exploration Device Using Vrms, the Inversion Process and Signal-to-Noise Ratio Upgrade

of Permeable Underground Radar Exploration Using Common Reflection Surface Method. K.R. Patenet KR
101799813B1, 21 November 2017.

45. Jerry, S. Sinkhole Detector. U.S. Patent US 9552716B1, 24 January 2017.
46. Ko, B.C.; Jang, J.H.; Shin, S.Y.; Lee, E.J.; Lee, D.J. Sinkhole Detection System and Method Using a Drone-Based

Thermal Camera and Image Processing. K.R. Patent KR 101857961B1, 4 October 2016.
47. Lee, H.J. Sinkholes Prevention Methods by Closing Settlement. K.R. Patent KR 101553599B1, 17 September 2015.
48. Ryu, D.W.; Kim, E.; Lee, K.; Yum, B.W.; Lee, I.; Lee, J.; Jeong, W.S.; Lee, H.; Jung, B.; Bnag, S.E.; et al. Method

for Detecting Change in Underground Environment by Using Magnetic Induction, Detection Sensor and
Detection System. U.S. Patent US 20180209787A1, 14 July 2015.

49. Ko, B.C.; Jang, J.H.; Shin, S.Y.; Joo, L.E. A Method for Construction of Simulation Mock Sinkhole. K.R. Patent
KR 20180050045A, 14 May 2018.

212



Sustainability 2019, 11, 4007

50. Jung, S.W.; Yeom, B.W.; Ryu, D.W.; Lee, H.J.; Jung, B.J.; Bang, E.S.; Lee, I.H. Monitoring System and Method for
Predicting Urban Sinkhole Measured by Suction Stress and Pore Water Pressure. K.R. Patent KR 101779017B1,
19 September 2017.

51. Jung, S.W.; Yeom, B.W.; Rye, D.W.; Lee, H.J.; Jung, B.J.; Bang, E.S.; Lee, I.H. System and Method for
Predicting Urban Sinkhole Based on Shear Strength Measured by Vane Tester. K.R. Patent KR 101781409B1,
26 September 2017.

52. Wy, Y.H. Sinkhole Experimental Apparatus and Its Manufacturing Method. K.R. Patent KR 101890268B1,
29 September 2018.

53. McVay, M.; Tran, K.T. Detection of Sinkholes or Anomalies. U.S. Patent US 10088586B2, 2 October 2018.
54. Ali, S.; Ashraf, A.; Qaisar, S.B.; Afridi, M.K.; Saeed, H.; Rashid, S.; Felemban, E.A.; Sheikh, A.A. SimpliMote:

A Wireless Sensor Network Monitoring Platform for Oil and Gas Pipelines. IEEE Syst. J. 2018, 12, 778–789.
[CrossRef]

55. El-Darymli, K.; Khan, F.; Ahmed, M.H. Reliability Modeling of Wireless Sensor Network for Oil and Gas
Pipelines Monitoring. Sens. Transducers J. 2009, 106, 6–26.

56. Abdelhafidh, M.; Fourati, M.; Fourati, L.C.; Laabidi, A. An investigation on wireless sensor networks pipeline
monitoring system. Int. J. Wirel. Mob. Comput. 2018, 14, 25. [CrossRef]

57. Sheltami, T.R.; Bala, A.; Shakshuki, E.M. Wireless sensor networks for leak detection in pipelines: A survey.
J. Ambient Intell. Humaniz. Comput. 2016, 7, 347–356. [CrossRef]

58. Bensaleh, M.S.; Qasim, S.M. Optimal Solutions for Water Pipeline Monitoring using Wireless Sensor Network
[Extended Abstract]. In Proceedings of the SemiCon China-CSTIC Conference, Shanghai, China, 16–17 March
2014; pp. 1–4.

59. AL-Kadi, T.; AL-Tuwaijri, Z.; AL-Omran, A. Wireless sensor networks for leakage detection in underground
pipelines: A Survey Paper. Procedia Comput. Sci. 2013, 21, 491–498. [CrossRef]

60. Adedeji, K.B.; Hamam, Y.; Abe, B.T.; Abu-Mahfouz, A.M. Towards achieving a reliable leakage detection
and localization algorithm for application in water piping networks: An Overview. IEEE Access 2017, 5,
20272–20285. [CrossRef]

61. Datta, S.; Sarkar, S. A review on different pipeline fault detection methods. J. Loss Prev. Process Ind. 2016, 41,
97–106. [CrossRef]

62. BenSaleh, M.S.; Qasim, S.M.; Abid, M.; Jmal, M.W.; Karray, F.; Obeid, A.M. Towards realisation of wireless
sensor network-based water pipeline monitoring systems: A comprehensive review of techniques and
platforms. IET Sci. Meas. Technol. 2016, 10, 420–426.

63. BenSaleh, M.S.; Qasim, S.M.; Obeid, A.M.; Garcia-Ortiz, A. A review on wireless sensor network for water
pipeline monitoring applications. In Proceedings of the 2013 IEEE International Conference on Collaboration
Technologies and Systems (CTS), San Diego, CA, USA, 20–24 May 2013; pp. 128–131.

64. Sohraby, K.; Minoli, D.; Znati, T.F. Wireless Sensor Networks: Technology, Protocols, and Applications, 1st ed.;
Wiley Publication: Hoboken, NJ, USA, 2007; 328p.

65. Yick, J.; Mukherjee, B.; Ghosal, D. Wireless sensor network survey. Comput. Netw. 2008, 52, 2292–2330.
[CrossRef]

66. Vuran, M.C.; Akyildiz, I.F. Channel model and analysis for wireless underground sensor networks in soil
medium. Phys. Commun. 2010, 3, 245–254. [CrossRef]

67. Ilyas, M. The Handbook of Ad Hoc Wireless Networks, 1st ed.; CRC Press: Boca Raton, FL, USA, 2003; 624p.
68. Labiod, H.; Afifi, H.; DeSantis, C. Wi-Fi, Bluetooth, Zigbee and WiMAX, 1st ed; Springer: Berlin, Germany, 2007;

ISBN 1402053975.
69. Lee, J.S.; Su, Y.W.; Shen, C.C. A Comparative Study of Wireless Protocols: Bluetooth, UWB, ZigBee, and Wi-Fi.

In Proceedings of the 33rd Annual Conference of the IEEE Industrial Electronics Society (IECON), Taipei,
Taiwan, 5–8 November 2007; pp. 46–51.

70. Pothuganti, K.; Chitneni, A. A Comparative Study of Wireless Protocols: Bluetooth, UWB, ZigBee, and Wi-Fi.
Adv. Electron. Electr. Eng. 2014, 4, 655–662.

71. Almazyad, A.; Seddiq, Y.; Alotaibi, A.; Al-Nasheri, A.; BenSaleh, M.; Obeid, A.; Qasim, S.; Almazyad, A.S.;
Seddiq, Y.M.; Alotaibi, A.M.; et al. A Proposed Scalable Design and Simulation of Wireless Sensor
Network-Based Long-Distance Water Pipeline Leakage Monitoring System. Sensors 2014, 14, 3557–3577.
[CrossRef] [PubMed]

213



Sustainability 2019, 11, 4007

72. Ng, K.S.; Chen, P.Y.; Tseng, Y.C. A design of automatic water leak detection device. In Proceedings of the
2017 IEEE 2nd International Conference on Opto-Electronic Information Processing (ICOIP), Singapore,
7–9 July 2017; pp. 70–73.

73. Cattani, M.; Boano, C.A.; Steffelbauer, D.; Kaltenbacher, S.; Günther, M.; Römer, K.; Fuchs-Hanusch, D.;
Horn, M. Adige: An efficient smart water network based on long-range wireless technology. In Proceedings
of the 3rd International Workshop on Cyber-Physical Systems for Smart Water Networks—CySWATER ’17,
Pittsburgh, PA, USA, 21 April 2017; pp. 3–6.

74. Karray, F.; Garcia-Ortiz, A.; Jmal, M.W.; Obeid, A.M.; Abid, M. EARNPIPE: A Testbed for Smart Water
Pipeline Monitoring Using Wireless Sensor Network. Procedia Comput. Sci. 2016, 96, 285–294. [CrossRef]

75. Sun, Z.; Wang, P.; Vuran, M.C.; Al-Rodhaan, M.A.; Al-Dhelaan, A.M.; Akyildiz, I.F. MISE-PIPE: Magnetic
induction-based wireless sensor networks for underground pipeline monitoring. Ad Hoc Netw. 2011, 9,
218–227. [CrossRef]

76. Kuwano, R.; Horii, T.; Kohashi, H.; Yamauchi, K. Defects of sewer pipes causing cave-in’s in the road. In
Proceedings of the 5th International Symposium on New Technologies for Urban Safety of Mega Cities in
Asia, Phuket, Thailand, 16–17 November 2006; pp. 347–353.

77. Kim, J.H.; Sharma, G.; Boudriga, N.; Iyengar, S.S.; Prabakar, N. Autonomous pipeline monitoring and
maintenance system: A RFID-based approach. EURASIP J. Wirel. Commun. Netw. 2015, 2015, 262. [CrossRef]

78. Stoianov, I.; Nachman, L.; Madden, S.; Tokmouline, T. PIPENETa wireless sensor network for pipeline
monitoring. In Proceedings of the 6th International Conference on Information Processing in Sensor
Networks—IPSN ’07, Cambridge, MA, USA, 25–27 April 2007; ACM Press: New York, NY, USA, 2007;
pp. 264–273.

79. Stoianov, I.; Nachman, L.; Whittle, A.; Madden, S.; Kling, R. Sensor Networks for Monitoring Water Supply
and Sewer Systems: Lessons from Boston. In Proceedings of the 8th Annual Water Distribution Systems
Analysis Symposium (WDSA), Cincinnati, OH, USA, 27–30 August 2006; pp. 1–17.

80. Nassiraei, A.A.F.; Kawamura, Y.; Ahrary, A.; Mikuriya, Y.; Ishii, K. A New Approach to the Sewer Pipe
Inspection: Fully Autonomous Mobile Robot “KANTARO”. In Proceedings of the IECON 2006—32nd
Annual Conference on IEEE Industrial Electronics, Paris, France, 6–10 November 2006; pp. 4088–4093.

81. Cheng, J.C.P.; Wang, M. Automated detection of sewer pipe defects in closed-circuit television images using
deep learning techniques. Autom. Constr. 2018, 95, 155–171. [CrossRef]

82. Lai, T.T.T.; Chen, W.J.; Li, K.H.; Huang, P.; Chu, H.H. TriopusNet: Automating wireless sensor network
deployment and replacement in pipeline monitoring. In Proceedings of the 2012 ACM/IEEE 11th International
Conference on Information Processing in Sensor Networks (IPSN), Beijing, China, 16–20 April 2012; pp. 61–71.

83. Daadoo, M.; Daraghmi, Y. Smart Water Leakage Detection Using Wireless Sensor Networks (SWLD). Int. J.
Netw. Commun. 2017, 7, 1–16.

84. Shinozuka, M.; Chou, P.H.; Kim, S.; Kim, H.R.; Yoon, E.; Mustafa, H.; Karmakar, D.; Pul, S. Nondestructive
monitoring of a pipe network using a MEMS-based wireless network. In Proceedings of the SPIE Smart
Structures and Matrials and Non Distructive Evaluation and Health Monitoring, San Diego, CA, USA,
12 April 2010; p. 76490P.

85. Kadri, A.; Abu-Dayya, A.; Trinchero, D.; Stefanelli, R. Autonomous sensing for leakage detection in
underground water pipelines. In Proceedings of the 2011 Fifth IEEE International Conference on Sensing
Technology, Palmerston North, New Zealand, 28 November–1 December 2011; pp. 639–643.

86. Mustafa, H.; Chou, P.H. Embedded Damage Detection in Water Pipelines Using Wireless Sensor Networks.
In Proceedings of the 2012 IEEE 14th International Conference on High Performance Computing and
Communication & 2012 IEEE 9th International Conference on Embedded Software and Systems, Liverpool,
UK, 25–27 June 2012; pp. 1578–1586.

87. Sadeghioon, A.; Metje, N.; Chapman, D.; Anthony, C.; Sadeghioon, A.M.; Metje, N.; Chapman, D.N.;
Anthony, C.J. SmartPipes: Smart Wireless Sensor Networks for Leak Detection in Water Pipelines. J. Sens.
Actuator Netw. 2014, 3, 64–78. [CrossRef]

88. Ismail, M.I.M.; Dziyauddin, R.A.; Samad, N.A.A. Water pipeline monitoring system using vibration sensor.
In Proceedings of the 2014 IEEE Conference on Wireless Sensors (ICWiSE), Subang, Malaysia, 26–28 October
2014; pp. 79–84.

214



Sustainability 2019, 11, 4007

89. Kim, J.H.; Sharma, G.; Boudriga, N.; Iyengar, S.S. SPAMMS: A sensor-based pipeline autonomous monitoring
and maintenance system. In Proceedings of the 2010 Second International Conference on Communication
Systems and NETworks (COMSNETS 2010), Bangalore, India, 5–9 January 2010; pp. 1–10.

90. Yoon, S.H.; Ye, W.; John, H.; Littlefield, B.; Hahabi, S.C. SWATS: Wireless Sensor Networks for Steamflood
and Waterflood Pipeline Monitoring. IEEE Netw. 2011, 25, 50–56. [CrossRef]

91. Lim, J.S.; Kim, J.; Friedman, J.; Lee, U.; Vieira, L.; Rosso, D.; Gerla, M.; Srivastava, M.B. SewerSnort: A drifting
sensor for in situ Wastewater Collection System gas monitoring. Ad Hoc Netw. 2013, 11, 1456–1471. [CrossRef]

92. Metje, N.; Chapman, D.N.; Cheneler, D.; Ward, M.; Thomas, A.M.; Metje, N.; Chapman, D.N.; Cheneler, D.;
Ward, M.; Thomas, A.M. Smart Pipes—Instrumented Water Pipes, Can This Be Made a Reality? Sensors 2011,
11, 7455–7475. [CrossRef] [PubMed]

93. Constantinou, S.; Van Rooy, J.L. Sinkhole and subsidence size distribution across dolomitic land in Gauteng.
J. S. Afr. Inst. Civ. Eng. 2018, 60, 2–8. [CrossRef]

94. James, R. Foundation Engineering Problems and Hazards in Karst Terranes. Maryland Department of
Natural Resources, 2015. Available online: http://www.mgs.md.gov/geology/geohazards/engineering_
problems_in_karst.html (accessed on 26 November 2018).

95. Stop Sinkholes Before They Start. Municipal Sewer and Water. 2017. Available online: https://www.mswmag.
com/online_exclusives/2017/10/stop_sinkholes_before_they_start_sc_00125 (accessed on 26 November 2018).

96. Road Cave-in and Special Countermeasure. Seoul Metropolitan Government, 2015. Available online:
http://english.seoul.go.kr/#none (accessed on 3 May 2019).

97. Sevil, J.; Gutiérrez, F.; Zarroca, M.; Desir, G.; Carbonel, D.; Guerrero, J.; Linares, R.; Roqué, C.; Fabregat, I.
Sinkhole investigation in an urban area by trenching in combination with GPR, ERT and high-precision
leveling. Mantled evaporite karst of Zaragoza city, NE Spain. Eng. Geol. 2017, 231, 9–20. [CrossRef]

98. Xu, J.; He, J.; Zhang, L. Collapse prediction of karst sinkhole via distributed Brillouin optical fiber sensor.
Measurement 2017, 100, 68–71. [CrossRef]

99. Desir, G.; Gutiérrez, F.; Merino, J.; Carbonel, D.; Benito-Calvo, A.; Guerrero, J.; Fabregat, I. Rapid subsidence in
damaging sinkholes: Measurement by high-precision leveling and the role of salt dissolution. Geomorphology
2018, 303, 393–409. [CrossRef]

100. Intrieri, E.; Gigli, G.; Nocentini, M.; Lombardi, L.; Mugnai, F.; Fidolini, F.; Casagli, N. Sinkhole monitoring
and early warning: An experimental and successful GB-InSAR application. Geomorphology 2015, 241, 304–314.
[CrossRef]

101. Cooper, A.H.; Farrant, A.R.; Price, S.J. The use of karst geomorphology for planning, hazard avoidance and
development in Great Britain. Geomorphology 2011, 134, 118–131. [CrossRef]

102. Comerci, V.; Vittori, E.; Cipolloni, C.; Di Manna, P.; Guerrieri, L.; Nisio, S.; Succhiarelli, C.; Ciuffreda, M.;
Bertoletti, E. Geohazards Monitoring in Roma from InSAR and In Situ Data: Outcomes of the PanGeo Project.
Pure Appl. Geophys. 2015, 172, 2997–3028. [CrossRef]

103. Nouioua, I.; Laid Boukelloul, M.; Fehdi, C.; Baali, F. Detecting Sinkholes Using Ground Penetrating Radar in
Drâa Douamis, Cherea Algeria: A Case Study. Electron. J. Geotech. Eng. 2013, 18, 1337–1349.

104. Al-fares, W.; Bakalowicz, M.; Guérin, R.; Dukhan, M. Analysis of the karst aquifer structure of the Lamalou
area (Hérault, France) with ground penetrating radar. J. Appl. Geophys. 2002, 51, 97–106. [CrossRef]

105. Pueyo Anchuela, Ó.; Casas Sainz, A.M.; Pocoví Juan, A.; Gil Garbí, H. Assessing karst hazards in urbanized
areas. Case study and methodological considerations in the mantle karst from Zaragoza city (NE Spain).
Eng. Geol. 2015, 184, 29–42. [CrossRef]

106. Yacine, A.; Ridha, M.M.; Laid, H.M.; Abderahmane, B. Karst Sinkholes Stability Assessment in Cheria Area,
NE Algeria. Geotech. Geol. Eng. 2014, 32, 363–374. [CrossRef]

107. Al-kouri, O.; Al Fugara, A.; Al-Rawashdeh, S.; Sadoun, B.; Pradhan, B. Geospatial modeling for sinkholes
hazard map based on GIS & RS data. J. Geogr. Inf. Syst. 2013, 5, 584–592.

108. Galve, J.P.; Lucha, P.; Castañeda, C.; Bonachea, J.; Guerrero, J. Integrating geomorphological mapping,
trenching, InSAR and GPR for the identification and characterization of sinkholes: A review and application
in the mantled evaporite karst of the Ebro Valley (NE Spain). Geomorphology 2011, 134, 144–156.

109. Carbonel, D.; Rodríguez, V.; Gutiérrez, F.; McCalpin, J.P.; Linares, R.; Roqué, C.; Zarroca, M.; Guerrero, J.;
Sasowsky, I. Evaluation of trenching, ground penetrating radar (GPR) and electrical resistivity tomography
(ERT) for sinkhole characterization. Earth Surf. Process. Landf. 2014, 39, 214–227. [CrossRef]

215



Sustainability 2019, 11, 4007

110. Nouioua, I.; Rouabhia, A.; Fehdi, C.; Boukelloul, M.L.; Gadri, L.; Chabou, D.; Mouici, R. The application
of GPR and electrical resistivity tomography as useful tools in detection of sinkholes in the Cheria Basin
(northeast of Algeria). Environ. Earth Sci. 2013, 68, 1661–1672. [CrossRef]

111. Joyce, K.E.; Samsonov, S.V.; Levick, S.R.; Engelbrecht, J.; Belliss, S. Mapping and monitoring geological
hazards using optical, LiDAR, and synthetic aperture RADAR image data. Nat. Hazards 2014, 73, 137–163.
[CrossRef]

112. Kobal, M.; Bertoncelj, I.; Pirotti, F.; Dakskobler, I.; Kutnar, L. Using Lidar Data to Analyse Sinkhole
Characteristics Relevant for Understory Vegetation under Forest Cover—Case Study of a High Karst Area in
the Dinaric Mountains. PLoS ONE 2015, 10, e0122070. [CrossRef]

113. VanSchoor, M. Detection of sinkholes using 2D electrical resistivity imaging. J. Appl. Geophys. 2002, 50,
393–399. [CrossRef]

114. Ge, L.; Chang, H.-C.; Rizos, C. Mine Subsidence Monitoring Using Multi-source Satellite SAR Images.
Photogramm. Eng. Remote Sens. 2007, 73, 259–266. [CrossRef]

115. Filin, S.; Baruch, A. Detection of Sinkhole Hazards using Airborne Laser Scanning Data. Photogramm. Eng.
Remote Sens. 2010, 76, 577–587. [CrossRef]

116. Suh, J.; Choi, Y. Mapping hazardous mining-induced sinkhole subsidence using unmanned aerial vehicle
(drone) photogrammetry. Environ. Earth Sci. 2017, 76, 144. [CrossRef]

117. Kim, K.; Park, D.-H.; Lee, J.; Jin, S. UGS middleware for monitoring state of underground utilities.
In Proceedings of the 2015 IEEE International Conference on Information and Communication Technology
Convergence (ICTC), Jeju, Korea, 28–30 October 2015; pp. 1183–1185.

118. Kwak, P.J.; Park, S.H.; Choi, C.H.; Lee, H.D. Safety Monitoring Sensor for Underground Subsidence Risk
Assessment Surrounding Water Pipeline. J. Sens. Sci. Technol. 2015, 24, 306–310. [CrossRef]

119. Al-Halbouni, D.; Holohan, E.P.; Taheri, A.; Schöpfer, M.P.J.; Emam, S.; Dahm, T. Geomechanical modelling of
sinkhole development using distinct elements: Model verification for a single void space and application to
the Dead Sea area. Solid Earth 2018, 9, 1341–1373. [CrossRef]

120. Oz, I.; Eyal, S.; Yoseph, Y.; Ittai, G.; Elad, L.; Haim, G. Salt dissolution and sinkhole formation: Results of
laboratory experiments. JGR Earth Surf. 2016, 121, 1746–1762. [CrossRef]

121. Tao, X.; Ye, M.; Wang, X.; Wang, D.; Castro, R.; Zhao, J. Experimental and Numerical Investigation of
Sinkhole Development and Collapse in Central Florida. In Proceedings of the Fourteenth Multidisciplinary
Conference on Sinkholes and the Engineering and Environmental Impacts of Karst; University of South
Florida Tampa Library: Tampa, FL, USA, 2015; pp. 501–506.

122. Dimitrakopoulos, G. Sustainable mobility leveraging on 5G mobile communication infrastructures in the
context of smart city operations. Evol. Syst. 2017, 8, 157–166. [CrossRef]

123. Kang, J.; Choi, C.; Kwak, P.J.; Kim, J.; Park, S.H.; Park, Y. Ground subsidence monitoring and risk assessment
around water supply and sewerage. J. Korean Soc. Civ. Eng. 2017, 65, 22–27.

124. Gray, K.M. Central Florida Sinkhole Evaluation. In District Geotechnical Engineer; Florida Department of
Transportation: Tallahassee, FL, USA, 2014.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

216



sustainability

Article

Research on the Construction of a Natural Hazard
Emergency Relief Alliance Based on the Public
Participation Degree

Yingxin Chen 1, Jing Zhang 2,3,*, Zhaoguo Wang 4,* and Pandu R. Tadikamalla 5

1 School of Economics and Management, Harbin Engineering University, Harbin 150001, China;
chenyxdingdang@hrbeu.edu.cn

2 School of Information Science and Engineering, University of Jinan, Jinan 250022, China
3 Shandong Provincial Key Laboratory of Network-based Intelligent Computing, University of Jinan,

Jinan 250022, China
4 School of Marxism Studies, Northeast Agricultural University, Harbin 150030, China
5 Joseph M. Katz Graduate School of Business, University of Pittsburgh, Pittsburgh, PA 15260, USA;

Pandu@katz.pitt.edu
* Correspondence: ise_zhangjing@ujn.edu.cn (J.Z.); wangzhaoguo@neau.edu.cn (Z.W.);

Tel.: +86-0531-8276-7069 (J.Z.); +86-0451-5519-1994 (Z.W.)

Received: 16 February 2020; Accepted: 18 March 2020; Published: 25 March 2020

Abstract: At present, in light of new situations and the new task of natural hazard response,
effective public participation in emergency relief has become an urgent task that can reduce
economic losses and casualties. The purpose of this paper is to construct a natural hazard
emergency relief alliance and analyze the mechanisms and dynamics of public participation.
In this study, methods based on a multi-agent system were adopted, and we used different
participants as heterogeneous agents with different attitudes and resources. Using four different
processes, namely participation proposals, negotiation interval, negotiation decision-making function,
and participation strategy, we comprehensively construct an emergency relief alliance for natural
hazards. In addition, the dynamic public interaction process is analyzed and a construction algorithm
is given. The experimental results show that the proposed method has better performance in alliance
formation efficiency, negotiation efficiency, and agent utility. The research results illustrate that the
public’s attitudes and resources influence the construction of emergency relief alliances; a greater
degree of public participation contributes to a more efficient alliance formation. The findings of this
study contribute to the promotion of public cooperation and improvement in the efficiency of natural
hazard emergency relief.

Keywords: natural hazards; multi-agent system; emergency relief; public participation

1. Introduction

As a result of its vast territory, complex environmental conditions, large population, low disaster
prevention, and management capabilities, China has suffered serious losses and used a great deal of
human and material resources for natural hazard prevention and relief. The government plays an
important role in emergency management, but it is difficult to achieve high efficiency by only relying
on the strength of the government [1]; therefore, determining how the public can effectively participate
in natural hazard emergency relief has become an urgent task. Emergency relief refers to the money,
goods, rescue, and services provided for victims after natural hazards [2]. Practice has proven that
due to traffic inconveniences, secondary disasters, and an imperfect system, public participation has

217



Sustainability 2020, 12, 2604

caused a certain degree of traffic congestion and disorder. Therefore, determining how to organize the
public to participate in emergency relief in an orderly and effective way has become a popular topic.

In 2016, the new “National Natural Hazard Emergency Relief Plan” was released in China, but the
subject of public participation in emergency relief has concerned scholars.

Questions to clarify this emergency plan are listed below.

a. What technology should be used to formalize the emergency relief alliance?
b. How is the emergency relief alliance constructed? What about its performance?
c. Does the participation degree affect emergency alliance construction?

This paper will address these questions. The remainder of this paper is structured as follows.
In Section 2, we review relevant literature and identify the research gap that this paper focuses
on. In Section 3, we give a formal expression based on a multi-agent system negotiation interval,
the participation decision function is presented, and the interaction process of the participants is
analyzed. Section 4 gives the formal definition of the participation degree and participation strategy
function, and an algorithm for constructing an emergency relief alliance is proposed. In Section 5,
we compare our approach and the competing algorithms and summarize our results. Conclusions and
an outlook on future research directions are given in Section 6.

Our contributions are as follows: We propose the establishment of a method for creating a natural
hazard emergency relief alliance. At present, research regarding the field of public participation in
emergency management mainly focuses on macroscopic, qualitative research, such as participation
status and problems, influencing factors, and participation strategy; however, quantitative research is
mainly concerned with resource allocation, personnel evacuation and path planning, and a lack of
quantitative analysis of participation models. This paper presents a model for an emergency relief
alliance and proposes a corresponding algorithm.

Moreover, taking into account that different participants have different resources and participation
attitudes, we put forward the concept of public participation degree. The adoption of multi-agent
technology reflects autonomy, and a natural hazard emergency relief alliance based on the public
participation degree is proposed. The experiment shows that our method is reliable and applicable.

2. Literature Review

2.1. Disaster Risk Reduction

Many scholars have done large amounts of research in the field of disaster risk reduction.
Adnan et al. [3] selected eleven precedent (model) cities to study their various initiatives for reducing
coastal flood risks. Their findings showed that protecting cities from flooding and reducing exposure
to floods are two different but interrelated approaches to disaster risk reduction (DRR). Few et al. [4]
discussed findings from a two-year research project on DRM (Disaster Risk Management) capacity
development. They pointed out that adaptability, ownership, sustainability, the inclusion of actors,
and scales reflect the capacity of DRR. Sim et al. [5] explored the way that social workers can
apply transdisciplinary strategies to work with other professional practitioners and stakeholders in
meeting disaster risk reduction needs in a remote Chinese village. Marlowe et al. [6] emphasized
the importance of incorporating the concepts of reach, relevance, receptiveness, and relationships
into a DRR approach; these concepts were presented as an embedded guiding framework that can
aid in disaster communication. Carrao et al. [7] assessed drought hazard (DH) changes for the
mid-century (2021–2050) and late-century (2071–2099). The results showed that a major challenge for
risk management is for human populations or their activities to not adapt to DH changes; instead, they
should continue developing global initiatives that mitigate their impact on the entire carbon cycle by the
late-century. Migliorini et al. [8] conducted surveys and interviews with National Sendai Focal Points
and stakeholders in science and research, governmental agencies, non-governmental organizations,
and industry, enhancing data interoperability for disaster risk reduction. Marchal et al. [9] pointed out
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that reinsurance and insurance industries play a role in helping to manage risks and improve disaster
risk reduction (DRR) as well as loss prevention. Webb [10] stated that early tropical cyclone warnings
are necessary but not sufficient to ensure that households and communities are prepared. There is a
strong case for investments in mid- to long-term DRR focused on community and household capacity,
prioritizing women’s active and equal participation as community leaders, and disability inclusion.
Totaro et al. [11] drew maps of monothematic and synthetic indices to describe the hazard status of
metropolitan areas; a hazard hotspot map was also elaborated to identify areas with high hazards.

2.2. Emergency Relief for Natural Hazards

Many scholars have researched in the field of natural hazard emergency relief. Narayanan et al. [12]
built a disaster recovery network that provides food, water, shelter, medical services, and other relief
resources for the affected people through reliable communication network coordination to avoid social
chaos caused by natural hazards. Wachinger [13] pointed out that personal experience, government
investment, experts’ awareness of disaster risk, and media reports have a significant impact on natural
hazard emergency relief. Wex et al. [14] proposed a decision support model of disaster emergency
relief based on the heuristic algorithm of Monte Carlo, which can effectively allocate and dispatch
rescue units, greatly reducing the casualties and economic losses. Oral et al. [15] assessed the impact of
earthquake experience on earthquake preparedness, and the results showed that disaster experience,
residential area, and disaster relief work have an obvious relationship, and reasonable suggestions
were put forward for disaster relief. Berariu et al. [16] analyzed the cascade effects of natural hazards
and investigated their impact on relief operations concerning critical infrastructure; in particular,
the transport infrastructure, electricity, and human health.

Alem et al. [17] took into account practical characteristics, such as budget allocation and fleet sizing
of multiple types of vehicles, and developed a new two-stage stochastic network flow model to help
decide how to rapidly supply humanitarian aid to victims of a disaster. Toyasaki et al. [18] focused on
horizontal cooperation in inventory management, which is currently implemented in the United Nations
Humanitarian Response Depot (UNHRD) network, and proposed a policy priority for the first-best
system of optimal inventory management. Deo [19] used integrated disaster management technology,
a quantitative method, and big data analysis to create disaster and early warning models to reduce
the impact of these disasters and provide a comprehensive method for disaster management systems.
Nassereddine et al. [20] presented a multi-criteria decision-making approach to evaluate emergency
response systems by taking into account the interaction synergy. Borowska-Stefanska et al. [21]
developed an optimization pattern for the process of a preventive evacuation of people from flood-risk
areas aimed at mitigating the negative effects of the flood.

Some scholars have researched natural disaster management based on multi-agent system theory.
Izida et al. [22] pointed out that communication in natural disasters can be simulated through
the multi-agent paradigm, which provides better assistance in emergencies of natural disasters.
Yue et al. [23] built a disaster emergency collaborative decision-making framework based on a
multi-agent system, designed a collaborative decision-making model, and achieved a natural disaster
dynamic emergency decision-making process. Naqvi et al. [24] proposed an agent-based model of a
stylized low-income region to study the impact of natural disasters on population displacement, income,
prices, and consumption with a focus on low-income groups. Na et al. [25] developed an agent-based
discrete-event simulation (ABDES) modeling framework based on an embedded GIS module for
making no-notice natural disaster evacuation planning. Lee et al. [26] presented a novel and efficient
rescue system with a multi-agent simultaneous localization and mapping (SLAM) framework, which
was proposed to reduce the rescue time while rescuing the people trapped inside a burning building.

2.3. Public Participation in Natural Hazard Emergency Relief

Since Sherry Arnstein published his famous paper "A Ladder of Citizen Participation" in 1969 and
John Clayton Thomas proposed an effective decision model of citizen participation, more and more
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scholars have studied public participation. The research on public participation focuses on community
development, e-government, social governance, environmental science, and democratic construction.

Chen et al. [27] developed an Environmental Community Consultative Group (ECCG), a small
local group that can promote public environmental awareness, improve public environmental behavior,
and facilitate public engagement in environmental management. Werner [28] pointed out that
policymakers’ dependencies, motivations, and decision-making processes lead them to evaluate firms
by using a sociopolitical reputation as a differentiating heuristic. Say et al. [29] shed light on the
basic principles related to the process of public participation and how effective participation can be
attained in SEA (Strategic Environmental Assessment) practices at the policy, plan, and program
levels. Park et al. [30] aimed to investigate the legal opportunities of public participation in managing
state forests in the case of the Republic of Korea (ROK), which provide legal insights on promoting
public participation in managing state forests. Xi [31] analyzed the problems of public participation in
environmental protection and put forward three ways to optimize the system of public participation
in environmental protection. Li [32] indicated that it is not necessary to impose a kind of external
force on residents through empowerment, then make them engage in tourism. Self-empowerment
means consciousness, awareness, and promotion of participation ability; these are fundamental and
critical points for community residents participating in tourism. Xiao et al. [33] established a structural
equation model to identify key factors influencing citizen environmental willingness to participate
in waste management, and this indicated that the most important influencing factor was citizen
knowledge, followed by social motivation, while institutional factors had the smallest positive effect.
Ruiz-Villaverde et al. [34] identified several advantages of public and stakeholder participation in
water management, such as the better use of knowledge and experiences from different stakeholders,
increases in public acceptance, and reduced litigation, delays, and inefficiencies in implementation.
Chen et al. [35] pointed out that government supervision has a positive effect on environmental
governance and can urge enterprises to actively perform pollution control. The effect of government
supervision is constrained by the income and costs of enterprises, and the penalties for passive pollution
control should be raised.

In summary, scholars have done a lot of research in the field of natural hazard emergency relief
and public participation. However, most of the studies are focused on issues such as the positive role
of public participation, the influencing factors, and the ways of public participation. Some scholars
have put forward quantitative models and methods of emergency management, but multi-agent
system technology is rarely used, and it is mostly used for research of material distribution and
personnel evacuation. The agent has the characteristics of autonomy, sociality, and initiative. It also
has some human characteristics, such as knowledge, belief, obligation, intention, and so on. So, we can
regard the public as agents, and management of such emergency relief is improved by combining
human intelligence with efficiencies of multi-agent systems, and we adopt agent automatic negotiation
coalition technology [36] to carry out our research.

3. The Establishment of the Natural Hazard Emergency Relief Alliance

3.1. The Formalization of the Natural Hazard Emergency Relief Alliance

The public refers to the masses, nongovernmental organizations (NGO), profit organizations,
and individuals. The participants of natural hazard relief include governments and the public.
We define the government, social masses, NGO, profit organizations, and individuals as agents.
The natural hazard alliance, composed of multiple agents, is a connected graph with the agent as
the node. Agents = {At1, At2, . . . , Atn}, where Agents is set of agents. The agent that communicates
directly with Ati is defined as the immediate neighbor of Ati, expressed as DN(i) = {i|(i,j) ∈ E,i , j},
where E represents the set of edges that are connected between agents. Ri is the resource that Ati
can provide when carrying out natural hazard relief. The multiple agents may form alliances of
RA1, RA2, . . . , RAn ∈ 2I, where each member Ati in the alliance RAi has the resource Ri, so that the
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resources that the alliance RAi owns are described as RRA ∈
∏

i∈RA
Ri. After the formation of alliance RAi,

the overall utility can be obtained as P(RRAi) ∈ Z+, which represents the aid given to the victims after
the alliance was established. Based on the theory of stakeholders, the public, whether organizations
or individuals, gains corresponding utility from participating in natural hazard relief activities; for
example, an enterprise provides excavators and transportation vehicles, and gets rewards of social
recognition and good reputation. The masses and volunteers get psychological satisfaction and a sense
of accomplishment through donations and rescue services, which belong to the invisible utility. Thus,
each member Ati can get a utility value, which is pi∈Z+,

∑
i∈RA

pi = P(RRA).

3.2. Participation Proposal

Ati can invite direct neighbor Atj to join an alliance by sending a proposal when Atj agrees with
the proposal; Ati and Atj will combine their resources to complete a disaster relief mission and receive
corresponding utility. Ati sending a proposal to Atj defined as follows.

Si j(Ri) = ((RRA−i, Ri), pRi
i ) (1)

where Sij(Ri) means that Ati sends a proposal to Atj. RRA-i is the total resources owned by alliance

RA before joining Ati; RA-i stands for the alliance without Ati; RA is the alliance after Ati joins; pRi
i is

the utility that Ati gained after Ati joins the alliance RA and provides resource Ri. When Ati sends a
proposal to neighbor Atj, Atj will evaluate the utility before deciding whether to accept the proposal
or not. If Ati’s proposal does not meet Atj’s minimum requirement, Atj will send a counter-proposal

S ji
oppose and will require higher utility. Ati might not immediately agree to the counter-proposal, and will

continue to send a new anti-proposal Si j
oppose to Atj, assigning a new utility value to Atj at the same time.

In this way, both participants in the alliance will conduct several rounds of negotiation.

3.3. The Negotiation Interval

The negotiation interval is the fluctuation range of the utility distribution between the two
participants, that is, the minimum utility and the maximum utility. Suppose that Ati has formed an
alliance RA with other agents; when Atj joins the alliance RA, the added utility is given in Formula (2).

∆P(RRA, R j) = P(RRA, R j) − P(RRA) (2)

The maximum utility that Ati can obtain is given in Formula (3).

pmax
i (RRA, R j) = ∆P(RRA, R j) (3)

The optimal participation proposal that Ati received is S∗ = max
s∈proposali

p(S), where proposali represents

the participation proposal set that Ati received. The Ati’s minimum utility is given in Formula (4).

pmin(RRA, R j) = max(0, pi(S∗)) (4)

Therefore, the negotiation interval is given as follows.
[
pmin(RRA, R j), pmax(RRA, R j)

]
(5)

3.4. The Negotiation Decision-Making Function

The negotiation decision-making function reflects that agents choose their behavior with the
principle of maximizing their own utility after receiving the participation proposal. Sj represents
the proposal that Ati received from Atj, Soppose represents the counter-proposal; Soppose is generated
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according to the participation strategy. S∗m_ join represents the participation proposal sent to the neighbor

Atm that has the highest participation degree. S represents the history of the participation proposal; it is
a set of participation proposals that Ati had proposed. The participation strategy of the inviter agent is
defined as a Formula (6). The participation strategy of the invited agent is defined as Formula (7).

Ti([p
min
i , pmax

i ], S) = pmin
i + f∂n

ij
(x)(pmax

i − pmin
i ) (6)

Ti([p
min
i , pmax

i ], S) = pmax
i − f∂n

ij
(x)(pmax

i − pmin
i ) (7)

where f∂n
ij
(x) represents the participation strategy function; the participation strategy can be divided

into three types according to the different values of participation attitude values ∂i j:

(1) Negative type (∂n
ij < 0). This means that Ati makes a quick concession at the start stage of the

participation negotiations and quickly reaches its maximum concession state.
(2) Neutral type (∂n

ij ≈ 0). This means that the concession process of Ati is approximately linear, i.e.,
the utility of agents varies linearly with the number of participation negotiation rounds.

(3) Positive type (∂n
ij > 0). This means that Ati makes a slow concession at the starting stage of

the participation negotiations, only makes a quick concession when x = round/MAX_Round→1,
where round is the number of negotiation rounds, with an initial value of 0; MAX_Round is the
maximum number of negotiation rounds.

S∗k(k ∈ proposali) represents the participation proposal sent by Atk that belongs to the best alliance,
that is, Atk can provide the highest utility for Ati in the neighborhood.

S∗k = max
k∈DN(i)∪{i}

pi(Ti([pmin
i , pmax

i ], Sk)) (8)

The decision function for Ati that participates in the alliance is given in Formula (9):

SDecisioni = arg max(S j, SopposeS∗k, S∗m_ jon) (9)

The negotiation process of agent participation in the alliance is to produce different types of
participation proposals: Acceptance proposal, counter-proposal, new proposal, and rejection proposal,
so that decisions that can be made by Ati as follows. (1) Ati proposes a counter-proposal according to
the participation strategy. (2) Ati sends a proposal to the agent who belongs to the optimal alliance and
invites Ati to join the alliance, and Ati joins the optimal alliance. (3) Ati creates a new alliance, namely
Ati sends a participation proposal to its neighbor Atm and invites Atm to participate in the alliance.

3.5. The Agent Interaction Process

The state of agents is defined as State = {Sleep, Wait, Done}, where the Sleep indicates the initial
state of the agents and when waiting for other agents to send participation proposals; the Wait indicates
that the agent has sent a participation proposal to another agent and wait for its response; the Done
indicates that the agent has accepted a participation proposal and the participation negotiation has
been completed.

The agent interaction process of public participation in the alliance is given as follows.

A. Initialization: All agents are in the Sleep state when they begin to establish alliances.
B. The interaction process: (1) When Atj sends a participation proposal to Ati, Atj sets Statej = Wait;

in order to avoid deadlock, all agents in the DN{j}\{i}. DN{j}\{i} means that all agents cannot send
a new proposal to Atj. At this time, only Ati can communicate with Atj. (2) Ati will send to Atj
a counter-proposal, acceptance proposal, or rejection proposal. (3) If Ati accepts Atj’s proposal,
then Ati sets Statei = Done. At this time, Ati will send an acceptance proposal to Atj and send a
rejection proposal to the other agents; then, Ati will no longer receive any participation proposals.
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Atj adds Ati to the alliance set proposal setj and sets Statej = Sleep, and then Atj can receive the
new participation proposal. (4) If Ati sends a counter-proposal to Atj, then Atj sets Statej = Sleep,
and Ati sets Statei = Wait. (5) If Ati sends a rejection proposal to Atj, then Atj sets Statej = Sleep.

The agent interaction process is given in Figure 1.
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Figure 1. The agent interaction process.

4. The Participation Strategy Based on Participation Degree

4.1. The Participation Strategy Function

The participation strategy function given in Formula (10) uses an exponential function to gradually
produce new proposals after concessions.

f∂(x) = e∂
n
ijx − 1/e∂

n
ij − 1 (10)

The domain and range of f∂(x) are [0, 1]; they are monotonically increasing, but with different
values of ∂n

ij, the concave and convex of the function will change. The agent concession degree can be
adjusted by changing the value of ∂n

ij; ∂
n
ij is Ati ’s participation attitude value when Atj invites Ati to

participate in the alliance in round n. The independent variable x is the ratio between the actual number
of negotiation rounds and the maximum assignment negotiation rounds. That is, x=round/MAX_Round,
round changes from 0 to MAX_Round, so x is guaranteed to change from 0 to 1.

4.2. The Participation Degree

The concept of the participation degree is proposed to reflect that different participants have
different resources and different participation histories, and the participation process, guided by
different strategies, is realized through the influence of participation degree on participation attitude
value. The different values of the participation degree lead to different values of participation attitude,
then lead to different participation strategies, and then lead to construction of different alliances.
The details are given as follows.

Definition 1. The historical participation degree of Atj relative to Ati

pdi j−ADV =

participation_success∑

negotiation

(i→ j)
/participation_all∑

negotiation

(i→ j) (11)

where pdi j−ADV∈ [0, 1]. The denominator is the number of historical mutual proposals proposed by Ati and Atj,
the molecule is the number of successful historical negotiations between Ati and Atj. Formula (11) reflects the
probability of Atj accepting Ati ’s participation proposal in historical negotiations, which is called the historical
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participation degree of Atj relative to Ati. The higher the historical participation degree is, the higher the agent’s
participation consciousness is, and the higher the probability of Ati and Atj building the alliance is.

Definition 2. The current participation degree of Atj relative to Ati

pdi j−current =
∣∣∣DN(i)

∣∣∣
/ ∑

n=neighbori

∣∣∣DN(n)
∣∣∣ (12)

where pdi j−current∈ [0, 1]. The denominator is the sum of resources owned by Ati’s neighbors, and the molecule
is the number of Atj ’s resources who are Ati’s neighbors. When Atj has more resources relative to Ati’s other
neighbors, we think that Atj’s current participation degree is high relative to Ati. The current participation
degree reflects the resources owned by an agent. The more resources an agent has, the higher the current
participation degree.

Definition 3. The participation degree of Atj relative to Ati

pdi j = a× pdi j−ADV + b× pdi j−current (13)

where pdi j∈ [0, 1], a + b = 1. Definition 3 takes into account the historical participation degree in Definition
1 and the current participation degree in Definition 2. The a represents the weight of historical participation
situations, and the b represents the weight of the current resource occupancy.

Based on the above definition of the participation degree, the participation attitude value of Ati
relative to Atj is given as follows.

∂n
ij =


∂n

ij − β∂(pdi j − ∆T), ∂ ≥ ∂min

∂min, ∂ < ∂min
(14)

where the initial participation attitude value ∂0
i j can be negative, neutral, or positive. β∂ is the

influence factor of the participation degree. The bigger the β∂ value is, the bigger the impact of
participation degree on participation strategy. ∆T represents the threshold of the participation strategy.
∂min represents the minimum value of the participation attitude.

By proposing the concept of the participation degree, the participation process presents the
following three characteristics.

(1) For participant Atj with a bigger participation degree (pdi j > ∆T), Ati will reduce the participation
attitude value relative to Atj, which will make the participation strategy become passive.

(2) For participant Atj with a lower participation degree (pdi j < ∆T), Ati will increase the participation
attitude value relative to Atj, which will make the participation strategy become positive.

(3) In the process of public participation in the disaster relief alliance, agents always preferred to
negotiate with higher participation attitude values.

From these characteristics, we can see that the neighbor’s participation attitude value is always
referenced in the process of disaster relief alliance formation. The participation attitude values of
the neighbors with low participation degree are reduced and the participation attitude values of the
neighbors with high participation degree are increased. Agents prefer to negotiate with the neighbor
with the best cession strategy and gradually eliminate the neighbor with the lowest participation
degree, which makes the participation strategy intelligent and more efficient.

4.3. An Algorithm for Establishing the Emergency Relief Alliance

We give an Algorithm 1 for establishing the emergency relief alliance as follows:
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Algorithm 1: The establishment of the emergency relief alliance

Input: Randomly generated agent networks
Output: The structure of the emergency relief alliance

{
Graph=graphGen. getGg ( );

Participation=participationInitialization ( ); //Randomly generate agent network, initialize the current
participation degree and historical participation degree.

participationTemporary; //participationTemporary is used to save the historical participation degree.
for times:1→MaxADVTime / /Construction of alliances for MaxADVTime rounds by dynamically updating the

participation degree.
{

Agentall=initialiser. createAgents ( ); //Initialization of the agent set
Participation=participationTemporary; //Assign the value of the last round of participation degree to this agent

For clock:1→MAX_Round; //The maximum number of negotiation rounds shall not exceed MAX_Round
{

for agent: Agentall
{

if (agent. Issleep && !nonwaiting. isEmpty) //If the agent is not convergent, and some neighbors of the agent are
in the Wait state.

{
PtDecision=agent. getPtDecision( ); //According to the negotiation decision-making function, the agent carries

out negotiation and makes a decision
updateParticipation (PtDecision, Parameters); //Update parameters for calculating participation degree
updateState(PtDecision); //Update the state of agents based on the result of the participation decision

sortAgentneighbor(Participation); //Sort agent’s neighbors according to values of participation degree; in the next
round of negotiation, it will be preferred to choose the agent with the bigger participation degree.

}
End if

End for
}

clock=clock+1
End for

}
CalculateParticipation (participationTemporary, parameters);//Calculate the participation degree

End for
}
}

The algorithm flow chart is shown in Figure 2.
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5. Experiments and Analysis of Results

5.1. Experiments and Results

The experiments adopt an Eclipse platform to simulate the formation process of a multi-agent
alliance; we verify the reliability and validity of our proposed model and Algorithm 1 by comparing
with References [37,38].

We did three experiments: (1) Comparison and analysis of the influence of different parameters
on the participation strategy and negotiation result. (2) By comparing and analyzing Reference [37]
and our proposed method, we show the concession change caused by the dynamic change of
participation degree. (3) As for the performance of alliance establishment, the differences among the
References [37,38] and our proposed method are compared.

The initial parameters are given in Table 1.
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Table 1. Parameter assignment.

Parameter Name Parameter Values

Agent Number 10, 50, 100, 200, 500, 800

Single Agent Cost Ci~U(0,1)

Single Agent Utility pi~U(1.5Ci,3Ci)

Repeat Times 100

Confidence Level 95%

∂0
i j 15 (Positive), 0.001 (neutral), −5 (negative)

a 0.5

b 0.5

β0 5

∆T 0.5

Alliance Number 10

To validate the adaptability of different alliance construction methods for large-scale agent sets,
the agent set scales are 10, 50, 100, 200, 500, and 800; single-agent overhead is a uniform distribution
of [0, 1] and the single-agent utility is greater than the overhead. To remove the effect of a series of
random numbers on the experimental results, a single alliance construction is repeated 100 times; the
confidence level is 95%.

The first experiment is the comparative analysis of the effects of the parameters (a, b), β0, and ∆T
on the experimental results. The agent set scale is 100. The ∂0

i j value is a random selection of 15, 0.001,
and −5. The experimental results are shown in Tables 2–4.

Table 2. The effect of (a,b) on the alliance construction (β0 = 5, ∆T = 0.5).

(a,b) Average Negotiation
Rounds (times)

Average Agent
Utility

Negotiation
Efficiency

Average Negotiation
Success Rate (%)

(0.1,0.9) 10.30 ± 0.86 28.96 ± 4.29 2.81 ± 0.04 58 ± 4

(0.5,0.5) 7.41 ± 0.87 34.03 ± 3.21 4.59 ± 0.12 65 ± 5

(0.9,0.1) 6.11 ± 0.34 39.11 ± 4.52 6.40 ± 0.15 70 ± 6

Table 3. The effect of β0 on the alliance construction ((a,b) = (0.5,0.5), ∆T = 0.5).

β0
Average Negotiation

Rounds (times)
Average Agent

Utility
Negotiation

Efficiency
Average Negotiation

Success Rate (%)

2 15.41 ± 0.75 30.22 ± 3.25 1.96 ± 0.06 56 ± 3

5 7.39 ± 0.88 33.08 ± 4.16 4.48 ± 0.13 65 ± 5

9 6.18 ± 0.77 39.47 ± 6.41 6.39 ± 0.14 69 ± 6

Table 4. The effect of ∆T on the alliance construction ((a,b) = (0.5,0.5), β0 = 5).

∆T Average Negotiation
Rounds (times)

Average Agent
Utility

Negotiation
Efficiency

Average Negotiation
Success Rate (%)

0.2 6.71 ± 0.82 38.21 ± 3.21 5.69 ± 0.06 69 ± 7

0.5 7.38 ± 0.89 33.09 ± 4.15 4.48 ± 0.14 65 ± 5

0.9 16.40 ± 0.84 31.31 ± 2.23 1.91 ± 0.06 58 ± 4
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We can see from Table 2 that the higher the percentage of a in (a,b) is, the better the negotiation
performance; this is because we do not consider different network topologies so that the resource owned
by the agent does not change when an alliance is formed every time, while the participation attitude
towards each other is dynamically changed with the process of alliance construction. The higher
the proportion of a, the higher the performances of negotiation success rate, average agent utility,
and negotiation efficiency are. As can be seen in Table 3, the bigger the β0 value, the better the
performance of the alliance construction; this is because when the β0 value increases, the participation
degree will play a greater role in the participation strategy. As shown in Table 4, the performance of the
alliance construction becomes worse when the ∆T value increases; this is because ∆T is a threshold of
the participation strategy—only when the participation degree is greater than ∆T will the participation
attitude tend to be moderate. When the ∆T value increases, the agent requires that negotiation partners
have higher participation degrees, which makes the moderate participation attitude more difficult
to achieve.

As can be seen from the above experiment, the different sets of parameters have a significant
influence on the performance of the participation alliance. In order to make good comparisons
among our method and the References [37,38], in the following experiments, the parameters are set
compromise values, namely a = 0.5, b = 0.5, β0 = 5, ∆T = 0.5.

In the second experiment, in order to obtain an empirical set of participation degrees, the 10
alliances are constructed and recorded as Alliance1, Alliance2, . . . , Alliance10. The parameters are
given in Table 1; the alliances are constructed by Reference [38] and our method, respectively. The agent
set scale is 100, and positive, neutral, and passive participation strategies are adopted to construct
alliances. The comparison between Reference [38] and our method (Alliance5, Alliance8, Alliance9,
Alliance10) is given in Figure 3.
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As we can see from Figure 3, our proposed method can achieve better negotiation results by
dynamically changing participation attitude values and selecting neighbors with better participation
attitude values. The participation attitude becomes more and more moderate and achieves convergence
after fewer rounds of negotiation.

In Reference [38], the parameter ∂n
ij is assigned in advance and cannot change in the negotiation

process, and the concession extent is relatively fixed. The ability of negotiation participants cannot be
fully reflected in Reference [38], while the parameter ∂n

ij is not assigned in advance in our proposed
method. Once each alliance is formed, the negotiation data will be saved. The alliance formed in
the next round will use this series of data to calculate the agent’s participation degree, followed by
the dynamic assignment of ∂n+1

i j according to the ∂n
ij value. This participation strategy based on

participation degree fully reflects the difference in negotiation ability and negotiation situation.
The third experiment is a comparative analysis of References [37,38] and our proposed method.

The parameters are given in Table 1. The agent set scales are 10, 50, 100, 200, 500, and 800; a single
alliance construction is repeated 100 times, and the confidence level is 95%. The tenth-time experimental
results of alliance construction (Alliance10) are adopted for comparison. The comparison results are
given in Table 5.

Table 5. The performance comparison for alliance construction.

Type Agent Number Average Negotiation
Rounds (times)

Average
Agent Utility

Negotiation
Efficiency

Average Negotiation
Success Rate (%)

Reference [37]

10

69.88 ± 3.32 10.19 ± 1.65 0.15 ± 0.04 91 ± 4

Reference [38] 50.17 ± 2.63 16.74 ± 2.28 0.33 ± 0.07 51 ± 1

Alliance10 17.46 ± 2.04 19.23 ± 3.24 1.10 ± 0.10 61 ± 2

Reference [37]

50

82.17 ± 3.64 15.71 ± 2.08 0.19 ± 0.03 84 ± 3

Reference [38] 47.45 ± 3.31 18.82 ± 2.59 0.39 ± 0.06 51 ± 2

Alliance10 15.56 ± 2.18 21.61 ± 2.68 1.39 ± 0.08 61 ± 4

Reference [37]

100

85.16 ± 4.92 18.51 ± 3.12 0.22 ± 0.05 79 ± 5

Reference [38] 27.47 ± 5.26 25.42 ± 3.54 0.93 ± 0.10 56 ± 4

Alliance10 7.31 ± 0.96 33.21 ± 4.03 4.54 ± 0.13 63 ± 5

Reference [37]

200

86.28 ± 5.06 18.19 ± 3.09 0.21 ± 0.04 80 ± 3

Reference [38] 25.59 ± 5.12 26.38 ± 3.22 1.03 ± 0.15 60 ± 3

Alliance10 7.19 ± 0.88 35.17 ± 4.96 4.89 ± 0.07 68 ± 5

Reference [37]

500

89.52 ± 5.11 19.19 ± 3.95 0.21 ± 0.02 74 ± 5

Reference [38] 20.78 ± 4.30 29.68 ± 3.92 1.43 ± 0.14 62 ± 8

Alliance10 6.99 ± 0.78 39.17 ± 5.13 5.60 ± 0.27 70 ± 9

Reference [37]

800

91.14 ± 6.90 15.93 ± 2.03 0.17 ± 0.04 71 ± 2

Reference [38] 19.19 ± 4.45 31.32 ± 4.92 1.63 ± 0.15 67 ± 9

Alliance10 6.89 ± 0.62 42.44 ± 6.14 6.16 ± 0.41 80 ± 8

As can be seen from Table 5, our proposed method has obvious advantages in the negotiation
rounds; because of the lack of an intelligent negotiation strategy in Reference [37], the negotiation
rounds are greater than in the latter two methods, and our method reduces the negotiation rounds by
more than 50% compared with the Reference [38], which is without the participation degree. In terms of
the negotiation success rate, the negotiation success rate of Reference [37] is much larger than the latter
two methods because Reference [37] is based on the candidate union set, and the negotiation success
rate of our method is 10% higher than that of Reference [38]. As for average agent utility, Reference [38]
is significantly higher than Reference [37] and our method, which shows that Reference [38] achieves
higher individual utility. As for the negotiation efficiency, our method is much better than the other
two methods, which shows that our method can achieve higher utility in a few rounds of negotiation,
so the negotiation efficiency is high.
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As for the different scales of the agent set, we can see that the larger the agent scale, the higher the
negotiation success rate in our method; this is because the resources among agents have increased.
However, in Reference [37], the negotiation success rate decreases with the increase of agent scale.
From the perspective of negotiation efficiency, our method has the absolute advantage compared with
the other two methods; this advantage is more obvious with the increase of agent scale, and shows
that our method is suitable for large-scale agent systems. This is because the heterogeneity among
agents is more pronounced when the agent scale increases. Our method, based on the participation
degree, can well reflect this heterogeneity to improve the negotiation efficiency and make it easier to
reach agreement.

5.2. Results Discussion

5.2.1. Experiment 1

As can be seen from Table 2, the bigger the proportion of a in (a,b), the fewer the negotiation
rounds, and the higher the negotiation success rate and negotiation efficiency. However, the bigger the
proportion of b in (a,b), the more the negotiation rounds, and the lower the negotiation success rate and
negotiation efficiency. The reason is that for the public, such as enterprises, NGOs, and volunteers,
if they have higher historical participation degrees, that means that they have a sense of participation
and positive participation attitude, and it is easy to build alliances in the face of natural hazards, so the
negotiation efficiency and negotiation success rate are high. If the public provides more resources
and gets less utility from participating in natural hazard relief, they will refuse to build an alliance.
Therefore, more rounds of negotiation are needed, and the negotiation efficiency and success rate
are low.

As can be seen from Table 3, the bigger the β0, the fewer the negotiation rounds, and the higher
the negotiation success rate and negotiation efficiency. The reason is that the bigger the β0 is, the higher
the participation degree is, and, the more positive the public’s participation attitude is, the easier it is
to build alliances in natural hazard relief, so the negotiation efficiency and success rate are high.

As can be seen from Table 4, the bigger the ∆T, the more negotiation rounds there will be, and the
lower the negotiation success rate and negotiation efficiency. The reason is that if a certain type of
public continuously requires others to provide more resources and services, but does not provide more
resources and services itself, it will be difficult to build an alliance, so the negotiation efficiency and
success rate are low.

5.2.2. Experiment 2

Experiment 2 verified that our proposed method can achieve better negotiation efficiency by
dynamically changing participation attitude values. The reason is that the traditional negotiation-based
alliance formation method does not take into account the heterogeneity of agents, but makes consistent
assumptions about the negotiation attitudes and resources of all agents. The negotiation is conducted
in the order of agent ID number.

Our method proposes that the participation degree will be dynamically calculated in real time
according to the agent’s historical participation performance and the resources owned by the agent.
The agent dynamically adjusts the participation degree, and chooses agents with higher participation
degrees to negotiate and build alliances. This is also in line with the actual situation of emergency relief
for natural hazards. The public can dynamically decide whether to join or leave an alliance according
to their participation attitude and resources.

5.2.3. Experiment 3

Compared with Reference [37], our method is only slightly lower in the negotiation success rate,
and has better performance than that of the Reference [38]. This shows that our method has better
negotiation efficiency and higher agent utility than the other two methods, and is more suitable for
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large-scale multi-agent systems. This coincides with the fact that many public subjects participate
in natural hazard relief. With the increase of the public scale, the number of interactive objects
also increases, which greatly improves the possibility of forming alliances. Therefore, our method
is practical.

6. Conclusions

Although the government is the main body of emergency management, our era is an unprecedented
stage in which natural hazards frequently happen, so relying solely on the government’s efforts to deal
with natural hazards is almost impossible. We must actively encourage the public to participate in
natural hazard relief. Through this research, we draw following conclusions.

(1) A natural hazard emergency relief alliance can be formalized based on the multi-agent system
theory. It takes the participants as agents and makes use of a multi-agent system to construct the
emergency relief alliance model. According to the paradigm of agent dynamic negotiation alliance,
the emergency relief alliance is composed of two parts: 1O Negotiation elements. Negotiation
elements include the participation proposal, negotiation interval, and negotiation decision
function. Negotiation elements are the premise and foundation of emergency relief alliances.
2O Dynamic negotiation protocol. Dynamic negotiation protocol includes the agent interaction

process and participation strategy. The dynamic negotiation protocol guarantees the convergence,
non-deadlock, and consistency of an emergency relief alliance.

(2) Our proposed model and algorithm have good performance. Computational experiments
were performed to evaluate and compare our proposed model and algorithm. Through the
Eclipse platform, we made three experiments to prove that our model and algorithm have
better performance in negotiation success rate, negotiation efficiency, and agent utility than other
methods, and our model is more in line with the actual situation of natural hazard emergency relief.

(3) The participation degree influences the construction of an emergency relief alliance. The historical
participation degree reflects the participation consciousness of the public, and the current
participation degree reflects the resources owned by the public. The findings of the study
indicate that the historical participation degree has a positive impact on emergency relief alliance
formation; the more positive the public attitude is, the easier it is to build alliance. The current
participation degree has no direct positive impact on emergency relief alliance formation. It is not
that the more resources the public has, the easier it is to build alliance.

Based on this, to encourage the public to participate in natural hazard relief, we put forward the
following countermeasures and suggestions.

On the one hand, foster a sense of public participation. The government makes use of traditional
and modern media, such as radio, television, portal site, government websites, mobile phone short
messages, WeChat, official accounts, and short videos, to widely publicize the knowledge of crisis
management. Meanwhile, disaster relief courses, lectures, training, and professional schools should
be set up to cultivate the awareness of public participation, improve the attitude of participation,
and enhance public participation.

On the other hand, incentives should be increased. Through preferential tax policies, financial
discount policies, commercial publicity, material rewards, and other incentive measures, the government
guides NGOs, enterprises, institutions, and the masses to actively participate in emergency relief. At the
same time, spiritual incentives are given to the public, such as the honorary titles of “philanthropist”
and “good citizen”. When the utility for the public increases, the public is willing to build an emergency
relief alliance.

In our future research, we will consider a different network topology and a dynamic agent resource
change process in each instance of the construction of an alliance. More factors will be taken account,
such as rescue time, participants’ characteristics, and so on.
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Abstract: Vegetation restoration plays a significant role in the restoration of expressways in the
arid zone of China, but we still do not know which soil and vegetation types are most effective.
We investigated soil particle size (SPZ), volume weight of the soil (VWS), soil water content (SWC),
total porosity of soil (TP), soil organic matter (SOM), water erosion (WrE), and wind erosion (WdE)
of eight sites (S1–S8) and evaluated them using the gray correlation method (GCM). Based on our
results, the average SWC of the treatments ranged from 9.6% to 18.8%, following the order S4 > S5 >

S8 > S6 > S3 > S7 > S1 > S2. The average SPZ of soils in S1, S2, S4, S5, S6, and S8 was larger, ranging
from 0.23 to 0.68 mm, while that of soils in S3 and S7 was smaller, ranging from 0.01 to 0.09 mm.
The TP in different treatment areas ranged from 50% to 60%, which is not conducive to soil and water
conservation. The SOM levels varied widely among the different soils and were always below the
threshold levels established by the second National Soil Census, rendering the soils not suitable for
plant growth. The WrE (36–80 t/ha) was greater than the WdE (7–24 t/ha). In general, to achieve high
soil and water conservation outcomes in this area, S1 and S7 offered the best protection benefits in
terms of soil and water conservation.

Keywords: benefit evaluation; gray correlation method; soil erosion; soil physical properties

1. Introduction

The construction of expressways inevitably destroys the surface vegetation, leading to
significant ecological problems such as soil erosion and landscape degradation [1–3]. In this sense,
vegetation restoration along expressways is crucial to stabilize the roadbed, improve the road
environment, and enhance the aesthetic properties of such areas [4–6]. During construction, the soil
structure is largely destroyed; the surface soil in the cutting slope was mixed with gravel, parent material,
and, in some cases, even rocks [7]. As a result, the surface temperature difference between day and night
is relatively high, physical weathering is extreme, and evaporation is high; consequently, precipitation
easily initiates runoffs [8,9].

In this sense, vegetation restoration along expressways is challenging. Previous studies have
taken a series of measures to restore expressway slopes. The traditional forms of slope vegetation
protection include grass planting [10], three-dimensional vegetation networks [11], masonry stone
wall establishment [12], skeleton grass planting [13], vine plant protection [14], and geogrid grass
planting [15]. Slope grass planting is characterized by a low survival rate, high maintenance costs,
and the frequent degradation of grass seeds, while shrub planting is restricted by the water and
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nutrient conditions of the slope [14]. Inevitably, such approaches led to a low protection effect of the
slope. Some expressway greening projects were only possible with the use of engineering work [15],
with large investments. Also, over time, with rock weathering, concrete aging, and steel bar erosion,
the protection effects become weaker [16,17]. In the northern regions of China, cutting slopes are also
highly vulnerable to wind erosion [18,19]. Especially in the greening of expressways in arid, cold,
and desertified areas, this problem is more prominent and mainly manifests in the following aspects:
Firstly, the project implementers emphasize short-term effects while neglecting long-term effects [20],
which directly leads to the phenomenon of “1 year green, 2 years yellow, 3 years withered, and 4 years
dead”. Secondly, project implementers overemphasize the quantity of greening. For example, in some
arid areas, the emphasis was also on vegetation coverage, and especially in the south, evergreen trees
have been planted extensively, often with unsatisfactory results. Thirdly, plant species selection and
allocation were unreasonable [21], without any specific norms and standards, mainly copying the
model of landscape greening and ignoring the natural laws of ecosystem and plant growth, which often
resulted in unsatisfactory outcomes.

To reduce the environmental impacts of expressway construction and to improve the restoration of
the damaged areas, it is crucial to employ new technologies, especially in cold, dry, and desertified areas.
In this context, we included seven indices, namely volume soil weight, total porosity, soil moisture
content, soil particle size, soil organic matter, water erosion, and wind erosion, from eight different
treatment areas to evaluate the soil and water conservation benefits, using the gray correlation method
(GCM) [22]. In this study, we summarize a set of technical methods for the ecological restoration
of expressway areas in cold, dry, and desertified loess areas. The results of our study are of great
significance for the restoration of vegetation along expressways, providing a reference for greening
technology in other construction projects in cold, arid, and desertified areas and for technological
progress of the vegetation restoration industry in general.

2. Study Sites

The study area is located along the Dahu Expressway (113.275◦ E and 39.936◦ N) in Datong City,
Shanxi Province, a typical loess plateau area in China (Figure 1), at an elevation range from 1320 to
1170 m. The climate is north-temperate semi-arid continental monsoon climate. Due to the monsoon
and high pressure on the Siberian and Mongolian plateau, there is little snow; the area experiences
mild temperatures in winter, drought and windiness in spring, hot and rainy summers, and cool
autumns. Average annual precipitation is 399 mm, of which more than 60% fall from July to September.
Average annual temperature is 6.1 ◦C, with minimum and maximum temperatures of −29.5 and
34.5 ◦C, respectively. The daily temperature difference is 13.0 ◦C, with a frost-free period of 125 days.
The study area can be divided into five geomorphic units, including loess hilly area, intermountain
valley plain area, erosion and denudation high hilly area, valley plain area, and alluvial and flood plain
area. The soil is mainly weathered rock soil, coarse silty soil, collapsible loess, and liquefaction soil of
saline soil with sandy soil (Reference to China Soil Classification System). The main tree species are
Pinus tabulaeformis, Larix gmelinii, and Pinus sylvestris var. mongolica. The shrub species mainly include
Hippophae rhamnoides Linn. and Caragana korshinskii, while the most abundant herb genera are Carex
and Artemisia. The above information was obtained by consulting local historical meteorological data
and the respective yearbook.
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Figure 1. Geographic map of the study area. The numbers 1–8 represent the treatments S1–S8.

3. Materials and Methods

3.1. Experimental Design

Because the soil and vegetation were completely destroyed during the construction of roads
and slopes, the developers filled the slopes with soil and planted shrubs to restore the ecological
environment. During the implementation of the project, four kinds of soils, including weathered
rock soil, coarse silty soil, collapsible loess, and liquefaction soil of saline soil with sandy soil
were filled (Figure 2), and two plant species (H. rhamnoides Linn. and C. korshinskii) were planted.
To determine which soil and vegetation allocation provided better soil and water conservation benefits,
eight representative treatment areas were selected according to the actual situation of the project area.
Specific information on the soil and vegetation allocation in each treatment area is shown in Table 1.

Table 1. Basic information of the treatments along the expressway in Datong City, Shanxi
Province, China.

Number Treatments Specification
(m) Soil Type Soil Thickness

(cm) Plant Species Slope Ratio

1 S1 10 × 20 Weathered rock soil 43

C. korshinskii

1:1.5

2 S2 10 × 20 Coarse silty soil 40
3 S3 10 × 20 Collapsible loess 45

4 S4 10 × 20 Liquefaction soil of saline
soil with sandy soil 39

5 S5 10 × 20 Weathered rock soil 43
H. rhamnoides

Linn.
6 S6 10 × 20 Coarse silty soil 40
7 S7 10 × 20 Collapsible loess 45

8 S8 10 × 20 Liquefaction soil of saline
soil with sandy soil 39
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Figure 2. Filled soil in the different treatments: S1 and S5 were the weathered rock soil; S2 and S6 were
the coarse silty soil; S3 and S7 were the collapsible loess; S4 and S8 were the liquefaction soil of saline
soil with sandy soil.

3.2. Soil Sample Collection

All samplings and erosion observations were performed in 2013. For the eight treatments along
the expressway, nine sampling points were selected for each treatment. At each sampling point,
soil samples were collected from the undisturbed original slope surface using a ring knife at depths of
0–20 cm, 20–40 cm, 40–60 cm, and 60–80 cm. The samples were brought to the laboratory to determine
the volume weight of soil (VWS) and total porosity (TP). Additional soil samples were collected using
an aluminum box to measure the soil moisture content (SWC) at the four soil depths, using the dry
weighing method [23], and to determine soil organic matter levels via the potassium dichromate
method [24]. Three soil samples were collected from each soil layer for each analysis.

3.3. Determination of Soil Physical Properties

3.3.1. Total Soil Porosity

To measure soil porosity, we opened the lower cover of the ring knife (with the mesh end), put it
onto filter paper, and immediately weighed the sample (m1). Subsequently, we removed the upper
cover of the ring cutter and placed the mesh end of the ring cutter into the basin. The height of the water
layer in the bowl was up to the edge of the knife (not submerged). After 12 hours of water absorption,
we removed the ring knife, covered the lid, and weighed the sample again (m2). After weighing,
the ring cutter (bottom end of the mesh) was placed in a flat pan with dry sand and weighed (m3) after
12 h. After weighing, the ring knife (mesh side down) was placed in a flat pan again and weighed (m4)
immediately after infiltration for 12 h. The weighed ring knife cover was opened, placed in an oven at
105 ◦C for 24 h, covered, and weighed (m5). Subsequently, soil porosity was calculated as follows:

P =
(m2 −m5

v

)
× 100% (1)

where P is total porosity (g/cm3) and v is the volume of the ring cutter.

3.3.2. Volume Weight of The Soil

The VWS was measured using the ring knife method [25]. We ensured that the soil in the ring
cutter was not disturbed during each operational step. The ring cutter with the soil sample was placed
in an oven at 105 ◦C and dried to constant weight; afterwards, the ring knife with soil samples (m1j)
and the soil samples (m2j) were weighed separately, and the VWS was calculated as follows:

VWS =

3∑
j=1

(m1j −m2j)

3v
(2)

where the v is the volume of the ring cutter, and J = 1, 2, and 3 is the repeat number of the same
soil layer.
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3.3.3. Soil Organic Matter

We used the potassium dichromate oxidation-external heating method to determine soil organic
matter (SOM). Briefly, the soil mixture is boiled with potassium dichromate oxidizer and sulfuric acid
(95%) in an oil bath at 170–180 ◦C for 5 min. The carbon in the SOM was oxidized to carbon dioxide by
potassium dichromate, while the hexavalent chromium in the potassium dichromate was reduced to
trivalent chromium. The remaining potassium dichromate was then titrated with standard solution of
ferrous oxide. According to the amount of ferrous sulfate consumed by potassium dichromate before
and after oxidation of organic carbon, the content of organic carbon was calculated and converted
into SOM.

3.3.4. Soil Erosion

During the observation period, runoff barrels were used to collect runoff and sediment samples in
the eight treatment plots. Weighing–sedimentation–drying–weighing and sampling–drying–weighing
were used to correct the runoff and sediment yields, respectively. Hydraulic erosion per hectare was
obtained through the area of the plot [26]. Secondly, wind erosion was measured via the cutting
method [27]. The first choice is to record the depth of cutting, measure the change depth of cutting
after the observation period, and, finally, calculate the wind erosion.

3.3.5. Evaluation of Benefits of Soil and Water Conservation of Different Treatments by the GCM

Here, X0 is the reference series and Xi the comparison series. The value of the reference series
represents the maximum value of each test indicator. First, we calculated the absolute value of the
difference between each corresponding point of comparison sequence Xi and reference sequence X0,
and the GCM was evaluated as follows:

∆i(k) =
∣∣∣X0(k) − Xi(k)

∣∣∣ (3)

X0 =
{
X0(1), X0(2), X0(3), . . . . . . , X0(n)

}
(4)

Xi =
{
Xi(1), Xi(2), Xi(3), . . . . . .Xi(n)

}
, i = 1, 2, 3, . . . . . . , m. (5)

When using this approach, the actual value of each index must be converted into an evaluation
value, and the original data should be processed without a dimension, according to the reference
series data. On the one hand, the influence brought by each index dimension should be removed [28];
however, on the other hand, this indicator can also reflect the relative dominance of the community.

We used the formula Xi(k) = original data sequence/reference data sequence to perform
non-dimensionalization, reducing all data return to the [0,1] interval.

Subsequently, we determined the second-order maximum difference and the second-level
minimum difference and calculated the correlation coefficient:

ξi(k) = rX0(k), Xi(k) =
minmin∆i(k) + ρmaxmax∆i(k)

∆i(i) + ρmaxmax∆i(k)
=

∆min + ρ∆max

∆0,i(k) + ρ∆max
(6)

where ξi(k) represents the relative value of the k point comparison curve (Xi) and the reference curve
(X0); that is, the Xi’s correlation coefficient of Xo at point k. When ∆0, i(k) represents the absolute value
of the X0 sequence and the Xi sequence at the k point, 1 ≤ i ≤ m, m was positive; ∆min and ∆max,
respectively, represent the minimum and maximum values of the absolute difference of all comparison
points in each point; ρ is the resolution coefficient ranging from 0–1. Here, ρ was artificially set to
0.5 (the artificial coefficient for qualitative analysis) to weaken the distortion effect caused by the
excessively large maximum value to increase the significance of the difference between the correlation
coefficients:

ri =
1
n

n∑

k=1

ξi(k) (7)
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where ri indicates the degree of gray correlation; ξ indicates the gray correlation coefficient.
To measure the importance of each index more realistically and objectively, the coefficient of

variation Wi was calculated using the coefficient of variation method:

Wi =
ri∑

ri
. (8)

Subsequently, we calculated the gray comprehensive evaluation value G (k) with the correlation
degree value:

Gk =
n∑

k=1

ξi(k)Wi. (9)

3.4. Statistical Analysis

Statistical analyses were performed using the software package SPSS 16.0. Descriptive statistics
was used to calculate the mean and standard deviations for each set of replicates. First, a two-way
ANOVA was used to analyze the differences in the SOM and SWC (n = 27 for each soil stratum),
with treatment and soil depth as the independent factors. Two-way ANOVA was also used to analyze
the differences in the SPT (n = 27 for each soil stratum), with treatment and soil particle size as
independent factors. One-way ANOVA was also performed to test the effects of VWS, TP, WrE,
and WdE on all treatments. All data were tested for normal distribution and homogeneity of variance
analysis, meeting the requirements of variance analysis.

4. Results and Discussion

4.1. Basic Meteorological Characteristics

The study area is a temperate continental monsoon climate region, with an annual average
precipitation of 384.02 mm. In 2013, average precipitation reached 418.7 mm, which was 9.03%
higher than annual average precipitation (Figure 3). Precipitation from June to September was
296.1 mm, accounting for 70.71% of the total precipitation. Daily average precipitation was 1.14 mm,
and maximum precipitation was 45.9 mm on September 9. During 2013, average daily temperature
was 2.1 ◦C, with a single-peak “convex” pattern with seasonal changes. This gradually increased from
January to July, reaching a maximum of 26.7 ◦C on July 30. After this peak, temperatures gradually
decreased. The average daily wind speed was 1.04 m/s, with distinct differences between the seasons.Sustainability 2019, 11, x FOR PEER REVIEW 7 of 14 
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Figure 3. Precipitation, temperature, and wind speed in the study area along the expressway in 
Datong City, Shanxi Province, China, in 2013. 

4.2. Weight Percentage of Soil Particle Size Under Different Treatments 

Previous studies have stated that with decreasing soil particle diameter, the soil cohesiveness 
gradually increased [29–31]. According to the international classification standard of particles, when 
a particle of a sample has a diameter of 2–64 mm, it is called “gravel” [32]. In our study, the 
distribution of the particle size of the samples greatly varied among the different treatments (Figure 
4). Site S2 contained the largest amount of gravel among all treatments, accounting for 25.35%. In the 
other treatments, the proportion of gravel was smaller, or gravel was completely absent. Particles 
with a diameter of 0.05–1 mm were most abundant in S8, with a significant difference when 
compared to the other treatments (p < 0.05). The weight percentages of d = 0.05–1 mm were 48.86%, 
35.18%, 41.35%, 50.28%, and 61.72%, respectively, for the treatments S1, S2, S3, S7, and S8, which 
were significantly higher than those for the other particle size compositions (p < 0.05). The 
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4.2. Weight Percentage of Soil Particle Size Under Different Treatments

Previous studies have stated that with decreasing soil particle diameter, the soil cohesiveness
gradually increased [29–31]. According to the international classification standard of particles, when a
particle of a sample has a diameter of 2–64 mm, it is called “gravel” [32]. In our study, the distribution
of the particle size of the samples greatly varied among the different treatments (Figure 4). Site S2
contained the largest amount of gravel among all treatments, accounting for 25.35%. In the other
treatments, the proportion of gravel was smaller, or gravel was completely absent. Particles with a
diameter of 0.05–1 mm were most abundant in S8, with a significant difference when compared to the
other treatments (p < 0.05). The weight percentages of d = 0.05–1 mm were 48.86%, 35.18%, 41.35%,
50.28%, and 61.72%, respectively, for the treatments S1, S2, S3, S7, and S8, which were significantly
higher than those for the other particle size compositions (p < 0.05). The proportions of particles with a
diameter of <0.005 mm were 39.52% and 38.65%, respectively, in the treatments S4 and S5, which were
significantly higher than those in the other treatments (p < 0.05). Lu et al. also found that the size of the
soil particles in the soil matrix differed; this was not only the case for the surface soil layers, but also
for soil porosity in general [33]. Sandy soil contains coarse gravel and has a high soil porosity. On the
contrary, the permeability of loam or clayey soil is lower than that of sandy soil, facilitating surface
runoff [34]. Soil particle size and runoff are closely related, and a favorable soil particle size composition
can effectively maintain water, nutrients, and organic matter [35]. According to our results, most of the
particles with a diameter of more than 2 mm retain the original mineral composition of the parent rock.
There are few available mineral nutrients, and the ability to absorb water was also poor. When the
content of gravel in the soil exceeds 20% of the total volume of sample, changes in the temperature of
the sample will be aggravated, and the water-holding capacity of the soil will be reduced [36].Sustainability 2019, 11, x FOR PEER REVIEW 8 of 14 
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respectively, also without a significant difference (p > 0.05). The VWS values of S1 and S8 were lager, 
while those of S3 and S5 were smaller, indicating a low soil compactness of S3 and S5, which is more 
suitable for plant growth. The TP values of S3, S5, and S8 were relatively high with 59.12%, 58.97%, 
and 58.97%, respectively, while that of S4 was 53.12% and therefore smaller than the values found 
for S3, S5, and S8. Generally, the TP ranged between 50% and 60%, and the texture was loose, which 
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Figure 4. Variation in weight percentage of particle size of the samples under different treatments along
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4.3. Variations in Volume Weight of the Soil and Total Porosity under Different Treatments

The volume weight of the soil (VWS) can be used as an indicator of soil solidity under certain
conditions. At the same soil texture, soil with a low volume weight is relatively loose, while soil
with a high VWS tends to be firm [36]. Generally, VWS varies greatly with soil texture, structure,
and tightness [37]. Total porosity (TP) represents the percentage of soil porosity of the total soil volume.
The amount of soil pores is related to the water permeability, air permeability, thermal conductivity,
and compactness of the soil [38]. In our study, VWS and total porosity differed among the different

241



Sustainability 2019, 11, 2313

treatments (Figure 5). The VWS was highest in S8, reaching 1.60 g/cm3, and lowest in S3, with a
value of 1.34 g/cm3, with a difference of 19.4%. The VWS of S1 was 1.54 g/cm3, with no significant
difference between S1 and S7 (p > 0.05). The VWS values of S2 and S4 were 1.47 and 1.46 g/cm3,
respectively, also without a significant difference (p > 0.05). The VWS values of S1 and S8 were lager,
while those of S3 and S5 were smaller, indicating a low soil compactness of S3 and S5, which is more
suitable for plant growth. The TP values of S3, S5, and S8 were relatively high with 59.12%, 58.97%,
and 58.97%, respectively, while that of S4 was 53.12% and therefore smaller than the values found for
S3, S5, and S8. Generally, the TP ranged between 50% and 60%, and the texture was loose, which may
not be conducive to water and fertilizer conservation.Sustainability 2019, 11, x FOR PEER REVIEW 9 of 14 
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contents of the treatments were relatively low, without SOM, and the soils are therefore not suitable 
for the growth of newly transplanted. Most shrub species, when transplanted into a new 
environment, require adequate SOM levels to adapt and grow, in contrast to naturally growing 
shrubs, which have adapted to these environments through natural selection. 

Figure 5. Variations (± SD) in volume weight of the soil and total porosity under different treatments
along the expressway in Datong City, Shanxi Province, China, in 2013. VWS and TP represent volume
weight of the soil and total porosity, respectively.

4.4. Variations in Soil and Water Content and Soil Organic Matter under Different Treatments

The soil water content (SWC) is mainly affected by both precipitation and evaporation [39]. In our
study area, SWC and SOM levels differed greatly among the different treatments, most likely because
of the inherent soil characteristics. The SWC levels increased with increasing soil depth, which might
be explained by the high evaporation of the surface soil, resulting in low water content. However,
SOM levels decreased with increasing soil depth (Figure 6). This, owing to these surface soil layers,
can easily be supplemented with organic matter. The changes in SWC among treatments ranged from
9.6% of the average SWC of S2 to 18.8% of the average SWC of S4. The average SWC of S4 was twice
the average SWC of S2. The average SWC levels of S1, S3, S5, S6, S7, and S8 were 10.3%, 14.5%, 17.9%,
14.8%, 12.7%, and 16.3%, respectively, following the order S4 > S5 > S8 > S6 > S3 > S7 > S1 > S2.
The average SOM level of S8 was 0.40%, which was highest than in the other treatments, but still
relatively low when compared with the lowest Grade 6 of the second National Soil Census and related
standards (<0.6%) [40]. The average SOM content of S6 was 0.17%, which was 57.5% lower than that
of S8. The average SOM levels of S1, S2, S3, S4, S5, and S7 were 0.23%, 0.25%, 0.23%, 0.20%, 0.19%,
and 0.22%, respectively, following the order S8 > S2 > S1 > S3 > S7 > S4 > S5 > S6. The nutrient
contents of the treatments were relatively low, without SOM, and the soils are therefore not suitable for
the growth of newly transplanted. Most shrub species, when transplanted into a new environment,
require adequate SOM levels to adapt and grow, in contrast to naturally growing shrubs, which have
adapted to these environments through natural selection.
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Figure 7. Variation (± SD) in soil erosion amount under different treatments along the expressway in 
Datong City, Shanxi Province, China, in 2013. a and b represent the variations in water erosion and 
wind erosion during the experimental period. 
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4.5. Variation in Soil Erosion under Different Treatments

During the observation period, the water erosion (WrE) of the different treatments varied because
of the different soil properties. Throughout the study area, water erosion was greater than wind erosion
(WdE), ranging between 36 and 80 t/ha, while WdE was between 7 and 24 t/ha (Figure 7). According
to the classification of soil erosion intensity in China (SL190–2007), this area is moderately affected
by soil erosion. The average WrE of S4 was the largest (69.70 t/ha), while that of S3 was the smallest
(39.70 t/ha). The WrE of S3 was 43.03% lower than that of S4. The WE values of S2, S6, and S7 were
relatively similar and reached about 50 t/ha. In S3 and S4, wind erosion was lower (8.10 and 8.63
t/ha, respectively), while at S7 and S8, it was higher (21.91 and 21.75 t/ha, respectively). The WdE
values of S7 and S8 were 2.70 and 2.52 times higher than those of S3 and S4, respectively. We found
no significant differences in WdE among S1, S2, S5, and S6 (p > 0.05). With increasing soil porosity,
WrE gradually decreased; generally, these two factors are not correlated [41]. The larger porosity of
the surface soil facilitated the infiltration of runoff on the slope, thereby reducing runoff on the slope
and the scouring force of runoff on the surface soil [42]. At the same time, the infiltration water also
increased the erosion resistance of the surface soil [43]. Although there were numerous factors affecting
slope surface erosion, and the interaction among them is more complex, in general, the pore size of the
surface soil plays a role in inhibiting surface erosion.
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Figure 7. Variation (± SD) in soil erosion amount under different treatments along the expressway in
Datong City, Shanxi Province, China, in 2013. a and b represent the variations in water erosion and
wind erosion during the experimental period.
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4.6. Evaluation of Different Soil and Water Conservation Measures Using the GCM

The results of comprehensive evaluations can directly reflect the effects of soil and water
conservation measures [22,44,45]. The order of gray comprehensive evaluation values in the eight
conditions was as follows: S1 (0.7593) > S7 (0.6995) > S3 (0.6656) > S8 (0.6516) > S5 (0.6485) > S2
(0.6385) > S4 (0.6377) > S6 (0.6194) (Table 2). This indicates that in S1, the soil and water conservation
benefits were highest, suggesting the use of this soil in restoration programs in this area. Basically,
these results lead us to infer that weathered rock soil and collapsible loess can be used when repairing
slopes. In terms of plant species, C. korshinskii and H. rhamnoides Linn. were planted separately to
achieve the best soil and water conservation benefits. The gray comprehensive evaluation values of
each index were VWS (0.7376) > TP (0.7284) > SPZ (0.7233) > SWC (0.5777) > SOM (0.466) > WrE
(0.4294) > WdE (0.369). The relationship between soil bulk density and total porosity was the most
significant one, indicating that soil porosity and soil bulk density have the greatest impact on the effect
of soil and water conservation measures. When repairing slopes, organic fertilizer can be applied to
enhance plant growth and improve soil conditions. Additionally, adequate irrigation is necessary to
support plant development.

Table 2. Correlation degrees and correlation coefficients of each evaluation index. SPZ, VWS, TP, SWC,
SOMC, WrE, WdE, and G (k) represent soil particle size, volume weight of the soil, soil water content,
total soil porosity, soil organic matter, water erosion, wind erosion, and gray comprehensive evaluation
value, respectively. The parameter ri and Wi indicate the degree of gray correlation and the coefficient
of variation, respectively.

Treatments SPZ VWS TP SWC SOMC WrE WdE G (k)

S1 0.7489 0.8513 0.8321 0.5286 0.3427 0.3388 0.341 0.7593
S2 0.5475 0.7981 0.6162 0.5955 0.3414 0.3538 0.336 0.6385
S3 0.8005 0.8142 0.784 0.5115 0.3576 0.4026 0.3492 0.6656
S4 0.6653 0.6316 0.7106 0.8678 0.5932 0.6929 0.3376 0.6377
S5 0.6872 0.7469 0.7106 0.8714 0.6494 0.4797 0.3347 0.6485
S6 0.6872 0.6498 0.7106 0.5496 0.5772 0.487 0.4074 0.6194
S7 0.8595 0.6427 0.7251 0.555 0.6653 0.3745 0.7557 0.6995
S8 0.8477 0.8864 0.7988 0.5079 0.6818 0.3576 0.7233 0.6516
ri 0.7233 0.7376 0.7284 0.5777 0.466 0.4294 0.369 0.5768

Wi 0.1975 0.1014 0.1389 0.1577 0.1272 0.1173 0.16 0.5661

5. Conclusions

We observed significant differences in soil and water conservation benefits among different soil
types and two shrubs species. When the gravel content of the soil exceeded 20% of the total soil
volume, the changes in soil temperature are aggravated, resulting in a reduced water holding capacity.
Based on the soil porosity in the area, water and organic matter conservation are not optimal, and in
some sites, the soil condition was not suitable for plant growth. Although we found relatively different
organic matter levels in the experimental sites, all levels were beyond the threshold values established
by the second National Soil Census. Based on the poor water and organic matter status, plant growth is
severely limited. Soil erosion resistance varied greatly among the different sites, and slope protection is
crucial to ensure soil and water conservation in this area. The results of the comprehensive evaluation
value indicate that the sites of S1 and S7 provide the best soil and water conservation benefits. This also
shows that the region can achieve high soil and water conservation benefits through the two allocation
modes for slope protection. Weathered rock soil and collapsible loess can be filled in to protect slopes
in this area, and subsequently, the two shrub species C. korshinskii and H. rhamnoides Linn. can be
planted separately to achieve optimum protection and to conserve soil and water.
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