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Preface to ”Efficiency and Sustainability of the
Distributed Renewable Hybrid Power Systems Based
on the Energy Internet, Blockchain Technology and
Smart Contracts-Volume II”

The very fast increase in the world’s energy demand over the last decade, and the request for

sustainable development, can be approached through micro- and nano-grids using hybrid power

systems based on the energy internet, blockchain technology, and smart contracts.

This book is the second volume in these topics and includes innovative solutions and

experimental research, as well as state-of-the-art studies, in the following challenging fields:

- Microgrids, nanogrids, smart grids, smart cities, and smart associations of farms, buildings,

parking, and homes;

- Smart grid cyber security using the energy internet, blockchain, and smart contract-based

applications;

- Operations of smart associations integrated with distributed generation;

- Smart grid architecture and energy management models;

- Fuel cell (FC) systems: modeling, control, optimization, and innovative technologies to improve

the fuel economy, lifetime, reliability, and safety in operation;

- Hybrid power systems (HPSs) based on renewable energy sources (RESs) (RES HPS): optimized

RES HPSs architectures; global maximum power point tracking (GMPPT) control algorithms to

improve the energy harvesting from RESs; advanced energy management strategies (EMSs) to

optimally ensure the power flow balance on DC (and/or AC bus) for standalone RES HPSs or

grid-connected RES HPSs (micro-, nanogrids, etc.);

- RES HPS with FC system as a backup energy source (FC RES HPS): innovative solutions to

mitigate the RES power variability and load dynamics of energy storage systems (ESSs) by control of

the generated FC power; DC voltage regulation and/or load pulse mitigation by active control of the

power converters from hybrid ESS;

- FC vehicles (FCVs): FCV powertrain, ESSs topologies, and hybridization technologies and

EMSs to improve the fuel economy;

- Optimal sizing of FC RES HPSs and FCVs;

- Business opportunities, open issues, and future trends.

The climate changes that are becoming visible today are a challenge for the global research

community. The stationary applications sector is one of the most important energy consumers.

Harnessing the potential of renewable energy worldwide is currently being considered to find

alternatives for obtaining energy by using technologies that offer maximum efficiency and minimum

pollution. In this context, renewable energy sources, fuel cell systems and other energy generating

sources must be optimally combined and connected to the grid system using advanced energy

transaction methods.

vii



As this book presents the latest solutions in the implementation of fuel cell and renewable energy

in mobile and stationary applications, such as hybrid and microgrid power systems based on the

Energy Internet, Blockchain technology, and smart contracts, we hope that they will be of interest to

readers working in the related fields mentioned above.

Nicu Bizon, Mamadou Baı̈lo Camara, and Bhargav Appasani

Editors

viii
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Abstract: The conventional electrical grid is undergoing substantial growth for reliable grid operation
and for more efficient and sustainable energy use. The traditional grid is now metamorphosing into a
smart grid (SG) that incorporates a diverse, heterogeneous blend of operating measures such as smart
appliances, meters, and renewable energy resources. With better efficient results and dependability,
the SG can be described as a modern electric power grid architecture. The SG is one of the greatest
potential advances as a promising solution for the energy crisis. However, it is complex and its
decentralization could be of tremendous benefit. Moreover, digitalization and integration of a large
number of growing connections make it a target of cyber-attacks. In this sense, blockchain is a
promising SG paradigm solution that offers several excellent features. There has been considerable
effort put into using blockchains in the smart grid for its decentralization and enhanced cybersecurity;
however, it has not been thoroughly studied in both application and architectural perspectives. An
in-depth study was conducted on blockchain-enabled SG applications. Blockchain architectures for
various applications, such as the synchrophasor applications, electric vehicles, energy management
systems, etc., were proposed. The purpose of this article is to provide directions for future research
efforts aimed at secure and decentralized SG applications using blockchain.

Keywords: smart grid; blockchain; smart contracts; cybersecurity; microgrids; electric vehicles;
energy transactions; energy management; smart cities; advanced metering infrastructure; home
automation; smart homes

1. Introduction

The power grid is a complex engineering marvel, which is undergoing rapid changes
due to the proliferation of renewable energy resources, high-speed signal processors, and
intelligent sensors, etc. The present requirement involves bi-directional flow energy and
information between the power generators and the power consumers. So, the traditional
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power grid is evolving into a smart grid (SG), a grid that is capable of dynamically moni-
toring and controlling the flow of power, providing reliable power to the consumers [1].

The SG connects heterogeneous components that vary in their functionality and re-
quirements. These components include renewable and non-renewable energy sources,
intelligent sensors, controllers, etc. The statistics on research publications related to the SG
are shown in Figure 1. These statistics were obtained from the Scopus database. The various
applications that the SG caters to are shown in Figure 2. In Figure 2, the share of research
publications from the application’s perspective is shown. From this figure, it can be ob-
served that the main applications in an SG are the energy management systems (EMS),
electric vehicles (EVs), microgrids (MGs), smart cities (SCs), home automation (HA), ad-
vanced metering infrastructure (AMI), and synchrophasor applications (SPAs) [2].
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SG enhances the reliability of power supply and materializes several applications at
the cost of increased complexity [3]. In this complex network, at a given instance, there are
several entities in the grid that carry out transactions. An important concern is validating
a transaction between the various entities involved in a particular SG application. A
promising and secure solution for this problem is the use of Blockchain technology.

Blockchain technology, first introduced by Satoshi Nakamoto, helps achieve consensus
about the authenticity of a particular transaction and helps maintain trust between various
entities involved [4]. The number of papers published on blockchain technology every
year is shown in Figure 3. Additionally, the corresponding number of papers published on
Blockchain for SG is shown in this figure. The publication statistics were obtained from the
Scopus database.
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The statistics indicate that blockchain technology is not being exploited for SG appli-
cations. Only 3.5% of publications on the blockchain are related to the SG applications.
The motivation for this review was to explore the research available on the blockchain
for SG, categorize it based on the application, propose the blockchain architectures for
the various SG applications, identify the challenges in this regard, and suggest suitable
solutions. The review papers and surveys on blockchain for SG are summarized in Table 1.
Contrary to these works, the present work presents a boarder perspective on different SG
applications with the blockchain. Moreover, the present work also describes the architecture
of the blockchain-enabled SG applications. A wide range of potential applications of SG is
considered, such as EV, AMI, SPA, MGs, SCs, HA, and EMS.

The paper is organized in the following sections, as represented in Figure 4. Section 2
discusses the basic concepts of a blockchain. It presents the terminology related to the
blockchain and its general architecture. Section 3 presents a review of the blockchain-
enabled SG applications. Different applications are discussed, and their architectures are
presented. The security concerns pertaining to these applications are discussed in Section 4,
and Section 5 is the conclusion of this review.
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Table 1. Existing reviews on blockchain for SG. “X” and “5” indicates “included” and “excluded”
respectively in literature.

Reference Blockchain from an SG Application
Perspective SG Applications Considered

Architecture Security General EVs AMI SPA MGs SCs HA EMS

[4] 5 5 X 5 5 5 X 5 5 X
[5] 5 5 X X 5 5 5 5 5 5

[6] 5 5 5 5 5 5 5 5 5 X
[7] 5 5 X 5 5 5 5 5 X 5

[8] 5 X 5 X 5 5 5 5 5 X
[9] 5 X X 5 5 5 5 5 5 5

[10] 5 X X 5 5 5 5 5 5 5

[11] 5 5 X 5 5 5 5 5 5 5

[12] 5 5 X 5 5 5 5 5 5 X
[13] 5 X X 5 5 5 X 5 5 X
[14] 5 X X X 5 5 X 5 5 X
[15] 5 5 X 5 5 5 5 5 5 X
[16] X 5 X 5 5 5 X 5 5 X
[17] 5 5 X 5 5 5 5 5 5 5

[18] 5 5 X 5 5 5 5 5 5 X
[19] 5 5 X 5 5 5 5 5 5 5

[20] 5 5 X 5 5 5 X 5 5 5

[21] 5 X X 5 5 5 5 5 5 5

[22] 5 5 X 5 5 5 X 5 5 X
This survey X X X X X X X X X X
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2. Overview of Blockchain

In the past few years, blockchain technology has received tremendous attention world-
wide. At the beginning of the technology’s inception for application in digital currency, or
cryptocurrency, blockchain was considered a cryptocurrency [23]. Bitcoin, the most popular
cryptocurrency, was considered to be the blockchain. However, blockchain is the backbone
of these cryptocurrencies. It is a distributed ledger for transactions in a decentralized
network. Initially, the researchers were skeptical about this technology, but the popularity
of Bitcoin changed their perception. This can be corroborated in the sudden growth in the
number of published articles on the blockchain after 2016 as shown in Figure 3. Blockchain
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is being considered in various other domains such as banking, healthcare, healthcare,
industries, etc. These various applications are depicted in Figure 5.

Sustainability 2022, 14, x FOR PEER REVIEW 5 of 35 
 

Blockchain 
Application

Digital Currency

E-commerce

Global Payments

Remittance

P2P Lending

Microfinance

Record Keeping

Healthcare

Title Records

Owernership

Voting

Intellectual Property

Securities

Equity

Private Markets

Debt

Crowdfunding

Derivatives

Smart Contracts

Digital Rights

Wagers

Escrow

 
Figure 5. Applications of blockchain. 

2.1. Structure of Blockchain  
The blockchain comprises a series of blocks of transactions linked together in a chain, 

as shown in Figure 6. Client/server architecture is used in traditional client/server systems, 
and various administrators are in charge of them. On the other hand, blockchain is a dis-
tributed, decentralized peer-to-peer (P2P) network [24]. Each and every network partici-
pant can control the network. The network is made up of many connected computers or 
nodes, and the blocks in the chain cannot be changed without the network’s approval. 
Each node in the network has its copy of the digital ledger. 

Transaction Counter

TX TX TX TX TX

Block Body

Block 
Version

Merkle 
Tree 
Root 
Hash

Time 
Stamp

nBits Nounce
Parent 
Block 
Hash

Block Header

Transaction Counter

TX TX TX TX TX

Block Body

Block 
Version

Merkle 
Tree 
Root 
Hash

Time 
Stamp

nBits Nounce
Parent 
Block 
Hash

Block Header

 
Figure 6. Structure of a blockchain. 

The main constituents of a blockchain and the associated terminology are described 
as follows: 
1. Block: In a blockchain, pointers and linked list data structures are utilized to repre-

sent blocks. Using a linked list, the blocks are sorted in a logical order and aligned 
up with one another. A block is a data set containing transaction information like 
timestamps and links to previous blocks and is produced using a secure hash tech-
nique. The location of the next block is indicated via pointers. Every block is divided 
into two sections: the block header and the block body. 
The block header has the following fields: 

(i.) Block version: specifies which set of block validation criteria should be used. 
(ii.) Merkle tree root hash: the sum of all transactions in the frame’s hash value. 

Figure 5. Applications of blockchain.

2.1. Structure of Blockchain

The blockchain comprises a series of blocks of transactions linked together in a chain,
as shown in Figure 6. Client/server architecture is used in traditional client/server systems,
and various administrators are in charge of them. On the other hand, blockchain is
a distributed, decentralized peer-to-peer (P2P) network [24]. Each and every network
participant can control the network. The network is made up of many connected computers
or nodes, and the blocks in the chain cannot be changed without the network’s approval.
Each node in the network has its copy of the digital ledger.
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The main constituents of a blockchain and the associated terminology are described as
follows:

1. Block: In a blockchain, pointers and linked list data structures are utilized to represent
blocks. Using a linked list, the blocks are sorted in a logical order and aligned up
with one another. A block is a data set containing transaction information like times-
tamps and links to previous blocks and is produced using a secure hash technique.
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The location of the next block is indicated via pointers. Every block is divided into
two sections: the block header and the block body.

The block header has the following fields:

(i.) Block version: specifies which set of block validation criteria should be used.
(ii.) Merkle tree root hash: the sum of all transactions in the frame’s hash value.
(iii.) Timestamp: from 1 January 1970, the current time is expressed in seconds in

universal time.
(iv.) nBits: a valid block hash’s goal threshold.
(v.) Nonce: a 4-byte field that starts with 0 and rises for each hash computation.
(vi.) Parent block hash: a 256-bit hash value that refers to the block before it.

A transaction counter and transactions make up the block body. The maximum number
of transactions stored in a block is determined by the block size and the transaction size.

2. Public and Private keys: Blockchain is a constantly increasing network of intercon-
nected and secured blocks using cryptographic processes [25]. To validate transac-
tional authentication, blockchain employs an asymmetric key technique. The transac-
tions in the block are encrypted using a private key. Every other node in the network
can access these transactions. These nodes can decrypt the data using a public key
available to all the nodes in the network.

3. Hash function: Every block has a cryptographic hash related to the previous block.
Hashing creates a unique fixed-length string to identify a piece of data. The length of
the string is independent of the size of the data.

4. Consensus process: A set of protocols and consensus from all network participants
are used to validate new blocks. Consensus is needed to decide on the validity of the
block. Several approaches are available for the consensus process, such as proof of
work, proof of stake, practical byzantine fault tolerance, etc.

5. Smart Contracts: Smart contracts are programs that execute automatically and control
the transactions between the distributed nodes in the blockchain network.

2.2. Types of Blockchain

The type of a blockchain depends on the nature of the application. There are three
types of blockchains: public, private, and consortium [26]. These three types of blockchains
are represented along with their properties in Figure 7.
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There is no control over a permissionless or public blockchain. Anyone may access
the network and read or write data. Permissioned ledgers, on the other hand, are only
accessible to network users who have been authenticated. Since they are encrypted with
a private key, everyone cannot read the blocks. The properties of public and private
blockchains are combined in consortium blockchains.

2.3. Characteristics of Blockchain

A blockchain is a decentralized network, and unlike a centralized system, the trans-
actions are validated by the nodes in the network [27]. The identity of the nodes in the
network remains unanimous, and once a transaction is validated by the nodes and added to
the blockchain, it is impossible to reverse the transaction. Thus, the blockchain is immutable.
The various other characteristics of a blockchain are depicted in Figure 8.
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Although blockchain technology has gained traction in future Internet systems, several
difficulties must be properly addressed. Expertise in blockchain technology is critical,
as the technology is still in the nascent stages. Adoption of BCT provides promised
benefits in various fields, but the high initial infrastructure costs are a big worry for
businesses. The deployment of blockchain technology is also influenced by privacy and
security concerns. Scalability and legal requirements are also significant obstacles to
its implementation.

3. Blockchain for Smart Grid

Blockchain technology has much potential to transform applications by creating more
trust and increasing decentralization. Despite its rapid growth, its advantages are not
being aggressively exploited by the SG applications. The number of articles published on
blockchain from the perspective of the various SG applications is shown in Figure 9. These
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statistics were taken from the Scopus database and considered only articles published
in journals.
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Blockchain is widely adopted for energy management applications in an SG. Blockchain
is also widely used for SCs, EVs, and MGs. SPAs, responsible for the wide area monitoring
and control of the grid, are not employing blockchain technology for decentralizing the pro-
cess. Only four conference articles reported the use of blockchain technology for SPA. In this
section, blockchain technology will be explored from the perspective of these applications.

3.1. Blockchain for Synchrophasor Application

The major outages across the globe, such as those in Brazil in February 2011, the Pacific
Southwest in September 2011, India in July 2012, Vietnam in May 2013, the Philippines in
June 2013, Bangladesh in November 2014, etc., have necessitated the wide-area measure-
ment system (WAMS) in the SG [28,29]. The WAMS is a comprehensive solution to monitor,
control, and maintain the SG by incorporating the state-of-the-art infrastructure, emerging
technology, and tools.

Recently, synchrophasor technology emerged as a viable solution for the WAMS.
The synchrophasor technology enables WAMS to monitor, control, and coordinate the SG
in real-time and precisely [30]. The fundamental architecture of the synchrophasor measure-
ment system involves a phasor measurement unit (PMU), phasor data concentrator (PDC),
and the communication network [31]. The PMUs are high-speed sensors that monitor the
grid in real-time by measuring the grid voltages and currents. These measurements are
time-synchronized using the global positioning system (GPS) and communicated to the
PDC, which acts as an aggregator. The time-synchronized measurements of PMUs are
referred to as synchrophasor data.

The communication network acts as a backbone since it provides the infrastructure
for communicating synchrophasor data between PMUs and PDCs [32]. The more generic
architecture of WAMS comprises decentralized architecture where the devices are hierarchi-
cally arranged. The decentralized hierarchical architecture of the WAMS with three levels
of hierarchy is shown in Figure 10. A local PDC may be located close to the microgrids,
aggregating synchrophasor data from several PMUs in a power grid. Further, there may be
a master PDC that aggregates data from several local PDCs. Finally, the data from several
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master PDCs may be aggregated by a PDC known as a super PDC located at the regional
level, which is the highest level in the proposed hierarchy.
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The data pertaining to the health of the grid can be used in WAMS for state estimation,
stability analysis, situational awareness, etc., of the SG and its other operational-related
functionalities. However, such data, typically referred to as synchrophasor data, can be
exploited by cyber-attacks such as denial of service (DoS), distributed denial of service
(DDoS), false data injection, spoofing, data tampering, etc. [33]. These attacks put the WAMS
at risk, and its efficacy becomes questionable. The risk identification and assessment of
smart grids is thoroughly discussed by Jha et al. in [34], where the authors considered
risk assessment analysis of smart grid communication networks. The blockchain can be
used with synchrophasor technology to mitigate the risk of cyber-attacks in a WAMS.
Additionally, blockchain technology can simultaneously enhance the robustness, reliability,
and integrity of the synchrophasor data by incorporating a decentralized peer-to-peer
approach to communicate synchrophasor data in a WAMS.

3.1.1. Blockchain Architecture for SPA

The blockchain architecture for the SPA in an SG will consist of three fundamental
components:

1. The member nodes, which are the PMUs or the PDC. Each node generates its syn-
chrophasor data and shares it using the IEEE C37.118-2 [35].

2. A shared ledger containing the synchrophasor data collected by all the member nodes.
3. A peer-to-peer distributed network between the member nodes.

The architecture of a blockchain for SPAs is shown in Figure 11. As shown in the figure,
the PMUs are connected in a fashion to create a distributed peer-to-peer network where all
PMUs are enabled as member nodes. Each PMU is responsible for collectively updating
the shared ledger. The synchrophasor data from a PMU is referred to as a synchrophasor
transaction. The synchrophasor transactions are generated by PMUs which can be verified
using authentication methods such as the elliptic curve digital signature algorithm. Despite
this authentication, it is quite possible that the false identity of a PMU can be created
to obtain access to the network causing danger to the resources. Such an attack can be
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mitigated using device identity validation methods such as the Bloom filter-based PMU
identity validation approach.
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The PMUs are connected in a fashion to create distributed peer-to-peer network. Each
PMU in the distributed peer-to-peer networks acts as a member which mines the block,
where the synchrophasor transactions are included in a block. The contents of the block are
shown in Figure 12.
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Each block is generated using the IEEE C37.118-2 standard. The block is encapsu-
lated with other protocols for communication over the TCP/IP network. The PMUs are
responsible for consensus execution and block validation. There are several approaches
for consensus execution and validation in blockchain technology. For SPA, the Markel
tree-based approach can be used for consensus execution as it converges quickly without
compromising the integrity of the synchrophasor transactions. Further, PMUs can follow
consensus based on proof-of-work (PoW), where nonce is searched, which is a random
number. When all the synchrophasor transactions grouped in a block are validated and
PoW is completed, only a block is considered successfully mined by the PMU. On vali-
dating with PoW, the newly created block is appended to the existing chain to update the
blockchain. The first block in the blockchain is a genesis block, which a PMU in the network
can generate. It is imperative that any PMU can validate any number of blocks and receives
the whole existing blockchain from executing the consensus and PoW. The decentralization
can also help remove the PDC, and the PMUs themselves can take commensurate actions
based on the measurements available from other PMUs.

3.1.2. Challenges and Solutions for the Implementation of Blockchain-Based SPA

PMUs operate at a very high rate, typically 30–60 samples per second in a time-
synchronized manner. Hence, the additional functionalities of creating the blocks and
validating burden the device and hampers the granularity of its measurements. An al-
ternative solution to this problem is implementing the blockchain at a higher level in the
hierarchy, i.e., at the local PDCs. The architecture for implementing the blockchain at the
level of local PDCs is shown in Figure 13.
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SPAs are mission-critical, so it becomes computationally intensive to validate all the
transactions. A solution to this problem is to terminate the chain at periodic intervals and
start a new chain. This reduces the secureness of the chain, so additional measures will
be needed to maintain the security. Because of the problems of the mission-critical nature
of the application and the high data rate of the PMU, not many works are available on
this topic.
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3.2. Blockchain for Home Automation

A smart house is an integrated Internet of Things (IoT) domicile that provides users
security, health, comfort, and a higher standard of life, among other benefits. People’s life
and independent living are made easier with smart home solutions. They provide valuable
capabilities such as behavior tracking and safety evaluations, which have drawn the
attention of consumers and device makers. Although intelligent homes provide significant
benefits to homeowners and other interested parties, they are vulnerable to harmful cyber-
attacks that risk users’ safety and privacy [36]. Traditional solutions to such dangers
exist, but they are extremely centralized and prone to large-scale attacks. As a result, the
adaptability and scalability needed for effective utilization in the cutting-edge field of
autonomous smart home applications and facilities are absent. Several clever technologies
make life easier for individuals. Such programs generate enormous volumes of data.
The archiving of this ever-changing material into repositories raises security problems. In
cybersecurity technologies with remote connectivity and data transmission, blockchain has
performed well. Thus, it is being employed for home automation applications.

3.2.1. Blockchain Architecture for HA

Home automation involves several smart devices, such as smart TVs, lights, etc.
These devices monitor and control the various parameters of the house, which operate
independently or are coordinated by a user. The interconnectivity of these smart devices
is required to achieve the objective of HA. The interoperability challenges between the
smart devices are handled using an IoT gateway. Users from one home cannot control the
devices of another home to avoid a security breach. The service provider is responsible for
providing necessary recommendations to the user for controlling smart devices based on
prediction algorithms. The service provider can use machine learning algorithms for better
recommendations or predictions. The blockchain network is used to connect different users
and service providers to enhance security in the HA [37]. The blockchain network may
be built using Ethereum or Hyperledger. The general architecture of blockchain for HA is
shown in Figure 14.
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The user within the house can control the entities within his home; he cannot have
access to the entities present in another smart home. The various devices in the home
can be directly connected to the blockchain network through the gateway. The data from
the devices can be placed into the blocks, which are then chained together using the
hashing mechanism of the blockchain. The service provider can analyze the data and send
suggestions to the users, but he cannot directly control the devices in the smart home. This
architecture can be customized based on the user’s specific requirements by the service
provider. The various devices in the home can be directly connected to the blockchain
network through the gateway. The data from the devices can be placed into the blocks,
which are then chained together using the hashing mechanism of the blockchain.

3.2.2. State-of-the-Art on Blockchain for HA

The literature on blockchain for HA applications discusses access control mechanisms,
homecare systems, utility payment services, etc. These works are summarized in Table 2.

Table 2. Review of the works on blockchain for HA applications.

Reference Domain Blockchain Mechanism Used Summary

[38] Access control Private blockchain
For access control in smart homes, which is
computationally fast and economical but is

susceptible to malicious attacks.

[39] Home care Ethereum blockchain
Provides a secure means of sending healthcare

data to the healthcare center, but has
increased overhead.

[40] Home care Private blockchain Reduces communication overhead for sending
patient data but has more overhead.

[41] EV charging bill payment Lightweight basic blockchain
Reduces the size of block for payment of
charging bill. This is also vulnerable to

security attacks.

[42] Home care Consortium blockchain
Data of the aged people is stored efficiently
with enhanced quality but is susceptible to

DoS attack.

[43] Authentication mechanism Ethereum blockchain A scalable but expensive mechanism for
authentication of IoT devices.

[44] Automated payment Bitcoin blockchain A highly scalable automated payment system
that also allows off-chain transactions.

[45] Lightweight payment system NA A low-power and fast payment system. This
may be susceptible to malicious attacks.

3.2.3. Challenges and Solutions for the Implementation of Blockchain-Based HA

Various blockchain systems are being used for HA applications [46]. These systems
have their specific data format, and their interoperability is challenging. Additionally,
the consensus algorithms used by these systems are different. For seamless interaction,
standardization of blockchain systems is required. Another challenge to implementing
blockchain for HA applications is the real-time analytics of streaming data. The data have to
be processed and analyzed in real-time. For example, an intruder detection system requires
real-time face detection. Processing blockchains for real-time applications is challenging. A
possible solution is to use a lightweight framework for this application.

3.3. Blockchain for Advanced Metering Infrastructure

The heart of the AMI is a smart meter used to collect, monitor, and communicate
the data related to energy consumption corresponding to every user. The meter data are
used differently by different entities. For example, the grid operator can use this data
for load forecasting and planning, and the market operator can use smart meter data for
dynamic pricing and billing. On the other hand, the users can use such data to manage their
electricity usage. Whereas AMI provides ample advantages, secure AMI data transaction is
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challenging. The blockchain-based AMI plays an important role in achieving this objective.
A generic framework for implementing AMI using blockchain is shown in Figure 15.
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The smart meters can be directly connected to the blockchain network through the
gateway [47]. The data from the meters contains meter IDs and other utility-related
information as per the IEC 62056 protocol. These meters are connected to the servers or
nodes inside the blockchain network that create the blocks using the data received from
the AMIs. These blocks are then shared with all other nodes inside the blockchain-enabled
network. This network can only be accessed by the nodes related to the utility center and
so should be a private blockchain network. The private blockchain can be used for smart
contracts and validations to provide energy utilization transparency without compromising
security and privacy.

Challenges for the Implementation of Blockchain for AMI

Blockchain has not been used widely for this SG application despite its utility. Re-
searchers have used it to enhance the security of AMI applications. In ref. [48], a lightweight
blockchain-based framework was proposed to enhance AMI’s security. The framework
was secure against attacks, and its energy consumption was low. In ref. [49], blockchain
was used to preserve the integrity of the customers using AMI. As with the blockchain
for HA applications, the blockchain for AMI is also plagued with interoperability and
real-time constraints.

3.4. Blockchain for Electric Vehicles

The technological evolution of electric vehicles (EVs) and the rapid growth of the
smart grid have led to the emergence of new connectivity structures—vehicle-to-grid
(V2G) [50]. In the future, the importance of EVs using technologies such as the Internet of
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Vehicles (IoV) [51] or the Internet of Things (IoT) [52] will increase, as it offers innumerable
advantages, for example logistics companies provide fixed charging stations (CSs) for their
fleet of vehicles.

Interconnectivity requirements with all technology systems in the real world have led
to the emergence of vehicle-to-everything (V2X) technology [53], using integrated vehicle
sensor platforms that use the centralization of various functions through an integrated EV
server, connected by a series of connectivity devices such as CAN, LIN, Wi-Fi, and Bluetooth
technology [54]. The results of V2X performances are based on a series of information on
the collection and dissemination of multi-networks and technological capabilities between
electric vehicles.

The security factor, the speed of data transfer between interconnected vehicles, and
the wide coverage of telecommunications systems led to the emergence of 5G networks
and their distribution very quickly in the world [55]. The infrastructure of multi-networks
communication systems through 5G technology has the power to process applications at a
superior level. The 5G network drives the V2X protocol, generating many scenarios for data
management by promoting the development and integration of blockchain applications [56].
The implementation of blockchain systems in the vehicle-to-everything protocol tends to
reinvent intelligent transport systems, leading to high efficiency of transport and road
safety services [57].

3.4.1. Architecture of Blockchain for EVs

The general blockchain architecture for the EV application is shown in Figure 16.
The blockchain-based EVs infrastructure requires regular nodes to capture mobile cars’
dynamics. These nodes are responsible for smart contracts and block validations, forming
the basis of the blockchain. The mobile cars send their data to such regularly placed
blockchain nodes or access points. The interconnectivity between mobile electric vehicles
and nodes is through WiFi. An ID number uniquely identifies each EV. The data that an
EV sends to the access point involve the battery status, vehicle status, bill payment for
charging, etc. The data are placed into the blockchain network by the access points as
blocks. The various nodes in the blockchain validate the transactions. The blockchain
network is also accessible to the transport authority, who can continuously monitor the
status of the EVs and send personalized recommendations or warnings to the EV user.
However, the transportation authority cannot change the parameters of the EV.
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3.4.2. A panoramic Overview of Blockchain for EV

Despite abundant opportunities to incorporate blockchain in EV applications, some
of the challenges are inherently present in the blockchain-enabled EV system, such as min-
ing of the data, cybersecurity, handling of voluminous data, etc. Furqan Jameel et al. [58]
provided a solution for unloading mining tasks in vehicle-to-everything cellular net-
works. A short block length transmission architecture has been proposed to meet the
low-latency requirements for cybersecurity applications of EVs. In practice, finite block
length architecture is a fairer approach to modeling blockchain networks. The inspi-
ration for the theoretical application of adopting games defines a type of challenge
for solving mining tasks and efficiently unloading them to clusters. The advantage of
using blockchain databases ensures good data transfer rates and maintains the vehicles’
fairness in the unloading process.

However, a significant disadvantage is the scalability of the data chains within the
blockchain, which can be a design problem. Because data security is the main issue in
conventional blockchain networks, the impact it has on the process of downloading
data into electric vehicles is a real challenge. However, in ref. [59], the authors proposed
a new coding sequence—Secure V2X—that capitalizes on the characteristics of the
blockchain and the data networks protecting the confidentiality and security of the
V2X protocol.

In addition to the benefits that blockchain initiates in low-security areas, confiden-
tiality is the main issue in trading energy in a collective network type peer-to-peer (P2P)
(E-trading). In recent years, electric vehicles have received worldwide recognition due to
their potential in the green transportation system. The rapid development of technologies
in smart communication networks has allowed EVs to relate to the environment. The elec-
tricity production costs are constantly decreasing through the implementation of renewable
energy sources and smart grids [60]. Thus, the major challenge of peer-to-peer technology,
E-trading and D-trading [61], and integration for electric vehicles is the development of
a secure communication architecture that maintains data confidentiality and information
anonymity. In addition, the objective of the blockchain is to mask trading relationships
without compromising data integrity [62].

Various review papers in the literature focus on blockchain technologies applied in the
Future Smart Grid [63,64]. Although the technology is considered one with a wide range
of advantages, security needs to be assessed systematically to enhance reliability of the
SG [65].

Motivated by previous development, Marina Dorokhova et al. [66] proposed integrat-
ing electric vehicle charging systems based on blockchain technology. The study is based
on a popular blockchain platform, Ethereum, for interconnecting EV infrastructure and
real-world infrastructure [67]. The advantage it offers is the crediting in the safety zone
of the energy flows between the owners of electric vehicles and the companies that own
charging stations. The only barriers that could be removed in the future are the limitations
of the blockchain-high transaction costs due to network loads, high power consumption, or
transactions that do not change in case of errors.

A case study by Shivam Saxena et al. [68] further demonstrated the need for techno-
economic evaluation of residential energy trading systems. The EV is a part of such
system, which can be enhanced through the blockchain. Using blockchain in EVs not
only improves the household’s participation in the electricity markets but also drastically
reduces the negative impact on the energy distribution network [69]. These seminal works
are comprehensively summarized in Table 3.
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Table 3. Summary of works related to blockchain for EVs.

Reference Subdomain Objectives Solutions/Results Technologies Advantages/Opportunities Challenges

[58] V2X
Communications

Efficient solutions
for unloading

mining tasks in
cellular vehicle-to-

everything
networks

Adopting a
game-theoretic

approach to
efficiently unload

the mining tasks to
the mining clusters

Blockchain-based
cellular V2X

networks

Good data transfer rates and
maintain the fairness of the
vehicles in the unloading

process

Scalability of the data
chains within the

blockchain and the
impact of data

security in the process
of downloading data

into EVs

[59] Secure V2X
Communications

Network
performance

Deploying a novel
framework

(Secure V2X)

Blockchain and
NDN (named data

networking)

Protecting the confidentiality
and security of the V2X

protocol

Without the right
cluster, the Secure V2X
sequence do not helps
to improve network

performance

[61]

Energy trading and
charging payment

system
for EVs

Employing
blockchain

technology to
provide trust
between users

Maintaining the
data confidentiality

and information
anonymity

Private blockchain
Improves the distribution
network and renewable

energy network

Development of a
secure communication

architecture

[65] Charging
Management

Integration of EVs
charging systems

interconnected with
real world

infrastructure

Charging
management
framework

Ethereum
blockchain platform

Crediting in the safety zone
of the energy flows between

the owners of electric
vehicles and the companies
that own charging stations

Limitations of the
blockchain-high

transaction costs and
high power

consumption

[67] Residential
communities

Technical -economic
evaluation for

residential energy
trading systems

Residential energy
trading systems Blockchain platform Reduces the impact on the

energy distribution network
Peak energy demand

is very high

3.4.3. Challenges and Solutions for the Implementation of Blockchain for EVs

The scalability of blockchain data chains, data security in the download process,
and confidentiality are challenges that are yet to be addressed. The major challenge of
peer-to-peer technologies is the processing of energy transactions and the anonymity
of information. The high resource requirement and transaction cost in terms of energy
consumption plagued the use of blockchain technology for EV applications with WSN
infrastructure. Overcoming these limitations would make blockchain technology the main
key factor for EVs. The development of lightweight blockchain algorithms for reaching
consensus in real-time can be a probable solution.

3.5. Blockchain for Renewable Microgrids

With every day passing, there is a continuous transition and evolution to a renewable
grid that is based on various distributed energy resources such as photovoltaics, fuel
cells, microturbines, batteries, etc. These transitions rely on the successful deployment of
blockchain technology.

3.5.1. Architecture of Blockchain for MGs

The generalized blockchain architecture for the MG application is shown in Figure 17.
In general, the power grid of a zone is sprawled over a large geographical area where
different MGs are considered. The different MGs are interconnected using the blockchain
network. The blockchain network aims to enhance security and privacy in the MG operation
without hampering transparency and data integrity. The data block carries information
regarding the energy generated, energy to be shared with other microgrids, etc. The data
pertaining to the MG are grouped into the blocks where each newly generated block is
validated using a consensus algorithm. The block is then placed onto the blockchain
network and is added to the blockchain after being validated. The nodes in the blockchain
need proper algorithms to reach a consensus on the energy being traded, the price at which
the electricity is being traded, etc.
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3.5.2. A Panoramic Overview of Blockchain for MG

Early inquiries about the energy sector with the accent on the smart grid and mi-
crogrids are mainly found in refs. [70–73], where different requirements, technologies,
architectures, trends, and cyber security issues are largely debated.

With rising social, economic, political, and environmental concerns and strategies
such as increasing power consumption, dealing with the middleman, market liberaliza-
tion, pollution, etc., blockchain is seen as a promising solution in renewable microgrids
for efficient operation such as complex point-to-point transactions between producers,
traders, and users using elaborate algorithms in order to validate, secure, and record
these transactions.

The different authors reviewed blockchain in the context of microgrids from several
perspectives. In ref. [74], the need for blockchain, benefits, and challenges was reviewed.
In ref. [11], real solutions such as the Brooklyn Micro Grid based on the blockchain envi-
ronment with the Proof of Work (PoW) mechanism were presented. Other comprehensive
reviews can be found in ref. [75] that can serve as quality background research for those
who want to propose and implement feasible solutions and methodologies for renewable
microgrids based on blockchain technology.

On the other hand, many works propose different solutions and approaches that use
blockchain technology to enhance and improve microgrids and their applications. To start,
ref. [76] proposed an approach for using blockchain on the Dominican Republic’s electricity
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market, referred to as the main step in empowering automatic management of economic
transfers with funds authenticating and supplier’s guarantee. The approach presents an
economic and energy blockchain-based flow to decentralize the current flows that involve
total control through banking operations. Of course, such an approach must face serious
economic interests, political regulations, and technological limitations to achieve its goals,
but it is seen as a first step in applying blockchain in the electricity sector.

In ref. [77], a local energy market model using private blockchain via home energy
management and demurrage mechanisms was presented. In the proposed model, there
are three major actors: a small community (several microgrids) that uses photovoltaic
systems as renewable energy as the prosumers; the consumers; and the main grid. Using
Critical Peak Price (CPP) and Real-Time Price (RTP) schemes, simulations showed that costs
were significantly reduced. Moreover, ref. [78] proposed a blockchain-based decentralized
market mechanism to establish the price using auction methods. However, this is plagued
with two limitations: difficulty in selling the oversupply of energy through auction and
big challenges in ensuring privacy and security. Another solution for P2P energy trading
was presented in ref. [79] by implementing the blockchain-based decentralized energy
flexibility market for P2P transactions among prosumers. Two additional frameworks,
first as decentralized blockchain-based and second as semi-decentralized, can be found in
ref. [80], where the P2P energy trading subject was analyzed.

A more applied approach is in ref. [81], which proposed a method for an effective
P2P blockchain-based energy market between a microgrid and the smart grid (IEEE 24-bus
test system) where the function of distributed consensus algorithm was evaluated in the
presence of Fault Data Injection Attack (FDIA). The main findings of this paper showed
that the consensus process keeps running even if the case of a cyber-attack and the output
response of the P2P market is very close to the centralized energy market. Maintaining the
idea of the applied solution, the authors in ref. [82] suggested a model for an integrated
energy management platform based on blockchain technology and, at the same time,
implement a bilateral trading mechanism with simulation results showing significant
optimization of the energy flow in a microgrid. Another model for blockchain-based energy
management was suggested in ref. [83], where a Pythagorean fuzzy method was used in
choosing the best solution for energy production, distribution, and waste control.

Further, in ref. [84], another P2P energy trading mechanism between microgrids
based on the same technology using a fuzzy meta-heuristic approach as a pricing solution
was presented with results showing increased profitability and reduced CO2 emissions.
Additionally, the fusion of the electricity market and blockchain was studied in ref. [85],
where transactions were highlighted using multi-agent cooperation and sharing platform
based on the Ethereum private blockchain, with results revealing several benefits such as
transparent transactions and intelligent mutual trust.

Going deeper and deeper into the heart of the topic of this section, we arrive at
the point where blockchain applications variates in terms of the constructive technology
that microgrids are built on, this referring to AC microgrids, DC microgrids, or hybrid
AC-DC MGs [86–90]. First, blockchain was used in ref. [86] to increase the security for
interconnected hybrid AC-DC microgrids using a modified sine cosine algorithm to achieve
the optimal decision in the shortest time and with high accuracy. The approaches in refs. [87]
and [88] are based on the blockchain technology for energy management concerning DC
and hybrid AC-DC microgrids using different strategies such as fuzzy logic control or the
whale optimization algorithm. These seminal works are comprehensively summarized
in Table 4.
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Table 4. Material summary—blockchain for renewable microgrids.

Reference Subdomain Objectives Solutions/Results Technologies Advantages/Opportunities Challenges

[76] Local energy
market

Replacing
transactions based
on banking entities

with
cryptocurrency-

based
transactions

Economic and
energy

blockchain-based
flow

Public blockchain
Funds authenticating and

automatic control of
transactions

Political regulations,
economic interests
and technological

limitations

[77]
Local energy mar-

ket/microgrid/smart
grid

Optimizing energy
consumption and

minimizing
electricity costs.

Reduced electricity
cost and optimized

energy
consumption,

especially at peak
hours

Private blockchain
with PoW

mechanism

Optimal electricity cost for
each time slot and local

energy demand and
generation balance

Implementing
penalty policy

[78] Microgrid/smart
grid

Minimizing
electricity costs

Decentralized
market mechanism Private blockchain - Selling oversupply

[79] Local energy
market/microgrid

P2P energy
transactions

Electricity costs
reduced Public blockchain

Control of energy generation
and flows and full ratio of

self-consumption from
renewable energy

Political regulations,
economic interests,
and technological

limitations

[80] Local energy
market/microgrid

P2P energy
transactions

Decentralized
proposed

framework and
semi-centralized

proposed
framework

Solc, Mocha,
React.js, Next.js,

Ganachecli,
Metamask,

Ganache-cli, and
Web3

Framework 1 uses more
transactions, is less flexible

and more secure/Framework
2 uses less transactions is

more flexible and less secure

Smart contract
limitations

[81] Microgrid/smart
grid

Ensure security and
achieve consensus
when cyber-attacks

occur

Proposed
architecture

Either public or
private blockchain Efficiency against attacks Transaction security

[82] Microgrid Optimize the energy
flow in a microgrid

Proposed
model/optimized

energy flow
Private blockchain Reduced import costs

Security and
communication

efficiency

[83] Renewable energy Energy
management

Proposed
methodology and

framework

Either public or
private blockchain -

Technological
infrastructure and
investment prices

[84] Local energy
market/microgrid

P2P energy
transactions

Proposed fuzzy
meta-heuristic

approach

Either public or
private blockchain

Encourage P2P energy
transactions

Security and risks
concerns

[85] Local energy
market/microgrid

P2P energy
transactions

Proposed trading
platform Private blockchain Transparent transactions

Political regulations,
economic interests,
and technological

limitations

[86] Hybrid AC-DC
microgrid Increase security Proposed

framework Public blockchain Increased security Power injection
limitations

[87] DC microgrid Energy
management

Proposed
framework

Either public or
private blockchain

Maximum utilization of
renewables

Political regulations,
economic interests,
and technological

limitations

[88] Hybrid AC-DC
microgrid

Energy
management

Proposed
framework Private blockchain Optimal energy management

and secured transactions

Political regulations,
economic interests,
and technological

limitations

3.5.3. Challenges for Implementation of Blockchain for Microgrids

Like the numerous advantages, many challenges must be overcome in the blockchain-
based renewable microgrids [91,92]. These challenges refer to technological constraints,
economic aspects, social uncertainties, environmental concerns, political and institutional
limitations, and law, regulations, norms, or end-to-end privacy and security.

A feasible and efficient balance between key features such as security, energy man-
agement, constraints, and costs is still challenging. Different consortiums operate different
microgrids, so it is important to analyze and decide on the correct algorithm or methods to
use, the best technology, the most suitable investor, and a very well-trained team.

3.6. Blockchain for Smart City

With the development and use of blockchain technology, the Internet of Things (IoT),
and Cloud Computing, rapid evolution can be observed in the smart city paradigm.

3.6.1. A panoramic Overview on Blockchain for SC

In refs. [93,94], some of the problems related to smart city transportation were debated.
These works demonstrated that there are concerns in rethinking the transformations of
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localities in terms of improvement of public transport and logistics [95,96], water sup-
ply [97], green energy [98], environment [99], health [100,101], education [102–105], and
economics [106–109] by using the blockchain, which offers the possibility to use distributed
stored data, and performs transactions without intermediaries between producers and bene-
ficiaries [106,109] without data security problems [107]. The blockchain architecture [93,94]
is the one that will strengthen the importance of using smart contracts in the development
of transactions between the parties. These contracts are triggered by operations (agree-
ments) between the parties or are determined by sensors, actuators, or IoT tags [97]. So,
the blockchain and smart contracts are the ones that contribute to the transformation of
localities into smart cities, finding the optimal adequacy in the development of logistics,
energy, environment, water quality, health, etc. Some seminal results of the prospective
of blockchain on health care are summarized in Table 5, whereas its applications in other
smart city domains are summarized in Table 6.

Table 5. Summary of literature on blockchain for smart city health care system.

Reference Objectives Solutions/Results Advantages/Opportunities

[93] Smart village architecture Blockchain in healthcare Raising the standard of living of citizens

[94] Application of BC in the
health system

Implementation of BC in
healthcare

Data storage security, privacy, and
integrity in online consultation

[95] Application of BC technology
in the healthcare

How to apply BC technology
in health to monitor the
patient’s health

Real-time patient monitoring, efficient
data handling

[96] Public health in the smart
society

Prediction regarding the
health status of the population
using BC

Modernization of the healthcare system
with enhanced data integrity, security,
and privacy

[97] Development of a BC based
platform for healthcare

Model-based platform as a
solution for healthcare
information exchange

Enhanced privacy and security using a
combined approach based on off-chain
storage and on-chain verification

Table 6. Summary of literature on Blockchain for Smart City.

Reference Objectives Solutions/Results Advantages/Opportunities

[98] Green energy marketing Utilization of photovoltaic
parks

use of green energy, reduction of
pollution, sale of surplus energy, decrease
the production price

[99] Energy management Low-cost solution to the
energy system

Efficient trading, production quality,
capitalization of energy surplus

[100] Incorporation of green energy
in irrigation

Smart irrigation system based
on photovoltaic parks

Efficient trading, management, and
utilization of energy for irrigation
systems

[101] Scalable network of smart
cities with hybrid architecture

Development of a model for
real-time processing of the
edge nodes

Enhanced resiliency of the system

[102] Security issues for the smart
city

Blockchain utility in smart
communities

An in-depth survey covering various
perspectives of blockchain in smart cities

[103] Social issues
Solving social solutions
through blockchain
application

Applications and research opportunities
in the paradigm of a smart city using BC

[104] Supply chain data
management

Implementation of salient
features of BC, viz.,
immutability, transparency,
decentralization, etc., to
improve the efficacy of supply
chain management in the
industry

BC chain-based food traceability system
as a case study with the deployment of
BC in order to enhance the efficacy of
supply chain management in the
industry
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Table 6. Cont.

Reference Objectives Solutions/Results Advantages/Opportunities

[105] Models and applications with
secure transactions

Through surveys, they
identified research
opportunities

Creating new applications and
interoperability between models

[106] Carbon emissions monitoring A three-step blockchain that
uses smart contracting

Enhanced security with advanced
features

[107] Efficient urban mobility Traffic decongestion Data transparency, immutability for
enhanced resilient traffic management

[108] Augmented democracy Involvement of citizens in
decision making

Determination in real-time of the persons
participating in the elections of the
citizens in a decentralized and
confidential way

[109] Synergy of IoT and BC Use of multilayer blockchain
The technology used ensures the
competitive efficiency of cryptographic
security and confidentiality

[110] BC for industrial IoT

Improving the performance of
industrial IoT devices by
minimizing unfair,
permissioned BC

Development of novel algorithms
considering waiting time for packing of
permissioned BC data

3.6.2. Architecture of Blockchain for SCs

The prospects of the IoT determine the smart city architecture, the multitude of sensors
and smart objects that help collect data collected from public infrastructure, public access to
data, increasing the quality of services and costs of environmental protection, and economic
development. The general architecture of blockchain for SCs is shown in Figure 18.
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Using the same blockchain network for all the services in the smart city is not feasible.
Therefore, multiple blockchain networks have to be used depending on the size of the
city and the nature of smart services provided. Each blockchain network may cater to
the requirements of a single service. Smart devices, i.e., smart transport vehicles, smart
sensors in homes, smart monitoring devices in hospitals, etc., generate data that is put into
a blockchain related to its service. Proper protocols and blockchain frameworks will be
needed to ensure the smooth operation of the services.

3.6.3. Challenges for Blockchain for SCs

SC has many different entities. The blockchain network used by the SCs’ various
entities varies with the application type. These applications have diverse requirements.
For example, in the case of smart transportation, the devices are changing their locations,
and in the case of smart lighting, the devices are static. The blockchain architecture
must be planned according to the nature of the application. Additionally, the entities are
spread over a large geographical area, and to meet the criterion for real-time analysis,
the blockchain must be fast and secure. Additionally, interoperability between different
blockchain networks in the SC is a challenge.

3.7. Blockchain for Energy Management System

Developing and implementing the distributed system, both in production and con-
sumption and energy marketing, brought new benefits to producers and consumers. More-
over, the increasing energy use from wind turbines and photovoltaic panels necessitated
changing the energy market’s architecture and secure energy transactions. Blockchain
technology can be used for this purpose.

3.7.1. Architecture of Blockchain for Energy Management System

The blockchain has enormous potential in the transaction related to energy marketing.
EMS aims to ensure reliable energy trading in real-time, including all energy market entities
such as generation systems (both renewable energy sources and non-renewable energy
sources), customer systems, grid operators, etc. The blockchain architecture for EMS is
shown in Figure 19.
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The SG envisioned integrating renewable energy sources with conventional energy
sources as generation sources. On the consumer side, there are individual homes, residential
buildings, offices, market complexes, etc. In addition to these, the EV charging stations
also fall in the consumer domain of the SG. However, the consumer domain entities act
not only as the electricity consumer but also as the electricity producer. Such consumers
can be referred to as prosumers. When surplus electricity is available at prosumers, it is
contributed to reducing the burden on the generation system.

On the one hand, it reduces the burden of the generation system, but on the other
hand, it becomes vital to monitor the energy trading between users. Additionally, security
and privacy in the energy trading market are equally important. To achieve this objective,
blockchain can be integrated into the EMS.

The blockchain aims to integrate all domains of the SG, such as the generation system,
operation system, the consumer system, regulator, and control center, using the blockchain
network as shown in Figure 19. The blockchain-based EMS ensures the security and
privacy of energy transactions through its distributed approach, interoperability, and smart
contracts. The private blockchain can implement data permissions and selective consortium
access to ensure security and privacy in energy trading. Due to distributed approach,
blockchain-based EMS augments the transparency without compromising privacy in peer-
to-peer energy trading.

3.7.2. A Panoramic Overview of Blockchain for EMS

The research on blockchain for EMS is gaining momentum and has been discussed in
many recent works. As the amount of energy increases in trading, the greater the difficulties.
So, this trading system needs to be controlled very carefully. An online energy transaction
management model was proposed in ref. [111] where users can obtain information on their
own trading and consumption through energetic transaction. For the transaction to be
secure and fast, a payment plan was proposed based on the loan’s value. Jiawei Yang
et al., in ref. [112], propose a public pricing scheme based on the blockchain. The price
is influenced by the share borne by the miners who are taxed with a part of the income
for the power losses. The smart contract was created, although the testing was conducted
with only 27 prosumers. The biggest problem when we talk about the price of energy in
the trading process by using the blockchain is the high energy consumption used by this
technology, which was resolved in ref. [113].

The security challenge was dealt with by Yi Zhang et al. in ref. [114] for users and
energy flow. In ref. [115], S.N.G. Gourisetti et al. proposed an energy market framework
using the online double auction. The authors explain the benefits and usefulness of
blockchain technology and its use for transactional energy. The prognosis is that this
technology and the implementation of smart contracts in stages can minimize and eliminate
the challenge elements in key and certificate management. The authors stated that they
expect that lower energy consumption will be achieved if users are more receptive.

Blockchain technology has allowed smart meters with enhanced security and privacy
features. Further, a platform to monitor the energy generated from renewable sources by storing
and trading energy between residents and network services of users was proposed in ref. [116].
The possibility of trading renewable energy generated by private producers using blockchain
technology was shown in ref. [117]. The authors offer a high scalability solution based on
smart contracts, which will not harm the decentralized system and data security. The costs of
transactions made in this way will be lower compared with current blockchain costs. A cloud
services platform for energy trading was proposed in ref. [118] by Lei Wang et al. Both users
and suppliers participated in the platform, and the intelligent contract for trading between
the parties was created. Antchain is used to make smart contracts, trade, and use the services
offered by the cloud. The evolution over time of blockchain technology in the energy trading
sector and the issues that stop the application of this technology were presented in ref. [119]. In
ref. [120], the authors present the blockchain used by customers to pay for energy consumption.
Some seminal work in this direction is comprehensively analyzed in Table 7.
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Table 7. Summary of works on blockchain for EMS applications.

Reference Subdomain Objectives Solutions/Results Technologies Advantages/Opportunities Challenges

[111] Secure energy
transaction

Securing and
controlling risks in
energy transactions

Online transaction
management is

followed;
Trading model;
Smart contracts;
Calculation of
payment rates.

Blockchain
Real-time verification of

individual consumer
transactions.

System security with:
proxy re-encryption and

homomorphic encryption;
Improvement
credit trading
management.

[112] Energy price
Establishing the
public price of
traded energy

Trading with elecoin Blockchain Supervision of transactions
by network members.

The power supply system
should be extended to

applications.

[113]

Blockchain
performance.

Blockchain-based
virtual electricity

generation

Decreasing the cost
of electricity to

supply the process
during the

operation of the
blockchain.

Reduction of energy
consumption

during the mining
process.

Blockchain
Solutions to increase the
energy efficiency of the

technology

Applying and deepening
the study of the reduction

of energy consumption
consumed by the network.

[114] Smart contract
trading

Securing energy
flow and users.

Value calculation
according to users

and producers
divided according
to certain criteria

(diversity).

Blockchain

Differentiated tariffs taking
into account a classification
of producers and consumers

respectively.

Classifying users and
establishing quotas

according to the green
energy produced and

consumption;
The approach methods for

energy production to be
planned according to the
real conditions have not

been studied;
Improving the smart

contract system.

[115] Energy market Energy architecture
objectives.

Stage
implementation of

smart contracts.
Blockchain Increased security.

Key and certificate
management.

Coverage in a larger area of
more general

market/industry.

[116] Energy trading Energy trading
between residents

Decentralized
optimization

algorithm, energy
distribution

according to a
predetermined

program for energy
trading to the user

network.

Blockchain Efficient trading without
decentralized intermediaries.

Improving energy
management.

The platform will be tested
on a larger community of
residents, by improving

the algorithm.

[117] Renewable energy Energy trading A blockchain
scalability solution. Blockchain Low transaction costs.

Development and
widespread use of

blockchain energy trading.

[118] Smart contract
Cloud services

platform design for
energy

Realization of the
trading platform
with intelligent

contract.

Blockchain Trading without
intermediaries

Improving cloud services,
adding value

green certificate, energy
storage and other services,

application and early
service in the integrated

energy market

[119]
Blockchain

evolution and
challenges

The widespread use
of blockchain

technology in the
energy trading

process.

Use of the
decentralized

system;
Smart contract.

Blockchain Trading through a secure
decentralized system.

Secure, decentralized
energy development

[120]

Energy
management-

household
consumers

Energy trading
management

between customers.

Use of electric
power inverters in

the network;
Energy-saving

technique testing.

Blockchain

Distributes energy from one
home user to another within
the decentralized network;

Management performed for
the purpose of energy

distribution planning for the
client;

Communication networks
are independent.

Energy network
development.

[121] Energy trading in
microgrids

Beneficial energy
trading.

Interactive double
auction and
blockchain
technology

Blockchain
Lower price set by consensus

of both producers and
buyers.

Controlling the marketing
of the amount of energy

produced.
Study the problems that
occur when a network

node has problems.

[122] Energy transaction Shared network
study

Trading platform.
Encouraging the
use of renewable

energy

Blockchain
Blockchain with distributed

trading energy storage, is
efficient and reliable.

High flexibility and
security of the power

system and subsequent
exploration to be done

together.
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4. Blockchain for Cybersecurity in SG

The immediate need to incorporate renewable energy sources has necessitated consid-
ering a more diversified and distributed structure for the SG. This objective was achieved
through distributed generation system and DER [123]. However, this has increased the
complexity of the SG. Further, the SG’s complex infrastructure comprises several devices
such as the PMUs, smart meters, home automation sensors, remote terminal unit, spanning
generation, transmission, distribution, customer, operation, marketing, and utility domains,
etc. [124]. Situational awareness is vital to ensure the resiliency of such a marvelous SG
infrastructure. The communication infrastructure and the communication protocols needed
to support these applications vary. The core of the communication network is a wide area
network (WAN). In addition to this, there exist other types of communication networks
such as local area networks (LAN), home area networks (HAN), wireless sensor networks
(WSN), neighborhood area networks (NAN), etc. These communication networks mostly
use TCP/IP protocol suite for data communication. TCP/IP is not a secure protocol. Hence,
the communication network of the SG applications can be easily attacked by exploiting
its vulnerability. Despite the basic security measures such as firewall, intrusion detection,
encryption, authentication, etc., which are already implemented in the SG, though it is still
vulnerable to several cyber-attacks. An excellent survey on various detection algorithms
was provided on false data injection in ref. [125].

The SG is a typical cyber-physical system [126]. As a cyber-physical system, cyberse-
curity is a vital parameter with three features: availability, confidentiality, and integrity.
Availability is characterized as the property in which all data are available promptly. The
cyberattack can compromise availability by blocking, delaying, and corrupting the data or
even losing the data. The impact of cyber-attack on the availability of SG applications is
huge. Confidentiality is characterized as the property of the system to protect the privacy
and proprietary information from unauthorized access. The cyberattack on confidentiality
can compromise the privacy and proprietary information of the SG application. Such inci-
dents can grant illegal access to the application by stealing password-related information,
causing enormous loss to the operation of the application. Integrity is characterized as
the application’s property to protect the system from unauthorized access to avoid any
modification, alternation, and destruction of the data. The cyberattacks on integrity can
modify the data to configure the application, resulting in an enormous loss. For example,
the modification data can lead to misconfiguration of the sensors leading to failure of the
SG application.

Blockchain is a distributed ledger that is immutable and does not depend upon any
third party for its execution. This makes blockchain a secure method for data transactions
and thus plays a vital role in SG applications. The blockchain can explicitly be used to
mitigate the cyberattacks to strengthen the SG application’s security. Among the differ-
ent blockchains, the public blockchain is highly secure compared with the consortium
and private blockchain due to the nature of the members and the consensus mechanism.
The members of the public blockchain can be anonymous, whereas only the trusted nodes
can be members of the consortium and private blockchains. The consensus mechanism
followed in the public blockchain is proof-of-work, whereas multi-party voting in the con-
sortium blockchain and strictly pre-approved nodes in the private blockchain are followed
as a consensus mechanism. However, computational complexity is very high in the public
blockchain. Thus, when security threats are fewer, and computation complexity is low, con-
sortium and private blockchains are preferable to the public blockchain. The architecture
of the blockchain for cybersecurity in SG applications is shown in Figure 20.
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The smart devices generate data communicated to the blockchain network server
using the TCP/IP protocol. If the devices are computationally powerful, the hashing of the
data and its encryption can be performed at the device itself, thereby creating the block,
which is then placed into the blockchain network. This is the most secure architecture, as
any data tampering after it leaves the device results in a change in the has function, leading
to the invalidation of the block. However, this puts much computational pressure on the
end devices, which are already over-burdened by other tasks. The other alternative is to
send the data to the servers/nodes in the blockchain using TCP/IP and generate the blocks
in the blockchain. This is less secure, but it is not a computationally powerful smart devices.
In the latter case, using private and public keys for extra authentication can be beneficial.
This architecture envisions maximizing the security since all participants in the consortium
blockchain are trusted, and the consensus mechanism is based on multi-party voting with
no scope for anonymity. The administrative and management authorities select the member
nodes acting as miners for the consortium and private blockchain. Next, the works related
to blockchain for SG cybersecurity are comprehensively summarized in Table 8.

Table 8. Summary of works on blockchain for SG cybersecurity.

Reference SG Application Summary

[127] AMI A quantum key distribution-based secure key transmission is proposed for increasing the
security of smart meters against cyber-attacks

[128] Applicable to all A multi-layer protocol is proposed to enhance the cyber-security of SG applications.

[81] EMS and MG A blockchain framework for P2P energy transactions is proposed, using a novel
consensus algorithm for enhanced cyber security.

[129] EMS and MG A novel blockchain hyperledger is proposed for secure transactions on energy
distribution.

[130] MGs A master-slave mechanism is proposed to protect the data against malicious attacks.

[131] EMS A novel rewarding scheme is presented for network security. Additionally, smart
contracts are used for safe data storage.
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Blockchain technology for SG applications is still in the research phase and is gradually
finding practical utility. Secure mechanisms are needed that can be implemented at the
device level before the data leave the device. These mechanisms should be light and can be
implemented in real-time.

5. Conclusions

SG is evolving with the developments in storage and computational technologies.
One such technology that can potentially transform the transactions amongst the various
entities of the SG is the blockchain. The blockchain offers a decentralized and secure means
of authorizing transactions, removing the need for a centralized authority. Despite its
tremendous application in other domains, it has been underutilized for SG applications.
This paper reviewed blockchain technology from a utility perspective for SG applications.
General architectures were proposed for the important SG applications and identified chal-
lenges. The review is expected to enhance the research on developing novel technologies to
meet the requirements of practical SG applications.

The blockchain-based applications are still in the nascent stage from various per-
spectives, which are seen as future research problems. Many SG applications operate in
real-time, and the blockchain should not overburden the applications. The resource re-
quirements for computation are a major challenge in blockchain-based systems. Blockchain
must be developed to work on a lighter framework while retaining its security features.
Additionally, regulatory bodies have to develop standardization procedures to make this
technology interoperable and popular. Some of these research problems can be solved in
the future, thoroughly revolutionizing blockchain-based applications.
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Abstract: Reducing the number of components of power electronic converters has been an important
research topic over the past few decades. This paper introduces a new structure for a multi-level
inverter based on reduced switch basic modules. The proposed basic module requires fewer switches
and auxiliary devices. In addition, a lesser number of on-state switches for the synthesis of each
voltage level results in less conduction losses, which enhances the converter efficiency. The proposed
structure is capable of being implemented in both symmetrical and asymmetrical topologies. This
is a merit feature for the proposed topology, which produces high voltage levels with a limited
number of elements. The proposed structure is controlled using the fundamental frequency control
scheme. The proposed basic module consists of six unidirectional switches and five DC voltage
sources, generating five positive voltage levels. The performance of the recommended topology is
analyzed from the various circuitry parameters, and a comprehensive comparison carried out with
similar recent structures. The presented comparison reveals the advantage of the recommended
inverter from different aspects of the circuitry parameters. The suggested structure is simulated using
Matlab/Simulink software, and its performance is validated using a laboratory prototype. The results
are reported for various steady-state and dynamic conditions.

Keywords: multi-level inverter; reduced switch basic modules; efficiency

1. Introduction

Multi-level inverters are widely used in various applications due to their various
features, such as low dv/dt stress, modularity, and high-power quality. In high voltage
applications, equipment with low and medium voltage levels is often used [1]. Multi-
level inverters are usually utilized in high power quality [2], FACTS devices [3], electric
vehicles [4], variable speed drives [5], smart grids [6], high voltage applications [7], etc.
The traditional multi-level inverters are segmented into three primary categories, which
include Diode Clamped Multi-Level Inverter (DC-MLI) or Neutral Point Clamped Multi-
Level Inverters (NPC-MLI), Flying Capacitor Multi-Level Inverter (FC-MLI), and Cascade
H-Bridge Multi-Level Inverters (CHB-MLI) [8,9]. From the number of circuitry components
view, the DC-MLI structure requires multiple diodes if the number of levels increases,
making circuit control complex and tedious [1]. In the FC-MLI structure, the voltage
balance problem of the capacitors can be solved by using additional switching modes.
However, the number of passive components will increase which will be a threat to the
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reliability of the converter [10]. The CHB-MLI structure is modular and relatively simple
compared to the other two topologies. Besides, it does not need additional circuits to match
the voltage, but instead uses several isolated DC sources [11]. Despite the simplicity and
modularity of CHB-MLIs, adding one module increases four switches and related devices.
The need for more circuit devices in the classic topologies of multi-level inverters is a
research motivation for new topologies by reducing the number of devices [12].

An advanced configuration was represented in [13] for a symmetrical voltage source
multi-level inverter that the high voltage levels are synthesized by extending basic cells.
This structure has fewer switches compared to the cascaded H-bridge inverter. However,
the number of switches in this topology is still high. In [14], a sub-multi-level structure is
introduced, and its cascaded structure was investigated, which requires many switches
and drivers. In [14,15], a six-switch H-bridge configuration was utilized for an incremental
combination of DC voltage sources. To generalize the voltage levels of this structure, bidi-
rectional switches are considered on both sides of the basic structure. These structures also
require a large number of switches. In [16], an extended cascaded structure is introduced,
which was based on a basic module and level booster circuit. The number of power elec-
tronic devices is high in this structure. An improved symmetric generalized topology was
introduced in [17]. This topology consists of two parts, the Level Generation Unit (LGU)
and the Polarity Generation Unit (PGU), which uses bidirectional switches. This structure
requires a high number of switches, and also the total blocking voltage is significant. In [18],
a multi-level cascaded inverter structure was introduced with a new design in symmetrical
and asymmetrical topologies, where the number of switches is relatively high. In [19],
a bidirectional cascaded multi-level inverter topology was reported, where can operate
in symmetrical and asymmetrical modes. This structure was designed by improving the
other two structures, which have fewer switches. However, in this inverter, the number of
switches and the blocking voltage are also high. In [20], a multi-level inverter for dynamic
loads was suggested, which provides two separate structures for symmetrical and asym-
metrical topologies. Its symmetrical structure consists of an advanced cascaded H-bridge
with many semiconductors. The reference [21] introduces a symmetrical modular multi-
level topology with a relatively low number of switches. However, the voltage sources
number in this structure is a high value. The reference [22] introduced a switch-ladder
structure for a new multi-level converter. This structure was implemented symmetrically
and asymmetrically using unidirectional and bidirectional switches. A diode-containing
bidirectional structure for a multi-level inverter was reported in [23], which solves the
voltage spike problem in such diode-based structures. However, this structure uses a
current sensor to realize the current polarity, complicating the control scheme. Also, a gen-
eralized diode-containing bidirectional structure for multi-level inverters was represented
in [24]. This structure solved the current sensor problem in [23] yet has many switches and
considerable blocking voltage. In [25], a modified K-type multi-level inverter structure
was reported, utilizing the cascading method to generalize to higher voltage levels. This
structure requires eight unidirectional switches to produce seven levels, while the number
of switches is not small. A Cross-Switched T-Type (CT-Type) was presented in [26], which
used a T-type inverter embedded on either side of the structure to yield more voltage levels.
This inverter can operate symmetrically or asymmetrically, while the number of switches
was not reduced.

This paper develops a novel configuration for multi-level inverters with symmetrical
and asymmetrical topologies. Fewer power electronic devices and fewer switches in the
current path of different voltage levels are the main design goals of the recommended
topology. These goals make the suggested inverter useful for different applications. The
main features of the proposed structure are as follows.

1. The proposed basic module has a lesser number of switches, which by generalizing
the basic module, the proposed extended structure is realized.
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2. As the number of switches decreases, the axillary circuit number of devices, including
the number of gate drivers, snubber circuits, heat sinks, etc., decreases as well, which
reduces the cost and volume of the suggested inverter.

3. The voltage stress of the recommended basic module switches is low.
4. The maximum number of conducting switches in the current path of each voltage

level is low for the proposed structure. Thus, the switches total conduction losses are
reduced and the efficiency increased.

The rest of this paper is organized as follows. Section 2 presents the configuration of
the suggested MLI converter and its functionality. Section 3 compares the recommended
structure with other topologies in terms of circuitry parameters, including switches and
gate driver’s number, and total standing voltage (TSV) for different voltage levels. Section 4
presents the mathematical equations and simulations related to losses and efficiency. The
analysis of the simulation and laboratory results is reported in Section 5, and finally, the
conclusions are presented in Section 6.

2. Suggested Structure
2.1. The Reduced Switch Basic Module

The proposed reduced switch basic module (RSBM) is depicted in Figure 1. It consists
of five DC sources and six semiconductor switches along with their anti-parallel diodes.
The proposed reduced switch basic module is responsible for producing positive levels.
The switches (S1, S1), (S2, S2), (S3, S3) of the proposed RSBM operate complementarily. In
other words, the conducting switches in the current path of any voltage level are always
half of the total switches of the suggested RSBM. The recommended RSBM can produce
five positive voltage levels.

Figure 1. (a) The suggested RSBM, (b) Vout = 0, (c) Vout = Vdc, (d) Vout = 2Vdc, (e) Vout = 3Vdc,
(f) Vout = 4Vdc, (g) Vout = 5Vdc.
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The reduced switch basic module consists of three switches S1, S2, S3, and their
complementary pairs. According to Figure 1, if the switches S1, S3 are turned on, the
output voltage 0 is generated, and if the switch S3 is turned on, the first voltage level is
produced. To generate the second voltage level, the switches S1, S2, S3 are turned on, and
switches S2, S3 are turned on to generate the third voltage level. The RSBM also generates
the fourth voltage level when the switches S1, S2 are turned on, and the fifth voltage level
is generated when the switch S2 is turned on. Table 1 demonstrates the switching pattern
of the suggested basic module to produce voltage levels. In this table, 1 means on-state,
and 0 means off-state for switches. Naturally, complementary switches behave inversely
with the main switches.

Table 1. The switching logic of the RSBM.

S1 S2 S3 Vout

1 0 1 0

0 0 1 Vdc

1 1 1 2Vdc

0 1 1 3Vdc

1 1 0 4Vdc

0 1 0 5Vdc

2.2. Blocking Voltage of the Proposed Reduced Switch Basic Module

Maximum blocking voltage (MBV) indicates the peak voltage across the off-state
switch. Considering the MBV of all switches of the converter, the total blocking voltage
(TBV) for the converter is obtained, which can be expressed as follows:

TBV = ∑
Switches

MBV (1)

The MBV and TBV parameters are an important challenge for multi-level inverters.
The parameter MBV is the most important in selecting the voltage rating of switches. The
price of the switches is proportional to their allowable voltage rating. Therefore, the lower
the MBV value of the converter switches, the lower the total cost. The MBV value for each
switch of the proposed basic module is given in the following relations.

S1 = S1 = Vdc (2)

S2 = S2 = S3 = S3 = 2 Vdc (3)

The MBV relations of the proposed RSBM reveal that this basic unit can generate five
voltage levels using low-voltage rating switches.

2.3. The Proposed Generalized Inverter Structure

The proposed reduced switch basic module can generate only positive voltage levels.
So, a structure must generate positive and negative voltage polarity. The H-bridge module
can be used for this purpose. Figure 2 displays the proposed multi-level inverter structure.
According to this figure, the proposed structure consists of two parts. The first part is
related to the level generator, and the second part is related to the polarity generator. In the
proposed multi-level inverter, the reduced switch basic modules are connected in series and
form the level generator. All switches of the proposed structure operate complementarily.
This means that only half of the switches are in on-state at any output voltage level. In other
words, the low number of on-state switches reduces the conduction losses of the switches.
The size of voltage sources in the RSBMs can be designed and adjusted both symmetrically
and asymmetrically.
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Figure 2. The proposed generalized inverter structure.

In a symmetric topology, the size of voltage sources of the RSBMs is equal. If the
voltage source size of the RSBMs is assumed to be Vdc, the following relations provide the
various parameters of the proposed multi-level inverter in the symmetric topology.

V0 = V1 = V2 = . . . = Vj = Vdc (4)

NL= 11j + 1 (5)

NIGBT = NS = 6j + 4 (6)

NGD = 6j + 4 (7)

TBV = 30j × Vdc (8)

In the above relations, j shows number of RSBMs, Vj shows the size of the voltage
sources of the jth basic module, NL shows the number of output voltage levels that can
be synthesized by the topology, NIGBT, and NS show the number of IGBT and switches,
respectively. Since the bidirectional switch is not utilized in the structure, the number of
switches and IGBTs are equal. NGD shows the number of gate drivers, and the TBV shows
the total blocking voltage by the switches of the structure.

In an asymmetric topology, voltage source sizes can have different values using various
algorithms. Table 2 presents the allowable algorithms for the size of voltage sources in
asymmetric topology, where j represents the jth RSBM.

Table 2. Proposed algorithms for asymmetric topology voltage source size.

Proposed Algorithm Magnitude of dc Voltage Sources NIGBT NL ND

1st proposed algorithm V0 = V1 = V, V2 = . . . = Vj = 2Vdc 6j + 4 20j + 11 6j + 4

2nd proposed algorithm V0 = V1 = Vdc, V2 = 2Vdc, Vj = 2Vj−1 6j + 4 10Vj + 10Vj−1 + . . . + 11V1 + 1 6j + 4

3rd proposed algorithm V0 = V1 = Vdc, V2 = 3Vdc, Vj = 3Vj−1 6j + 4 10Vj + 10Vj−1 + . . . + 11V1 + 1 6j + 4

4th proposed algorithm V0 = V1 = Vdc, V2 = 6Vdc, Vj = 6Vj−1 6j + 4 10Vj + 10Vj−1 + . . . + 11V1 + 1 6j + 4

2.4. The Proposed Multi-Level Inverter Structure

The structure shown in Figure 2 with a reduced switch basic module is assumed to be
the basic cell. By connecting these cells in series, the cascaded structure of the proposed
topology is realized. Figure 3 shows the proposed cascaded topology with n basic cells. The
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cascading method is also a method for generalizing the proposed structure to achieve high
voltage levels by using a small number of sources. In addition, in the cascaded topology,
the voltage range of H-bridge switches is limited, and it is possible to achieve medium
and even high voltage and power levels using limited Maximum Voltage Blocking (MBV)
switches.

Figure 3. The proposed cascaded topology.
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In the cascaded topology, the output voltage (VL) is obtained from the output voltage
of the multiple basic cells:

VL = Vout,1 + Vout,2 + . . . + Vout,n (9)

In the cascaded topology, different algorithms can be used to generate voltage levels.
The cascaded topology can be implemented with the following algorithm.

In this algorithm, the voltage value of independent voltage sources is determined as
follows:

V1 = Vdc, V2 = 11Vdc , Vn = 5Vn−1 + 5Vn−2 + . . . + 5V1 + Vdc (10)

In the main structure shown in Figure 2, the voltage sources simply have an incre-
mental combination. However, the voltage sources in the cascaded topology, in addition
to incremental combination, can also have a decreasing combination, which leads to a
significant increase in the number of output voltage levels. The number of voltage levels,
the number of IGBTs, and the number of drivers for the cascaded topology are presented in
the following equations.

NL = 2(5V1 + 5V2 + . . . + 5Vn) + 1 (11)

NIGBT = NS = 10n (12)

ND = 10n (13)

where n represents the number of basic cells.
One of the advantages of cascaded topology is the replacing capability for the basic

cells. If one of the basic cells is damaged, it can be taken out of the circuit, and the structure
will continue to work with fewer voltage levels.

3. Efficiency Calculation

In this section, the calculation and simulation of the conduction losses and switching
losses are presented to estimate the efficiency of an 11-level basic cell. The conduction losses
are divided into two parts: switch conductance losses and anti-parallel diode conduction
losses. A detailed analysis of the power losses of a power electronic converter is investigated
in the following.

3.1. Conduction Losses

Power electronic switches have conduction losses when conducting the current in
ON-state. The conduction losses of the switch and its anti-parallel diode is calculated by
the following equations:

Pc,S(t) = [VS,ON + RSiα(t)]i(t) (14)

Pc,D(t) = [VD,ON + RDi(t)]i(t) (15)

where S indicates the switch and D indicates the diode. The voltages vs. and VD are the
voltage drop across the switch and the anti-parallel diode in their conduction interval.
The resistors RS and RD represent the equivalent resistance of the switch and its anti-
parallel diode, i(t) is the current flowing through the switch and the anti-parallel diode
at the conduction moments. The parameter α is a switch constant that depends on the
switch specifications, which is introduced by the manufacturer in the switch datasheet.
The conduction losses are calculated from the sum of the conduction losses presented in
Equations (14) and (15). The amount of conduction losses of a multi-level inverter depends
on the number of switches conducted at different voltage levels. Considering NS as the
conducting number of switches and ND as the conducting anti-parallel diodes in a time
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interval, the average conduction losses of the converter in an output voltage period can be
represented by (16):

Pc =
1

2π

2π∫

0

[
NS(t)Pc,S(t) + ND(t)Pc,D(t)

]
d(t) (16)

3.2. Switching Losses

The switching losses are based on the energy losses due to the non-ideal switch
performance. The energy losses include switch ON and OFF losses calculated by
Equations (17) and (18):

EON,j =
tON∫
0

[v(t) i(t)]d(t)

=
tON∫
0

[(
VS,j
tON

)(
− I′

tON
(t− t

ON
)
)]

d(t) = 1
6 VS,j I′ tON

(17)

EOFF,j =
tOFF∫
0

[v(t) i(t)]d(t)

=
tOFF∫
0

[(
VS,j
tOFF

)(
− I

tOFF
(t− t

OFF
)
)]

d(t) = 1
6 VS,jItOFF

(18)

which EON,j and EOFF,j are the energy dissipation of the switch j at the moments of turning on
and off, tON and tOFF are the time intervals required to turn a switch on and off, respectively.
The parameters I and I′ are the current that passes through the switch before turning it off,
and after turning it on. VS,j is the reverse voltage across the switch after it is turned off. The
switching power losses of switches in an output voltage period can be written as follows:

Ps =
NS

∑
j=1




NON,j

∑
i=0

EON,ji +

NOFF,j

∑
i=0

EOFF,ji


 f (19)

which NON,j and NOEE,j are the number of times that switch turns on and off in a cycle, and
f is the output voltage frequency. Finally, the total losses are calculated by Equation (20):

PTotal = Pc + Ps (20)

To investigate the efficiency of the proposed 11-level basic cell, power losses on
proposed MLI at the output loads Z1 = 50 Ω, Z2 = 50 + j12.56 Ω, and Z3 = 50 + j25.12 Ω
are simulated with output voltage steps of 50 V. Figure 4a, b show the conduction and
switching power losses for all three types of the loads, respectively. Besides, the efficiency
and total losses are also displayed in Figure 4c. To compare the efficiency of the proposed
11-level structure, the efficiency curve for different output power is shown in Figure 5.

42



Sustainability 2022, 14, 5545

Figure 4. (a) Power losses and efficiency curves for the proposed 11-level basic cell topology at three
types of loads, (a) Conduction losses, (b) Switching losses, (c) Temperature of switches, (d) Efficiency
and total losses.
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Figure 5. Efficiency comparison of the proposed 11-level basic cell with other topologies. [A] Alishah
et al., 2021, [B] Jayabalan et al., 2017, [C] Ponraj et al., 2021.

4. Comparative Study

In this section, the proposed topology is compared with other recent topologies
presented in [13–31] to evaluate the validity and capability of the proposed MLI. For a fair
comparison of the structures, a graph of the number of switches to different voltage levels
is presented, and in addition, the NIGBT/NL ratio is calculated and presented in Table 3 for
the proposed basic module and the comparative structures. Moreover, Table 3 lists other
comparative parameters, including NIGBT (number of IGBTs), NGD (number of drivers), NL
(number of voltage levels synthesized by structure), NDC (number of DC voltage source),
TBV (total blocking voltage), ND (number of Diodes) and NIGBT, ON (number of conducting
IGBTs in each voltage level) for the proposed topology and other symmetric topologies.
According to this Table, the presented basic module utilizes fewer switches for various
voltage levels.

To fairly compare the number of IGBTs in the proposed structure with other structures,
a graph of the number of IGBTs relative to the number of voltage levels (NIGBT/NL) is
evaluated. This ratio also provides cost-effectiveness of structures. The larger this ratio,
the steeper the slope of the comparison curve, and the more IGBTs are used to achieve
higher output voltage levels. Furthermore, the smaller this ratio, the lower the slope of the
comparison curve, and the fewer IGBTs are required.

As shown in Figure 6a, using the proposed structure, a large number of voltage levels
can be achieved with a smaller number of IGBTs, which produces high-quality output
voltage with a smaller number of switches. Some structures use bidirectional common-
emitter switches, which makes the number of gate drivers different from the number of
IGBTs. For a fair comparison of the number of gate drivers of the proposed structure with
other structures, the ratio of the number of gate drivers to the number of voltage levels
(NGD/NL) is presented. Figure 6 demonstrates the (NIGBT/NL) and (NGD/NL) diagrams
for the proposed and other structures. As shown in Figure 6a, the proposed topology has
the lowest slope for (NIGBT/NL) diagram, which means the proposed structure utilizes
the lowest number of switches to generate different voltage levels. Figure 6b also shows
a comparison of the number of gate drivers, in which the proposed structure does not
have the lowest curve slope regarding the number of gate drivers since it has not utilized
a bidirectional switch. Nevertheless, the proposed structure still has a relatively good
condition regarding the number of gate drivers compared to most comparative structures.
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Table 3. Comparing the parameters of the proposed topology with other basic topologies.

NIGBT NGD NL NDC TBV(* Vdc) ND NIGBT,ON NIGBT/NL

[13] 10 10 9 4 22 0 5 1.11

[14] 12 10 9 4 24 0 7 1.33

[15] 12 9 7 3 18 0 7 1.71

[16] 10 10 7 3 20 0 5 1.42

[17] 10 7 7 3 21 1 4 1.42

[18] 8 7 7 3 14 0 4 1.14

[19] 8 7 7 3 18 0 4 1.14

[20] 5 5 3 2 9 4 2 1.66

[21] 6 6 7 4 12 0 3 0.85

[22] 12 10 9 4 24 0 7 1.33

[23] 11 10 11 5 31 1 5 1

[24] 11 10 11 5 31 2 4 1

[25] 8 8 7 3 12 0 3 1.14

[26] 10 8 9 4 20 0 4 1.11

[27] 10 10 9 4 20 0 5 1.11

[28] 10 7 7 3 20 0 3 1.42

[29] 10 9 7 3 14 0 4 1.42

[30] 10 9 9 4 18 0 4 1.11

[31] 9 9 9 4 22 1 5 1
Proposed 10 10 13 5 30 0 5 0.77

* Indicates product symbol.

Figure 6. Cont.
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Figure 6. Comparative diagrams including: (a) NIGBT/NL, (b) NGD/NL. [A] Oskuee et al., 2015,
[B] Alishah et al., 2021, [C] Jayabalan et al., 2017, [D] Ponraj et al., 2021, [E] Peddapati 2020, [F] Sid-
dique et al., 2019, [G] Samsami et al., 2017, [H] Dhanamjayulu et al., 2017, [I] Gohari et al., 2019,
[J] Alishah et al., 2016, [K] Hosseinpour et al., 2020, [L] Hosseini Montazer et al., 2021, [M] Selvaraj
et al., 2020, [N] Meraj et al., 2019, [O] Ponraj et al., 2021, [P] Lee et al., 2017, [Q] Siddique et al., 2019,
[R] Ali 2018, [S] Seifi et al 2020.

The total blocking voltage (TBV), the sum of the maximum blocking voltage (MBV) of
the converter switches, is an essential parameter in comparing and evaluating structures
because the voltage rating of required IGBTs for the structure is determined based on
the MBV parameter, and the TBV parameter is directly related to the cost of the structure
switches. Here, for a fair comparison of the TBV value, a graph of the ratio of this parameter
to the number of output voltage levels (TBV/NL) is used, and this graph is plotted for
different topologies, as shown in Figure 7. As Figure 7 displays, the proposed structure
provides a relatively good TBV compared to other structures.

Figure 7. TBV/NL diagram for the proposed structure and other structures.* Indicates product
symbol. [A] Oskuee et al., 2015, [B] Alishah et al., 2021, [C] Jayabalan et al., 2017, [D] Ponraj et al.,
2021, [E] Peddapati 2020, [F] Siddique et al., 2019, [G] Samsami et al., 2017, [H] Dhanamjayulu et al.,
2017, [I] Gohari et al., 2019, [J] Alishah et al., 2016, [K] Hosseinpour et al., 2020, [L] Hosseini Montazer
et al., 2021, [M] Selvaraj et al., 2020, [N] Meraj et al., 2019, [O] Ponraj et al., 2021, [P] Lee et al., 2017,
[Q] Siddique et al., 2019, [R] Ali 2018, [S] Seifi et al., 2020.
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5. Simulation and Laboratory Results of the Proposed Structure

To investigate the performance of the proposed structure, a prototype containing two
RSBM is simulated, and a laboratory prototype is implemented. The proposed structure
containing two RSBM is investigated for the symmetric and asymmetric topologies. The
laboratory sample hardware includes MOSFET IRFP460 power switches. The ARDUINO
MEGA2560 microcontroller is used to generate gate pulses, which are isolated and amplified
to drive the switches using the TLP250 optocoupler. The laboratory prototype and related
instruments are shown in Figure 8.

Figure 8. (a) A laboratory prototype of the proposed structure, (b) The power circuit of proposed structure.

As it is known, multi-level inverter switching methods are classified into two cate-
gories according to the switching frequency, which can be low frequency or high frequency,
respectively. From the first class it can be mentioned the staircase switching, fundamental
frequency switching, active harmonic elimination, nearest level modulation (NLM) and
selective harmonic elimination (SHE) technique. The second class includes sinusoidal PWM
and space vector modulation (SVM) techniques. The modulation methods in both classes
can be easily adapted and implemented to the topology proposed in this paper. The NLM
method has been used to generate the switching pulses (see Figure 9a), using an integer
that is close to the nearest voltage level as the reference signal. For example, if the voltage
is in the range of 1.5 to 2.5, then the reference of 2Vdc will be generated. Figure 9b presents
the NLM operation. The switching frequency is not well-known in NLM method. But it
is low and is relatively near to output voltage frequency. The output voltage frequency is
considered 50 Hz.
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Figure 9. (a) NLM method, (b) The NLM operation.

In symmetric topology, the value of DC voltage sources is V0 = V1 = V2 = 6 V. First,
the inverter results for a purely resistive load Zload1 = 6.6 Ω are presented in Figure 10.
The peak output voltage of the inverter with 11 levels of 6 V steps results in 66 volts. The
peak load current, in this case, is 10A. The harmonic spectrum of the proposed topology
is presented in Figure 10c, highlighting that the total harmonic distortion (THD) is 3.25%,
with advantage in size and cost of the output filter.

Figure 10. The waveforms for resistive output load in symmetric topology, (a) laboratory sam-
ple voltage and current, (b) simulation voltage and current, (c) output voltage THD. * Indicates
product symbol.

Additionally, Figure 11 displays the results of the proposed structure in the case of
symmetric sources for a resistive-inductive load Zload2 = 6.6 + j4.71 Ω. The peak load
current in the case of R-L output load is 8.1 A, in which the inductance of the load filters,
the current, and the load current is obtained similar to a sine wave.
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Figure 11. Resistive-inductive load waveforms in symmetric topology, (a) laboratory sample voltage
and current, (b) simulation voltage and current. * Indicates product symbol.

To analyze and introduce the response of the proposed MLI in a dynamic situation,
the modulation index changes abruptly, and the system response is evaluated. It should
be noted that, this test is only open loop dynamic responses. As shown in Figure 12, for
this purpose, the modulation index is once changed from 1 to 0.65 according to Figure 12a,
and again according to Figure 12b, the modulation index is changed from 0.65 to 0.3. The
proper performance of the proposed multi-level inverter in dynamic conditions is visible
for changing the modulation index in Figure 12.

Figure 12. Voltage and current waveforms for changes of the modulation index: (a) from 1 to 0.65
and (b) from 0.65 to 0.3. * Indicates product symbol.
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The behavior of the proposed structure for a sudden change in load is evaluated as
well. For this purpose, the load changes abruptly from resistive-inductive to pure resistive.
Figure 13 illustrates inverter output voltage and current for a sudden change of the resistive-
inductive load Zload2 = 6.6 + j4.71 Ω to a purely resistive load Zload3 = 4 Ω. The proposed
structure performs well under dynamic load change conditions as well.

Figure 13. Voltage and current waveforms related to load’s dynamic change, (a) laboratory result,
(b) simulation result. * Indicates product symbol.

Figure 14 displays the blocking voltage for switches of the proposed structure in the
symmetric topology. Based on these curves, the maximum voltage across each switch is
determined. These diagrams confirm the correct operation of the proposed structure.

To evaluate the performance of multi-level inverter in asymmetric topology, the value
of DC voltage sources is selected based on the proposed fourth algorithm according to
Table 2 and assumed as V0 = V1 = 2 V, V2 = 12 V. The performance results of the proposed
multi-level inverter with asymmetric topology for a resistive-inductive load are presented
in Figure 15. The number of voltage steps increases from 11 levels in the symmetric topology
to 36 levels of 2 V steps in the asymmetric topology. In this case, the peak output voltage
results in 72 V. The peak load current equals 11.4 A in this condition. Figure 15b displays
the zoomed staircase waveform of the output voltage. The proper performance of the
proposed structure is clearly shown in this figure in the production of voltage steps. In
addition, the THD value is decreased from 3.26% in the symmetric topology to 1.01% in
the asymmetric topology. This THD value demonstrates that the asymmetric topology of
the suggested MLI can operate properly without any output filter, which results in more
reduction in overall size and cost.

Dynamic load testing is necessary to evaluate the capability of the proposed structure
in the application of electric motor drives. Based on the simulation results and laboratory
results of the prototype, it can be concluded that the performance of the proposed structure
is satisfactory, and the proposed topology provides a desirable performance.
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Figure 14. Blocking voltage of the proposed structure switches for symmetric topology.
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Figure 15. The waveforms of Proposed MLI in asymmetric topology (a) voltage and current,
(b) zoomed voltage, (c) output voltage THD. * Indicates product symbol.

6. Conclusions

In this paper, a novel configuration is proposed for multi-level voltage source inverters
to reduce the number of switches. The proposed structure uses a reduced switch basic
module to generate more output voltage levels. This structure is investigated for symmetric
and asymmetric topologies. The efficiency of the structure is presented for different loads
and compared with several other structures. The result is shown that the suggested inverter
has higher efficiency. Besides, the comparison in terms of circuit devices reveals that the
number of switches of the proposed structure is less than other reported structures. This
difference in the number of switches is clearly evident at higher levels, and the graph
slope of the number of switches to the number of levels is 0.6, which is less than other
structures. Also, the number of gate driver, as well as the TBV parameter are in good
situation and superior in comparison with most of similar structures. These results make
that the proposed structure has a low cost and size. The performance of the proposed
structure is confirmed by simulation and laboratory results. In the laboratory prototype,
different loading conditions, including resistive load, resistive-inductive load as well as
dynamic load, have been used to validate the proposed structure. Modulation index
change is also performed for the proposed structure. Results evaluation of simulations
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and laboratory samples, as well as the results of comparisons, indicate the appropriate
performance of the proposed structure.
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Abstract: This paper describes the model-free control approaches for permanent magnet-assisted
(PMa) synchronous reluctance motors (SynRMs) drive. The important improvement of the proposed
control technique is the ability to determine the behavior of the state-variable system during both
fixed-point and transient operations. The mathematical models of PMa-SynRM were firstly written
in a straightforward linear model form to show the known and unknown parts. Before, the proposed
controller, named here the intelligent proportional-integral (iPI), was applied as a control law to
fix some unavoidable modeling errors and uncertainties of the motor. Lastly, a dSPACE control
platform was used to realize the proposed control algorithm. A prototype 1-kW test bench based
on a PMa-SynRM machine was designed and realized in the laboratory to test the studied control
approach. The simulation using MATLAB/Simulink and experimental results revealed that the
proposed control achieved excellent results under transient operating conditions for the motor drive’s
cascaded control compared to traditional PI and model-based controls.

Keywords: electric vehicle; inverter; permanent magnet-assisted synchronous reluctance motor;
PMa-SynRM; model-free control; traction drive

1. Introduction

By the end of 2021, the demand for electrical traction machines, including battery
electric vehicles and hybrid electric vehicles (HEVs), surpassed two million units [1–4].
Electrical traction machines are also required to further develop more electric aircrafts
(MEAs) [5–7]. For these reasons, several state-of-the-art machines have been developed in
the last few years, such as synchronous reluctance motors (SynRMs) and especially perma-
nent magnet-assisted synchronous reluctance motors (PMa-SynRMs). PMa-SynRMs can
produce 75% of the torque of an interior permanent magnet synchronous motor (IPMSM)
for the same size and liquid cooling technology [8,9]. In addition, state-of-the-art modern
motors provide more desired characteristics for electric vehicle (EV) applications, in particu-
lar, high efficiency at low and high speeds. Therefore, PMa-SynRMs constitute a promising
choice for these applications. However, PMa-SynRMs have a much more complicated
structure, which affects the control system, and its model is strongly nonlinear. Therefore,
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traditional control, such as field-oriented control (FOC) based on a proportional-integral
(PI) controller, cannot accomplish high performance for all operating conditions of these
modern machines.

Furthermore, in EV applications, safety, energy saving, and soft driving are mandatory
and require improvement of the control performance of the motor drive system. Many
studies have been conducted in the last few years regarding SynRMs and PMa-SynRMs,
with special attention to machine design and optimization aspects. Multiple-flux barrier
rotors and transversely laminated rotors were reported. Rotor laminations are made by
traditional punching or wire cutting, resulting in easy and cheap construction [10,11].
Control characteristics have also been investigated [9,12,13]. In this regard, in the current
control of PMa-SynRM drive systems, the essential objective is to ensure that the stator
currents track the reference values with minimum errors in both transient and steady-state
conditions. To design a robust controller with acceptable tracking performance, all the
model-based control (MBC) approaches mentioned in the literature applied to PMa-SynRM
require extensive knowledge about the dynamics and the model of PMa-SynRM systems.
In addition, the MBC performance can be affected by unexpected dynamic variations of
the system and parametric uncertainty, which are very common phenomena in industrial
applications. To overcome the limitations of MBC approaches, some studies proposed
model predictive control (MPC) as an appropriate current control scheme for electric motors,
which ensures a fast dynamic and a remarkable safety factor [14–16]. This method’s concept
is based on predicting controlled variables in the next calculation step using the measured
variables and a mathematical model of the controlled system. Then, the predicted results
are analyzed using a cost function in terms of the difference between the desired trajectories
and real outputs of the system. Compared to the previously mentioned control techniques,
safety and fast dynamics are two remarkable features of the MPC method. Despite these
advantages, the performance of MPC highly depends on the correctness of the model, given
that a mathematical model is used in the prediction section [17]. When using the prediction
at each sampling time of the MPC algorithm, some additional mathematical calculations
are imported into the control algorithm.

Therefore, a control principle called model-free control (MFC) has been proposed
to address the limitations of the abovementioned MPC and MBC techniques. MFC, also
referred to as model-free tuning in the literature, uses a local linear approximation of the
process model, which is valid for a small time window, and a fast estimator, which is
employed to update the approximation [18,19]. The main advantage of MFC is that it
does not require the process model in the controller tuning. Few experiments have been
conducted on real-world control system structures concerning the tuning process. This
paper introduces MFC development to control both torque and speed control of PMa-
SynRMs. To verify the advantages of MFC, both simulations and experiments were carried
out under several conditions.

This paper is organized as follows. A model-free control and control law are briefly
introduced in Section 2. The main issues regarding the control of PMa-SynRMs, related
state-of-the-art studies, as well as mathematical models are reviewed in Section 3, with
a focus on MFC applied to PMa-SynRM drive systems. In Section 4, simulation and
experimental results are provided to demonstrate the advantages of the proposed MFC.
Sections 5 and 6 summarize and conclude the paper. A small-scale 1-kW test bench based
on a PMa-SynRM with ferrite magnets was implemented to confirm the high performance
of the designed control scheme in the laboratory [13].

2. Model-Free Control and Control Law (Brief Introduction)
2.1. Model-Free Control

The idea of model-free control accomplished for control system applications was
originally proposed by Fliess et al. [20,21]. Many industrial applications have significantly
changed with technology development and have become more complex. Accordingly,
modeling the dynamic and process of these applications using mathematical models
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becomes very difficult or at least time-consuming. In this case, using the MBC methods for
these kinds of applications will be impossible. Conversely, almost all industrial applications
generate and save a large number of process data that contain all the necessary information
related to the system’s operation. In this case, it is important to use these generated data,
obtained online/offline, directly for designing the controller or other purposes. In this way,
the model-free control (MFC) foundation is essential in controlling industrial applications.
So far, the types of the modern control system can be roughly categorized by MBC and
MFC, as in Figure 1.
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MFC is a control method that uses only the online data obtained from the controlled
system to design the controller, without the additional need for information about the
mathematical model or parameters of the studied system. Therefore, the MFC can be
applicable for all nonlinear systems with complex or unknown structures.

The principle of model-free control is briefly introduced next. A nonlinear system can
be described by a state-variable written as follows:

.
x = f (x, u)
y = h(x, u)

(1)

where
x = [x1, x2, . . . , xn]

T ; x ∈ Rn

u = [u1, u2, . . . , um]T ; u ∈ Rm

y = [y1, y2, . . . , ym]T ; y ∈ Rm
(2)

where x is the state variable, u is the control variable, y is the output variable, and n, m ε N.
According to Equation (2), the system described by Equation (1) is flat. A control law

of variable u can be expressed as follows [13]:

u = uref + ufeedback(ε) (3)

with ε = yref − y.
This control law is suitable for all systems with known parameters. However, if only

some system parameters can be identified or the system described by Equation (1) cannot
be identified, the controller needs to be modified as a partially-known model, replaced by a
model-free control as follows:

u =
α̂(y,

.
y,

..
y, . . . , y(n))

b
+

F
b

(4)

where α̂(
.
y)/b is a known system, and F denotes an unknown part of the system.

The difference between α̂(y,
.
y,

..
y, . . . , y(n)), α̂(

.
y), and

.
y is that the α̂(y,

.
y,

..
y, . . . , y(n)) is

the known part of the α(y,
.
y,

..
y, . . . , y(k)), the α̂(

.
y) is the only known part of the studied

system, and the
.
y is the differential of the known part, respectively.
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Alternatively, it can be rewritten and rearranged as a straightforward linear model as follows:

.
y = −F + b · u (5)

2.2. Control Law

Figure 2 represents the control law block diagram for the model-free control technique.
The control law is defined as follows:

u = uref + ufeedback(ε) +

_
F
b

(6)

where

uref =
α̂
(

yref,
.
yref,

..
yref, . . . y(β+1)

ref

)

b
(7)

and
_
F is the estimated value of F, which is expressed as follows:

_
F = b · u− .

y (8)

The function α̂ is a regular function [22,23].
The feedback term ufeedback can be described by applying the PI controller as follows:

ufeedback = Kp · ε + Ki ·
∫

εdt (9)

Substituting Equation (6) into Equation (5), and rearranging the expressions, Equation (5)
can be expressed as follows:

.
y = −F + b · uref + b · ufeedback(ε) +

_
F (10)
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2.3. Controller Design

The observation term purposes to afford an estimated signal
_
F so that

_
F → F as t→ ∞

(under global convergence assumption for the estimation). Consequently, Equation (10)
can be rewritten as follows:

.
y = b · uref + b · ufeedback(ε) (11)
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Consequently, Equation (11) describes the dynamic of the closed-loop control system.
By substituting Equation (9) into Equation (11) and rearranging, Equation (11) can be
expressed as follows:

d(yre f − y)
dt

+ b · Kp · ε + b · Ki

∫
εdt = 0 (12)

Referring to the control law displayed in Figure 2, the controller coefficients can
be determined using the following expression obtained by taking time derivation in
Equation (12):

..
ε + b · Kp ·

.
ε + b · Ki · ε = 0 (13)

Comparing Equation (13) to the 2nd order standard equation stated as follows:

..
q + 2 · ζ ·ωn ·

.
q + ω2

n · q = 0 (14)

the controller coefficients become:

Kp =
2 · ζ ·ωn

b
(15)

and

Ki =
ω2

n
b

(16)

where ζ and ωn are the tuning dominant damping ratio and natural frequency, respectively.
The gain b ∈ R is a non-physical constant parameter. Instead of α, the b is present

in this paper, as shown in (4). It was chosen by the practitioner or obtained by trials and
errors. F, which is continuously updated, subsumes the poor parts of the plant and the
various possible disturbances without distinguishing between them [24,25]

3. Applying Model-Free Control to PMa-SynRM Drive
3.1. Mathematic Model of PMa-SynRM/Inverter

A variable speed drive (VSD), which powers the PMa-SynRM under study, is shown
in Figure 3. Owing to the rotor geometries of the PMa-SynRM discussed in [26], the current
control strategies in the literature differ from those applied to PMSM. The rotor geometries
of PMa-SynRMs are given by the salient-pole, in which Ld > Lq. Its torque expression was
given by Equation (17). In this case, the id component should not be equal to zero to take
advantage of the reluctance torque produced by the high saliency ratio. Therefore, the
maximum torque per ampere (MTPA) control strategy was recommended for PMa-SynRMs.
The main idea of this control was to develop the requested torque using the minimum
value of the stator current magnitude:

Te = np
{

Ψm − (Ld − Lq)iq
}
· id (17)

The equations of a PMa-SynRM in the rotating dq reference frame and a mechanical
equation are expressed by a state-space representation as follows:




did
dt
diq
dt

dωm
dt




︸ ︷︷ ︸
.
x

=




{
−Rsid + ωe(Lqiq −Ψm)

}
/Ld(

−Rsiq −ωeLdid
)
/Lq[

np
{

Ψmid + (Ld − Lq)iqid
}
− Bfωm

]
/J




︸ ︷︷ ︸
f (x)

+




1
Ld

0 0
0 1

Lq
0

0 0 − 1
J




︸ ︷︷ ︸
B




vd
vq
TL




︸ ︷︷ ︸
u

y =




1 0 0
0 1 0
0 0 1




︸ ︷︷ ︸
C




id
iq

ωm




(18)
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3.2. Model-Free of Current and Speed Control Development

The control system of PMa-SynRMs proposed in this paper (Figure 4) had a case
cascade construction consisting of two loops (i.e., inner current control loop and outer
speed control loop). The inner current loop was much faster than the outer speed control
loop, such that the model-free control for the current control was developed first. By
defining u = [u1 u2]T = [vd vq]T, y = [y1 y2]T = [id iq]T, and rearranging the first and second
rows in Equation (18) in the form of Equation (5), the PMa-SynRM model is expressed as
follows:

did
dt = − Rsid

Ld
+

ωe(Lqiq−Ψm)
Ld

+ vd · 1
Ld

diq
dt = − Rsiq

Lq
− ωeLdid

Lq
+ vq · 1

Lq

(19)

According to the principle of the model-free as in [20,21], Equation (19) can be sepa-
rated to identify the known and unknown terms as follows. The known terms are

α̂1 =
.
y1
b1

= Ld
did
dt

α̂1 =
.
y2
b2

= Lq
diq
dt

(20)

and the unknown terms are

F1 =
{
−Rsid + ωe(Lqiq −Ψm)

}
· 1

Ld

F2 =
(
−Rsiq −ωeLdid

)
· 1

Lq

(21)

According to the control law (Figure 2), the first term of the model-free control for
inner current loop control is determined as follows:

u1ref =
.
y1ref
b1

= Ld
did
dt

u2ref =
.
y2ref
b2

= Lq
diq
dt

(22)

The estimation of unknown terms is expressed as follows:

_
F 1 = 1

Ld
u1 −

.
y1 = 1

Ld
vd − did

dt

_
F 2 = 1

Lq
u1 −

.
y2 = 1

Lq
vq − diq

dt

(23)
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The feedback terms of d- and q-axis current control are obtained as follows:

b1 · u1feedback = b1

(
Kpd · εd + Kid

∫
εddt

)

b2 · u2feedback = b2
(
Kpq · εq + Kiq

∫
εqdt

) (24)

Concerning the design procedure in the controller design, Equation (24) can be rewrit-
ten as follows: ..

εd + b1 · Kpd ·
.
εd + b1 · Kid · εd = 0

..
εq + b2 · Kpq ·

.
εq + b2 · Kiq · εd = 0

(25)

The controller coefficients Kpd, Kid, Kpq, and Kiq are determined as follows:

Kpd = 2ζ1ωn1
b1

, Kid =
ω2

n1
b1

Kpq = 2ζ1ωn1
b2

, Kiq =
ω2

n1
b2

(26)

The second model-free control for the outer speed control loop is developed here. The
output of the speed control loop provides the torque reference of the MTPA algorithm,
generating optimized d- and q-axis current references. Therefore, Te was chosen as a
control variable of the outer speed control loop, such that u3 = TeREF. Then, rewriting the
mechanical equation of the PMa-SynRM represented by the third row in Equation (18) in
the form of Equation (5) yields:

dωm

dt
=
(
−B f ·ωm − TL

)
· 1

J
+ Te ·

1
J

(27)

Separating this equation into the known and unknown terms, the known term is
expressed as follows:

α̂3 =

.
y3
b3

= J
dωm

dt
(28)

The unknown term is expressed as follows:

F3 =
(
−B f ωm − TL

)
· Kt

J
(29)

Each part of the model-free control for the outer speed control loop is defined according
to the following expression:

u3ref =

.
y3ref
b3

= J
dωm

dt
(30)

The estimation of the unknown term is expressed as follows:

_
F 3 =

Kt

J
u3 −

.
y3 =

1
J
· Te −

dωm

dt
(31)

b3u3feedback = b3

(
Kpω · εω + Kiω

∫
εωdt

)
(32)

Regarding the controller design procedure, Equation (32) can be rewritten as follows:

..
εω + b1 · Kpω ·

.
εω + b1 · Kiω · εω = 0 (33)

The controller coefficients Kpω and Kiω are determined as follows:

Kpω =
2ζ2ωn2

b3
, Kiω =

ω2
n2

b3
(34)
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where ζ2 and ωn2 are the desired dominant damping ratio and natural frequency of the
outer speed control loop, respectively.
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3.3. Trajectory Planning

Finally, as presented in Figure 2, desired trajectory planning must be implemented to
generate the input set-point yREF. A second order filter is often implemented to plan the
desired trajectory for the controlled output. It permits limiting the derivative terms in the
control law. The proposed trajectory planning for the two inner current control loops is
expressed as follows:

y1REF

y1COM
= 1

/{(
s

ωn3

)2
+

2ζ3

ωn3
s + 1

}
(35)

y2REF

y2COM
= 1

/{(
s

ωn3

)2
+

2ζ3

ωn3
s + 1

}
(36)

where ζ3 andωn3 are the tuning dominant damping ratio and natural frequency, respectively.
The trajectory planning of the outer speed loop is expressed as follows:

y3REF

y3COM
= 1

/{(
s

ωn4

)2
+

2ζ4

ωn4
s + 1

}
(37)

where ζ4 and ωn4 are the desired dominant damping ratio and natural frequency of the
speed loop trajectory planning, respectively.

4. Simulation and Experimental Validation of the Model-Free Control Applied
to PMa-SynRM
4.1. Experimental Setup

A small-scale test bench 1-KW relying on the prototype PMa-SynRM was conceived
in the laboratory, as shown in Figure 5. The prototype PMa-SynRM was supplied by a
3-kW 3-phase inverter (DC/AC) operating at a switching frequency of 16 kHz. Besides,
the input DC grid voltage of the inverter was fed by a three-phase variable power supply
combined with a three-phase diode rectifier. The PMa-SynRM was mechanically coupled
with an IPMSM (interior permanent magnet synchronous motor) feeding a resistive load
(see Figure 3). The measurements for the speed and rotor angle were acquired by a resolver
placed on the rotor shaft. The developed control scheme relying on the model-free control
was modeled in the Matlab/Simulink software, and then it was incorporated in the dSPACE
1202 MicroLabBox real-time interface to generate the gate control signals applied to the VSI.
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The main PMa-SynRM parameters are listed in Table 1, whereas the model-free controller
parameters are listed in Table 2.
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Table 1. Specifications and parameters of the motor/inverter.

Symbol Quantity Value

Prated Rated power 1 kW
nrated Rated speed 1350 rpm
Trated Rated torque 7.07 Nm

np Number of pole pairs 2
P.F. Power factor 0.80
Rs Resistance (motor + inverter) 3.2 Ω
Ld Nominal d-axis inductance 288 mH
Lq Nominal q-axis inductance 38 mH
J Equivalent inertia 0.017 kg m2

Bf Viscous friction coefficient 0.008 Nm s/rad
Ψm PMs flux linkage 0.138 Wb
f s Switching frequency 16 kHz

Vdc DC bus voltage 400 V

Table 2. Current/torque and speed regulation parameters.

Symbol Quantity Value

ζ1d Damping ratio 1 0.7
ωn1d Natural frequency 1 3000 Rad s−1

ζ1q Damping ratio 1 0.7 pu.
ωn1q Natural frequency 1 2000 Rad s−1

ζ2 Damping ratio 2 0.7
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Table 2. Cont.

Symbol Quantity Value

ωn2 Natural frequency 2 107.1419 Rad s−1

ζ3d Damping ratio 3 1
ωn3d Natural frequency 3 300 Rad s−1

ζ3q Damping ratio 3 1
ωn3q Natural frequency 3 200 Rad s−1

ζ4 Damping ratio 4 1
ωn4 Natural frequency 4 150 Rad s−1

Temax Maximum torque reference +6 Nm
Temin Minimum torque reference −6 Nm
Vdc DC bus voltage 400 V
f s Switching frequency 16 kHz

4.2. Simulations

The developed MFC algorithm for the PMa-SynRM drive was simulated under differ-
ent operation conditions before its implementation. Figure 6 shows the simulation results
of the set-point tracking d-axis inner loop current control response using the model-free
control. Interestingly, note that, during the transient response, the d-axis current tracked
the reference very well, and there was no steady-state error. The simulation conditions
were set as follows: for d-axis testing, the q-axis current command iqCOM was set to zero.
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Figure 7 shows the set-point tracking q-axis current control simulation results using the
model-free control. Note that the control performance was satisfactory, with good set-point
tracking and zero steady-state error. The simulation conditions were set as follows: during
q-axis testing, the d-axis command idCOM was set to zero, and the load was the rated one.
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Figure 7. Simulation results: Dynamic response of q-axis currents with the MFC applied to the
PMa-SynRM drive.

Another simulation result is depicted in Figure 8. It shows the drive response to a step
change on the speed reference from 0 to 1000 rpm. In this figure, Chs 1, 2, and 4 represent
the speed command nCOM, speed reference nREF, and measured speed n, respectively.
Chs 3, 5, and 6 represent the torque reference TeREF and the d- and q-axis currents id and
iq, and Chs 7 and 8 represent the d-axis voltage and q-axis voltage, respectively. The
parameters of the simulated drive are those of the test bench that will be later used for
experimental validation. They are reported in Section 4.1. The MFC was designed to keep
the torque within the range ±6 Nm. Note that the speed response was satisfactory with
small overshoot and without steady-state error.

Although no torque sensor was employed in the experimental setup, the torque
seemed to be limited to the allowed range. Moreover, iq and id were generated on the basis
of the MTPA algorithm discussed in [22].

Figure 9 shows the simulation of the disturbance rejection ability of the MFC applied to
the PMa-SynRM drive. In this figure, Ch 4 represents the measured speed n, Ch2 represents
the d-axis current id, Ch3 represents the q-axis current iq, and Ch1 represents the torque
reference TeREF. The simulation conditions were as follows: n = 1000 rpm; sudden increase
of 3.7 Nm on the load torque TL at 0.3 s; and subsequent clearance of the load torque at 0.7 s.
Note that, under the action of the proposed model-free control, when the load changed
suddenly, the motor speed deviated slightly from its set-point, but it recovered very quickly.
Figure 9 also shows the disturbance rejection capability of the MFC. As a result, the speed
control performance was significantly improved, confirming the feasibility of the proposed
MFC for this application.
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number of the MFC controller.
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4.3. Experimental Validation of PMa-SynRM Drive Based on Model-Free Control

The designed MFC for the PMa-SynRM drive was experimentally validated on a
laboratory test bench. The experimental setup is depicted in Figure 5. The entire controller
parameters of the current/torque and speed are presented in Table 2. The model-free control
stability and response were easy to set compared to the FOC with PI controller. Thus, by
defining and selecting the governing damping and natural frequency as mentioned in the
literature [19], the controller coefficients of the PI controller for both the current and speed
loops control may be calculated by (26) and (34). The PI controller was provided to deal
with inevitable modeling errors and uncertainties. Therefore, the PI controller guaranteed
the stability of the model-free control the ensure that the current and speed control achieved
the steady-state error.

Figure 10 shows the current control test of the set-point tracking d-axis inner loop.
In this figure, d-axis command idCOM, d-axis reference idREF, which is provided by the
d-axis trajectory planning, and the actual d-axis current are represented. Ch5, Ch6, and Ch7
represent the measured stator phase currents A, B, and C, respectively. These results are
similar to those obtained by simulation and confirm that the current control performance
was satisfactory.

The same test was conducted with the q-axis current while the d-axis current was
regulated to zero. In this case, the motor was at a stand-still. Figure 11 depicts the
experimental data, where Ch1 represents the q-axis current command iqCOM, Ch2 represents
the q-axis current reference iqREF, and Ch3 represents the q-axis current measurement iq.
Ch5, Ch6, and Ch7 represent the measured stator phase currents A, B, and C, respectively.
Overall, the current control performance seemed satisfactory.
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Figure 10. Experimental result: Set-point tracking d-axis current control response curve based
on MFC.

Figure 12 depicts the speed startup of the PMa-SynRM drive using the MFC. In this
figure, Chs 1, 2, 3, and 4 represent the torque reference TeREF, d-axis current id, q-axis
current iq, and measured speed n, respectively. Chs 5 and 6 represent the output vq and vd,
chosen as the output of the MFC. Moreover, Chs 7 and 8 represent the estimated unknown
terms of the d- and q-axis models. As expected, the torque was limited, and the speed
response showed neither overshoot nor steady-state error. It is worth recalling that the
torque reference generated iq and id command references according to the MTPA algorithm.
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Figure 11. Experimental result: Set-point tracking q-axis current control response curve based
on MFC.

Figure 13 shows the experimental validation of the disturbance rejection ability of
the proposed MFC applied to the PMa-SynRM drive. In this figure, Chs 1, 2, 3, and 4
represent the torque reference TeREF, d-axis current id, q-axis current iq, and measured
speed n, respectively. Chs 5 and 6 represent the output vq and vd, chosen as the output
of the MFC. Moreover, Chs 7 and 8 represent the estimated unknown terms of the d- and
q-axis current models. The experimental conditions were set as follows: nREF = 1000 rpm,
and sudden increase of the load torque (TL) to 3.7 Nm at 0.2 s. Note that the proposed
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model-free control compensated for the load torque variation and rejected its effect on the
motor speed in a short time. This figure shows the effectiveness of the MFC in rejecting load
torque disturbance and maintaining zero steady-state speed error. As a result, the speed
loop control performance was good. This result confirms the feasibility of the proposed
MFC for speed control of PMa-SynRM.
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5. Comparison of Traditional FOC with PI Controller, MBC, and Model-Free Control

Traditional FOC based on the PI controller applied to PMa-SynRM was introduced in
a previous study [24]. In addition, the MBC based on differential flatness-based control
applied to PMa-SynRM was proposed in [13]. Thus, the comparison of the experimental
results between the FOC with the PI controller and the MBC (the differential flatness-based
control) is expressed below.
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Figure 14a shows the current control test of the set-point tracking d-axis inner loop
of the FOC with the PI controller, and Figure 14b illustrates the current control test of the
set-point tracking d-axis inner loop of the differential flatness-based control applied to the
PMa-SynRM drive system. In Figure 14a,b Ch1 is the current idCOM, Ch3 is the measured
current id, Ch4 is the measured current iq, and Ch5 is the measured speed n. As shown
in Figure 14a,b, in a transitory operation, the id of the FOC with the PI controller exhibits
a small overshoot compared to the differential flatness-based controller, and the iq of the
FOC with PI controller shows oscillations.
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Figure 14. Experimental result: Comparison of the set-point tracking between (a) the FOC with the
PI controller and (b) the MBC.

However, the differential flatness-based control was the model-based control (MBC),
as mentioned in the introduction. Its performance depends on the system model. More
clearly, the control laws of the model-free control and the differential flatness-based control
are shown in Figure 15.
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control law.
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The control law of the differential flatness-based control (See Figure 15a) has the
inverse dynamic equation, which contains the system models including Rs, Ld, Lq, and
Ψm. In contrast, the control law of the model-free control (See Figure 15b) estimated all the
system parameters through the unknown term, F.

As a more concise summary, Table 3 shows a comparison of the advantages of tradi-
tional FOC+PI, differential flatness-based control, and model-free control.

Table 3. Comparison of three different control techniques applied to the PMa-SynRM drive system.

FOC + PI Controller Differential Flatness-Based Control Model-Free Control

- More suitable for a linear motor drive
system

- Design controller coefficient using
Laplace transform

- Control performance depending on
system parameters

- More effective with a nonlinear motor
drive system

- Model-based control system
- Control performance depending on

system parameters
- Performance enhancement using

observer
- Require more computation resources

- Tailored for the control of unknown or
partially known systems

- Partially known parameters
(inductance for current control)

6. Conclusions

In this study, we analyzed the application of an MFC for the current and speed
control of motor drives. This novel control approach was applied to PMa-SynRMs for the
combined control of the outer speed control loop and inner current control loop. After a
brief introduction of the MFC fundamentals, the design approach was comprehensively
described, providing a step-by-step procedure. Suggestions for extending the design to
different drive controllers were also provided. Simulations and numerous experimental
results highlighted the promising features and characteristics of MFC applied to electrical
motor drives. Finally, the potential of MFC pointed out in this study should stimulate
further exploration and analysis of this type of controller to achieve the expertise required
to transfer the results to practical applications.

Interestingly, the proposed MFC provided high performance for the PMa-SynRM
drives compared to FOC with the traditional PI controller. Besides, it had a higher dynamic
performance than the PMa-SynRM drive using the differential flatness-based control.

In this study, the simulation and the experimental validation were performed by a
prototype PMa-SynRM at GREEN Lab, Université de Lorraine. This machine can operate in
constant torque and constant power regions if a proper field weakening control is applied.
In summary, by applying MFC, the performance of the PMa-SynRM was improved not only
in terms of the inner current control loop but also the outer speed control loop. Moreover,
the controller coefficients of the proposed MFC are not complicated to define, and a unique
design approach can be applied for the PMa-SynRM drive.
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Abstract: This work proposes a new indirect filed-oriented control (IFOC) scheme for double-powered
induction generators (DPIGs) in multi-rotor wind turbine systems (MRWTS). The IFOC strategy is
characterized by its simplicity, ease of use, and fast dynamic speed. However, there are drawbacks to
this method. Among its disadvantages is the presence of ripples in the level of torque, active power,
and current. In addition, the total harmonic distortion (THD) value of the electric current is higher
compared to the direct torque control method. In order to overcome these shortcomings and in terms
of improving the effectiveness and performance of this method, a new algorithm is proposed for
the super twisting algorithm (STA). In this work, a new STA method called simplified STA (SSTA)
algorithm is proposed and applied to the traditional IFOC strategy in order to reduce the ripples
of torque, current, and active power. On the other hand, the inverter of the DPIG is controlled by
using a five-level fuzzy simplified space vector modulation (FSSVM) technique to obtain a signal
at the inverter output of a fixed frequency. The results obtained from this proposed IFOC-SSTA
method with FSSVM strategy are compared with the classical IFOC method which uses the classical
controller based on a proportional-integral (PI) controller. The proposed method is achieved using
the Matlab/Simulink software, where a generator with a large capacity of 1.5 megawatts is used. The
generator is placed in a multi-rotor electric power generation system. On the other hand, the two
methods are compared in terms of ripple ratio, dynamic response, durability, and total harmonic
distortion (THD) value of the electric current. Through the results obtained from this work, the
proposed method based on SSTA provided better results in terms of ripple ratio, response dynamic,
and even THD value compared to the classical method, and this shows the robustness of the proposed
method in improving the performance and efficiency of the generator in the multi-rotor wind system.

Keywords: double-powered induction generator; indirect filed-oriented control; five-level fuzzy
simplified space vector modulation; super-twisting algorithm; simplified STA; multi-rotor wind
turbine systems

1. Introduction

Traditionally, field-oriented control (FOC) is among the most widely used control
methods in the field of controlling electrical machines, whether they are motors or electric
generators, due to its simplicity and ease of implementation. This method is based on the
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use of a classic proportional-integral (PI) controller, which gives this method a fast dynamic
response. On the other hand, this method is based on the use of the traditional pulse width
modulation (PWM) to control the inverter of the machine. There are two types of this
method, the direct FOC method and the indirect FOC method [1]. In the field of control,
this method was used to control several electrical machines such as the asynchronous
motor [2,3] and the synchronous motor [4]. However, this method has been used in the
field of renewable energies, as according to the reference [5], this method is among the
most widely used methods in the field of generating electric power from wind.

In the FOC method, internal loops are used to control electrical machines, creating
ripples in both the current and the torque level of the machine. Moreover, this method gives
a slow dynamic response compared to both direct torque control (DTC) and direct power
control (DPC) [6]. Among the disadvantages of this method is that the total harmonic
distortion (THD) value of the current is much higher compared to both DTC and DPC [7].

In the field of scientific research, there are several solutions that have been suggested
in order to improve the performance and effectiveness of the FOC method. Artificial
intelligence methods and nonlinear methods are among the most widely used methods.
The authors of [8] implemented a super twisting algorithm (STA) on a multi-phase induction
motor system using the FOC method where the intention was to minimize the current
and torque ripples. Despite the advantages that are achieved using the STA algorithm,
compared to the FOC strategy with PI controllers, the main drawback of this proposed
method is the unstable frequency and presence of torque and current ripples due to the
use of the pulse width modulation (PWM) technique. Another nonlinear FOC strategy is
proposed in [9] to control the active and reactive power of the induction generator (IG).
According to the study that was completed in [10] with the use of the nonlinear method
based on second-order sliding mode control (SOSMC), the results were compared with the
classical FOC method based on PI controller, and significant improvements were noticed in
both the current and the active power compared to the classical FOC method. The problem
with the proposed method is that there is a problem of chattering. However, one of the
major drawbacks of employing the SOSMC technique to control electrical machines is that
the mathematical form of the studied system must be precisely known. Another nonlinear
method was applied to an asynchronous generator controlled by the FOC method. In
this proposed method, the third-order sliding mode control (TOSMC) technique is used
to compensate for the PI and improve the quality of the active power. One of the results
obtained from this work is that the control by TOSMC reduces the chatter problem present
in the SMC in addition to reducing the ripples at the level of torque, current, and effective
power of the asynchronous generator. In [11], two different methods were combined in
principle, where the first method is represented by neural networks, which is characterized
by precision and speed of response, while the second method is the TOSMC technique,
which is characterized by durability and unaffected by external factors such as noise or
change in the parameters of the studied system. The result of combining these two methods
is to obtain a more durable method and get excellent quality of the electric current of the
induction generator.

In the field of electric machine control, response speed or dynamic response is very
important. This response is considered a criterion among the criteria that is selected
and differentiated between the control methods. In [12], a new method is proposed
under the name of terminal synergetic control in order to improve the performance and
effectiveness of the direct FOC strategy for an asynchronous generator integrated into a
wind turbine. This proposed method is a new method based on the use of nonlinear error
instead of using linear error. The obtained results showed the effectiveness of the proposed
method in improving the dynamic response of the induction generator while reducing the
ripples of torque and the active power of the induction generator. In [13], a method of
artificial intelligence based on the neural networks and fuzzy logic was used to improve the
performance and effectiveness of the IFOC strategy of the asynchronous generator, where
the classic PI controller was replaced by an intelligent controller under the name of the
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neuro-fuzzy controller. The proposed IFOC strategy with the neuro-fuzzy controller is more
robust compared to the traditional IFOC strategy. The results showed the effectiveness
of the proposed method in improving the THD of stator current value compared to the
classical method. Moreover, there is a fast dynamic response to the proposed method,
where we find that the response time is much reduced compared to the PI controller.
In [14], the author proposed a new FOC strategy based on an adaptive observer to control
the induction generator-based wind turbine. The proposed FOC strategy with adaptive
observer was experimentally tested on an 11 kW induction generator using a 27 kW DC
motor to rotate the generator. The experimental results showed the effectiveness of the
proposed FOC method in obtaining a fast dynamic response compared to the classical FOC
method.

In this work, a new FOC strategy method is introduced using a new nonlinear method
in order to obtain a more robust method and reduce the ripples of torque, active power, and
electric current generated by the double-powered induction generator (DPIG). In addition,
a new method for the STA algorithm is proposed, where this method is simplified more
than the traditional STA method. Thus, a simpler method that can be easily developed and
applied to any system regardless of its complexity is designed. The proposed nonlinear
method is called the simplified STA (SSTA) algorithm. Among the advantages of this
nonlinear method is the fact that the design of the method is not related to the studied
system, regardless of what this system will be. This proposed nonlinear method is used in
order to improve the performance and effectiveness of the STA method and on the other
hand to improve the dynamic response speed of the generator placed in the multi-rotor
wind electric power generation system.

The novelty and main contributions of this work accomplished in this paper are
summarized in the following points:

• A new super twisting algorithm is proposed and confirmed.
• A new space vector modulation (SVM) scheme is proposed based on the fuzzy logic

controller to control the five-level inverter of the DPIG.
• A new IFOC strategy scheme is proposed to control the DPIG-based multi-rotor wind

turbine system.
• A new SSTA algorithm is designed to improve the dynamic characteristics of DPIG-

based multi-rotor wind turbine systems.

This work is structured as follows. Section 2 presents the dynamic modeling of the
multi-rotor wind turbine system. In Sections 3 and 4, the proposed new super twisting
algorithm (STA) and the proposed multilevel fuzzy SVM technique are presented. Section 5
presents the traditional IFOC strategy with the PI controller. Section 6 presents the proposed
IFOC strategy using the proposed simplified STA controller and five-level fuzzy SVM
technique. Finally, Section 7 concludes the work by presenting the main findings and future
directions of research, as well as some comments and recommendations.

2. Multi-Rotor Wind Turbine System

The multi-rotor wind turbine is a new technology that has appeared in recent years
in order to overcome the problems and defects of the old technology (single-rotor wind
turbine). In this new technology, the output torque or power gained from the wind is
greater than that gained in the case of a single-rotor wind turbine. In addition, this new
technology surpasses the winds generated by wind farms, and thus the yield is greater
compared to the single-rotor wind turbine [15]. Figure 1 represents the electric power
generation system using the DPIG placed in the electric power generation system using a
multi-rotor wind turbine.
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Figure 1. Structure of the multi-rotor wind turbine system.

In the studied wind system, a large-power DPIG (1.5 megawatts) is used. This gener-
ator is fed from the electrical network using two different inverters. The first inverter is
on the side of the electrical network to convert alternating voltage into constant voltage,
while the second inverter, which is on the side of the DPIG, aims to convert the constant
voltage resulting from the first inverter into alternating voltage. To rotate the generator, a
dual-rotor wind turbine is used.

The two-rotor wind turbine is used in this work in order to increase the energy gained
from the wind. On the other hand, a dual-rotor wind turbine is two turbines linked together
forming one turbine. The two turbines have the same axis of rotation, and the torque and
energy resulting from them can be expressed by the following equations:

Pt = PST + PLT (1)

Tt = TST + TLT (2)

where Tt is the output torque of the dual-rotor wind turbine, TLT and TST are the output
torque of the large and small wind turbines, Pt is the output mechanical power of the
dual-rotor wind turbine, PLT and PST are the output mechanical power of the large and
small wind turbine torque.

The term torque for both large and small turbines is shown in Equations (3) and (4),
respectively [16].

TLT =
Cp

2λ3
LT

ρ·π·R5
LT ·w2

LT (3)

TST =
Cp

2λ3
ST

ρ·π·R5
ST ·w2

ST (4)

From the two equations, it can be seen that the torque of the two turbines is related to
each of the air density (ρ), coefficient of power (Cp), the mechanical speed of the small and
large turbines (wST and wLT), the blade radius of the small and large turbines (RST, RLT),
and the tip speed ration of the small and large turbines (λST and λLT).
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The energy gained from wind by a dual-rotor turbine is related to the power factor,
the value of which is related to pitch angle (β) and tip speed ratio (λ). This parameter can
be expressed by the following equation:

Cp(β, λ) =
1

0.08β + λ
+

0.035
β3 + 1

(5)

The terms of the energy produced by both the small turbine and the large turbine are
shown in Equations (6) and (7), respectively [17].

PST =
Cp(β, λ)

2
ρ·SST ·w3

ST (6)

PLT =
Cp(β, λ)

2
ρ·SLT ·w3

LT (7)

The value of the tip speed ratios of the small turbine and the large turbine are given in
Equations (8) and (9), respectively [15].

λST =
wST ·RST

VST
(8)

λLT =
wLT ·RLT

VLT
(9)

The values of the tip speed ratios for a large and a small turbine are related to the
wind speed (VST and VLT), The speed of the large and small turbine (wST and wLT), and the
blade radius of the small and large turbines (RST, RLT).

The wind speed between the large and small turbines is different from the wind speed
before the large turbines. The wind speed can be calculated at any point between the
turbines given the following relationship [17]:

Vx = VLT

(
1− 1−

√
(1− CT)

2

(
1 +

2x√
1 + 4x2

))
(10)

The wind speed of the small turbine is related to the wind speed of the large turbine
(VLT) and a constant value (CT = 0.9), as well as the separation distance (x) between the
large and small turbine. In this case, this distance between the center of the large and small
turbine is 15 m [15].

In this work, a multi-rotor turbine is used to drive an DPIG. The latter was used in this
work, and this is due to the advantages that distinguish it compared to other generators.
As it is known, the DPIG is characterized by durability, easy control, and low cost.

In order to give the generator a mathematical form, the park transformation is used.
To give the generator the mathematical form, the equations of voltage, flux, and mechanical
equation are used. In addition, the torque equation is given for the generator, since torque
is related to both current and flux. Quadrature and direct rotor voltages are shown in
Equation (11). The direct and quadrature rotor flux are related to the stator/rotor current
and are represented in Equation (12) [18–20].

{
Vdr = Rr Idr − wrΨqr +

d
dt Ψdr

Vqr = Rr Iqr + wrΨdr +
d
dt Ψqr

(11)

{
Ψdr = Lr Idr + MIds
Ψqr = MIqs + Lr Iqr

(12)

Equation (13) represents each of the direct and quadrature stator voltages. Through
this equation, the tension is related to stator resistance (Rs), direct and quadrature stator
current (Ids and Iqs), direct and quadrature stator (Ψqs and Ψds), and electrical pulsation

81



Sustainability 2022, 14, 5014

of the stator (ws). The direct and quadrature stator flux are represented in Equation (14).
These two fluxes are related to both the inductance of the stator (Ls), direct and quadrature
rotor current (Idr and Iqr), and direct and quadrature rotor current (Ids and Iqs).

{
Vqs = Rs Iqs + wsΨds +

d
dt Ψqs

Vds = Rs Ids − wsΨqs +
d
dt Ψsd

(13)

{
Ψqs = MIqr + Ls Iqs
Ψds = Ls Ids + MIdr

(14)

The value of the generated torque (Te) is related to rotor current, the number of pole
pairs (p), and stator flux and its expression can be given by Equation (15) [19].

Te = 1.5 p
M
Ls

(
−Ψsd Irq + Ψsq Ird

)
(15)

The active power and the reactive power of the generator are represented in the
Equation (16). The active power is related to stator current and stator voltage, and the same
is related to the reactive power.

{
Ps = 1.5

(
Vqs Iqs + IdsVds

)

Qs = 1.5
(
−IqsVds + Vqs Ids

) (16)

The mechanical part of the DPIG is represented by Equation (17). This equation gives
the relationship between torque and speed (Ω).

Te = J
dΩ
dt

+ f Ω + Tr (17)

where Tr is the load torque, Ω is the mechanical rotor speed, J is the inertia, f is the viscous
friction coefficient.

3. Simplified STA Controller

Super twisting algorithm (STA) is among the most widely used nonlinear methods
in the field of electrical machine control, due to its durability and ease of implementa-
tion [21]. The use of the STA algorithm in automated systems gives great effectiveness
in improving the performance and efficiency of electrical machines. On the other hand,
the STA algorithm is a type of SOSMC technique. The STA algorithm reduces chattering
problems compared to the traditional SMC technique [22]. Equation (18) represents the
super twisting algorithm [23]. The classical STA algorithm can be illustrated in Figure 2.

{
u = Kp|e|rSign (e) + u1

du1
dt = KiSign (e)

(18)

where e is the error or surface, r is the exponent defined for the traditional STA regulator,
and Ki and Kp are positive values.

In this work, a new look is given to the STA algorithm in order to further simplify the
algorithm and increase its dynamic response. Equation (19) represents the proposed method
for the traditional STA algorithm which has been called the simplified STA algorithm (SSTA).
The Lyapunov theory is used in order to check the stability of this proposed SSTA controller.
This proposed SSTA algorithm is simpler compared to the traditional STA technique.

w = K× |e|r × Sign (e) (19)

e× .
e < 0 (20)
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Figure 3 illustrates the working principle of the proposed SSTA controller. Through
this figure, the proposed SSTA controller can be implemented easily and inexpensively and
can be applied to any system. Moreover, this controller does not require the mathematical
form of the studied system.
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4. Proposed Five-Level Fuzzy SVM Strategy

Traditionally, the SVM technique is among the most used methods for controlling
reflectors and this is because of the results it offers compared to other methods such as the
PWM technique [24]. In this method, the calculation of reference voltage and zones is relied
upon, which makes this method more complicated, especially in the case of a multi-level
inverter [25]. To overcome this problem, a new idea for this method was presented in [26],
where the calculation of the maximum and minimum values of the three-phase feeding
voltages was used in this proposed method. In this proposed method, the reference tension
is not used or calculated as well as the regions where the reference tension is present.
This proposed method in [26] is simpler and more intuitive compared to the classical
SVM method. In this part, the proposed fuzzy SVM technique is used to control a five-
level inverter for an asynchronous generator placed in a multi-turbine wind system. This
proposed method of controlling a 5-level inverter is illustrated in Figure 4. The proposed
method was used in [27] in order to give the five-level SVM technique.

In this proposed fuzzy SVM technique, twelve hysteresis comparators and four trigono-
metric signals are used. The use of hysteresis comparators in this proposed SVM method
creates a signal at the inverter output of a non-fixed frequency. In order to overcome this
drawback, fuzzy logic algorithm (FLA) is used instead of using hysteresis comparators.
The use of the FLA leads to a signal at the output of the inverter with a fixed frequency,
thus reducing the ripples of both the current and the active power. The SVM method based
on the FLA technique proposed in this work is illustrated in Figure 5. With this figure, the
proposed method of SVM for controlling the five-level inverter is simpler compared to
using the classical five-level SVM method using the calculation of reference voltage and
zones. In this method, twelve FLA techniques are used in order to obtain control signals
for the inverter transistors (IGBTs).
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method based on the FLA technique proposed in this work is illustrated in Figure 5. With 
this figure, the proposed method of SVM for controlling the five-level inverter is simpler 
compared to using the classical five-level SVM method using the calculation of reference 
voltage and zones. In this method, twelve FLA techniques are used in order to obtain 
control signals for the inverter transistors (IGBTs). 

Figure 4. Structure of the five-level SVM technique.

The internal form of the FLA method is shown in Figure 6. From this figure, it is
noted that the structure of the FLA technique is simple. This fuzzy controller has two
inputs, the error and the change in error, and only one output. Three constant gains (K1,
K2, and K3) are used to improve the response and adjust the response of fuzzy logic. The
characteristics of the FLA method used to improve the performance and effectiveness of
the proposed five-level SVM technique are shown in the bottom of the Figure 6. The type
of fuzzy controller used in this work is the Mamdani controller.
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Seven membership functions (MFs) are used in the first entry (error) and seven MFs
are used in the second input (change in error). These functions used to accomplish fuzzy
logic are shown in Figure 7a,b. In order to get a good response and results for the fuzzy
logic, the 7 × 7 rule is used, where these rules are represented in Figure 7c.
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Using the Matlab/Simulink software, the surface for the fuzzy logic controller used
in this paper is given in order to compensate for the traditional hysteresis comparators.
This surface of the fuzzy logic controller is shown in Figure 8. The use of the fuzzy logic
technique leads to improving the performance and effectiveness of the proposed five-level
SVM technique and thus obtaining a good quality of the electric current, and this is the
main objective of this work.
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Compared to the PWM technique, the proposed five-level fuzzy SVM (FSVM) method
is more complex and contains 12 fuzzy logic controllers which make it not easy and costly
compared to the traditional PWM technique. However, in terms of the results obtained,
the proposed method is better than the PWM technique. The proposed five-level fuzzy
SVM method gives the output of the inverter a high-quality electrical signal (current) with
a small value of THD.

5. Traditional IFOC Strategy

The IFOC method is a type of FOC method which offers a fast dynamic response
compared to the direct FOC method [28]. The indirect FOC method is a method that differs
from the direct FOC method in terms of the principle of work and in terms of internal
structure. Several scientific works dealt with this method [29–31], where four PI controllers
are used in this method, which makes the dynamic response much faster. Thus, the indirect
FOC method is more complex than the direct FOC method [32], but the indirect FOC
method provides a better dynamic response than the direct FOC method. Moreover, the
indirect FOC method reduces the ripples of torque, reactive power, and flux compared to
the direct FOC method [33]. In order to control the generator inverter, the PWM technique
is used. This method is based on the principle shown in Equation (21) [34].

Ψqs = 0 and Ψds = Ψs (21)

Using Equation (21), the direct and quadrature stator voltages of the generator become
as follows: {

Vds = Vs = wsΨs
Vqs = 0

(22)

Using Equations (13) and (22), the direct and quadrature stator currents of the genera-
tor become as follows: {

Ids = −M
Ls

Idr +
Ψs
Ls

Iqs = −M
Ls

Iqr
(23)

Relying on Equations (11) and (23), the direct and indirect rotor voltages of the genera-
tor become as follows [34]:





Vqr = Rdr Iqr +
(

Lr − M2

Ls

)
wr Iqr + g MVs

Ls

Vdr = Rdr Idr − wr

(
Lr − M2

Ls

)
Iqr

(24)

The direct and quadrature rotor flux of a generator can be expressed by the following
equation [33]: 




Ψdr =
(

Lr − M2

Ls

)
Idr +

M
ws .Ls

Vs

Ψqr =
(

Lr − M2

Ls

)
Iqr

(25)

By Equation (25), direct rotor flux is related to both stator voltage and quadrature rotor
current. As for the quadrature rotor flux, it is related to the quadrature rotor current of the
generator.

From Equations (21)–(25), the internal structure of the indirect FOC strategy can be
given in Figure 9. Through this figure, we note that this technique controls the reactive and
active power by controlling the quadrature and direct rotor voltages (Vqr* and Vdr*).
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In order to estimate the active and reactive power, Equation (26) is used. In order to
estimate the two values, we need to measure both rotor voltage and rotor current.





Qs = −1.5
(

ωsΨs M
Ls

Idr − ωsΨs
2

Ls

)

Ps = −1.5 ωsΨs M
Ls

Iqr

(26)

Figure 10 represents the total system used in this paper, where a multi-rotor wind
turbine (MRWT) was used to rotate the generator (DPIG). The latter is controlled by the
traditional IFOC method. In this work, the reference value of the reactive power (Qs*)
is set to 0 Var. The reference value of the active power (Ps*) is obtained using the MPPT
technique.
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The indirect FOC strategy gives more ripples in the current, torque, active power, and
flux compared to DPC and DTC. Moreover, it has a long dynamic response and gives a
poor quality of electric current and active power.

The reason for these shortcomings in this traditional indirect FOC strategy is due to
the use of both the traditional PWM technique and conventional PI controller. The use
of these classic methods (PI and PWM) makes the indirect FOC strategy not robust and
characterized by a long dynamic response compared to some methods such as the DTC
strategy.

In order to improve the performance and efficacy of the traditional indirect FOC
strategy, a novel scheme for the traditional indirect FOC strategy is proposed in Section 6.
This proposed indirect FOC strategy is based on the use of both the proposed SSTA
algorithm and the multilevel fuzzy SVM strategy.

6. Proposed Indirect FOC Strategy

In this part, a new idea for indirect FOC strategy is presented based on the proposed
simplified STA controller and the five-level fuzzy SVM strategy. The proposed indirect
FOC method is a change from the classic indirect FOC method, where the proposed SSTA
controller is used in place of the traditional PI controller and the five-level fuzzy SVM
technique is used instead of the PWM technique. This proposed indirect FOC method aims
to control the active and reactive power of the generator placed in the multi-rotor wind
turbine system. On the other hand, this proposed indirect FOC method reduces the ripples
of torque, active power, and electric current compared to the classical indirect FOC method.
The proposed indirect FOC strategy is shown in Figure 11. From this figure, to control
the active/reactive power, two proposed SSTA controllers are used and the same with the
reactive power.
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In this proposed indirect FOC method, the same equations used to estimate both the
active and reactive power are used in the classical indirect FOC strategy. Therefore, it
can be said that this designed indirect FOC strategy is more robust than the rest of the
controls such as the classical indirect FOC strategy and DTC. The objective of this designed
indirect FOC strategy is to obtain high-quality Vqr* and Vdr* from active and reactive power
references for the inverter DPIG control. Controlling the latter very well leads to obtaining
a high quality of stator current and active power. On the other hand, the reactive power
reference is set to zero. As for the reference value of the active power, it is obtained using
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the maximum power point tracking (MPPT) technique. The system studied using the
proposed indirect FOC method is represented in Figure 12, where almost the same structure
as the classical indirect FOC method is preserved.
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In Table 1, a comparison is given between the classical indirect FOC (IFOC) technique
and the proposed indirect FOC method. Through this table, the proposed indirect FOC
strategy is more robust and reduces torque and current ripples compared to the classical
indirect FOC technique. Moreover, the proposed indirect FOC method improves the rise
time, response dynamic, THD value of current, and power quality compared to the classical
indirect FOC technique. However, the proposed indirect FOC method is more complicated
than the classical indirect FOC method due to the use of the five-level fuzzy SVM (FSVM)
technique (instead, the classical indirect FOC method uses the PWM technique).

Table 1. A comparative study between the classical method and the proposed IFOC strategy.

Traditional Indirect FOC Technique Proposed Indirect FOC Technique

Type controller used PI controller SSTA controller
Rise time High Low

Modulation PWM Fuzzy SVM
Degree of complexity Medium High

Ease Medium Complicated
Simplicity of implementation Medium Complicated

Response dynamic Slow Quick
Robustness Low High

THD High Low
Power ripple High Low

The result of using the five-level fuzzy SVM technique in the proposed IFOC method
makes the proposed IFOC method not simple and somewhat complicated compared to the
classical IFOC method, where the latter uses PWM, which leads to problems in the case of
achieving this proposed IFOC-SSTA-FSVM method.

To implement the proposed method (IFOC-SSTA-FSVM) empirically, there are several
problems of implementation related to the large financial cost of completing this project
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due to the complexity of controlling the MRWT system. On the other hand, there is
the complexity of the use of the five-level fuzzy SVM technique to control the inverter
of the DPIG-based MRWT system. Moreover, the use of the maximum power point
tracking technique increases the complexity and financial cost of the studied MRWT system.
Nonetheless, given the results obtained in improving the quality of electric power and the
importance of the MRWT system in improving the performance of classical wind turbines
and in reducing the size of wind farms, this system is very necessary for the near future.

In the next part, the results are confirmed and the robustness of the proposed indirect
FOC method is verified using the Matlab/Simulink software.

7. Results

In order to verify the proposed indirect FOC method, the Matlab/Simulink software
is used. The results of the proposed indirect FOC method are compared with the classical
indirect FOC method in terms of the ratio of ripples at the level of torque, current, effective
power, and reactive power. The two methods are also compared in terms of the THD value
of the electric current.

In this work, a generator with the following data is used: 50 Hz, 380/696 V, Rs = 0.012 Ω,
Lr = 0.0136 H, Lm = 0.0135 H, p = 2, J = 1000 kg·m2, Psn = 1.5 MW, Rr = 0.021 Ω, Ls = 0.0137 H,
and fr = 0.0024 N·m/s [35].

In this work, a multi-rotor wind turbine with the following data is used: R1 = 13.2 m,
R2 = 25.5 m, r1 = 1 m, r2 = 0.5 m, rg = 0.75 m, J1 = 500 kg·m2, J2 = 1000 kg·m2, G1 = r1/rg,
and G2 = r2/rg.

In this work, the proposed indirect FOC method is tested in the case of two tests, the
first test is a tracking test and the second test is to study the behavior of the proposed
indirect FOC method in comparison with the classical indirect FOC method in the event
of a change in the generator parameters. This is in order to know the robustness of the
proposed indirect FOC method with the classical indirect FOC method.

7.1. First Test

In this test, the behavior of the reference tracking is studied, for both the proposed
IFOC-SSTA method and the classical IFOC method, where the obtained results are shown
in Figure 13. Through this figure, the active and reactive power follow the references
perfectly, and this is for the two IFOC methods with a preference for the proposed method
in the dynamic response (see Figure 13a,b). The proposed IFOC-SSTA method gave better
results in terms of ripples for both active and reactive power compared to the classical
IFOC method (see Figure 14a,b). In Figure 13c, the generated torque has the same shape as
the active power, where it can be seen that the increase in the active power corresponds to
the increase in the torque. In addition, the proposed IFOC-SSTA method reduced torque
ripples compared to the classical IFOC method (Figure 14c).

Regarding the current generated by the generator, it is shown in Figure 15d. Through
this figure, the electric current takes the form of the active power, where it is noted that
the behavior of the current is the same as the behavior of the active power. Moreover, the
proposed IFOC-SSTA method gave excellent results in terms of electric current ripples and
quality compared to the classical IFOC method (see Figure 14d).

Figure 13e,f represent the THD value of the proposed and classical IFOC method,
respectively. Through these two forms, the proposed IFOC-SSTA method reduced the THD
value of the electric current excellently compared to the classical IFOC method and the
reduction ratio was about 96.72%. These results confirm the robustness of the proposed
IFOC method in improving the quality of the effective power and electric current.
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Figure 13. First test results. (a) Active power; (b) Reactive power; (c) Torque; (d) Stator current;
(e) THD value of stator current (IFOC-SSTA strategy); (f) THD value of stator current (IFOC strategy).
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Figure 14. Zoom in the first test results. (a) Active power; (b) Reactive power; (c) Torque; (d) Sta-
tor current.
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Figure 15. Second test results. (a) Active power; (b) Reactive power; (c) Torque; (d) Stator current; (e)
THD value of current (IFOC-SSTA strategy); (f) THD value of current (IFOC strategy).

In the next test, the proposed IFOC method is further confirmed if the parameters of
the generator installed in the multi-rotor wind turbine system are changed.

The results obtained from this test are shown in Table 2. Table 2 represents the value
of ripples in each of torque, current, active power, and reactive power, and this is for the
two IFOC methods. Through this table, the proposed IFOC-SSTA method reduced the ratio
of ripples of torque, active power, current, and reactive power by excellent ratios, and the
ratios were as follows: 91.66%, 91.20%, 84.21%, and 93.75%, respectively.

Table 2. Comparative ripples obtained from the traditional IFOC with the proposed IFOC strategy.

Classical IFOC Technique Proposed IFOC Technique Ratios

Torque ripple (N·m) Around 60 Around 5 91.66%
Reactive power ripple (VAR) Around 8000 Around 500 93.75%

Active power ripple (W) Around 10,000 Around 880 91.20%
Stator current (A) Around 19 Around 3 84.21%

In Table 3, the response time is extracted for each of the active power, torque, and
reactive power of the two IFOC methods proposed in this work. Through this table, the
proposed IFOC-SSTA method gave a small response time compared to the classical IFOC
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method, and the improvement ratio was about 97.54%, 97.54%, and 98.23% for the active
power, torque, and reactive power, respectively. Moreover, the proposed method gave a
good response time in comparison with both the DPC strategy and neuro-second order
sliding mode control (NSOSMC) completed in [36] (see Table 4).

Table 3. Response time.

Response Time

Torque Reactive Power Active Power

Classical IFOC strategy 0.12 s 0.13 s 0.12 s
Proposed IFOC strategy 2.95 ms 0.0023 s 2.95 ms

Ratios 97.54% 98.23% 97.54%

Table 4. Comparative analysis of response time.

Response Time

Torque Reactive Power Active Power

Proposed technique: IFOC-SSTA 2.95 ms 0.0023 s 2.95 ms

[36]
Direct power control 18 ms 17 ms 18 ms

Neuro-second order SMC technique 5 ms 9 ms 5 ms

7.2. Second Test

The results of the second test are shown in Figure 15. In this test, the generated
parameter values were changed in order to know the change in the behavior of the proposed
IFOC-SSTA method compared to the classical IFOC method, as well as its robustness. In
this test, Rs, Ls, Rr, Lm, and Lr were changed to the values 0.024 Ω, 0.00685 H, 0.042 Ω,
0.00675 H, and 0.0068 H, respectively. Zoom is given for torque, current, effective power,
and reactive power in Figure 16. In Figures 15 and 16, there is a noticeable effect on the level
of torque, current, active, and reactive power, where the classical IFOC method was affected
by changing the generator parameters more than the IFOC-SSTA method. Moreover, active
and reactive power keep following the references well in this test for both the proposed
and the classical IFOC method (see Figure 15a,b). Both current and torque take the same
form as active power (see Figure 15c,d) with ripples in both torque and current levels. The
proposed IFOC-SSTA method reduced these ripples as compared to the classical IFOC
method (see Figure 16c,d). Moreover, the proposed IFOC-SSTA method also reduced the
ripples in both the active and reactive power compared to the classical IFOC method (see
Figure 16a,b). The THD value of the electric current is shown in Figure 15e,f and this is for
both the proposed and the classical IFOC method, respectively. Through the two figures,
the proposed IFOC-SSTA method reduced the THD value of the electric current compared
with the classical IFOC method.

The results obtained from this test are shown in Table 5. Through this table, the
proposed IFOC-SSTA method reduced the ripples of torque, reactive power, current, and
active power by 93.35%, 98%, 87.50%, and 83.33%, respectively.

The proposed IFOC-SSTA-FSVM method in this work provided excellent results
compared to the classical IFOC method in terms of reducing the ripples of torque, current,
and active power, as well as improving the quality of electric power. All of these factors
help reduce malfunctions and thus reduce maintenance costs and help extend the life of
the system as a whole.
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Figure 16. Zoom in the second test results. (a) Active power; (b) Reactive power; (c) Torque;
(d) Stator current.

Table 5. Comparative ripples obtained from both techniques.

Traditional IFOC Strategy Designed IFOC Technique Ratios

Torque ripple (N·m) Around 172 Around 11.60 93.35%
Reactive power ripple (VAR) Around 25,000 Around 500 98%

Active power ripple (W) Around 30,000 Around 5000 83.33%
Stator current (A) Around 40 Around 5 87.50%

The following is a comparison between the proposed IFOC-SSTA-FSVM method and
some published works in terms of the THD value of the electric current. The results of the
comparison are recorded in Table 6. Through this table, the proposed IFOC-SSTA-FSVM
method significantly reduced the THD value compared to several published methods,
which indicates the robustness of the proposed IFOC-SSTA-FSVM method and the effec-
tiveness of the proposed IFOC-SSTA-FSVM method in improving the quality of electri-
cal energy.

Table 6. Comparative results with other techniques.

References Techniques THD (%)

[37]
Field-oriented control with PI controllers 0.77

Super twisting algorithm (STA) 0.28
[38] Fuzzy DTC strategy 2.40
[39] Fractional-order sliding mode control 1.31

[40]
Integral SMC technique 9.71

Multi-resonant-based sliding mode controller (MRSMC) 3.14
[41] Backstepping control 2.19
[6] Field-oriented control 3.7

[12]
DPC control with PI controllers 0.46

DPC control with terminal synergetic controllers 0.25
[42] Direct torque control with second-order continuous SMC technique 0.78
[28] DPC control with integral-proportional controllers 0.43

[9]
DFOC control with PI controllers 1.45

DFOC control with synergetic- SMC technique 0.50
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Table 6. Cont.

References Techniques THD (%)

[13]
Field-oriented control with neuro-fuzzy controller 0.78

Field-oriented control with type-2 fuzzy logic controllers 1.14
[43] Multilevel DTC strategy 1.57

[32]
Vector control 2.20

Adaptive backstepping sliding mode control 1.15
[44] Traditional direct vector control 1.65

[45]
DPC with sliding mode controller 1.66

DPC with super twisting sliding mode controller 0.11
Proposed IFOC

strategy
First test 0.10

Second test 0.11

8. Conclusions

In this work, a new idea was given for the IFOC method based on both a simplified STA
controller and a five-level fuzzy SVM technique. This proposed method was verified using
the Matlab/Simulink software, comparing the results obtained with the traditional method.
The application of the proposed method in the wind system led to the improvement of
the dynamic response of the generator and the improvement of the quality of the electric
current with the electric energy.

The points drawn from this work are illustrated in the following points:

• A new fuzzy SVM technology was introduced to control the five-level inverter to give
a constant frequency at the inverter output, with this method confirmed by numerical
simulation.

• A new simplified STA controller was proposed in this paper.
• A new indirect FOC strategy based on the simplified STA controller and the pro-

posed five-level fuzzy SVM technique was presented and confirmed with numerical
simulation.

• The robustness of the proposed indirect FOC strategy was presented.
• The characteristics of the designed indirect FOC strategy was analyzed, showing that

the undulations of the reactive power, stator current, torque, and active power were
minimized.

In a future paper, to ameliorate the quality of the active power and current, the DPIG
will be controlled using another robust control scheme, such as fractional order synergetic
control and feedback PI controller [46,47].
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Abstract: Power distribution to decentralized and remote communities secluded from centralized
grid connections has always been a problem for utilities and governments worldwide. This situation
is even more critical for the isolated communities in Russia due to the vast nature of the country.
Therefore, the Russian government is formulating and implementing several strategies to develop
its renewable energy sector. However, very little information is available on the possible perfor-
mance of solar photovoltaic (PV) modules under Russian weather conditions for all year round.
Thus, this study has been designed to fill that research gap by assessing the performance ratio (PR),
degradation, energy loss prediction, and employment potential of PV modules in the Sverdlovsk
region of Russia using the PVsyst simulation model. A side-by-side comparison of the fixed tilted
plane and tracking horizontal axis East–West were analyzed. According to the results, the annual
production probability (P) for the fixed PV module for a P50, P75, and P90 is 39.68 MWh, 37.72 MWh,
and 35.94 MWh, respectively, with a variability of 2.91 MWh. In the case of the tracking PV mod-
ule, the annual production probability for the P50, P75, and P90 is 43.18 MWh, 41.05 MWh, and
39.12 MWh, respectively, with a variability of 3.17 MWh. A PR of 82.3% and 82.6% is obtained for
the fixed and tracking systems, respectively, while the PV array losses for the fixed and tracking
orientations are 15.1% and 14.9%, respectively. The months of May to August recorded the highest
array losses due to the high temperatures that are usually recorded within that period.

Keywords: renewable energy; solar photovoltaic energy; degradation rate; PVsyst software; energy
loss prediction

1. Introduction

One challenge confronting the world today is how to generate energy in a more
sustainable way to meet its energy needs while maintaining environmental security. The
world’s demand for electricity is growing due to increasing global population, improved
lifestyle, and industrialization [1]. It has been estimated that fossil fuel forms about 80%
of the world’s primary energy, and energy consumption globally is expected to increase
by 2.3% each year from 2015 to 2040 [2]. The concentration of atmospheric carbon dioxide
(CO2) equivalent is said to have almost doubled since the inception of the Industrial
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Revolution [3]. This has increased the average global temperature, which is negatively
impacting global climate [4,5].

Solar photovoltaic (PV) technology can generate power by directly converting incident
solar radiation to electrical power [6,7]. PV technology is one of the renewable energy
(RE) options that can help to decarbonize the world to decrease greenhouse gas (GHG)
emissions. The continual drop in the cost of PV systems and the formulation of policies
by various governments to promote the development and use of RE technologies has led
to the rapid growth of the PV industry [8]. The PV industry has witnessed a composite
yearly growth rate of more than 40% during the last 15 years, making it one of the fast-
growing industries globally. This has necessitated the need to improve project designs and
continuous monitoring and prediction of the performance of the PV systems that have
either been installed or yet to be installed to ensure their reliability and performance [8].

Therefore, several researchers have performed studies that either assess the perfor-
mance of already installed or yet to be installed PV power plants in several countries.
Malvoni et al. [8] examined a 960 kWp monocrystalline silicon PV system’s performance in
southern Italy. They obtained a capacity factor (CF) and performance ratio (PR) of 15.6%
and 84.4%, respectively. Kumar et al. [9] studied the performance, degradation, and energy
loss of a 200 kW roof-integrated crystalline PV system in northern India. According to their
results, the PV system is projected to operate with an annual PR, CF, and energy loss of
77.27%, 16.72%, and −26.5%, respectively. Ramanan et al. [10] evaluated the performance
of two colocated grid-connected PV power plants, which consist of copper indium selenium
(CIS) and polycrystalline silicon (p-Si) arrays. A yearly PR of 86.73% for the CIS and 78.48%
for p-Si were obtained, while the capacity utilization factor ranges from 17.99% for the
p-Si to 19.57% for the CIS systems. Similarly, Ameur et al. [11] analyzed and compared
several indices that affect the performance of different grid-connected PV technologies, i.e.,
polycrystalline silicon (pc-Si), amorphous silicon (a-Si), and monocrystalline silicon (mc-Si)
with capacities of 2 kWp each. The study’s outcome suggests that the polycrystalline,
monocrystalline, and amorphous technologies generated a four-year yearly alternating
current (AC) energy average of 3239 kWh, 3246 kWh, and 2797 kWh with yearly PR of 77%,
77%, and 73%, respectively. Dahmoun et al. [12] explored and assessed the performance of
a 23.92 MWp polycrystalline PV power plant located in El Bayadh in Algeria. Their study
shows that the degradation of the PR during the study period is estimated to be 0.76%
per year.

Furthermore, Kittner et al. [13] evaluated the economic investment, embodied energy,
and CO2 payback for amorphous silicon thin film and single crystalline systems. They
reported that the amorphous silicon thin-film panels have higher net environmental and
economic benefits. Padmavathi and Daniel [14] worked on a 3 MW grid-connected poly-
crystalline PV power plant in India. They evaluated normalized technical performance
parameters for the system for the year 2011. The generated yearly average energy by the
plant was 1372 kWh per kWp. Radue and van Dyk [15] reported losses of up to 30% for
thin-film PV power plants sited in South Africa after a period of 14 months. Kymakis
et al. [16] also estimated the performance of a 171 kWp polycrystalline silicon PV power
plant installed on the island of Crete. After one year, the average annual PR and CF were
67.36% and 15.26%, respectively. Belmahdi and El Bouardi [17] evaluated the performance
of a 1 MW solar PV power plant under Moroccan weather conditions using the PVsyst
software. The optimal angle for the installation of the PV module for the study area in
summer was identified to be 32◦ for fixed tilt and 48◦ for winter on seasonal adjustment tilts.
A 60 kWp PV module was modelled for the Uttar-Pradesh area in India using the PVsyst
software by [18]. Their system generated a total of 89.5 MWh per year with a performance
ratio of 73.73%. In the Philippines, Dellosa et al. [19] assessed the technical and economic
performance of 5 MWp PV system for that country using the PVsyst software. The results
from their study revealed that the temperature of the PV panel accounted for the highest
energy loss; it accounted for 8% of the loss. A payback period of 4.23 years was recorded
for the system.
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Finally, Chabachi et al. [20] assessed the performance of a poly-Si/6 MWp in Southwest
Algeria. An average monthly efficiency for their PV array was 12.68% with a PR of 84%.
Yadav et al. [21] employed the PVsyst software to examine the performance of a 295 Wp
Si-poly PV module SYP295S under Nepal’s weather conditions at Tribhuvan University.
Their simulation results revealed that a total of 110 kWp of PV power plant’s output would
be enough for the whole campus. The designed system produced a surplus energy of
115.1 MWh/year, which can be exported to grid. A 2.4 kWp monocrystalline PV module
was studied by [22] at the Mulhouse campus, France. The studied power plant generated a
total of 5597.65 kWh of energy. Chandel and Chandel [23] conducted a performance assess-
ment on a 19-MWp (17-MWac) PV plant installed with seasonal adjustable tilt (AT), fixed tilt
(FT), and horizontal single-axis solar tracking (HSAT) configurations in India. Key findings
from their study suggest that the studied FT system recorded an annual PR of 79% with a CF
of 19%. The AT also recorded a CF of 20%, while the HSAT recorded 22%. Kumar et al. [24]
also assessed a 10 kWp poly-Si PV power plant for the remote islands of Andaman and
Nicobar in India. A yearly average CF and PR range of (13.73–14.61%) and (64.70–64.93%),
respectively were obtained. Other studies, such as [25–27] investigated power plants with
capacities ranging from 1.72–5 kWp and determined their performance parameters.

RE development and application in the Russian Federation are relatively lower than
in other European countries. The country has mainly relied on fossil fuels and nuclear
energy for its electricity and heating demands. Hydropower constitutes a large portion of
its installed RE capacity in terms of renewables. The country’s total installed RE capacity
increased to 53.5 GW; hydro alone constitutes 51.5 GW, with bioenergy taking only 1.35 GW.
The solar PV has only 460 MW, while onshore wind also has 111 MW as of 2015 [28]. The
country’s share of installed solar and wind energy capacities as of 2021 are 0.7 percent and
0.42 percent, respectively [29].

The government of the Russian Federation has therefore committed to the develop-
ment of the entire RE sector. The government’s target is to achieve a renewable energy
share of 4.5% by 2030. The country’s Energy Strategy stipulates that the percentage of
RE in the energy mix must be at least 4.5% in the period from 2020–2030, producing
80–100 billion kWh/year [30,31]. However, there is a lack of detailed information on the
performance of solar PV modules under Russian weather conditions for all year round.
This does not help encourage individuals and private investors to use or invest in the
sector. The objective of this study is to bridge this gap by assessing solar PV’s technical
performance and social aspect in the Sverdlovsk region of Russia. The current study pre-
dicts solar PV system’s energy performance, degradation, and energy loss under different
orientations, i.e., fixed tilted plane and tracking horizontal axis E–W using the PVsyst
simulation software. This is the first time such a study has been conducted in the study area
in the Russian Federation, to the best of our knowledge. Unlike the previously reviewed
literature, this study assesses the employment potential of such systems in Russia. The
results obtained in this study are expected to shape the technical and social aspects of solar
PV energy in the country.

This work is organized into four sections; Section 2 covers the materials and method
used for the study. The outcomes are obtainable in Section 3, the conclusion and future
research recommendations are obtainable in Section 4.

2. Materials and Methods

The methodology adopted for the study, specifications of the PV modules studied, geo-
graphical information of the study area, and mathematical relations used for the evaluation
of the various performance indicators are presented in this section.

2.1. PVsyst Simulation Model

The PVsyst simulation tool is a commonly used software in designing solar power
plants optimally and assessing the energy yields of the plants. It uses meteorological
irradiation resources, extensive knowledge of PV technology, and PV system components
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for the simulation. As a result, the PVsyst tool can assist researchers and engineers to
comprehend the PV system’s workings to improve the system’s design. The proposed
grid-connected PV system was simulated using the following steps [1]:

• Identification of the study area (location)
• Downloading of the weather data characteristics for the study area (i.e., solar irradi-

ance, wind speed, and ambient temperature)
• Selection of the orientation of the PV module (i.e., tilt and azimuth angles)
• Selection of the system components of the PV and inverter systems in relation to the

requirements of the system
• Discretionary user needs relative to grid-tied system requirements
• The discretionary choice to alter the values for the loss types.

2.2. Meteorological Data of the Study Area

The study area is Yekaterinburg, which is in the Sverdlovsk region in Russia. It is
located on latitude 56◦50′34.4′′ N and longitude 60◦39′19.0′′ E. The weather data used
for the analysis were obtained from Meteonorm 8.0. The study area has an average
global horizontal irradiation (GHI) average of 2.82 kWh/m2/day and horizontal diffuse
irradiation of 1.37 kWh/m2/day. The average annual temperature for the area is 2.6 °C,
with an average wind speed of 3.7 m/s. The relative humidity of the study area is also
74.1%, with a global horizontal irradiation year-to-year variability of 3.7%. The weather
characteristics of the study area are presented in Figure 1. The lowest temperature and
solar irradiation usually occur during the winter; similarly, May–August record relatively
high temperatures and insolation. The month of July generally receives the highest solar
irradiation and temperatures.
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Figure 1. (a) GHI and temperature (b) wind speed characteristics of the study area (Meteonorm 8.0).

2.3. Solar PV Performance Assessment

The system yields are classified into an array, a reference, and final yields. The yields
show the actual array operations in relation to its rated capacity. The array yield YA is
said to be the output energy DC (direct current) produced from the PV array within a
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certain time frame normalized by the PV system’s rated power [32]. It can be represented
mathematically as indicated in Equation (1) [33].

YA =
EDC

PPV, rated

(
kWh/kWp

)
(1)

where EDC is the PV array’s DC energy output in (kWh), and PPV, rated is the PV system
rated power in (kWp).

The alternating current (AC) energy (total) produced by the PV module for a specific
time is divided by the installed PV’s system rated output power [32]. The final yield YF can
be defined as the inverter side output, which is AC energy produced daily YF, d or monthly
YF, m by the system, which is normalized by its nominal or rated power of the installed PV
array. It can be calculated using Equation (2) [34].

YF =
EAC

PPV, rated
(2)

where the AC energy output (kWh) is denoted by EAC.
The reference yield YR describes the solar irradiance for the PV system; it is the total

in-plane solar irradiance divided by the reference irradiance at standard test conditions
(STCs). It is a function of weather conditions, array orientation, and location, as indicated
in Equation (3) [9,33].

YR =
GI

GSTC
(kWh/kW) (3)

where the total in-plane solar irradiance is denoted with GI (kWh/m2), and the reference
irradiance at STCs is represented by GSTC (1 kW/m2).

The PR of a solar PV system measures the total outcome of losses on the PV system’s
rated output. The PV system’s PR shows how close its performance approaches the ideal
performance under real-life operations; it helps compare a PV system’s independence of
a location, orientation, tilt angle, and nominal rated power capacity. It can be calculated
using Equation (4) [32,35].

PR =
100×YF

YR
(%) (4)

CF can be defined as the ratio of the AC energy that is generated by the PV system
within a specified period of time (mostly one year) to the system’s output energy, which
would have been produced if the power plant were to operate at full capacity for the entire
period. The yearly CF can calculated using Equation (5) [6].

CF =
EAC

PPV, rated × 8760
(5)

The array capture losses LA shows the losses occasioned by the array’s operation,
which highlights the array’s failure to use the available irradiance [26] completely. The
difference between the array yield and the reference yield is the array capture losses; this
can be calculated using Equations (6) and (7) [32].

LA = YR −YA
(
kWh/kWp

)
(6)

where the losses LS are caused by losses in changing the inverter’s DC output power from
the PV system to AC power. This is mathematically represented as follows:

LS = YA −YF
(
kWh/kWp

)
(7)
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The thermal losses result from the effect of temperature on the performances of the PV
modules. This can be expressed mathematically as indicated in Equation (8) [36].

Etherm = EPV

(
1− 1

1− γ(TC − T0)

)
(MWh) (8)

where the temperature coefficient of the maximal power is denoted by γ, the module
temperature under STCs (25 ◦C) is represented by T0, and the module temperature is
denoted by TC.

2.4. Energy Production

The daily, monthly, and annually total energy (AC or DC) produced by the PV system
can be attained through simple summations as shown in Equation (9) [37,38].

Ed =
24
∑
1

Eh(kWh)

Em =
n
∑
1

Ed (kWh)

Ey =
12
∑
1

Em (kWh)

(9)

where the number of days in a month is represented by n, and the hourly energy is denoted
by Eh. In addition, the daily, monthly, and yearly cumulative energy values are represented
with Ed, Em, and Ey, respectively.

2.5. Characteristics of the Various Components

The PV module technology used for the analysis was Si-mono. The AE 300DGM6-
60 (1500) solar module manufactured by AE solar was used for the analysis. A total of
120 units were used to achieve the designed power output. The technical description of
the PV module is presented in Table 1. Increasing the temperature of a PV cell decreases
its output performance as a result of the increase in the rate of the internal recombination
in the PV cell, which is caused by increased carrier concentrations. Both the electrical
efficiency and the power output of the PV power plant relate linearly with its operating
temperature. As a result, when the operating temperature of the PV module rises beyond
25 ◦C, it leads to a reduction in the semiconductor material’s band-gap, which results in
the reduction in the open circuit voltage [39,40]. The current-voltage (I–V) graph for the
selected PV module for different cell temperatures is presented in Figure 2; in this graph,
the negative effect of high temperatures on the performance of PV cells is clearly shown.
The power–voltage graph, which also demonstrates the impact of solar irradiance on the
output of the PV cell, is also represented in Figure 3.

Table 1. PV module system description.

Model AE 300DGM6-60 (1500)
Module type Si-mono
Unit nominal power 300 Wp
Nominal (STC) 36.0 kWp
Pmpp 32.3 kWp
Cell area 177 m2

Module area 197 m2

Efficiency 18.38%
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In the inverter case, the Voltwerk model was used for the analysis; the model is 11 kW
400–800 V TL 50 Hz VS11 with a minimum MPP voltage of 400 V and a maximum MPP
voltage of 800 V. It has a maximum efficiency of 98%. A total of 3 inverters were used to
design the power plant.

Figure 4 depicts the schematic for the proposed PV system; it is made up of the
PV array section where the PV modules are connected, the inverter section where the
conversion of DC to AC is done, the load section, and the grid section. In the scheme,
the EArray denotes the PV array’s energy output, while the inverter’s energy output is
represented by Eout inv. Eused denotes the energy used by the user load.
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2.6. Field Mechanisms Used in the Analysis

To take maximum advantage of the irradiation from the sun, PV panels are mostly
tilted in the direction of the equator at an optimal tilt angle. The optimum tracking angle at
a location is determined by both the latitude and the climatic conditions at the said location.
There is the option to use the fixed tilted plane, which is commonly used; however, there is
an option to use trackers. The single solar tracking and double-axis tracking option can be
employed; this is subject to the degree of the freedom movement. The single solar tracking
uses a single pivot point for rotation to track the sun’s path from one point to another. In
the case of the double-axis tracking, it tracks the sun’s path in two different axes using two
pivot points for rotation; it has both the horizontal and vertical axes [41,42]. In this study,
two different field types were compared to assess their effect on the performance of the PV
power plant at the study site. These are the fixed tilted plane and the tracking horizontal
axis E–W. The optimum tilt angle for the fixed PV system is 45◦ for the study area. The two
different mechanisms are represented in Figure 5.

Sustainability 2022, 14, x FOR PEER REVIEW 8 of 21 
 

 

Figure 4. Schematic diagram of the proposed PV system. 

2.6. Field Mechanisms Used in the Analysis 

To take maximum advantage of the irradiation from the sun, PV panels are mostly 

tilted in the direction of the equator at an optimal tilt angle. The optimum tracking angle 

at a location is determined by both the latitude and the climatic conditions at the said 

location. There is the option to use the fixed tilted plane, which is commonly used; how-

ever, there is an option to use trackers. The single solar tracking and double-axis tracking 

option can be employed; this is subject to the degree of the freedom movement. The single 

solar tracking uses a single pivot point for rotation to track the sun’s path from one point 

to another. In the case of the double-axis tracking, it tracks the sun’s path in two different 

axes using two pivot points for rotation; it has both the horizontal and vertical axes [41,42]. 

In this study, two different field types were compared to assess their effect on the perfor-

mance of the PV power plant at the study site. These are the fixed tilted plane and the 

tracking horizontal axis E–W. The optimum tilt angle for the fixed PV system is 45° for the 

study area. The two different mechanisms are represented in Figure 5. 

 

Figure 5. The orientation used, (a) tracking horizontal axis E–W and (b) fixed tilted plane. Figure 5. The orientation used, (a) tracking horizontal axis E–W and (b) fixed tilted plane.

3. Results and Discussion

According to a summary of the results from the simulations, the fixed tilted PV sys-
tem will produce an energy of 39.5 MWh/year with an estimated specific production
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of 1097 kWh/kWp/year and a PR of 82.3%, as shown in Figure 6. Similarly, the track-
ing horizontal axis E–W system will generate a total of 43.0 MWh/year, which is about
3.5 MWh/year more than that of the fixed tilted plane; it is also expected to record a specific
production of 1194 kWh/kWp/year with a PR of 82.6%. As widely published in the litera-
ture, the performance of PV systems depends on several factors; some of these include the
ambient temperature, clearness index, and the level of solar irradiation, among others. As
reviewed in the introduction section of this work, the obtained PR in this study falls within
the range of values obtained by studies, such as Malvoni et al. [8] under Mediterranean
weather conditions, which obtained 84.4%. Eke and Demircan [43] obtained a PR of 72%
under Turkey climatic conditions; similarly, Okello et al. [44] obtained 84.3% as the PR for a
3.2 kWp grid-connected PV system in South Africa. As presented earlier in this section,
the slight differences in the PR values can be attributed to the factors that affect the PV
system’s performance. The high temperatures during the summer period affected the PR
during those periods. The output performance of the PV decreases with an increase in
PV temperature [39,45]. Hence the output performance of the system reduces to some
level even if there is enough solar radiation. A malfunction in the PV system can also be
detected based on the PR values. Months with lower PR can be ascribed to a malfunction
in the inverter and the incorrect functioning of the system. The IEC norm describes the
normalized production and represents the standardized parameter for the PV system’s
performance assessment. It can therefore be assessed to compare the characteristics of
PV architectures that are constructed under similar climatic conditions [46]. The useful
produced energy per installed kWp/day, system losses, and the collection losses for both
orientations are estimated and presented in Figure 7. The arrays’ temperature character-
istics against effective irradiance are presented in Figure 8. It can be seen from the figure
that the array’s temperature ranged between −30 ◦C during the winter period to as high as
about 65 ◦C in the summer period.

Sustainability 2022, 14, x FOR PEER REVIEW 9 of 21 
 

3. Results and Discussion 

According to a summary of the results from the simulations, the fixed tilted PV sys-

tem will produce an energy of 39.5 MWh/year with an estimated specific production of 

1097 kWh/kWp/year and a PR of 82.3%, as shown in Figure 6. Similarly, the tracking hor-

izontal axis E–W system will generate a total of 43.0 MWh/year, which is about 3.5 

MWh/year more than that of the fixed tilted plane; it is also expected to record a specific 

production of 1194 kWh/kWp/year with a PR of 82.6%. As widely published in the litera-

ture, the performance of PV systems depends on several factors; some of these include the 

ambient temperature, clearness index, and the level of solar irradiation, among others. As 

reviewed in the introduction section of this work, the obtained PR in this study falls within 

the range of values obtained by studies, such as Malvoni et al. [8] under Mediterranean 

weather conditions, which obtained 84.4%. Eke and Demircan [43] obtained a PR of 72% 

under Turkey climatic conditions; similarly, Okello et al. [44] obtained 84.3% as the PR for 

a 3.2 kWp grid-connected PV system in South Africa. As presented earlier in this section, 

the slight differences in the PR values can be attributed to the factors that affect the PV 

system’s performance. The high temperatures during the summer period affected the PR 

during those periods. The output performance of the PV decreases with an increase in PV 

temperature [39,45]. Hence the output performance of the system reduces to some level 

even if there is enough solar radiation. A malfunction in the PV system can also be de-

tected based on the PR values. Months with lower PR can be ascribed to a malfunction in 

the inverter and the incorrect functioning of the system. The IEC norm describes the nor-

malized production and represents the standardized parameter for the PV system’s per-

formance assessment. It can therefore be assessed to compare the characteristics of PV 

architectures that are constructed under similar climatic conditions [46]. The useful pro-

duced energy per installed kWp/day, system losses, and the collection losses for both ori-

entations are estimated and presented in Figure 7. The arrays’ temperature characteristics 

against effective irradiance are presented in Figure 8. It can be seen from the figure that 

the array’s temperature ranged between −30 °C during the winter period to as high as 

about 65 °C in the summer period.  

 

Figure 6. Monthly performance ratio for the (a) fixed plane and (b) tracking PV system. Figure 6. Monthly performance ratio for the (a) fixed plane and (b) tracking PV system.

Sustainability 2022, 14, x FOR PEER REVIEW 10 of 21 
 

  
(a) (b) 

Figure 7. Normalized energy production per installed kWp for (a) fixed plane (b) tracking PV sys-

tem. 

 
(a) 

Figure 7. Normalized energy production per installed kWp for (a) fixed plane (b) tracking PV system.

107



Sustainability 2022, 14, 3546

Sustainability 2022, 14, x FOR PEER REVIEW 10 of 21 
 

  
(a) (b) 

Figure 7. Normalized energy production per installed kWp for (a) fixed plane (b) tracking PV sys-

tem. 

 
(a) 

Sustainability 2022, 14, x FOR PEER REVIEW 11 of 21 
 

 
(b) 

Figure 8. Array temperature vs. effective irradiance (a) fixed plane and (b) tracking PV system. 

The expected monthly energy injected into the grid from the PV system for both ori-

entations is shown in Figure 9. It is evident that the most energy injected into the grid 

occurs during the summer period, obviously because of the longer period and high inten-

sity of solar radiation during that time. The balances and main results are presented in 

Table 2; it includes the global horizontal, horizontal diffuse irradiance, effective global 

corresponding for shading (GlobEff), ambient temperature (T_amb), global incident in 

collector plane (GlobInc), the energy output of the PV array (EArray), performance ratio 

(PR), and the energy injected into the grid (E_Grid for each month of the year as well as 

the overall energy out for the year. Although the highest solar irradiation at the study area 

occurs during the summer periods, it is clear from the Table that the PR at those periods 

is relatively lower compared to the other periods. This may be due to the relatively high 

temperatures during those areas, which negatively affect the efficiency of the solar cells. 

It is clear from the energy values presented in Table 1 that both designs lost energy in the 

course of the conversion as there is a difference between the DC and AC sides of the energy 

produced. This difference is the energy lost due to the losses in the system. The fixed tilted 

plane system lost 1.249 MWh against 1.277 MW for the tracking system. 
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The expected monthly energy injected into the grid from the PV system for both
orientations is shown in Figure 9. It is evident that the most energy injected into the
grid occurs during the summer period, obviously because of the longer period and high
intensity of solar radiation during that time. The balances and main results are presented
in Table 2; it includes the global horizontal, horizontal diffuse irradiance, effective global
corresponding for shading (GlobEff), ambient temperature (T_amb), global incident in
collector plane (GlobInc), the energy output of the PV array (EArray), performance ratio
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(PR), and the energy injected into the grid (E_Grid for each month of the year as well as
the overall energy out for the year. Although the highest solar irradiation at the study area
occurs during the summer periods, it is clear from the Table that the PR at those periods
is relatively lower compared to the other periods. This may be due to the relatively high
temperatures during those areas, which negatively affect the efficiency of the solar cells.
It is clear from the energy values presented in Table 1 that both designs lost energy in the
course of the conversion as there is a difference between the DC and AC sides of the energy
produced. This difference is the energy lost due to the losses in the system. The fixed tilted
plane system lost 1.249 MWh against 1.277 MW for the tracking system.
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Table 2. Balances and main results.

Global
Horizontal,

kWh/m2

Diffuse
Horizontal,

kWh/m2
T_amb, ◦C Global Eff,

kWh/m2 GlobInc, kWh/m2 Energy Array,
MWh E_Grid, MWh PR

Fixed Tracking Fixed Tracking Fixed Tracking Fixed Tracking Tracking Fixed

Jan 19.9 10.17 −14.57 58.0 68.5 60.9 71.3 2.087 2.446 2.032 2.384 0.929 0.926

Feb 42.8 16.23 −13.04 96.2 106.6 101.0 111.3 3.394 3.734 3.310 3.642 0.909 0.911

Mar 90.8 33.36 −4.61 144.6 148.5 152.4 156.4 4.880 4.994 4.754 4.865 0.864 0.867

Apr 117.8 52.17 3.92 137.9 141.2 146.1 149.9 4.467 4.579 4.333 4.446 0.824 0.824

May 152.6 77.64 12.05 147.5 162.6 156.4 172.6 4.634 5.136 4.489 4.991 0.803 0.797

Jun 168.1 76.44 16.66 154.5 178.0 163.9 188.6 4.725 5.481 4.576 5.329 0.785 0.776

Jul 163.9 78.29 19.14 154.9 174.1 164.3 184.7 4.680 5.291 4.531 5.140 0.773 0.766

Aug 125.8 69.21 16.66 130.7 137.1 138.6 145.6 4.014 4.222 3.885 4.093 0.781 0.779

Sep 74.5 39.26 9.94 93.8 94.3 99.3 99.8 2.965 2.974 2.862 2.870 0.799 0.801

Oct 39.8 26.93 2.66 57.3 58.4 60.5 61.4 1.896 1.920 1.821 1.844 0.834 0.837

Nov 19.7 11.85 −5.47 44.0 49.7 46.3 51.8 1.527 1.711 1.473 1.655 0.887 0.884

Dec 12.8 7.59 −11.64 40.9 49.4 43.0 51.3 1.463 1.758 1.417 1.710 0.925 0.916

Year 1028.4 499.14 2.73 1260.3 1368.5 1332.6 1444.9 40.732 44.247 39.483 42.970 0.826 0.823

The PVsyst also runs a probability distribution analysis for the total yearly energy
produced from the system, which could be transferred into the grid system. The probability
distribution variance for the plant’s production forecast depends on several factors; some
of these include inverter efficiency uncertainty, PV module modeling/parameters, meteo
data, degradation uncertainty, and soiling and mismatch uncertainties [12]. The probability
law supposes that during the many years of operation of the PV system, the annual
yield distribution will follow a statistical law, and this law is assumed to be the normal
or Gaussian distribution. The P50-P90 indicates the different levels of yield, for which
the probability that a particular year’s production is over this value of 50% and 90%,
respectively [47]. The probability distribution function for the PV plant’s energy generation
forecast is as shown in Figure 10. According to the results from the simulations, the
expected annual production probability for the fixed PV module for the P50, P75, and P90
is 39.68 MWh, 37.72 MWh, and 35.94 MWh, respectively, with a variability of 2.91 MWh.
In the case of the tracking PV module, the annual production probability for the P50,
P75, and P90 is 43.18 MWh, 41.05 MWh, and 39.12 MWh, respectively, with a variability
of 3.17 MWh.

3.1. System Losses

These are losses in the system that may occur during the conversion of the incident
solar energy to electric energy. These losses enable users to know the energy converted into
electricity by the system, which can be done by subtracting the total loss from the incident
energy on the panel. The decrease in the performance of the PV module can be associated
with these losses. The normalized production and loss factors for both orientations are
presented in Figure 11. The PV array losses for both orientations, i.e., fixed and tracking,
are 15.1% and 14.9%, respectively. The months of May to August recorded the highest array
losses due to the high temperatures and relatively low wind speed during those periods.
However, the tracking system positively impacted the PV module, as its system losses were
relatively less than the fixed PV module. The produced useful energy (inverter output) for
the fixed and tracked systems are 82.3% and 82.6%, respectively.
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The loss diagram for the two orientations is presented in Figure 12. The losses range
from the incidence angle modifier (IAM), which is the reflection loss (optical effect) that
corresponds to the weakening of the irradiation that is actually reaching the surface of
the PV cell with respect to the irradiation under normal incidence [48]. Others include
manufacture losses, ambient temperature, and ohmic wiring, etc. Soiling loss involves dirt
or dust accumulation on the surface of the module, which produces a dimming effect on the
incident solar irradiation. The results suggest that both orientations are expected to record
a soiling loss of 3%. The soiling loss can be mitigated by periodically washing the surface
of the PV module; it can, however, add to the operations and maintenance costs, which
can affect the plant’s economic viability. This is especially for sites with water scarcity.
The IAM loss is 2.5% for both designs. The nominal array energy (at STC efficiency) is
45.72 MWh for the fixed module; it, however, increased significantly by some 3.92 MWh
for the tracking system.
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The module quality loss, the deviation between the nominal capacity indicated on the
manufacturer’s datasheet, and the real module capacity, signifies the loss of module quality.
A module quality loss of 0.4% was recorded. The PV array mismatch loss for both designs
is the same; they both recorded 3.66%. This power loss is known as electrical mismatch loss.
According to a study by Koirala et al. [49], a mismatch loss of up to 12% in the series string
may arise but can be reduced to between 0.4–2.4% using suitable series-parallel connections.
Presorting according to the max power current is identified as the most effective method for
optimizing PV array performance [50,51]. The module degradation loss for the two designs
is the same for all; they all recorded 3.82%. A total of 1028 kWh/m2 global horizontal solar
irradiation was received during the analysis period.

The two PV system’s predicted performances were compared with other literature to
assess their performance. Results from the other works on other countries presented in
Table 3 can be said to be relatively similar to what is presented in this study. The PR falls
within the range obtained by most studies.
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Table 3. Comparison with other studies.

Location Plant Capacity Solar Irradiation
(kWh/m2)

Energy to Grid
(MWh) PR, % Degradation

Loss, % Ref

India 10 MW 1940 15 798.192 86.12 - [52]

India 186 kW 1821 318.52 85.6 - [53]

Afghanistan 700 kW 1998 1266.1 79.7 1.50 [54]

Chile 8.2 kW - 6.7780 85.5 - [46]

Malaysia 380 kW 1631 495.39 80.3 3.81 [55]

India 200 kW 1820.7 292.954 77.27 2.5 [9]

Indonesia 41.1 kW 1732 74.3 82.69 - [56]

India 230 W 1911 1.068 72.8 1.5 [57]

Vietnam 2 kW 1616 2.5699 76.9 2.0 [58]

Dubai 200 kW 2000 352.62 81.7 - [59]

Poland 1 kW - 0.83 60–80 - [60]

Norway 220–240 W - 11.92 83.03 - [61]

Ireland 1.72 kW 1043.1 - 81.5 - [62]

Serbia 2 kW - - 93.6 - [63]

Norway 2.1 kW - 1.93 - - [64]

Fixed tilted plane 36 kW 1028 39.48 82.3 3.82 Current
study

Tracking system 36 kW 1028 42.97 82.6 3.82 Current
study

3.2. Social Aspect

Deployment of energy systems at any location is usually accompanied by job creation,
as people will be needed from the construction stages to the operation and decommission-
ing phase [65]. As a result, the study considered the social aspect of the energy systems
to assess their employment creation potentials for the study area. The estimated employ-
ment potentials for solar PV is estimated to be about 0.27549 × (10−7/kWh/year) [65,66].
According to the simulated results, the total energy exported to the grid per year for the
fixed axis solar PV module is 39,480 kWh against 42,970 kWh for the tracking axis module.
According to the mathematical computations, we obtained 0.0011 persons/year for the
fixed PV module, while 0.0012 persons/year were obtained for the tracking system. There-
fore, assuming both modules operated for a lifetime of 25 years, then the fixed module will
have an employment potential of 0.028 persons against 0.030 persons for the tracking PV
module. The employment potential between the two designs does not vary much. It is
important to state that this analysis is only meant to assess the employment potential of the
36 kWp capacity PV modeled. Hence, it indicates the employment potential of a large-scale
solar PV power plant under Russian weather conditions.
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4. Conclusions

Russian weather conditions are considered harsh for large-scale solar power plants,
especially due to the high negative temperatures during its long winter. Therefore, this
study simulated two different designs (i.e., fixed tilted plane and tracking, horizontal axis
E–W) to assess their performance, energy loss, and employment potential for potential large-
scale solar PV development in the Sverdlovsk region of Russia. The following conclusions
are made from the study:

• A total of 1028 kWh/m2 global horizontal solar irradiation was received during the
analysis period.

• The fixed tilted plane PV panel is expected to export 39.48 MWh of electricity to the
grid, while the tracking system will export 42.97 MWh for a year. The months of March
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to August are the periods within which much of the electricity will be generated due
to the high solar irradiations recorded during those periods.

• A PR of 82.3% and 82.6% were obtained for the fixed and tracking systems, respectively.
It can clearly be seen that the PR is inversely proportional to the temperature of the
PV module; PR values in the winter season are higher than those in summer.

• According to the results from the simulations, the expected annual production proba-
bility for the fixed PV module for the P50, P75, and P90 is39.68 MWh, 37.72 MWh, and
35.94 MWh, respectively, with a variability of 2.91 MWh. In the case of the tracking
PV module, the projected annual production probability for the P50, P75, and P90 is
43.18 MWh, 41.05 MWh, and 39.12 MWh, respectively, with a variability of 3.17 MWh.

• The PV array losses for both orientations, i.e., fixed and tracking, are expected to be
15.1% and 14.9%, respectively. The months of May to August recorded the highest
array losses due to the high temperatures during those periods.

• According to the mathematical computations, we obtained 0.0011 persons/year for the
fixed PV module, while 0.0012 persons/year were obtained for the tracking system.
Therefore, assuming both modules operated for a lifetime of 25 years, then the fixed
module will have an employment potential of 0.028 persons against 0.030 persons for
the tracking PV module.

Russia is currently implementing measures that seek to promote, develop, and use
its various RE resources to help cut down its GHG emissions. Therefore, this study is
expected to serve as a reference material for government, interested parties, individuals,
and policymakers in relation to small and large-scale solar PV development, using the
performance of the two designs. The data provided in this study give useful information
on the possible net energy output of such systems. Future studies can assess the economic
viability of such projects on large-scale levels and possibly integrate them with other
renewable energy resources, such as wind, to assess their viability for rural and far-to-reach
areas in Russia. An environmental impact assessment can also be assessed for large-scale
PV projects in the country to know the potential reduction in GHG emissions that such
projects come with. Similarly, future studies can conduct experimental research to compare
actual results and the simulated results to give a real understanding of the performance of
PV modules under Russian weather conditions. This is because it is highly possible that the
simulated results may differ from that conducted under real environmental conditions. It is
also recommended to evaluate the performance of different PV technologies under Russian
weather conditions. This would provide critical information on the optimum technology
for Russian weather.
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Abstract: In this paper, a bidirectional zero voltage switching (ZVS) resonant converter with narrow
control frequency deviation is proposed. Wide input–output voltage range applications, such as
flywheel or supercapacitors storage units are targeted. Due to symmetrical topology of resonant
circuit interfaces, the proposed converter has similar behavior in bidirectional operating mode. We
call it Dual Active Bridge Converter (DABC). The proposal topology of the converter is subjected
to multi resonant circuits which make it necessary to study with multiscale approaches. Thus, first
harmonic approximation and use of selective per unit parameters are established in (2) Methods.
Then, the forward direction and backward direction of power flux exchange are detailed according to
switching sequences. Switching frequency control must be completed within a narrow range. So, the
frequency range deterministic parameters are emphasized in the design procedure in (3) Methods. A
narrow range of switching frequency and a wide range voltage control must be ensured to suit for
energy storage units, power electronic devices capabilities and electromagnetic compatibility. A 3 kW
test bench is used to validate operation principles and to proof success of the developed design
procedure. The interest of proposed converter is compared to other solutions from the literature in
(4) Results.

Keywords: bidirectional resonant converter; zero voltage switching; zero current switching; wide
input voltage range; power losses

1. Introduction

In the last decade, the converters used in electric vehicles, smart grids and renewable
energies applications have had significant progress in term of electric performances [1,2].
In numerous cases, the performances are obtained by means of the integration of Energy
Storage Systems (ESS) such as batteries, supercapacitors or flywheels in DC-bus using
bidirectional DC/DC converters. The converters ensure the ESS charge and discharge
operations according to the power balance [3]. Different topologies of bidirectional DC/DC
converters are proposed in the literature [4–6]. Non-isolated bidirectional topologies were
suggested to interface batteries and supercapacitors as described in [7]. Indeed, many
specific systems require galvanic isolation especially for safety reasons. The operation with
high switching frequencies allows reducing the size of the passive components [8]. Use
of hard switching in turn off operations unfortunately increases the converter losses. To
overcome this problem, the soft switching technique must be applied, which increases the
efficiency of the converter [9]. Phase-shifted Dual Active Bridge (DAB) converter has been
widely investigated in the literature [10,11]. In [12,13], the authors propose a phase shift
control strategy combined with duty cycle control to extend the soft switching capability of
the DAB converter.

The control strategy is based on the synchronized phase-shift control with duty-
cycle one. To improve the efficiency of the DAB converter, a resonant circuit is added
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to the basic topology to obtain a resonant converter [14,15]. Using this technique, the
soft switching zone can be significantly extended. The series resonant circuit can ensure
Zero Voltage Switching (ZVS) capability of the converter, but it can be subjected to fail for
light load or no-load operating conditions [16,17]. Using parallel resonant circuits allows
no-load operation, but this would come at the expense of a high resonant current almost
independent of the load. Thus, exchanged internal energy and the conduction losses are
unnecessarily large [18]. The combination of series and parallel circuits, such as LCC
resonant converter [19,20] is expected to offer a converter with better characteristics. This
topology can operate from rated power to no-load with small internal energy circulating.
However, it causes high switching losses for wide voltage range applications. Among the
different resonant DC/DC converters, LLC resonant converter has attracted the attention
of researchers [21–24]. This topology can achieve the soft switching for both sides of the
converter, and can operate in buck or boost mode. However, it is still a classic series resonant
converter in backward mode because the inductances of transformer do not participate
in the resonant operation. This reduces significantly the efficiency in the backward mode
and penalizes LLC topology for bidirectional current applications [25], such as interfacing
batteries and supercapacitors. CLLC resonant converters are proposed in [26–28]. These
converters suffer from high reactive power when the switching frequency deviates from
the resonant frequency during low load conditions. Modified LLC resonant converters
with hybrid control are proposed in [29,30] to reduce the reactive power. However, they
are still not suitable for wide voltage range systems and suffer due to high power losses in
power semiconductors switch-off operations. A qualitative comparison between the results
achieved by some bidirectional resonant converters in literature is presented in Table 1, and
related behaviors are described in [31–33].

Table 1. Comparison of bidirectional resonant converters for wide voltage range applications.

LCLL [31] LLC-L [32] CLLC [33]

Range of the voltage gain 0.62~1.125 3~5.3 0.55~1.12
Switching frequency (kHz) 65~120 60~100 40~145
Obtained frequency range

percentage 45% 40% 72%

Soft start at resonant
frequency No No No

Soft switching in Forward &
Backward

ZVS for full load
range; High turn off
losses at light load

ZVS for full load
range; High turn

off losses

ZVS for full load
range; High turn

off losses

The proposed topology aims to obtain the followings performs compared to referenced
solutions in Table 1:

• A bidirectional current operation required for energy storage units;
• A switching frequency control within a narrow range for forward and backward

operations;
• A turn-off losses and inner circulating energy limitation using a wide range DC-voltage

variation; Soft start at the resonant frequency.

The paper is organized as follow: Section 2 gives the topology, the characteristic and
operating principle of the novel converter. Modeling and global sizing based on the first
harmonic approach is given. The details of operating sequences and per-unit variables
definition are given to help for relevant analysis. The design procedure and soft switching
(ZVS) performances of the converter are presented in Section 3. The experimental test
bench developed in laboratory and results are presented and discussed in Section 4 to show
the feasibility of the proposed solution. Concluding remarks are given in Section 5.
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2. Operating Principle and Main Characteristics of the Proposed Novel Converter

The topology of the proposed resonant converter is presented in Figure 1. It is com-
posed of two active full bridges for bidirectional operations, a high frequency transformer
and a symmetric resonant circuit. This last one includes two series inductances (Lr1, Lr2)
and a parallel inductance-capacitance (Lp, Cp).

Figure 1. Proposed bidirectional topology of novel resonant converter.

2.1. Forward Mode Analysis

In forward mode, the switches Q1–Q4 are controlled simultaneously using variable
frequency PWM signal with a duty cycle of 50%. The switching signals of Q2–Q3 are in
complementary logic with Q1–Q4 ones. In this mode, the MOSFET switches of Q5–Q8
and Q6–Q7 at the DC-bus side are turned OFF. So, only the diode rectifier operates in this
case. Energy is then forwarded from the DC-source Ve to the DC-bus side Vbus. The voltage
between A and B (VAB) of the Figure 1 is a square waveform. It is analytically expressed by
Equation (1), where n is the harmonic frequency order, and f 1 is the fundamental frequency.

vAB(t) =
4.Ve

π ∑
n=1,3,5...

1
n

sin(n.2π f1.t) (1)

First Harmonic Approximation (FHA) is adopted assuming the active energy is mainly
attached to the fundamental frequency. This condition is achieved by filtering the current
nearby the resonant frequency of the LC–LL circuit. Fundamental of vAB(t) is given in (2).
More information about the method can be found in [18].

ve1(t) =
4.Ve

π
sin ( ω1.t) (2)

The output voltage vCD(t) of the resonant circuit given in Figure 1 is also assumed as
a square wave form, and its fundamental component is given in (3), where ϕv is the phase
angle.

vs1(t) =
4.Vbus

π
sin(ω1.t− ϕv) (3)

The output impedance through the diodes bridge is reflected by an equivalent resis-
tance Re expressed in (4). R is a resistance-like load on DC-bus [34], and I0 is the average
current from the rectifier. The FHA model of the converter is presented in Figure 2 and the
corresponding analytical model is given in (5).
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Figure 2. Equivalent model of the proposed converter in forward mode.

Re =
Vs1

Is1
=

8
π2

Vbus
I0

=
8

π2 .R, ω1 = ω (4)

[
Ve1(jω)
Ie1(jω)

]

=

[
1 jω.Lr1
0 1

]


1 jω.Lr2
m2

m2

jω.Lp+
1

jω.Cp
1 + jω.Lr2

jω.Lp+
1

jω.Cp



[ 1

m 0
0 m

][
Vs1(jω)
Is1(jω)

] (5)

The voltage gain (G) based on the equivalent model analysis is given in (6).




Zin = j.ω.Lr1 + Ze

Ze =
Re .
(

j.ω.Lp+
1

j.ω.Cp

)
+

Lr2
Cp −ω2. Lr2. Lp

m2
(

Re+j.ω.Lr2+j.ω.Lp+
1

j.ω.Cp

) (6)

G =
Vs1

m.Ve1
=

Ze

Zin

Re

Re + j.ω.Lr2
(7)

The FHA response of the proposed circuit can be better analyzed in a per-unit (p.u.)
system with the adopted parameters described below:

Q =
1

Re

√
Lp

Cp
(8)

fn=
f
fr

with fr =
1

2π
√

Lp.Cp
(9)

α1 =
m2. Lr1

Lp
; α2 =

Lr2

Lp
(10)

where, Q is the quality factor, fn is the normalized frequency, fr is the series coupled
Lp-Cp resonant frequency. α1 and α2 are respectively the normalized values of primary and
secondary inductances ratio in per-unit. The resulting output–input DC voltages ratio (Hf)
is given in (11).

Hf =
Vbus
Ve
≈

∣∣∣∣∣∣
1[

1 + α1. fn2

fn2−1

]
+
[

j. fn.Q.
(

α1 + α2 +
α1.α2. fn2

( fn2−1)

)]

∣∣∣∣∣∣
(11)

For α1 = α2 = α, the voltage ratio Hf versus the normalized frequency fn calculated
for different load conditions (i.e., Q) is shown in Figure 3. The favorite operation zone for
ZVS is located in 0.72 < fn < 1.
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Figure 3. Voltage gain of the converter in forward mode for α = 1.

Figure 4 shows the voltage gain versus the normalized frequency fn for Q = 1.9 and
different values of inductances ratio α. As displayed in Figure 3, the converter has two
potential operation zones (ZCS & ZVS). ZVS can be fully achieved by switching frequency
fs = fn with (0.72 * fr < fn < fr).

Figure 4. Voltage gain of the converter in forward mode (Q = 1.9).
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The analysis of Figures 3 and 4 shows the following characteristics: Voltage gain at the
resonant frequency is zero; Maximum voltage gain decreases when Q and α increase; and
Voltage ratio varies enough in a narrow frequency range.

2.2. Backward Mode Analysis

In backward mode of Figure 1, the switches Q5–Q8 and Q6–Q7 are controlled by
variable switching frequency. The MOSFET switches of Q1–Q4 and Q2–Q3 are here turned
OFF. In this mode, the energy is transferred from the DC-bus to DC-source which is
assumed to be reversible (supercapacitors energy storage unit). The equivalent model of
the converter in backward mode is presented in Figure 5 and analytical model is given
in (12).

Figure 5. Equivalent model of the converter in backward mode.

[
Vb1(jω)
Ib1(jω)

]
=

[
m 0
0 1

m

]


1 jω.Lr2
1

jω.Lp+
1

jω.Cp
1 + jω.Lr2

jω.Lp+
1

jω.Cp



[

1 jω.Lr1
0 1

][
Vsb1(jω)
Isb1(jω)

]
(12)

The input impedance of the resonant circuit is described in (13). The quality factor Qb
is given in (14), and the voltage gain in backward mode (Hb) is presented in (15).





Zi = jω.Lr2 + Z′

Z′ =
m2Rb .

(
jω.Lp+

1
jω.Cp

)
+m2

(
Lr1
Cp −ωs

2. Lr1. Lp

)

(
Rb+jω.Lr1+jω.Lp+

1
jω.Cp

) (13)

Qb =
m2

Rb

√
Lp

Cp
(14)

Hb =
Ve

Vbus
=

∣∣∣∣∣∣
1[

1 + α. fn2

fn2−1

]
+
[

j. fn.Qb.
(

2.α + α2. fn2

( fn2−1)

)]

∣∣∣∣∣∣
(15)

Figure 6 shows the voltage gain of the backward mode versus fn for different values of
the quality factor Qb. We can see that the converter in the backward mode has exactly the
same behavior as the forward mode. This means similar operation capabilities in the same
restricted frequency domain. If the same tuned values of α1 = α2 = α is assumed, only the
quality factor Qb will determine the operation frequency fs within 0.72 ∗ fr < f1 < fr.
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Figure 6. Voltage gain of the proposed converter in backward mode.

2.3. Operation Principles Analysis

The symmetric bidirectional resonant circuit ensures the same behavior of the con-
verter in both forward and backward modes. Thus, only the principle of the forward
operating mode will be discussed in this subsection. Operating waveforms in forward
mode are illustrated in Figure 7. Switching conditions are also seen.

Figure 7. Waveforms of the converter in forward mode.
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Referring to this figure, the operating states of the converter in forward mode can be
divided into five states for a half switching period. The operating sequences are gathered
in Figure 8, which shows the active circuits’ paths participating to power exchanges.

State 1 (t0 < t < t1): This mode begins at t0 when Q2 and Q3 are turned off. The current
in the inductance Lr1 discharges the parallel capacitor of Q1 and Q4 and charges the parallel
capacitor of Q2 and Q3. This state ends when the voltages across Q1 and Q4 (VQ1, VQ4) go
to zero and those of Q2 and Q3 (VQ2, VQ3) reach the input voltage.

State 2 (t1 <t < t2): After the full discharge of the parallel capacitors of Q1 and Q4, the
negative resonant current ir1 flows through the diodes of Q1 and Q4. The energy stored
in the resonant circuit is fed back to the input side, to discharge the capacitor Cp. The
expressions of the currents and voltages of resonant components in this mode are defined
as follows:

ir1(t) =
Vi −VLp(t1)−VCp(t1)

Lr1
(t− t1) + ir1(t1) (16)

iLp(t) =
[−Vs

m
−VCp(t1) + VLr2(t1)

]√
Cp

Lp
m2 sin[ωr(t− t1)] + iLp(t1) cos[ωr(t− t1)] (17)

VCp(t) =
−Vs

m
−VLr2(t1) +

1
m2

√
Lp

Cp
iLp(t1) sin[ωr(t− t1)] +

[
Vs

m
+ VCp(t1)−VLr2(t1)

]
cos[ωr(t− t1)] (18)

ir2(t) =
m2
[
−Vs

m −VLp(t1)−VCp(t1)
]

Lr2
(t− t1) + ir2(t1) (19)

where,

ωr =
1√

Lp.Cp

State 3 (t2 < t < t3): At t2, the resonant current ir1 changes the direction and the
current flowing trough Q1 and Q4 becomes positive. Thus, Q1 and Q4 turn on with ZVS.
The current ir2 is negative. Hence, the diodes of Q6 and Q7 are conducting to transfer the
energy from the DC-source to DC-bus side. The expressions of different resonant currents
and voltages in this mode are given as follows:

ir1(t) =
Vi + VLp(t1)−VCp(t1)

Lr1
(t− t2) + ir1(t2) (20)

iLp(t) =
[−Vs

m
−VCp(t1)−VLr2(t1)

]√
Cp

Lp
m2 sin[ωr(t− t2)] + iLp(t2) cos[ωr(t− t2)] (21)

VCp(t) =
−Vs

m
−VLr2(t2) +

1
m2

√
Lp

Cp
iLp(t2) sin[ωr(t− t2)] +

[
Vs

m
+ VCp(t2) + VLr2(t2)

]
cos[ωr(t− t2)] (22)

ir2(t) =
m2
[
−Vs

m −VLp(t1)−VCp(t1)
]

Lr2
(t− t2) + ir2(t2) (23)

State 4 (t3 < t < t4): This state begins when the resonant current reaches the magnetizing
current. The secondary current ir2 becomes zero and the capacitor C2 supplies energy to
the load. In the primary side, the resonant current ir1 charges the resonant circuit. The
expressions of the resonant currents and voltages are given in (24) and (25), respectively.

ir1(t) = iLp(t) =
[
Vi −VCp(t3)

]
√

C′p
L′p + Lr1

sin
[

ω′r(t− t2)
]
+ ir1(t3) cos

[
ω′r(t− t3)

]
(24)

128



Sustainability 2022, 14, 377

VCp(t) = Vi +

√
L′p + Lr1

C′p
ir1(t3) sin

[
ω′r(t− t3)

]
+
[
−Vi −VCp(t3)

]
cos
[

ω′r(t− t3)
]

(25)

where,

ω′r =
1√(

Lr1 + L′p
)
.C′p

; C′p =Cp.m2; L′p =
Lp

m2

Figure 8. Cont.
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Figure 8. Operating states of the converter in forward mode.

State 5 (t4 < t < t5): At t4, the current ir2 changes the sign and it becomes positive.
Thus, the diodes of Q6 and Q7 turn off with ZCS and the body diodes of Q5 and Q8 turn on
to deliver the energy to the load. The resonant currents and voltage in this mode are given
by the following equations:

ir1(t) =
−Vi −VLp(t4) + VCp(t4)

Lr1
(t− t4) + ir1(t4) (26)

iLp(t) =
[

Vs

m
−VCp(t4) + VLr2(t4)

]√
Cp

Lp
m2 sin[ωr(t− t4)] + iLp(t4) cos[ωr(t− t4)] (27)

VCp(t) =
Vs

m
+ VLr2(t4) +

1
m2

√
Lp

Cp
iLp(t4) sin[ωr(t− t4)] +

[−Vs

m
−VCp(t1) + VLr2(t1)

]
cos[ωr(t− t4)] (28)

ir2(t) =
m2
[
−Vs

m + VLp(t1) + VCp(t1)
]

Lr2
(t− t4) + ir2(t4) (29)

The operating principles analysis for the next half cycle is the same as detailed above.

3. Converter Design Method

The design of the converter must ensure essential criteria to have a better efficiency of
the converter in both forward and backward mode. The criteria to be met are as follows:

• The switching frequency must be high to minimize the size of the magnetic and
capacity components.

• ZVS for the input switches (inverter) and ZCS-ZVS for the output rectifier diodes
should be ensured to reduce the switching losses. The converter must perform that
regardless of the direction of energy transfer and terminal voltages conditions within
a predefined range.

• The converter should ensure a sufficient voltage gain for all load and input voltage
conditions.

• The switching frequency range should be as narrow as possible regardless of the
direction of energy transfer, the load and the input voltage conditions. In these
conditions, the circulating energy is to be kept reduced.

To ensure these criteria, a design procedure will be presented for a 3 kW resonant
circuit test bench. The proposed converter was designed to serve as energy path between a
variable DC-source with a voltage range of 60~240 V and a 270 V DC-bus. The maximum
power of the converter corresponds to the resistance R and the maximum quality factor is
Qmax.

R = 24.3 Ω; Qmax = 1.9 (30)

Referring to Figure 4, the maximum voltage gain decreases if α increases. The next
step is to define the value of α that ensures the maximum voltage gain for Qmax. Based
on Figure 4, the required maximum voltage gain can be achieved for α = 0.9 or less. The
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switching frequency range and the voltage gain rely on α. A small value of α involves a
narrow switching frequency range. However, α should not be very small in order to not
induce relatively large size of the inductance Lp. The converter must operate in the ZVS
region to ensure soft switching by switches control. The minimum switching frequency
is the frequency that gives the maximum voltage gain corresponding to the maximum
delivered power. This frequency should be located in the ZVS region, as mentioned
previously. The switching frequency increases from the minimum value and the voltage
gain decreases until it reaches zero for no-load operation, theoretically corresponding to
the resonant frequency fr. The DC-bus voltage level is controlled to 270 V while the
DC-source voltage varies between 60 V and 240 V. So, the converter is with a voltage
gain range of 1.125∼4.5 in forward mode. In backward mode, the converter is in buck
mode depending on the changes of roles through transformer terminals and parameters of
consequent quality factor Qb.

Figure 9 shows the operating regions of the converter in forward and backward modes.
The parallel inductance Lp should be chosen to ensure the required voltage gain. A small
value of Lp allows to have a high voltage gain with ZVS for all load conditions. However, a
very small value of Lp will increase the circulating energy and the conduction losses. Once
Lp is defined, Lr2 is calculated using Equation (10). The critical parameter to respect is
the capacitor current to reduce the volume of connected capacitors. For this reason, the
parallel components Cp and Lp are placed on the secondary of the transformer with a high
transformer turn ratio to decrease the current of the capacitor and to increase the voltage
capability. Parallel capacitor is calculated using Equation (31), and the transformer turn
ratio is set according to Equation (32). The series inductance Lr1 is then calculated using
Equation (10).

Figure 9. Proposed converter Forward and Backward operating regions.

Cp =
1

Lp.(2 .π . fr)
2 (31)

m =
Vbus

Ve_min
(32)

The design procedure of the proposed converter is described in Figure 10.
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Figure 10. Flowchart of the proposed design procedure.

4. Experimental Test Bench and Results

In order to verify the design method and to test the proposed bidirectional resonant
converter topology, a laboratory test bench with a 3 kW resonant circuit was built. It was
integrated in a 12 kW Dual Active Bridge converter designed for the other laboratory works.
The experimental test bench is shown in Figure 11. The characteristics of this test bench are
given in Table 2 and the reference of the 800V/39A MOSFETs is IXFN44N80P.

Table 2. Characteristics of the built test bench.

Parameters Value

Input voltage range 60~240 V
Output voltage 270 V

Maximum power 3 kW
Maximum input current 50 A

Switching frequency range 50~70 kHz
Resonant frequency 70 kHz

Transformer turn ratio 1:4
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Figure 11. Proposed resonant converter test bench.

Figure 12 presents the open loop control strategy, where the frequency fs is an input
parameter. This switching frequency is adjusted through DS1103 controller board which
generates the control signals to maintain the DC-bus voltage at a desired level. To verify
the soft-switching over the full operating range of the converter, some experimental tests
are done with various input voltage and for different loads powers in both forward and
backward mode.

Figure 12. Open loop control strategy of the converter.

Figure 13 shows experimental waveforms in forward mode. It is seen that ZVS is
reached for the primary switches of the inverter. Further, the rectifier diodes turn off with
ZCS regardless the load variations and the input voltage value. We also notice the narrow
variation of the switching frequency which is typically shown in Figures 3 and 4 with the
variations of the load and the input voltage such as:

• fs = 51kHz for Ve = 60 V and P = 3 kW (full load);
• fs = 60 kHz for Ve = 140 V and P = 1.5 kW (half load);
• fs = 60 kHz for Ve = 100 V and P = 0.35 kW (low load).
• fs = 63 kHz for Ve = 240 V and P = 0 kW (no-load).
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Figure 13. Experimental waveforms of the converter in forward mode: (a) Ve = 60 V, P = 3 kW (full
load); (b) Ve = 140 V, P = 1.5 kW (half load); (c): Ve = 240 V at no load.
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The narrow frequency range reduces internal energy circulating and the turn off losses.
Figure 14 presents the Vab voltage at the primary side in forward mode, and the resonant
current ir1. We can see that the current lags the voltage. Then, ZVS is always reached.

Figure 14. Experimental waveforms at P = 0.35 kW and Ve = 100 V.

Figure 15 shows experimental waveforms in backward mode for different load condi-
tions and DC-source voltage. The active switches Q5~Q8 are turned on with ZVS and the
diodes of Q1~Q4 are turned off with ZCS regardless load and voltage conditions. Note that
the switching frequency range in backward mode is also very narrow, which proves also
the analyzed behavior in Figure 6.

Figure 15. Cont.
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Figure 15. Experimental waveforms of the converter in backward mode: (a) Ve = 60 V, P = 1 kW;
(b) Ve = 140 V, P = 1.5 kW.

Figure 16 shows the experimental waveforms of Vbus, ir1 and vCp during startup. We
notice the soft startup of the converter with no voltage or current peaks. This is due to the
zero-voltage gain at the starting resonant frequency which demonstrates another advantage
of the proposed topology. Figure 17 shows the measured efficiency of the converter in
forward mode versus the power for different input voltages. The maximum efficiency is
about 96% at 3 kW when the DC-source voltage is more significant (240 V in this case). The
converter efficiency reduces when the input voltage decreases because the input current
increases.

Figure 16. Startup experimental waveforms: where Vbus is the DC-bus voltage, ir1 is the primary
resonant current and vCp is the capacitor voltage.
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Figure 17. Efficiency of the converter in forward mode versus the power for different input voltages.

Note that the efficiency of the converter can be increased by using low power loss
components with the electric wiring optimizing. Figure 18 presents the power losses
distribution in the converter for a full load condition, where the losses in the transformer
and the resonant circuit reach 49% of the total losses (120 W). On the other hand, the losses
in the active inverter are about 27% of the total losses, while the losses in the diode rectifier
are almost 15% of the total losses. The conduction losses are higher compared to those of
switching, in order of 3.5 times for the inverter and 4 times for the rectifier. The conduction
losses in the inverter reach 21% of the total losses and they are 12% of the total losses in the
diode rectifier. Due to soft switching, the switching losses in the inverter and in the rectifier
diodes are reduced. They are 6% and 3% of the total losses, respectively. Figure 18 gives
also the characteristics of the converter compared to the other ones summarized previously
in Table 1.

Figure 18. Losses distribution and criteria fulfillment of the novel resonant converter.

5. Conclusions

This paper presents a bidirectional resonant converter for wide voltage range applica-
tions. Due to the symmetric resonant circuit, the converter has the same behavior in both
energies transfer modes. The voltage gain varies from zero to a maximum value in the suit-
able ZVS region. So, ZVS for active switches of the inverter side and ZCS for the diodes of
the rectifier side are achieved regardless the input voltage, the energy transfer direction and
the load conditions. Proposed converter topology has the capability to operate under wide
voltage range 60~240 V. Control of the power flow is carried out in a predetermined narrow
fundamental switching frequency band which increases significantly the efficiency by
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reducing the circulating energy and the turn off losses. In addition, the proposed converter
has no voltage gain at the resonant frequency and so, no specific startup strategy is needed.
The experimental results of the 3 kW resonant circuit test bench validate the feasibility of
the proposed converter. Moreover, they prove the effectiveness of the proposed design
procedure for the developed converter.
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Abstract: This article proposes an intelligent control strategy to enhance the frequency dynamic
performance of interconnected multi-source power systems composing of thermal, hydro, and gas
power plants and the high penetration level of wind energy. The proposed control strategy is
based on a combination of fuzzy logic control with a proportional-integral-derivative (PID) con-
troller to overcome the PID limitations during abnormal conditions. Moreover, a newly adopted
optimization technique namely Arithmetic optimization algorithm (AOA) is proposed to fine-tune
the proposed fuzzy-PID controller to overcome the disadvantages of conventional and heuristic
optimization techniques (i.e., long time in estimating controller parameters-slow convergence curves).
Furthermore, the effect of the high voltage direct current link is taken into account in the studied
interconnected power system to eliminate the AC transmission disadvantages (i.e., frequent tripping
during oscillations in large power systems–high level of fault current). The dynamic performance
analysis confirms the superiority of the proposed fuzzy-PID controller based on the AOA compared
to the fuzzy-PID controller based on a hybrid local unimodal sampling and teaching learning-based
optimization (TLBO) in terms of minimum objective function value and overshoots and undershoots
oscillation measurement. Also, the AOA’s proficiency has been verified over several other powerful
optimization techniques; differential evolution, TLBO using the PID controller. Moreover, the sim-
ulation results ensure the effectiveness and robustness of the proposed fuzzy-PID controller using
the AOA in achieving better performance under several contingencies; different load variations, the
high penetration level of the wind power, and system uncertainties compared to other literature
controllers adjusting by various optimization techniques.

Keywords: load frequency control (LFC); multi-source power system; fuzzy logic control (FLC); high
wind energy penetration

1. Introduction

Consistent with the noticeable increase in energy demand, it is necessary to establish
new energy sources. However, most efforts concern with establishing renewable energy
sources (RESs) instead of conventional energy sources (CESs) due to the negative and
harmful effects (e.g., global warming) of CES on our community [1–3]. So, energy planners
and researchers make great efforts and strive to establish RESs paralleling with electrical
networks for reducing CESs’ hazards. In addition, RESs are clean and safe energy which
be friendly to the environment [4]. While the establishment of RESs decreases the system
inertia and may negatively affect the system stability [5,6]. Based on the aforementioned
observations, the modern power grids will face a great challenge in keeping the system’s
frequency and the tie-line power stable. Therefore, it is important to keep the system stable
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during these previous conditions, this occurs by applying load frequency control (LFC) to
maintain the frequency and tie-line power of the system at their specified values [7]. In this
regard, numerous control techniques/strategies have been conducted to make progress in
modern power system frequency stability.

One of these strategies is optimal control, which includes linear quadratic regulators
that are applied to regulate the frequency of two-area power systems considering AC/DC
tie-lines [8]. Also in [9], the linear quadratic regulator is applied to enhance the frequency
of the two-area power system in the presence of electrical vehicles. Another strategy
known as robust control techniques, such as the second-order sliding mode controller,
has been applied to regulate the frequency in multi-area power systems [10]. In [11],
one robust control technique known as the µ -synthesis approach is applied to regulate
the frequency of the islanded micro-grid frequency containing (diesel engine generator,
fuel cell, wind turbine, and PV array). In [12], µ-synthesis approach has been applied to
recover the frequency fluctuations under uncertainty weighing selection in power plants.
H∞ Controller has been designed in [13] to regulate the frequency of the power system
while accounting for uncertainties. There is another type of these strategies known as
model predictive control, which has been applied to enhance the performance of three-area
interconnected power system considering the penetration of wind turbines [14]. Also, there
are intelligent control strategies such as (e.g., artificial neural network and fuzzy logic
control (FLC)) have been applied to counteract the system’s frequency deviations during
disturbances in the presence of tidal power units, electrical vehicles, energy storage systems,
and solar power systems [15,16] and so on. While all these strategies were successful in
resolving LFC difficulties, they depended on the designer’s knowledge and experience,
experimenting, and trial and error procedures in finding controller parameters, and it takes
a very long time to approximate their parameters.

On the other hand, the proportional-integral-derivative (PID) controller and its forms
are still the most popular controller due to their good characteristics such as simplicity
and low cost [17]. However, the PID controllers are sensitive to system parameter varia-
tions (i.e., system uncertainties) and nonlinearities [18]. Thus, the FLC strategy has been
proposed to support the PID controller performance in enhancing the dynamic frequency
stability of modern power systems. The main advantages of the fuzzy controller include
its simplicity of execution, high sensitivity to system fluctuations, and the ability to safely
handle changes in the operating point or system parameters due to online updating of the
controller parameters [19]. The first attempt in using the FLC for solving the LFC problem
with the PID controller was conducted in [20]. Additionally, the self-tuning Fuzzy-PID
controller was proposed to enhance the frequency stability of the interconnected power
system, consisting of two areas [21]. Also, the fuzzy-PID controller has been utilized to
stabilize the frequency of a multi-source power system [22]. Where the proposed Fuzzy-
PID controller parameters have been selected based on an optimization technique. In
addition, the Fuzzy-PID controller has been utilized to improve the stability of power
system frequency considering the flexible AC transmission system devices (i.e., the static
synchronous series compensator, the unified power flow controller, and the interline power
flow controller) effect in [23,24]. The FLC is presented by parameters (i.e., inputs, scaling
factors, membership functions, and rule base) that have not specific rules which can be
followed to detect their values. Generally, trial and error methods have been used to select
the parametric values, but these methods may not give the best performance. In this regard,
this study proposes selecting the scaling factors of the fuzzy-PID controller based on a new
meta-heuristic technique known as the Arithmetic Optimization Algorithm (AOA).

Therefore, there is another choice to take care of the LFC issue: to utilize various
optimization methods and these are successfully utilized to manage the nonlinear func-
tions associated with the LFC design. These several optimization techniques are applied
for finding the optimal controller parameters to overcome the LFC problem and achieve
more system security. The utilized techniques by researchers in the LFC issue such as;
grasshopper optimization algorithm [25], ant colony optimization technique [26], Jaya
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algorithm [27], particle swarm optimizer [28], firefly algorithm [29], hybrid pattern search
shuffled-frog leaping algorithm [30], multi-objective genetic algorithm [31], grey wolf
optimizer [32], sine cosine algorithm [33], harris hawks optimizer and salp swarm al-
gorithm [34], lightning-attachment procedure optimization (LAPO) [35] and improved
LAPO [36]. However, these techniques achieve exceptional performance by ensuring
effectual LFC design. They have a slow convergence rate, restricted search capability, as
well as local optimum convergence. On the other hand, the AOA algorithm has been made
to overcome previous limitations related to different optimization techniques. The superi-
ority of AOA than other conventional optimization algorithms returns to the gradient-free
mechanism and its capability to avoid the local solutions and obtain the global solution
with little search agents. Also, many experimental results show that, AOA provides very
promising results in solving real-world engineering design. So, this study applied the
AOA algorithm for fine-tuning the proposed fuzzy-PID controller parameters due to its
promising results in solving several real-world engineering design problems [37]. Also, the
AOA recently gave a distinguished performance in medicine field (i.e., evaluate images of
COVID-19) [38].

The interconnected multi-source power systems need strong links (tie-lines) utilized in
constructural power exchange between different control areas. Also at abnormal conditions,
these links provide a support to inter-area. Several studies have been maiden about
the topic of LFC with the presence of AC transmission line only without HVDC line
connection [39,40]. However, many problems related to the AC interconnection between
areas in the power system, especially long-distance power transmission, remain. The
problems associated with the AC interconnection can be mentioned as frequent tripping
occurs at the instant of large power oscillations, an increase in fault current level, which
leads to damage in the power system and transmission oscillations from one area to another,
which causes deterioration in system dynamic performance. So this study proposes using
of HVDC interconnection besides the AC tie line for transmitting the bulk power over the
long distance to eliminate the demerits of the AC transmission lines and according to good
features of HVDC transmission. The attractive features of HVDC links are summarized
as: there are converters in HVDC lines that give the ability to fast controllability in power
between interconnected areas. It can overcome the transient stability problems associated
with AC transmission [41]. According to the point of obtaining stabilizing in the electrical
power systems such as mentioned previously when adding HVDC lines, there are several
studies deal with the issue of predicting processes of wind speed during participation
in electrical power systems using different meta-heuristic techniques. These researchers
seek to avoid fluctuations when wind speed exceeds the permissible limits [42–45]. On the
other hand, there are off-shore wind turbines which characterized by a high average speed
compared to on-shore wind turbines. Also, those off-shore wind turbines produce more
electricity than on-shore wind turbines. Therefore, many researchers strive to choose the
best site of off-shore wind turbines in coastal areas such as Turkey and USA to generate
more electricity and link between these turbines and main electrical network to meet the
need for citizens [46,47].

In terms of LFC issues, traditional controllers, such as the PID controller, have some
challenges in parameter tuning and have not accommodated system stability in the face of
uncertainties. Moreover, few studies applied fuzzy-PID controller to diminish the demerits
of PID controller, but the parameters of the fuzzy-PID has been selected based in conven-
tional and heuristic optimization algorithms. Furthermore, the renewables penetration
effect has been considered in few studies, and not considered in other works [22,24,48].
Additionally, the effect of HVDC has been ignored in most works related to LFC stud-
ies [39,40]. So, this study proposes a robust control strategy based on Fuzzy-PID controller
to keep the stability of systems involving different types of generating units in addition
to renewable sources. In addition, the parameters of the fuzzy-PID controller have been
selected based on a novel meta-heuristic algorithm known as AOA algorithm due to its mer-
its. Unlike, previous works which have neglected the parameters variations effect [14,22],
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the control design consider, system nonlinearities and system uncertainties have been
considered during designing the proposed control strategy. Finally, the effect of HVDC has
been considered to eliminate the demerits of AC transmission lines. Furthermore, Table 1
introduces a comparison between the motivation of this work and other studies.

Table 1. Comparison between this work and previous mentioned studies.

Properties [25] [39] [40] [49] [50] [50] This Study

Type of
controller

Fuzzy-PID
controller

Optimal PI-PD
cascaded
controller

Optimal PID
controller

Optimal PID
controller

Optimal PID
controller

Fuzzy-PID
controller

Fuzzy-PID
controller

Adoption of
controller
design on

Grasshopper
optimization

algorithm
(GOA)

Flower
pollination
algorithm

(FPA)

Grey wolf
optimization

(GWO)

Differential
evolution (DE)

Teaching-
learning based
optimization

(TLBO)

Hybrid local
unimodal

sampling (LUS)
with TLBO

Arithmetic
optimization

algorithm
(AOA)

Penetration of
renewable

energy sources
Not considered Not considered Not considered Not considered Not considered Not considered

Considered
with high

penetration of
wind energy

Effect of
system

uncertainties
considered Not considered considered Not considered Not considered Not considered considered

Effect of
HVDC link Not considered Not considered Not considered considered considered considered considered

The main contribution of this study can be summarized as follows:

i. Proposing a fuzzy-PID controller for stabilizing the frequency of interconnected
multi-source power systems considering high wind power penetration.

ii. The proposed controller parameters have been selected via a new meta-heuristic
optimization technique known as AOA algorithm according to its noteworthy features.
While, it is the first attempt to apply the AOA algorithm in adjusting and optimizing
the frequency controller parameters, thus enhancing the stability of the power system.

iii. Considering, the effect of HVDC links to eliminate the problems related to the
AC links.

iv. Considering load disturbance, renewable power penetration (i.e., wind power), and
system parameters variations during designing the parameters of the proposed fuzzy-
PID controller-based AOA algorithm.

v. Comparing the performance of the AOA algorithm with other optimization algo-
rithms such as differential evolution (DE) and teaching-learning based optimiza-
tion (TLBO) for selecting the parameters of the PID controller in hybrid two-area
power system.

vi. Comparing the performance of the proposed control strategy with other techniques
performances such as; PID controller-based differential evolution (PID-DE) [49],
PID controller-based teaching-learning based optimization (PID-TLBO) [50], and
fuzzy-PID controller-based a hybrid local unimodal sampling (LUS) with TLBO
(Fuzzy-PID-LUS-TLBO) [50] in order to ensure the effectiveness and robustness of the
proposed controller.

The remainder of this research is summarized as follows: the modeling and configura-
tion of the studied interconnected power system considering wind energy are discussed in
Section 2. Section 3 presents the proposed fuzzy-PID controller methodology, the proposed
optimization technique AOA, and the construction of the proposed control strategy. Then,
Section 4 presents the simulations and investigation results. Finally, the conclusion of this
work is mentioned in Section 5.
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2. Modeling and Configuration of the Studied System
2.1. A dynamic Model of Two-Area Interconnected Power System

This article discusses the LFC issue of interconnected multi-source power systems.
Where the studied system is composite of two-areas which interconnected together by
a tie-line. Three power plants (i.e., the reheat thermal unit, the gas unit and the hydro
unit) are included in each area of the investigated power system. Moreover, each unit
in both areas has its speed governing system, turbine, and generator. The capacity or
rating power of the investigated system is 2000 MW [51]. Also, the system dynamic
performance has been investigated in the presence and absence of an HVDC link. The
fuzzy-PID controller is proposed to be equipped in both areas for each generation unit to
minimize the oscillations in both area frequencies and tie-line power between them. The
input signals of the proposed fuzzy-PID controller represent the area control error (ACE)
and its derivative, while the output signal represents the secondary control action on each
generated unit. Figure 1 shows the dynamic model of the studied two-area interconnected
power system and the schematic diagram is shown in Figure 2. The nominal parameters’
values of the studied power system are given in Table 2. The ACEs in both areas can be
obtained according to formulas as follows in Equations (1) and (2):

ACE1= ∆Ptie1−2+B1∆ f1 (1)

ACE2= ∆Ptie2−1+B2∆ f2 (2)

where, ∆Ptie1−2 and ∆Ptie2−1 represent the tie-line power exchange at area 1 and area 2, B1
and B2 are the bias frequency factors of area 1 and area 2 respectively, ∆ f 1 is the deviation
in frequency waveform in area 1, and also ∆ f2 is the deviation in frequency in area 2.

Figure 1. Transfer function model of the two-area interconnected power system. (see Appendix A).
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Figure 2. Schematic diagram of the studied AC/DC interconnected power system.

Table 2. The parameters of two identical interconnected areas with standard values [49].

Symbol Nominal Values

Bi 0.4312 MW/HZ
T12 0.0433 MW
R1 2.4 HZ/MW
R2 2.4 HZ/MW
R3 2.4 HZ/MW
a12 −1
KT 0.543478
KH 0.326084
KG 0.130438
Kps 68.9566
Tps 11.49 s
Tsg 0.08 s
Tt 0.3 s
Kr 0.3
Tr 10 s

Tgh 0.2 s
Trs 5 s
Trh 28.75 s
Tw 1 s
bg 0.05
cg 1
Yc 1 s
Xc 0.6 s
Tcr 0.01 s
Tf c 0.23 s
Tcd 0.2 s
Kdc 1
Tdc 0.2 s

2.2. The Wind Farm Configuration

The model of the wind power has been built using the MATLAB/SIMULINK program.
The random wind power is integrated with conventional units in both areas. According to
the design of the wind power model, a white noise block is used to get a random speed
which is multiplied by the wind speed as shown in Figure 3 [52]. The following equations
illustrate the captured power from the wind by the rotor of the wind turbine [35].

Pwt =
1
2

ρATv3
wCp(λ, β) (3)

Cp(λ, β) = C1

(
C2

λi
− C3β− C4β2 − C5

)
× e

−C6
λi + C7λT (4)
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λT = λOP
T =

ωTrT
VW

(5)

1
λi

=
1

λT + 0.08β
− 0.035

β3 + 1
(6)

where, Pwt represents the captured output power of wind turbine, AT is the swept area by
the blades of turbine in m2, ρ is the air density (nominally 1.22 Kg/m3), VW is the wind
speed in m/s.

Figure 3. The wind power modeling using MATLAB/Simulink.

The climatic and geographical conditions where the studied wind turbine units located
are the same. Thus, all previous parameters are applied to these units. The coefficient of
rotor blades Cp based on turbine coefficients C1–C7 and it is a function on λT which refers
to the optimum tip-speed ratio (TSR) and pitch angle β. λT is a function on the rotor speed
(ωT) and the blade length of rotor radius (rT). Moreover, λi is referring to the intermittent
TSR. Table 3 shows the nominal parameter values of the wind turbine for the wind farm
applied with the studied power system. Figure 4 shows the random output power of
130 wind turbine units of 750 KW which have been penetrated at both areas of the studied
power system.

Table 3. The wind farm nominal parameters [52].

Parameters Values

Pwt 750 KW
VW 15 m/s
AT 1648 m2

rT 22.9 m
ωT 22.5 rpm
C1 −0.6175
C2 116
C3 0.4
C4 0
C5 5
C6 21
C7 0.1405
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Figure 4. The wind power variation pattern.

3. Control Methodology and Problem Formulation

According to RESs penetration, system nonlinearities, and system uncertainties, it is
essential to design good controller to improve the system performance during abnormal
conditions. Hence, this study proposes fuzzy-PID controller to overcome any deviations
resulted from previous considerations. Moreover, the proposed controller parameters have
been selected based AOA algorithm.

3.1. The Proposed Control Strategy

In this article, three fuzzy-PID controllers are proposed as responsible for extracting ex-
tra active power from thermal, hydro, and gas turbines respectively, when load disturbance
occurs. In this regard, several studies have applied the trial and error runs method to detect
the fuzzy-PID controller’s input and output scaling factors [53]. Therefore, it is difficult
to obtain the optimal parameter values which enhance the system performance through
these trial and error methods. Therefore, this paper proposes designing the fuzzy-PID
controller with the optimized input and output scaling factors. The AOA has been selected
in this work to obtain the optimized values of the proposed controller’s input and output
scaling factors. Furthermore, Figure 5 shows the structure of the fuzzy-PID controller of
the thermal, hydro, and gas units. It has two inputs; ACE and the change in ACE, and one
output. The input scaling factors are K1 and K2 and the output scaling factors are K3 and
K4 which are optimized via the proposed AOA.

Figure 5. The proposed Fuzzy-PID controller diagram.

The fuzzy member ship may be triangular membership or Gaussian membership.
Several studies applied the triangular membership due to its merits, where the triangular
membership represents one of the attractive linear memberships of the fuzzy methodol-
ogy, which is characterized by less computation time and simplicity [54]. The sensitivity
increases when moving from linear membership functions to curvilinear membership
functions (i.e., Gaussian-sigmoidal). Therefore, from the literature review of fuzzy logic,

148



Sustainability 2021, 13, 12095

the triangular membership is shown in more than 90% of practical applications of electrical
systems which are used in input and output. In addition, this membership belongs to the
first-order mathematical function, which is characterized by reducing the computational
load. It is usually applied along with a PID controller and fully symmetric functions in
input and output. The selection of fuzzy control parameters depends on the nature of the
studied system and the knowledge of the designer of the system. So, the selection of fuzzy
membership functions range is based on the prediction of the universe of discourse of input
and output in the studied system [55]. Usually, the decision-maker is able to define the
risk-free of input and output. Thus, the range intervals have been selected between [−1, 1]
intervals, which is expected and doesn’t need the input and output to go far away from this
period to achieve more system stability. It is advisable to use the symmetric triangular MF
with 50% overlap, and then apply a tuning procedure during which we can either change
the left and/or right spread and/or overlap. This is to be continued till, getting satisfactory
results [56]. In this work, five triangular membership functions of the fuzzy-PID controller
are utilized namely negative big (NB), negative small (NS), zero (Z), positive small (PS),
and positive big (PB). The triangular member function is shown in Figure 6, which is used
for both inputs and output. Accordingly, the five memberships of the input and output
variables of the fuzzy-PID controller, the generation of fuzzy output need 25 rules. These
rules play an important role in the performance of the fuzzy-PID controller. These rules of
the fuzzy logic controller are depicted in Table 4.

Figure 6. The Fuzzy Logic Controller membership functions of inputs and output.

Table 4. The Fuzzy rule base [50].

ACE
.

ACE

NB NS Z PS PB

NB NB NB NB NS Z
NS NB NB NS Z PS
Z NB NS Z PS PB
PS NS Z PS PB PB
PB Z PS PB PB PB

3.2. The Proposed Optimization Technique (AOA)

In 2020, a new meta-heuristic optimization technique namely the Arithmetic optimiza-
tion algorithm (AOA) was invented by Laith et al. [57]. This technique is characterized
by a high exploration search strategy, meaning that they can achieve the global optimum
solution with few search agents. The distribution behavior of this technique is based on the
main mathematical operations including; (Division (D), Multiplication (M), Addition (A),
and Subtraction (S)). According to meta-heuristic techniques, the former of this method
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can make a wide coverage of searching space by using the number of search agents of the
algorithm to avoid the local solution but for obtaining the global one. The AOA follows a
detected methodology to obtain the global solution mentioned in the next steps:

Step 1: the proposed controller parameters in this paper have upper and lower
boundaries; the population of the AOA method according to the main mathematical
operations has been generated between these boundaries to achieve the global goal. The
population of the AOA method can be formulated in Equation (7) as follows:

s(N, d) = rand(N, d) × (UB − LB) + LB (7)

where; N refers to the number of utilized search agents, d represents the variable dimen-
sions (controller parameters), UB and L represent the upper and lower value of variables.

Step 2: The AOA method begins with candidate solutions (S) generated randomly.
The optimal obtained solution in each endeavor represents a solution near the global goal
(target). The next matrix illustrates the position of solutions obtained.

s =




s1,1 s1,2
s2,1 s2,2

· · · s1,d
· · · s2,d

...
...

sn,1 sn,2

. . .
...

. . . sN,d


 (8)

Step 3: achieving the fitness solution among the obtained ones as mentioned in step 2.
The fitness solution can be formulated in Equation (9) as follows:

f f itness = [ f 1 f 2 f 3 . . . . . . . . . . . . fN ]
T (9)

Step 4: before the AOA role begins, the search phase (exploration and exploitation)
must be detected through the next formulation in Equation (10) of Math Optimizer Accel-
eration (MOA):

MOA(C_Iter) = C_Iter×
(

Max−Min
M_Iter

)
+ Min (10)

where; MOA(C_Iter) refers to the value of function at the tth iteration, C_Iter represents
the current iteration. The current iteration is between among 1 and the maximum number
of iterations (M_Iter) dimensions (controller parameters), Min and Max are the minimum
and maximum values of the accelerated function.

Step 5: the mathematical calculation processes as (Division (D) and Multiplication
(M)) cannot reach the target easily according to their high dispersion. Accordingly, these
strategies (D and M) are utilized in the exploration search process. The first operator D in
this phase is conditioned by r2 < 0.5 (r2 is a random number) and the second operator M
will be neglected until the first one ends its task in searching for a solution near to the goal.
Otherwise, M will lead the process instead of the first operator D. The exploration process
is modeled in Equation (11):

Xi, j(C_Iter + 1)
{

best
(
xj
)
÷ (MOP + ε)× ((UBj− LBj)× µ + LBj), r2 < 0.5

best
(

xj
)
× (MOP)× ((UBj− LBj)× µ + LBj), otherwise

(11)

where, Xi(C_Iter + 1) and Xi, j(C_Iter + 1) are the ith solution in the next iteration and the
jth position of the ith solution at the current iteration, best

(
xj
)

represents the jth position in
the best-obtained solution, ε is a small integer number, µ is the control parameter to make
adjusting in the process of search which is fixed equal to 0.5.

Step 6: deep search (exploitation) in this strategy using the mathematical operators
(Subtraction (S) and Addition (A)) has been applied to be near to the optimal solution and
reach it after several iterations. The first operator S in this phase is conditioned by r3 < 0.5
(r3 is a random number) and the second operator A will be neglected until the first one
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end its task in deep searching for obtaining the best solution. Otherwise, A will lead the
process instead of the first operator S. The exploitation process is modeled in Equation (12):

Xi, j(C_Iter + 1)
{

best
(
xj
)
− (MOP)× ((UBj− LBj)× µ + LBj), r3 < 0.5

best
(
xj
)
+ (MOP)× ((UBj− LBj)× µ + LBj), otherwise

(12)

Step 7: steps (3) to (6) are repeated until ending all iterations.
Step 8: The last step is to achieve the optimum solution which achieves the objec-

tive function.
Furthermore, Figure 7 illustrates the flow chart of the AOA which clarify the previous

optimization steps.

Figure 7. The flowchart of the AOA technique.

3.3. The Proposed Fuzzy-PID Control Strategy Based AOA Algorithm

The parameters of the proposed control strategy have been selected based on AOA
algorithm to overcome any deviations related to the considered system. Moreover, the
integral time absolute error (ITAE) function is utilized as an objective function ( J ) of the
proposed optimization algorithm. Furthermore, Equation (13) formulates the objective
function J to minimize the deviations in system related to the frequency and tie-line power.
The ITAE has been selected in this work according to its merits like, it has an additional
time multiplies with the error function which makes the system faster than using other
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objective functions forms (e.g., the integral square error (ISE) and the integral absolute
error (IAE)). Also, the ITAE performance index has the advantage of settling the system,
which is more quickly compared to other objective functions [49].

J = ITAE =
∫ Tsim

0
|∆ f 1|+ |∆ f 2|+ |∆ptie|).t× dt (13)

where; Tsim is the simulation time. The flow chart of the proposed AOA is shown in Figure 8.

Figure 8. The flowchart of applying AOA technique with the proposed controller.
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4. Discussion and Simulation Results

The investigated system was built on a 2.60 GHz Intel (R) PC with 4.00 GB of RAM
using the MATLAB/SIMULINK®software (R2019b) environment. In addition, the AOA
has been written in the m file in order to tune the proposed controller parameters of the
automatic load frequency control process. In this work, the performance of Fuzzy-PID
and PID controllers that are applied to enhance the studied system performance using
the AOA technique is measured according to the value of the best objective function over
iterations. The initial values of the proposed AOA technique utilized in this work are;
the number of search agents equals 30 and the number of maximum iterations equals 50.
Also, the limitations of the proposed fuzzy-PID controller are in the range of [0, 10]. The
convergence curve of the proposed fuzzy-PID controller compared to the PID controller
using the AOA is shown in Figure 9. There is a clear difference between the performances
of both controllers using the AOA technique. The behavior of the PID convergence curve
can be summarized as follows: it begins with a high best function value (near to 0.08)
and drops along iterations until it ends its career at the final iteration, reaching the best
function value (near to 0.03). As for the Fuzzy-PID convergence curve behaviors, they
start with a low best function value until it reaches a value (near to zero) to obtain an
optimal objective function with more system stability. In general, the preference is for the
Fuzzy-PID controller.

Figure 9. The convergence curve of the designed controllers based on the AOA.

All next simulation results ensure the effectiveness of the AOA in obtaining optimum
controller parameters compared to other applied techniques as (PID controller based-
DE [49], PID controller based-TLBO [50], and Fuzzy-PID controller based-LUS-TLBO [50]).
For programming all mentioned optimization techniques, MATLAB/M-files matched
with MATLAB /Simulink. All graphical and numerical numbers of obtained results are
discussed in the next scenarios as follows:

4.1. Studied Power System Performance Considering AC-Lines Connection Only

This scenario clarifies the dynamic system performance of the occurring deviation in
frequency waveform at both areas and the tie-line power exchange between them with a 1%
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step load perturbation (SLP) which applied to the first area only. The AC-line has tied both
areas of the studied power system without any HVDC lines. Compared to other controllers
applied previously by researchers, the proposed fuzzy-PID controller-based AOA proves
its robustness in adjusting and stabilizing the power system frequency. Figures 10 and 11
show the frequency deviation performance at both areas of the studied system. The tie-line
power exchange has been cleared in Figure 12. Table 5 indicates the optimal Fuzzy-PID
controller parameters compared to other mentioned controllers with different optimization
techniques. Additionally, the performance specifications; overshoot (OS), and undershoot
(US) of the proposed Fuzzy-PID controller and followed controllers for the studied system
are shown in Table 6. The percentage improvements in US and OS with different controllers
are denoted in Table 7.

Figure 10. Dynamic response comparison results of ∆ f 1 for scenario 4.1.

Figure 11. Dynamic response comparison results of ∆ f 2 for scenario 4.1.
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Figure 12. Dynamic response comparison results of ∆ptie for scenario 4.1.

Table 5. The optimal controllers’ values for scenario 4.1.

ACE Thermal
k1 k2 k3 k4

Hydro
k1 k2 k3 k4

Gas
k1 k2 k3 k4

Fuzzy-PID
(LUS-TLBO) [50] 1.9985 1.9874 1.9679 1.9926 0.1002 1.1278 0.1032 0.7264 1.9782 1.0734 1.979 1.6516

Fuzzy-PID
(AOA)

10 4.7015 4.7895 10
kp ki kd

10 0.5402 0.01 10
kp ki kd

9.4636 10 1.0988 10
kp ki kd

PID (TLBO) [50] 4.1468 4.0771 2.0157 1.0431 0.6030 2.2866 4.7678 3.7644 4.9498
PID (DE) [49] 0.779 0.2762 0.6894 0.5805 0.2291 0.7079 0.5023 0.9529 0.6569

PID (AOA) 10 1.5975 2.7449 1.5975 0.0837 0.0875 10 10 1.2779

Table 6. Performance evaluation of PID and Fuzzy-PID using all mentioned techniques for scenario 4.1.

Different Dynamic
Responses

Fuzzy-PID Based
LUS-TLBO

OS & US × (10−3)

Fuzzy-PID Based
AOA OS & US

× (10−3)

PID Based-TLBO
OS & US
× (10−3)

PID Based DE
OS & US
× (10−3)

PID Based AOA
OS & US
× (10−3)

Dynamic response of (∆F1) 0.5510 1.09 1.7217 2.0347 1.158
−8.9579 −3.059 −19.7259 −26.5777 −11.42

Dynamic response of (∆F2) 0.2119 0.03285 0.4363 0.7722 0.02096
−3.0119 −0.321 −12.7986 −22.1421 −4.443

Dynamic response of (∆Ptie) 0.0826 0.008388 0.1712 0.1935 0.01107
−0.9653 −0.08917 −3.0782 −4.7595 −1.249

Table 7. Percentage improvement in US and OS for all previous mentioned controllers with different techniques based on
PID controller via DE for scenario 4.1.

Controller
∆f 1 ∆f 2 ∆Ptie

Ush Osh Ush Osh Ush Osh

Fuzzy-PID (LUS-TLBO) 66.29 72.92 86.4 72.56 79.72 57.31
Fuzzy-PID (AOA) 88.49 46.43 98.55 95.75 98.13 95.67

PID (TLBO) 25.78 15.38 42.2 43.5 35.33 11.53
PID (AOA) 57.03 43.09 79.93 97.29 73.76 94.28
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4.2. Studied Power System Performance Considering AC-DC Lines Connection

The effect of adding an HVDC lines connection in addition to the existing AC lines to
transmit the power alternately between both areas in the studied system is introduced in
this scenario with a 1% step load perturbation (SLP) is applied to the first area only. The
behavior of frequency at both areas and the tie-line power between the both is shown in
Figures 13–15 respectively. Table 8 indicates different obtained controller parameters of
the studied system in the presence of an HVDC line connection. It is observed that from
Table 9, the proposed fuzzy-PID controller-based AOA achieves more system stability (less
oscillation) by monitoring the system performance specifications such as OS and US than
other mentioned controllers. Table 10 illustrates the percentage improvement in US and
OS of area frequencies and tie-line power with different controllers.

Figure 13. Dynamic response comparison results of ∆ f 1 for scenario 4.2.

Figure 14. Dynamic response comparison results of ∆ f 2 for scenario 4.2.
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Figure 15. Dynamic response comparison results of ∆ptie for scenario 4.2.

Table 8. The optimal controllers’ values for scenario 4.2.

ACE Thermal
k1 k2 k3 k4

Hydro
k1 k2 k3 k4

Gas
k1 k2 k3 k4

Fuzzy-PID
(LUS-TLBO) [50] 1.9995 1.9889 1.9975 1.9829 0.9668 1.2913 0.1001 1.9988 1.9969 1.1982 1.9867 1.9882

Fuzzy-PID
(AOA)

10 9.9164 4.8295 10
kp ki kd

10 0.01 4.9166 10
kp ki kd

10 0.01 10 9.8531
kp ki kd

PID (TLBO) [50] 5.0658 3.9658 2.417 0.7032 0.0220 0.0264 8.7211 7.4729 2.4181

PID (DE) [49] 1.6929 1.9923 0.8269 1.77731 0.7091 0.4355 0.9094 1.9425 0.2513
PID (AOA) 9.8739 1.2609 3.5014 10 0.0164 1.9788 1.2609 10 0.490

Table 9. Performance evaluation of PID and Fuzzy-PID using all mentioned techniques for scenario 4.2.

Different Dynamic
Responses

Fuzzy-PID Based LUS-TLBO
OS & US
× (10−3)

Fuzzy-PID Based
AOA OS & US

× (10−3)

PID Based-TLBO
OS & US
× (10−3)

PID Based DE
OS & US
× (10−3)

PID Based AOA
OS & US
× (10−3)

Dynamic response of (∆F1) 0.2809 0.6828 0.2798 0.3792 0.7707
−6.7244 −2.373 −8.497 −11.6667 −10.4

Dynamic response of (∆F2) 0.2084 0.02112 0.2138 0.5491 0.005693
−1.4021 −0.2083 −1.624 −2.5199 −1.992

Dynamic response of (∆Ptie) 0.1353 0.006201 0.1557 0.5474 0.03018
−0.7292 −0.05983 −0.9366 −1.8133 −0.9134

Table 10. Percentage improvement in US and OS for all previous mentioned controllers with different
techniques based on PID controller via DE for scenario 4.2.

Controller
∆f 1 ∆f 2 ∆Ptie

Ush Osh Ush Osh Ush Osh

Fuzzy-PID (LUS-TLBO) 42.36 25.92 44.36 62.05 59.79 75.28
Fuzzy-PID (AOA) 79.66 80.06 91.73 96.15 96.7 98.87

PID (TLBO) 27.17 26.21 35.55 61.06 48.35 71.56
PID (AOA) 10.86 103.2 20.95 98.96 49.63 94.48
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4.3. Studied Power System Performance Considering AC-DC Lines Connection in Addition to
Different Load Disturbances

The perturbation in load at the first area has been increased to be a 5% SLP instead of
1% to ensure the validation of the obtained fuzzy-PID controller parameters that mentioned
in Table 4 in stabilizing the studied system frequency. The frequency deviation of both areas
and the exchanged power between them is shown in Figures 16–18 respectively. The OSs
and USs values of oscillations at frequency waveform at area 1 and area 2 are mentioned in
Table 11; in addition to values of tie-line power. Table 12 shows the percentage improvement
in OS and US with different controllers in the case of increasing SLP to 0.05 p.u. It can be
said that the studied system became more stable using the proposed fuzzy-PID controller-
based AOA compared to the fuzzy-PID controller-based LUS-TLBO and PID controller
based on TLBO, DE, and AOA.

Figure 16. Dynamic response comparison results of ∆ f 1 for scenario 4.3.

Figure 17. Dynamic response comparison results of ∆ f 2 for scenario 4.3.
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Figure 18. Dynamic response comparison results of ∆ptie for scenario 4.3.

Table 11. Performance evaluation of PID and Fuzzy-PID using all mentioned techniques for scenario 4.3.

Different Dynamic
Responses

Fuzzy-PID Based LUS-TLBO
OS & US
× (10−3)

Fuzzy-PID Based
AOA OS & US

× (10−3)

PID Based-TLBO
OS & US
× (10−3)

PID Based DE
OS & US
× (10−3)

PID Based AOA
OS & US
× (10−3)

Dynamic response of (∆F1) 2.063 1.28 8.552 9.956 5.795
−48.74 −18.13 −74.85 −133.1 −57.07

Dynamic response of (∆F2) 0.8297 0.1825 3.981 3.823 0.1048
−16.77 −2.418 −30.52 −110.7 −22.21

Dynamic response of (∆Ptie) 0.359 0.06577 0.9155 0.9719 0.05535
−5.6 −0.8255 −7.719 −24.02 −6.245

Table 12. Percentage improvement in US and OS for all previous mentioned controllers with different
techniques based on PID controller via DE for scenario 4.3.

Controller
∆f 1 ∆f 2 ∆Ptie

Ush Osh Ush Osh Ush Osh

Fuzzy-PID (LUS-TLBO) 63.38 79.28 84.85 78.30 76.79 63.06
Fuzzy-PID (AOA) 86.38 87.14 97.82 95.23 96.56 93.23

PID (TLBO) 43.76 14.10 72.43 −4.13 35.33 5.8
PID (AOA) 57.12 41.79 79.94 97.26 74.00 94.30

4.4. Studied Power System Performance Considering the Effect of System Parameters’ Variations

The robustness of the studied power system has been tested by making a variation of
system parameters such as thermal governor time constant at both areas, thermal turbine
time constant at both areas and hydro governor time constant simultaneously in the range
of +25% and −25% from their nominal values reported in Table 2. These variations ensure
that, the obtained fuzzy-PID controller parameters based AOA that mentioned in Table 4
can efficiently damp and overcome the oscillations and achieve more system stability under
system parameters variation. The dynamic performance of both areas frequencies and tie-
line power exchange after±25% system parameters variation is illustrated in Figures 19–21
respectively.
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Figure 19. Dynamic response comparison results of ∆ f 1 for scenario 4.4.

Figure 20. Dynamic response comparison results of ∆ f 2 for scenario 4.4.

Figure 21. Dynamic response comparison results of ∆ptie for scenario 4.4.
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4.5. Studied Power System Performance Considering Wind Power Penetration
4.5.1. Case A

The penetration of wind power at both areas of the studied system is tested in this
scenario at nominal system parameters. Both wind farms have the same power rating
and penetrated the studied system at the same time (t = 0 s) with the instant of 1% load
variation. This scenario is applied to ensure the robustness of the proposed fuzzy-PID
controller based AOA that mentioned in Table 4 in achieving system stability in existing
wind energy. All dynamic system performance (both-area frequencies and tie power) have
been plotted in Figures 22–24 respectively. Table 13 illustrates the OSs and USs behavior of
both areas frequencies and tie-line power with penetrating of wind energy at the studied
power system. Also, Table 14 indicates the percentage performance in US and OS with
different controllers.

Figure 22. Dynamic response comparison results of ∆ f 1 for scenario 4.5.1: case A.

Figure 23. Dynamic response comparison results of ∆ f 2 for scenario 4.5.1: case A.
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Figure 24. Dynamic response comparison results of ∆ptie for scenario 4.5.1: case A.

Table 13. Performance evaluation of PID and Fuzzy-PID using all mentioned techniques for scenario 4.5.1: case A.

Different Dynamic
Responses

Fuzzy-PID Based LUS-TLBO
OS & US
× (10−3)

Fuzzy-PID Based AOA
OS & US
× (10−3)

PID Based-TLBO
OS & US
× (10−3)

PID Based DE
OS & US
× (10−3)

PID Based AOA
OS & US
× (10−3)

Dynamic response of (∆F1) 37.7 12.69 59.25 150.5 46.6
−1.88 −1.526 −8.257 −9.28 −0.2713

Dynamic response of (∆F2) 47.75 17.1 73.12 155.4 56.86
−2.163 −1.106 −8.793 −10.92 −0.3124

Dynamic response of (∆Ptie) 0.06752 0.0361 0.1831 0.1944 0.01107
−1.297 −0.41 −1.543 −4.804 −1.249

Table 14. Percentage improvement in US and OS for all previous mentioned controllers with different
techniques based on PID controller via DE for scenario 4.5.1: case A.

Controller
∆f 1 ∆f 2 ∆Ptie

Ush Osh Ush Osh Ush Osh

Fuzzy-PID (LUS-TLBO) 79.74 74.95 80.19 69.27 73.00 65.27
Fuzzy-PID (AOA) 83.56 91.57 89.87 89.00 91.47 81.43

PID (TLBO) 11.02 60.63 19.48 52.95 67.88 5.81
PID (AOA) 97.08 69.04 97.14 63.41 74.00 94.31

4.5.2. Case B

In this case, the studied power system is stabilized until load variation occurred at
(t = 40 s) in the first area. Also, the wind farm at the first area shared generated power
at (t = 300 s) then the wind energy from the wind farm at the second area enter to feed
the system at (t = 600 s). It is observed that the obtained fuzzy-PID controller parameters
based AOA that mentioned in Table 5 achieve more system stability than those obtained
by LUS-TLBO. Also, the fuzzy-PID controller parameters based on the AOA recover the
studied system and back it to nominal operation process faster than PID controller based
TLBO, DE, and AOA. Figures 25–27 show the dynamic performance of area frequencies
and the exchanged tie-line power when sharing wind energy to the studied system at
different instants (t = 300 s, t = 600 s). Table 15 extract the effectiveness of the fuzzy-PID-
based AOA compared to other mentioned controllers by showing the OSs and USs of both
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areas frequencies and the tie-line power. The percentage improvement in US and OS with
different controllers via various techniques is mentioned in Table 16.

Figure 25. Dynamic response comparison results of ∆ f 1 for scenario 4.5.2: case B.

Figure 26. Dynamic response comparison results of ∆ f 2 for scenario 4.5.2: case B.
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Figure 27. Dynamic response comparison results of ∆ptie for scenario 4.5.2: case B.

Table 15. Performance evaluation of PID and Fuzzy-PID using all mentioned techniques for scenario 4.5.2: case B.

Different Dynamic
Responses

Fuzzy-PID Based LUS-TLBO
OS & US
× (10−3)

Fuzzy-PID Based AOA
OS & US
× (10−3)

PID Based-TLBO
OS & US
× (10−3)

PID Based DE
OS & US
× (10−3)

PID Based AOA
OS & US
× (10−3)

Dynamic response of (∆F1) 45.73 16.98 70.37 124.9 53.66
−8.18 −3.058 −14.98 −26.6 −11.43

Dynamic response of (∆F2) 45.57 17.01 70.31 124.8 53.68
−2.586 −1.738 −7.94 −22.13 −5.42

Dynamic response of (∆Ptie) 5.233 0.7004 7.246 22.57 5.867
−5.199 −0.7178 −7.257 −22.60 −5.874

Table 16. Percentage improvement in US and OS for all previous mentioned controllers with different
techniques based on PID controller via DE for scenario 4.5.2: case B.

Controller
∆f 1 ∆f 2 ∆Ptie

Ush Osh Ush Osh Ush Osh

Fuzzy-PID (LUS-TLBO) 69.25 63.39 88.31 63.49 77.00 76.81
Fuzzy-PID (AOA) 88.50 86.41 92.15 86.37 96.82 96.90

PID (TLBO) 43.68 43.66 64.12 43.66 67.89 67.89
PID (AOA) 57.03 57.04 75.51 56.99 74.01 74.00

5. Conclusions

In this paper, there are main points that have been included, which can be summarized
as follows:

• The proposed fuzzy-PID controller has been implemented on the two-area intercon-
nected multi-source power systems that include thermal, hydro, and gas power plants
for tackling the LFC problem.

• The selection the of the proposed controller parameters has been made via a new
meta-heuristic optimization technique, which is known as an arithmetic optimization
algorithm, to get the optimal solution which leads to stabilizing the system perfor-
mance. Appling HVDC link in addition to AC links to overcome the demerits of the
AC tie-lines.
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• Considering several challenges during designing the proposed control parameters
such as (i.e., system uncertainties, different load variations, and different levels of
wind power penetration).

• Applying different scenarios to validate the robustness of the proposed fuzzy-PID
controller than other previous controllers.

• The proposed AOA has tuned the fuzzy-PID controller to achieve a better disturbance
rejection ratio than a newly published technique namely a hybrid Local Unimodal
Sampling and Teaching Learning Based Optimization using also Fuzzy-PID controller.
On the other hand, PID controller-based-AOA gets more system stability than which
utilized in previous research work optimized by Differential Evolution, TLBO.

• The system performance has been enhanced by 90.76% by applying the proposed
fuzzy-PID controller based on the AOA algorithm in comparison with the fuzzy-PID
controller based on the LUS-TLBO algorithm.

• The presence of an HVDC link in parallel with an AC link improved system perfor-
mance by 95.42% when compared to using only an AC tie-line.

• According to the analysis and simulation results, the Fuzzy-PID controller based on
the AOA algorithm gives better results in terms of system stability and security in
comparison with other previous control techniques.

There are some points will be taken in consideration in the future work and can be
summarized as follows:

• Increasing the penetration level of renewable energy sources in the considered system.
• Applying different types of energy storage devices to study its effect on LFC problem.
• Improving of different recent optimization techniques to achieve the desired control

parameters that lead to satisfied performance.
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Nomenclature

Symbols Parameters
FLC Fuzzy logic control
PID Proportional-Integral-Derivative
AOA Arithmetic Optimization Algorithm
LFC Load Frequency Control
HVDC High Voltage Direct Current
RESs Renewable Energy Sources
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CESs Conventional Energy Sources
DE Differential Evolution
LUS Local Unimodal Sampling
TLBO Teaching Learning-based Optimization
OS overshoot
US undershoot
SLP Step load perturbation
∆Pwt Wind turbine output power
ρ The air density
AT The swept area by the blades of turbine
VW The wind speed
Cp The coefficient of rotor blades
C1–C7 The turbine coefficients
β The pitch angle
rT The radius of rotor
ωT The rotor speed
λT The optimum tip-speed ratio
λi The intermittent tip-speed ratio
B1 Frequency bias factor of Area 1
B2 Frequency bias factor of Area 2
∆ f 1 Deviation in frequency waveform in area 1
∆ f 2 Deviation in frequency waveform in area 2
∆Ptie1−2 Tie-line power exchange at area 1
∆Ptie2−1 Tie-line power exchange at area 2
T12 Coefficient of synchronizing
R1 Regulation constant of thermal power plant
R2 Regulation constant of hydro power plant
R3 Regulation constant of gas turbine
a12 Control Area Capacity Ratio

KT Participation factor for thermal unit
KH Participation factor for hydro unit
KG Participation factor for gas unit
Kps Gain constant of power system
Tps Time constant of power system
Tsg Governor time constant
Tt Turbine Time Constant
Kr Gain of reheater steam turbine
Tr Time Constant of reheater steam turbine
Tgh Speed governor time constant of hydro turbine
Trs Speed governor reset time of hydro turbine
Trh Transient droop time constant of hydro turbine speed governor
Tw Nominal string time of water in penstock
bg Gas turbine constant of valve positioner
cg Valve positioner of gas turbine
Yc Lag time constant of gas turbine speed governor
Xc Lead time constant of gas turbine speed governor
Tcr Gas turbine combustion reaction time delay
Tf c Gas turbine fuel time constant
Tcd Gas turbine compressor discharge volume-time constant
Kdc Gain of HVDC link
Tdc Time constant of hvdc link
ITAE Integral time absolute error
ISE Integral square error
IAE Integral absolute error
K1 Input scaling factor
K2 Derivative input gain
K3 Proportional output gain
K4 Integral output gain
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NB Negative big
NS Negative small
Z Zero
PB Positive big
PS Positive small
UB Upper boundary value
LB Lower boundary value

Appendix A

Table A1. Transfer functions included in the studied system.

Control Block Transfer Functions

Thermal Governor 1
Tsg.s+1

Reheater of Thermal Turbine Kr∗Tr.s+1
Tr.s+1

Thermal Turbine 1
Tt.s+1

Hydro Governor 1
Tgh.s+1

Transient Droop Compensation Trs.s+1
Trh.s+1

Hydro Turbine −Tws+1
0.5∗Tw.s+1

Valve Positioner of Gas Turbine 1
bg.s+cg

Speed Governor of Gas Turbine Xc.s+1
Yc.s+1

Fuel System and Combustor Tcr.s+1
T f c.s+1

Gas Turbine Dynamics 1
Tcd.s+1

Power System 1 Kps1
Tps1.s+1

Power System 2 Kps2
Tps2.s+1

HVDC 1 Kdc1
Tdc1.s+1

HVDC 2 Kdc2
Tdc2.s+1
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Abstract: The hybrid microgrid system is considered one of the best solution methods for many
problems, such as the electricity problem in regions without electricity, to minimize pollution and
the depletion of fossil sources. This study aims to propose and implement a new algorithm called
improved heap-based optimizer (IHBO). The objective of minimizing the microgrid system cost is to
reduce the net present cost while respecting the reliability, power availability, and renewable fraction
factors of the microgrid system. The results show that the PV/diesel/battery hybrid renewable
energy system (HRES) gives the best solution, with a net present cost of MAD 120463, equivalent
to the energy cost of MAD 0.1384/kWh. The reliability is about 3.89%, the renewable fraction is
about 95%, and the power availability is near to 99%. The optimal size considered is represented
as 167.3864 m2 of PV area, which is equivalent to 44.2582 kW and 3.8860 kW of diesel capacity. The
study results show that the proposed optimization algorithm of IHBO is better than the artificial
electric field algorithm, the grey wolf optimizer, Harris hawks optimization, and the original HBO
algorithm. A comparison of the net present cost with a different fuel price is carried out, in which it
is observed that the net present cost is reduced even though its quantity used is mediocre.

Keywords: HRES; microgrid design and sizing; optimization algorithm; HBO algorithm; reliability

1. Introduction

The implementation of hybrid microgrids is necessary due to their advantages. Many
projects and studies have proven their essential ecological and economic effects. The
literature has assessed the microgrid from all directions, including design, operation,
optimization, control, and others. Literature reviews have provided more comprehensive
studies. In [1], a comprehensive study on the optimization of microgrid operations has
been presented. In [2], a review of AC and DC microgrid protection has been presented.
Reference [3] presented a D.C. microgrid protection comprehensive review. Reference [4]
presented a review on optimization and control techniques of the hybrid AC/DC microgrid,
as well as the integration challenges. Reference [5] presented a comprehensive review of
the planning, the operation, and the control of a DC microgrid. Reference [6] presented a
review of microgrid sizing, design, and energy management.

The design and operation optimization of microgrids, considered the main objective
of this work, has been presented in many papers. Reference [7] presented a design and
assessment of the microgrid using a statistical methodology that calculates the effect of
energy reliability and variability on microgrid performance. The paper used a REopt
platform to explore the cost savings and revenue streams. In [8,9], the microgrid design
has been investigated using several algorithms and configurations. In [10], a hybrid
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simulated annealing particle swarm (SAPS) algorithm has been presented to determine the
microgrid optimal size that is subject to the economic and reliable operation constraints
and to subsequently boost power supply security and stability. The paper [11] presented
a new compromise method based on the Six Sigma approach to compare several multi-
objective algorithms. The new approach has been applied to microgrid sizing and design
based on PV, wind turbine, diesel, and battery systems. Reference [12] presented a graph-
theoretic algorithm known as P-graph which allows the identification of optimal and
near-optimal solutions for practical decision making. This study proposed a multi-period P-
graph optimization framework for optimizing photovoltaic-based microgrids with battery-
hydrogen energy storage. The proposed approach is demonstrated through two case
studies. Reference [13] proposed a novel cash-flow model for Li-ion battery storage used
in the energy system; the study considers the Li-ion battery degradation characteristic.

Optimization techniques are more competent in solving non-linear optimization
problems, such as optimal reactive power dispatch (ORPD) [14], economic emission dis-
patch [15], intelligent energy management [16], and parameter estimation of photovoltaic
models [17]. Reference [18] used an experimental validation of a lab-scale microgrid. Ref-
erence [19] concerns the undervoltage in smart distribution systems. The optimal power
flow from attackers has been presented in [20].

The development of tools to design microgrids has become an important research
area; the development of meta-heuristic algorithms begins a trend. In the literature, many
papers presented different algorithms which have been applied to design a hybrid micro-
grid. In [21], an improved two-archive many-objective evolutionary algorithm (TA-MaEA)
based on fuzzy decisions has been used to solve the sizing optimization problem for HRES.
The simulation considered the following objective function: costs, probability of loss of
power supply, pollutant emissions, and power balance. Reference [22] proposes an HRES
of PV and fuel cells with an optimal total annual cost; the study used a new, improved
metaheuristic called the amended water strider algorithm (AWSA). The reliability is con-
sidered, and the sensitivity analysis is applied. Reference [23] presents a microgrid design
composed of PV, wind, an inverter, a rectifier, an electrolyzer, and a fuel cell. The paper
used a modified seagull optimization technique to find the best cost of the optimal sizing.
The proposed algorithm is compared with the original seagull optimization algorithm
(SOA) and modified farmland fertility algorithm (MFFA). Reference [24] presents a new
hybrid algorithm called IWO/BSA to resolve the microgrid design of any configuration,
including PV/wind turbine (WT)/biomass/battery, PV/biomass, PV/diesel/battery, and
WT/diesel/battery systems. The study’s objective is to obtain the best system with optimal
cost, pollution, availability, and reliability. Reference [25] presents an adaptive version of
the marine predators algorithm (AMPA) to design a PV/diesel/battery microgrid system.
The objective function minimizes the annualized cost, respecting the ecologic and reliability
factors of the system. The results are compared with PSO and HOMER. Reference [26] pro-
posed an improved version of the bonobo optimizer (BO) based on the quasi-oppositional
technique to resolve the design problem of the HRES considering the PV, wind turbines,
battery, and diesel. A comparison between the traditional BO, the new QOBO, and other
optimization techniques is investigated to prove the efficacy of QOBO. Reference [27]
proposed a deterministic approach to size a PV, battery, anaerobic digestion, and biogas
power plant to meet a demand load in Kenya. The levelized cost of energy (LCOE) is
considered the objective function, while the energy imbalance between generation and
demand is considered.

The present paper proposes a new tool consisting of platforms using an improved
version of the HBO algorithm called IHBO. The improvement of the HBO algorithm de-
pends on enhancing the performance of the HBO algorithm using the velocity equation
from the particle swarm optimization (PSO) algorithm. This equation improves the conver-
gence capability behavior and enables different diversified solutions in the search space,
which is necessary for such an algorithm and achieves the fitness function’s optimal value.
The proposed platforms design hybrid microgrid systems composed of PV, wind, diesel,
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and batteries. Two configurations are presented, and four algorithms are used in the
comparison. In summary, the paper addresses the following points:

• An improved version of the conventional HBO algorithm is proposed with the aim of
improving its performance;

• The conventional HBO and proposed IHBO algorithms are applied for optimal design
of a hybrid microgrid system including RES (photovoltaic panels, wind turbines, and
batteries) with diesel generators;

• In the designed microgrid, the reliability, availability and the renewable fraction
constraints are considered;

• The proposed IHBO algorithm’s efficiency and performance are evaluated on different
benchmark functions, including the statistical measurement;

• The impact of the fuel price variation on the project investment is analyzed.

The paper is organized as follows: the introduction occurs in Section 1; the modeling
of HRES components is contained in Section 2; Section 3 presents the objective functions
and constraints; Section 4 presents the new, improved algorithm, namely IHBO; the results
and discussion are presented in Section 5; and the conclusion is presented in Section 6.

2. HRES Components Modeling
2.1. PV Panel Modeling

The PV output power is calculated as follows [28,29]:

Ppv = I〈t〉 × ηpvt× Apv (1)

where I represents the irradiation, ηpv represents the efficiency of PV, and Apv is the area of
PV. The efficiency of PV can be calculated based on reference efficiency (ηr), the efficiency
of MPPT (ηt), temperature coefficient (β), ambient temperature (Ta), PV cell reference
temperature (Tr) and nominal operating cell temperature (NOCT), as follows:

ηpv(t) = ηr × ηt ×
[

1− β× (Ta〈t〉 − Tr)− β× I〈t〉 ×
(

NOCT − 20
800

)
× (1− ηr × ηt)

]
(2)

2.2. Wind System Modeling

The wind turbine output power can be calculated following these conditions [30]:

Pwind =





0, v〈t〉 ≤ vci, v〈t〉 ≥ vco

a×V〈t〉3 − b× Pr, vci < v〈t〉 < vr

Pr, vr ≤ v〈t〉 < vco

(3)

where V represents the wind velocity, Pr is rated power, vci is cut-in, vco represents cut-out,
and vr is the rated wind. a and b are constant values that expressed as:

a = Pr/
(
vr

3 − vci
3)

b = vci
3/
(
vr

3 − vci
3) (4)

The rated power of wind turbine can be calculated as:

Pr =
1
2
× ρ× Awind × Cp × vr

3 (5)

where ρ is the air density, Awind represents the swept area of the wind turbine, and Cp is
the maximum power coefficient (from 0.25 to 0.45).
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2.3. Diesel System Modeling

The diesel rated power can be calculated as [31]:

Pdg =
Fdg〈t〉 − Ag × Pdg,out

Bg
(6)

where Fdg represents the fuel consumption, Pdg,out is the output power of the diesel genera-
tor, and Ag and Bg are two constant values represent the fuel linear consumption.

2.4. Battery System Modeling

The battery capacity of the battery can be calculated as [31]:

CBESS =
El × AD

DOD× ηi × ηb
(7)

where El is the load demand, AD is the autonomy of the battery which can lead power to
the load on rainy days, DOD represents the depth of discharge, and ηi and ηb represent
the inverter and battery efficiency, respectively.

3. Objective Function and Constraints
3.1. Net Present Cost

The NPC represents an economic factor, which is considered the objective function
in this study. The goal of the paper is to minimize the NPC, which is the sum of all costs
during the project lifetime. The NPC is calculated as [32,33]:

NPC = C + OM + R + FCdg (8)

where C represent the capital cost, OM is the operation and maintenance costs, R is the
replacement cost, and FCdg is the fuel cost.

3.2. LCOE Index

The LCOE represents the price of energy and is a critical factor which is calculated
as [31]:

LCOE =
NPC× CRF

∑8760
t=1 Ploadt

(9)

where CRF represents the capital recovery factor (obtained by converting the initial cost to
annual capital cost), and Pload represents the power load. The CRF is calculated as:

CRF(ir, N) =
ir × (1 + ir)

N

(1 + ir)
R − 1

(10)

3.3. LPSP Index

The loss of power supply probability (LPSP) is a technical index that ranges from 0 to
1. It is used to indicate the reliability of the microgrid system. The LPSP is calculated as
follows [31]:

LPSP =
∑8760

t=1

(
Pload〈t〉 − Ppv〈t〉 − Pwind〈t〉+ Pdg,out〈t〉+ Ebmin

)

∑8760
t=1 Pload〈t〉

(11)
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3.4. Renewable Energy Index

Renewable energy (RF) is calculated to determine the renewable energy percent that
is penetrated into the microgrid system. The RF is expressed as [31]:

RF =

(
1− ∑8760

t=1 Pdg,out〈t〉
∑8760

t=1 Pre〈t〉

)
× 100 (12)

where Pre represents the sum of renewable energy powers.

3.5. Availability Index

The availability factor (Av) is assumed as an index of the customer’s satisfaction;
it measures the ability of the microgrid to convert the total energy to load charge. The
availability is calculated as [33]:

Av = 1− DMN

∑8760
t=1 Pload〈t〉

(13)

DMN = Pbmin〈t〉 − Pb〈t〉 −
(

Ppv〈t〉+ Pwind〈t〉+ Pdg,out〈t〉 − Pload〈t〉
)
× u〈t〉 (14)

where Pbmin represents the battery min state, Pb represents the battery power, and u is a
fixed value which equals 1 when the load is not satisfied and which equals 0 otherwise.

3.6. Constraints

Constraints are introduced to tune the microgrid system factors and help to improve
the microgrid service quality. In this work, the constraints proposed are:





0 ≤ Apv ≤ Amax
pv

0 ≤ Awind ≤ Amax
wind

0 ≤ Pdg ≤ Pmax
dg

0 ≤ CBESS ≤ Cmax
BESS

LPSP ≤ LPSPmax

RFmin ≤ RF
Avmin ≤ Av

ADmin ≤ AD

(15)

where LPSPmax = 0.05, RFmin = 70%, Avmin = 90%, and ADmin = 1 day. The sizing limit is
different from configuration to the others. All other parameters are shown in Table A1.

4. Proposed Algorithm
4.1. Heap-Based Optimizer (HBO)

The heap-based optimizer algorithm (HBO) is inspired by the social behavior of
human beings [34]. One sort of social interaction between human beings can be observed
in organizations where people in teams are arranged in a hierarchy for achieving a specific
target; this is known as corporate rank hierarchy (CRH). CRH is presented in Figure 1a. The
HBO algorithm is based on CRH in a very distinctive manner. In this regard, the concept
of CRH is to arrange the search agents based on their suitability in this hierarchy using a
heap tree-based data structure to enact the implementation of priority queues. Figure 1b
shows an example of 3 degrees (3-ary) of min-heap. Three types of employees’ behaviors
were used in the HBO algorithm. These types are: (i) the interaction of subordinates with
their immediate head; (ii) the interaction between co-workers; and (iii) the self-contribution
of individuals.
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Figure 1. Partial examples of corporate rank hierarchy (a) and 3-ary min-heap (b).

The mapping of the heap concept is divided into four steps:

A. Modeling the corporate rank hierarchy

Figure 2 displays the procedure of CRH modeling through a heap data structure,
wherein xi is the ith search agent of the population. The curve in the objective space
describes the shape of the supposed objective function, and the search agents are drawn on
the fitness shape according to their convenience.
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B. Mathematically modeling the collaboration with the boss

In a centralized organizational structure, the regulations and policies are enforced
from the upper levels, and subordinates must follow their direct manager.

This can be mathematically described by updating the agent position of each search
as follows:

xk
i (t + 1) = Bk + γλk

∣∣∣Bk − xk
i (t)

∣∣∣ (16)

γ =

∣∣∣∣∣∣
2−

(
t mod T

C

)

T
4C

∣∣∣∣∣∣
(17)

λk = (2r− 1) (18)

where t is the current iteration, k is the kth component of a vector, B denotes the parent
node, r is a random number from the range [0, 1], T is the maximum number of iterations,
and C represents a user-defined parameter.
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C. Mathematically modeling the interaction between the colleagues

Colleagues cooperate and perform official tasks. It is assumed in a heap that the nodes
at the same level are colleagues, and each search agent xi updates its location based on its
randomly selected colleague Sr as follows:

xk
i (t + 1) =





sk
r + γλk

∣∣∣sk
r − xk

i (t)
∣∣∣, f (Sr) < f (xi(t))

xk
i + γλk

∣∣∣sk
r − xk

i (t)
∣∣∣, f (Sr) ≥ f (xi(t))

(19)

D. Self-contribution of an employee to accomplish a task

In this phase, the self-contribution of a worker is mapped as follows:

xk
i (t + 1) = xk

i (t) (20)

The following part explains how exploration can be controlled with this equation.

E. putting all together

The principal challenge is determining the selection probabilities for the three equa-
tions to balance exploration and exploitation. The purpose of the roulette wheel is to
achieve a balance of possibilities. The roulette wheel is divided into three parts: p1, p2, and
p3. The value of p1 makes a population changes their position, and it is calculated from the
following equation:

p1 = 1− t
T

(21)

The selection of p2 is computed from the following equation:

p2 = p1 −
1− p1

2
(22)

Finally, the selection of p3 is calculated as follows:

p3 = p2 −
1− p1

2
= 1 (23)

Accordingly, a general position-updating mechanism of the HBO algorithm is mathe-
matically represented as follows:

xk
i (t + 1) =





xk
i (t), p ≤ p1

Bk + γλk
∣∣∣Bk − xk

i (t)
∣∣∣, p > p1 and p ≤ p2

sk
r + γλk

∣∣∣sk
r − xk

i (t)
∣∣∣, p > p2 and p ≤ p3 and f (Sr) < f (xi(t))

xk
i + γλk

∣∣∣sk
r − xk

i (t)
∣∣∣, p > p2 and p ≤ p3 and f (Sr) ≥ f (xi(t))

(24)

where p is a random number in the range (0, 1).

4.2. Improved Heap-Based Optimizer(IHBO)

In order to enhance the strength of the proposed IHBO algorithm for many high-
dimensional optimization problems, core aspects of one of the most used meta-heuristic
algorithms, PSO, are utilized. The PSO algorithm is introduced by [35]. The velocity equa-
tion from the PSO algorithm is used in the proposed IHBO algorithm. This modification
leads to the improvement of the ability of the global search and enhances the local search
capabilities of the improved algorithm. This core equation is as follows:

Vk
i (t + 1) = w·Vk

i (t) + C1·r1 × (pbest − xk
i (t))+C2·r2 × (gbest − xk

i (t)
)

(25)

xk
i (t + 1) = xk

i (t) + Vk
i (t + 1) (26)
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where C1 = C2 = 0.5, as these values gave the best solution in [36]; w = 0.7; r1 and r2 are a
random number in the range (0, 1); pbest is the best solution of an individual population,
and gbest is the best solution so far.

The flow chart of the proposed IHBO algorithm is shown in Figure 3.
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Performance of the Proposed IHBO Algorithm

The proposed IHBO algorithm’s efficiency and performance are evaluated on different
benchmark functions, including statistical measurements, such as minimum values, mean
values, maximum values, and standard deviation (STD) for best solutions obtained by the
proposed IHBO algorithm and the other recent optimization algorithms. The results obtained
with the proposed IHBO technique is compared with three well-known optimization algorithms,
including the sine cosine algorithm (SCA) [37], salp swarm algorithm (SSA) [38], movable
damped wave algorithm (MDWA) [39], and the original heap-based optimizer (HBO). Table 1
shows the parameters of all compared algorithms (SSA, MDWA, SCA, IHBO, and HBO).
Qualitative metrics on F1, F4, F7, F9, F11, F12, F15, and F18, including 2D views of the functions,
search history, average fitness history, and convergence curve, are presented in Figure 4.
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Table 1. Parameter settings of the selected techniques.

Algorithms Parameter Settings

Common settings Population size: nPop = 50 Maximum iterations: Max_iter = 1000 Number
of independent runs: 20

SSA c2 = rand; c3 = rand
MDWA amax = 1; amin = 0

SCA A = 2
IHBO sv = 100; degree = 3; w = 0.7; C1 = 0.5; C2 = 0.5; r1 = rand; r2 = rand
HBO sv = 100; degree = 3

Tables 2–4 tabulate the statistical results of the proposed IHBO algorithm and other
well-known algorithms when applied for unimodal benchmark functions, named F1 to F7,
multimodal benchmark functions, named F8 to F13, and composite benchmark functions,
named F14 to F23, respectively. The best values, shown in bold, were achieved with the
proposed IHBO algorithm, as well as MDWA and SCA, but the proposed IHBO technique
achieves the best results for most of the benchmark functions. The convergence curves
of all algorithms for the unimodal benchmark functions are shown in Figure 5 while
Figure 6 shows the boxplots of each algorithm for these unimodal benchmark functions.
Figure 7 displays the convergence characteristics curves of all algorithms for the multi-
modal benchmark functions. The boxplots for each algorithm for these types of benchmark
functions are presented in Figure 8. The convergence curves of all algorithms for the
composite benchmark functions are displayed in Figure 9 while Figure 10 illustrates the
boxplots for each algorithm for these benchmark functions. The proposed algorithm
reached a stable point for all functions. Also, the boxplots of the proposed IHBO technique
are very narrow for most functions compared to the other algorithms.
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Table 2. Results of unimodal benchmark functions.

Function HBO IHBO SCA MDWA SSA

F1

Best 8.81 × 10−65 3.11 × 10−86 5.61 × 10−41 1.34 × 10−44 2.21 × 10−10

Worst 7.28 × 10−59 3.81 × 10−81 1.24 × 10−28 3 × 10−39 8.48 × 10−10

Mean 4 × 10−60 3.72 × 10−82 8.72 × 10−30 3.01 × 10−40 5.63 × 10−10

std 1.63 × 10−59 8.56 × 10−82 2.92 × 10−29 8.19 × 10−40 1.99 × 10−10

F2

Best 1.24 × 10−39 4.59 × 10−53 6.81 × 10−27 1.14 × 10−22 2.69 × 10−06

Worst 4.86 × 10−37 1.2 × 10−49 1.84 × 10−19 2.86 × 10−22 1.54 × 10−05

Mean 5.65 × 10−38 1.99 × 10−50 9.67 × 10−21 1.89 × 10−22 6.7 × 10−06

std 1.12 × 10−37 3.32 × 10−50 4.11 × 10−20 4.64 × 10−23 2.62 × 10−06

F3

Best 2.24 × 10−09 3 × 10−16 1.42 × 10−19 5.59 × 10−22 3.12 × 10−10

Worst 2.29 × 10−05 1.8 × 10−11 4.44 × 10−12 5.44 × 10−13 1.84 × 10−09

Mean 1.78 × 10−06 1.45 × 10−12 2.57 × 10−13 3.52 × 10−14 1.14 × 10−09

std 5.22 × 10−06 4.09 × 10−12 9.86 × 10−13 1.21 × 10−13 4.43 × 10−10

F4

Best 8.73 × 10−14 2.76 × 10−16 1.04 × 10−13 1.67 × 10−15 7.74 × 10−06

Worst 1.94 × 10−10 1.5 × 10−13 3.01 × 10−08 1.72 × 10−11 1.73 × 10−05

Mean 2.54 × 10−11 2.05 × 10−14 2 × 10−09 2.27 × 10−12 1.25 × 10−05

std 4.6 × 10−11 3.92 × 10−14 6.71 × 10−09 4.03 × 10−12 2.36 × 10−06

F5

Best 0.072812 0.010245 6.364761 0.068609 4.046853
Worst 8.553338 4.229361 8.078748 4.466474 600.9202
Mean 1.999632 1.430528 6.967484 0.879403 73.87534

std 2.507143 1.504423 0.50586 1.21085 150.4287

F6

Best 0.00 0.00 7.99 × 10−02 6.83 × 10−06 2.94 × 10−10

Worst 1.23 × 10−32 0.00 5.71 × 10−01 1.11 × 10−04 8.89 × 10−10

Mean 1.23 × 10−33 0.00 3.12 × 10−01 2.93 × 10−05 5.74 × 10−10

std 3.79 × 10−33 0.00 1.35 × 10−01 2.67 × 10−05 1.60 × 10−10

F7

Best 7.43 × 10−04 3.54 × 10−04 5.78 × 10−05 2.88 × 10−04 6.27 × 10−04

Worst 3.22 × 10−03 3.30 × 10−03 1.82 × 10−03 4.33 × 10−03 1.49 × 10−02

Mean 1.99 × 10−03 1.50 × 10−03 6.88 × 10−04 1.46 × 10−03 4.60 × 10−03

std 7.46 × 10−04 7.90 × 10−04 5.20 × 10−04 1.23 × 10−03 3.22 × 10−03

The best values obtained are in bold.

Table 3. Results of multimodal benchmark functions.

Function HBO IHBO SCA MDWA SSA

F8

Best −4189.83 −4189.83 −2724.77 −2752.03 −3262.03
Worst −4189.83 −4189.83 −1976.68 −1566.57 −2423.89
Mean −4189.83 −4189.83 −2297.91 −2116.51 −2851.97

std 1.87 × 10−12 1.87 × 10−12 187.9469 338.86 263.4202

F9

Best 0.00 0.00 0.00 0.00 4.974795
Worst 0.00 0.994959 19.68757 0.00 24.87393
Mean 0.00 0.049748 0.984379 0.00 13.82991

std 0.00 0.22248 4.402275 0.00 5.448648

F10

Best 4.44 × 10−15 4.44 × 10−15 4.44 × 10−15 8.88 × 10−16 6.91 × 10−06

Worst 4.44 × 10−15 4.44 × 10−15 2.43 × 10−12 7.99 × 10−15 2.01 × 10+00

Mean 4.44 × 10−15 4.44 × 10−15 1.26 × 10−13 4.44 × 10−15 1.58 × 10−01

std 0.00 0.00 5.43 × 10−13 1.15 × 10−15 5.07 × 10−01

F11

Best 0.00 0.00 0.00 0.00 7.38 × 10−02

Worst 1.06 × 10−09 2.46 × 10−02 1.31 × 10−01 0.00 6.13 × 10−01

Mean 5.32 × 10−11 2.59 × 10−03 8.38 × 10−03 0.00 2.77 × 10−01

std 2.38 × 10−10 6.16 × 10−03 2.96 × 10−02 0.00 1.51 × 10−01

F12

Best 4.71 × 10−32 4.71 × 10−32 1.85 × 10−02 9.67 × 10−07 3.46 × 10−12

Worst 4.81 × 10−32 4.71 × 10−32 9.96 × 10−02 1.31 × 10−04 3.12 × 10+00

Mean 4.72 × 10−32 4.71 × 10−32 6.12 × 10−02 2.06 × 10−05 3.30 × 10−01

std 2.16 × 10−34 5.62 × 10−48 2.05 × 10−02 3.56 × 10−05 7.87 × 10−01
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Table 3. Cont.

Function HBO IHBO SCA MDWA SSA

F13

Best 1.35 × 10−32 1.35 × 10−32 5.71 × 10−02 2.48 × 10−06 1.51 × 10−11

Worst 1.84 × 10−32 1.35 × 10−32 3.59 × 10−01 3.70 × 10−04 1.10 × 10−02

Mean 1.37 × 10−32 1.35 × 10−32 2.16 × 10−01 4.53 × 10−05 1.65 × 10−03

std 1.10 × 10−33 2.81 × 10−48 7.48 × 10−02 8.66 × 10−05 4.03 × 10−03

The best values obtained are in bold.

Table 4. Results of composite benchmark functions.

Function HBO IHBO SCA MDWA SSA

F14

Best 9.98 × 10−01 9.98 × 10−01 9.98 × 10−01 9.98 × 10−01 9.98 × 10−01

Worst 9.98 × 10−01 9.98 × 10−01 2.98 × 10+00 6.90 × 10+00 9.98 × 10−01

Mean 9.98 × 10−01 9.98 × 10−01 1.49 × 10+00 4.12 × 10+00 9.98 × 10−01

std 0.00 0.00 8.81 × 10−01 2.51 × 10+00 1.25 × 10−16

F15

Best 3.15 × 10−04 3.07 × 10−04 3.46 × 10−04 3.10 × 10−04 3.07 × 10−04

Worst 7.59 × 10−04 3.56 × 10−04 1.50 × 10−03 1.66 × 10−03 1.27 × 10−03

Mean 5.77 × 10−04 3.10 × 10−04 8.01 × 10−04 5.92 × 10−04 9.01 × 10−04

std 1.55 × 10−04 1.08 × 10−05 3.78 × 10−04 3.77 × 10−04 3.21 × 10−04

F16

Best −1.03163 −1.03163 −1.03163 −1.03163 −1.03163
Worst −1.03163 −1.03163 −1.03159 −1.03163 −1.03163
Mean −1.03163 −1.03163 −1.03161 −1.03163 −1.03163

std 2.28 × 10−16 2.28 × 10−16 1.2 × 10−05 4.18 × 10−07 4.92 × 10−15

F17

Best 0.397887 0.397887 0.397907 0.397887 0.397887
Worst 0.397887 0.397887 0.401488 0.397999 0.397887
Mean 0.397887 0.397887 0.398743 0.397896 0.397887

std 0.00 0.00 0.000945 2.48 × 10−05 1.1 × 10−14

F18

Best 3 3 3 3 3
Worst 3 3 3.000052 3.000228 3
Mean 3 3 3.000007 3.000026 3

std 6.03 × 10−16 1.11 × 10−15 1.2 × 10−05 5.53 × 10−05 5.2 × 10−14

F19

Best −3.86278 −3.86278 −3.86221 −3.86278 −3.86278
Worst −3.86278 −3.86278 −3.85312 −3.86276 −3.86278
Mean −3.86278 −3.86278 −3.85612 −3.86278 −3.86278

std 2.28 × 10−15 2.28 × 10−15 0.003147 5.9 × 10−06 1.22 × 10−14

F20

Best −3.322 −3.322 −3.18286 −3.32199 −3.322
Worst −3.322 −3.322 −1.92056 −3.20299 −3.1952
Mean −3.322 −3.322 −2.9198 −3.21496 −3.22015

std 4.56 × 10−16 5.19 × 10−16 0.37441 0.036596 0.043929

F21

Best −10.1532 −10.1532 −5.86842 −10.1532 −10.1532
Worst −10.1532 −10.1532 −0.49729 −2.63044 −2.63047
Mean −10.1532 −10.1532 −2.22823 −6.14446 −8.6434

std 3.43 × 10−15 3.65 × 10−15 1.885656 3.476701 2.751568

F22

Best −10.4029 −10.4029 −9.10162 −10.4029 −10.4029
Worst −10.4029 −10.4029 −0.90756 −2.75188 −2.7659
Mean −10.4029 −10.4029 −4.00724 −6.90966 −9.37553

std 3.21 × 10−15 2.51 × 10−15 2.111063 3.308424 2.548

F23

Best −10.5364 −10.5364 −7.64188 −10.5363 −10.5364
Worst −10.5364 −10.5364 −3.70826 −2.42157 −2.42734
Mean −10.5364 −10.5364 −5.51857 −6.16316 −9.86292

std 1.78 × 10−15 1.95 × 10−15 0.95525 3.420207 2.120365

The best values obtained are in bold.
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5. Project Implementation Location

The project was implemented in a small region in the west of Morocco called Terfaya,
at coordinating latitude 27.932 and longitude −12.935.

6. Results and Discussion

In this paper, the Terfaya region of Morocco is selected as the case study to implement
an HRES platform based on an improved optimization algorithm called IHBO. The maps
for the project location, the load charge, the annual ambient radiation, temperature, wind
speed, and pressure are presented in Figures 11–15, respectively.
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The proposed HRES includes two renewable sources (PV and wind turbines), a diesel
generator, and a battery storage system. According to the mathematical modeling of the
mentioned systems, the PV output can be affected by the solar radiation data; otherwise,
the output power of the wind is influenced by the wind speed data. The decision variables
in this study are dedicated to the size of the HRES where: x(1) is the PV area (Apv,), x(2)
is the wind swept area (Awind), x(3) represents the battery capacity (CBESS) and x(4) is the
rated power of the diesel generator (Pdg). In this paper, an analysis of fuel price variation is
carried out.

6.1. Optimal HRES Design of PV/Diesel/Battery and PV/Wind/Diesel/Battery
6.1.1. PV/Diesel/Battery HRES

The results of the optimal HRES design for the case study concerning the PV/diesel/
battery HRES are summarized in Table 5. The table presents all used algorithms concerning
the predefined constraints, including the LPSP, RF, and the availability. The algorithms
are arranged as GWO, HBO, AEFA, HHO, and IHBO, with a net present cost of MAD
191,661, MAD 175,321, MAD 169,142, MAD 147,527, and MAD 120,463, respectively. The
optimal system needs MAD 120,463, equivalent to an LCOE of MAD 0.13/kWh. The system
designed respected the constraints very well, with a reliability (LPSP) of 3%, a renewable
fraction of 95%, and power availability of 98%. Table 6 presents the optimal size of each
algorithm; the best solution is then obtained by IHBO, with 1,673,864 m2 and 38,860 kW of
diesel generator capacity. Table 7 presents the convergence time of all simulations.

Table 5. Results of the PV/diesel/battery HRES.

Algorithm NPC (MAD) LCOE (MAD/kWh) LPSP RF (%) Availability (%)

AEFA 169,142 0.1361 0.0360 99.7905 98.5686

GWO 191,661 0.1543 0.0386 99.6961 98.6947

HHO 147,527 0.1187 0.0269 99.7289 98.5725

HBO 175,321 0.1411 0.0383 95.5051 98.9342

IHBO 120,463 0.1384 0.0389 95.3802 98.8665
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Table 6. Sizing results of the PV/diesel/battery HRES.

Algorithm PV (m2) Battery (kWh) Diesel (kW)

AEFA 306.3 4.38 0.65

GWO 334 5.16 1.1

HHO 263.4 1.85 0.65

HBO 170.6 0.63 4

IHBO 167.4 0 3.88

Table 7. Convergence time of algorithms.

Algorithm Convergence Time (s)

AEFA 5421

GWO 5959

HHO 7283

HBO 333

IHBO 14,017

The convergence curve results for all scenarios are presented in Figure 16, in which
the IHBO proves its efficacy to reach the optimal solution.
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6.1.2. PV/Wind/Diesel/Battery HRES

The second configuration used in this paper concerns the PV/wind/diesel/battery
HRES. From Table 8, the results respect the constraints; then, the best algorithms results
converge as HBO, GWO, AEFA, HHO, and IHBO, with an investment cost of MAD 461,233,
MAD 226,559, MAD 221,694, MAD 215,371, and MAD 100,337, respectively. The best cost
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needs MAD 100,337, equivalent to MAD 0.08/kWh; in this situation, the LPSP is about 4%,
the renewable fraction is near 100%, and the power availability is more than 99%. Table 9
presents the size results, which show that the best project needs 261.3031 m2 of PV area,
102.7114 m2 of swept area of the wind turbines, 23.2177 kWh of battery, and 1.0762 kW of
diesel. Table 10 presents the convergence time of all simulations.

Table 8. Results of the PV/wind/diesel/battery HRES.

Algorithm NPC (MAD) LCOE (MAD/kWh) LPSP RF (%) Availability (%)

AEFA 221,694 0.1784 0.0440 99.4362 98.7671

GWO 226,559 0.1823 0.0233 98.6033 99.5884

HHO 215,371 0.1733 0.0076 99.9540 99.6287

HBO 461,233 0.3712 0.0030 99.8870 99.9540

IHBO 165,999 0.1336 0.0445 99.9133 99.0391

Table 9. Sizing results of the PV/wind/diesel/battery HRES.

Algorithm PV (m2) Wind (m2) Battery (kWh) Diesel (kW)

AEFA 92.9 659.8 0.14 4.83

GWO 143.9 174 14.64 7.24

HHO 317.8 232.6 3.59 1.47

HBO 403.9 652.8 2.35 10.6

IHBO 261.3 102.7 23.2 1

Table 10. Convergence time of the algorithms.

Algorithm Convergence Time (s)

AEFA 1176

GWO 1079

HHO 3931

HBO 680

IHBO 4942

Figure 17 presents the convergence curve of the NPC for the PV/wind/diesel/battery
HRES; the curve shows that the IHBO algorithm gives better convergence results.

6.2. Impact of Fuel Price Variation

In the paper, if we suppose that the price of fuel is about MAD 0.41/L, then we can
compare the total investment cost with the previous study that used the actual price, which
is MAD 0.96/L.

From Table 11, it is clearly shown that the NPC of the HRES is reduced strongly
while it is passed from MAD 120,463. Table 12 presents the optimal HRES size using all
optimization algorithms. Figure 18 presents the convergence curve of the NPC for the
PV/diesel/battery HRES, with a fuel price of MAD 0.54/L. This figure shows that the
IHBO algorithm gives the better convergence results.
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Table 11. Results of the PV/diesel/battery HRES with fuel prices.

Algorithm NPC (MAD) LCOE
(MAD/kWh) LPSP RF (%) Availability

(%)

AEFA 166,303 0.1339 0.0324 96.1598 99.4268

GWO 107,532 0.0865 0.0483 97.0846 98.0032

HHO 87,394 0.0703 0.0496 99.6090 96.1823

HBO 125,791 0.1012 0.0296 97.7468 98.8978

IHBO 68,121 0.0548 0.1119 99.9999 88.8055

Table 12. Sizing results of the PV/diesel/battery HRES.

Algorithm PV (m2) Battery (kWh) Diesel (kW)

AEFA 216.7 3.7 6

GWO 163.7 0.4 2.24

HHO 161.8 0.7 0.29

HBO 194 0 2.79

IHBO 124.9 0 0
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7. Conclusions

This paper proposed a platform to design an HRES microgrid system based on
two configurations, PV/diesel/battery, and PV/wind/diesel/battery. The platform is
based on modeling, power management, and a cost optimization study using an improved
IHBO algorithm. The proposed IHBO algorithm proved its efficacy in finding the optimal
solution compared with many algorithms, including AEFA, GWO, HHO, and the original
HBO. In the paper, we discussed the case of reducing fuel prices and its impact on the
investment cost. The results show that the NPC is highly reduced when the use of diesel is
small. Several systems, such as hydrogen storage and biomass systems, can be integrated
in the microgrid. Future work will focus on developing configurations considering the
degradation of battery characteristics.
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Nomenclature

AEFA Artificial electric field algorithm
BESS Battery energy storage system
BO Bonobo optimizer
BSA Backtracking aearch algorithm
COE Cost of energy
DG Diesel generator
GWO Grey wolf optimizer
CRH Corporate rank hierarchy
HBO Heap-based optimizer
HHO Harris hawks optimizer
HRES Hybrid renewable energy system
IWO Invasive weed optimization
MPPT Maximum power point tracker
NPC Net present cost
PSO Particle swarm optimization
QOBO Quasi-oppositional bonobo optimizer
RESSOC Renewable energy sourcesState of charge
WT Wind turbine
Symbols
Ag, Bg Constants of the linear consumption of the fuel (L/kW)
Apv PV area (m2)
Awind Swept area of the wind turbine (m2)
CBESS Capacity of BESS (kWh)
Cp Maximum power coefficient (%)
Ebmin Min battery energy in discharge (kWh)
El Energy Load (kWh)
FCdg Fuel cost (MAD)
Fdg Fuel consumption (L/h)
Pdg,out Output power of diesel generator (kW)
Pdg Rated power of diesel generator (kW)
Pload Load power (kW)
Ppv Output power of PV (kW)
Pre Output power of renewable energy sources (kW)
Pwind Output wind power (kW)
Ta Ambient temperature (◦C),
Tr Photovoltaic cell reference temperature (◦C).
ir Interest rate (%)
Max_iter Maximum iteration
vci Cut-in speed (m/s)
vco Cut-out speed (m/s)
vr Rated wind speed (m/s)
ηb Efficiency of the battery (%)
ηi Efficiency of the inverter (%)
ηpv Efficiency of the PV (%)
ηr Reference efficiency
ηt Efficiency of the MPPT equipment
STD Standard deviation
Av Availability index (%)
AD Autonomy daily of the battery (day)
ADmin Minimum allowed autonomy daily of the battery (day)
C Capital cost (MAD)
CRF Capital recovery factor
DOD Depth of discharge (%)
I Solar irradiation (kW/m2)
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LCOE Levelized cost of energy (MAD/kWh)
LPSP Loss of power supply probability (%)
NOCT Nominal operating cell temperature (◦C),
NPC Net present cost (MAD)
OM Operation and maintenance cost (MAD)
R Replacement cost (MAD)
RF Renewable fraction (%)
v Wind velocity (m/s)
ρ Air density (Kg/m3)

Appendix A

Table A1. Summary of the HRES parameters.

Symbol Quantity Conversion

N Project lifetime 20 year
ηr Reference efficiency of the PV 25%
ηt Efficiency of MPPT 100%
Tr PV cell reference temperature 25 ◦C
β Temperature coefficient 0.005 ◦C

NOCT Nominal operating cell temperature 47 ◦C
Npv PV system lifetime 20 year
Cp Maximum power coefficient 48%
Vci Cut-in wind speed 2.6 m/s
Vco Cut-out wind speed 25 m/s
Vr Rated wind speed 9.5 m/s

Nwind Wind system lifetime 20 year
p f Fuel price in Morocco MAD 0.96/L

Ndiesel Diesel system lifetime 7 year
DOD Depth of discharge 80%

ηb Battery efficiency 97%
Nbat Battery system lifetime 5 year
ηinv Inverter efficiency 97%
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Abstract: This paper presents the utilization of differential flatness techniques from nonlinear control
theory to permanent magnet assisted (PMa) synchronous reluctance motor (SynRM). The significant
advantage of the proposed control approach is the potentiality to establish the behavior of the
state variable system during the steady-state and transients operations as well. The mathematical
models of PMa-SynRM are initially proved by the nonlinear case to show the flatness property. Then,
the intelligent proportional-integral (iPI) is utilized as a control law to deal with some inevitable
modeling errors and uncertainties for the torque and speed of the motor. Finally, a MicroLab Box
dSPACE has been employed to implement the proposed control scheme. A small-scale test bench
1-KW relying on the PMa-SynRM has been designed and developed in the laboratory to approve the
proposed control algorithm. The experimental results reflect that the proposed control effectively
performs high performance during dynamic operating conditions for the inner torque loop control
and outer speed loop control of the motor drive compared to the traditional PI control.

Keywords: electric vehicle; inverter; permanent magnet assisted synchronous reluctance motor;
differential flatness-based control; parameter observers; traction drive

1. Introduction

Permanent magnet synchronous motors (PMSMs) are the most widespread motor
technologies in transportation applications including more electric aircraft (MEA), electric
vehicles (EVs or e-vehicle), and hybrid electric vehicles (HEVs) [1–5]. Indeed, this tech-
nology enables offering high torque, power density, and high efficiency; while providing
an extensive speed range. Besides, due to their design, they are extremely versatile and
can also be employed for low-power applications, offering high performance [1]. On the
other side, these motors require the use of rare-earth metals to make permanent magnets
(PMs) such as Nd-Fe-B (neodymium-iron-boron), located on the rotor. Due to the growing
development of electric vehicles, the interest in rare-earth metals has been increasing;
leading up consequently to high cost and environmental consequences for the extraction
and refining of rare-earth elements.

As a result, to cope with these important issues, a new permanent magnet-assisted
(PMa) synchronous reluctance motor (SynRM) has been conceived to reduce the size of PMs
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and to increase the use of ferrite magnet materials in the rotor part. Besides, the modern
PMa-SynRM is more advantageous than the classic SynRM [6–8]. Its cost is reduced
compared to the usual PMSM since ferrite magnets are cost-effective over rare-earth PMs.
In summary, the PMa-SynRM is an emerging and attractive motor for the dissemination
of the next generations of electric cars. The constitution of the proposed four-pole PMa-
SynRM prototype relying on ferrite magnets, and the d-axis and q-axis are shown in
Figure 1. It can be noted that the permanent magnets are positioned in the flux barriers of
the rotor part. Hence, magnetization takes place along the negative q-axis. Given that the
PMa-SynRM is relatively new, the achievement of high performance for large functioning
conditions by controlling it remains a technical barrier. Indeed, its nonlinear features,
parameter mismatch, and also parametric uncertainty make its control challenging.

Figure 1. The rotor’s structure of the proposed PMa-SynRM.

To face this technical barrier from the control point of view, various control ap-
proaches have been reported and analyzed recently in the literature. First and foremost,
Ion Boldea et al. [9] have studied a direct torque and flux control with space vector modu-
lation (DTFC-SVM) drive control of PM-assisted reluctance synchronous motor/generator
employed for mild hybrid vehicles applications. Peyman Niazi et al. [10] have conceived a
maximum torque per ampere (MTPA) control strategy coupled with a parameter observer
applied to a PMa-SynRM to face the change of motor parameters (inductances and PM flux
density) and saturation effect due to the internal temperature. However, the tests have been
performed when the PMa-SynRM operates under a constant torque region. By comparison,
Elena Trancho et al. [11] have designed a robust torque-based control scheme addressed
to the PM-Assisted Synchronous Reluctance Machine in EVs and HEVs. In this work, the
authors have employed an arrangement of a second-order-based sliding mode control
for inner current regulation and a look-up table/voltage restriction pursuit-based hybrid
field weakening operation to cope with parameters deviation during operation. Despite
these relevant works introducing and designing robust controllers, the achievement of
high performance is still a challenging barrier. As emphasized in these works, this barrier
is due to the variation of machine electrical parameters and the nonlinear properties. To
meet these technical issues for the control of the PMa-SynRM, a nonlinear control named
“Differential Flatness” is elaborated and has recently been suggested to reach the expected
performances in controlling PMSM [12]. It has been demonstrated that differential flatness
control presents higher performance than traditional control systems. Besides, adding the
nonlinear observation for motor parameters estimating makes the control system more
robust. This novel control approach has been applied in various nonlinear systems; for
instance, for the energy management of a hybrid power plant (including a fuel cell and
supercapacitors) [13], and the command of double fed inductor motor [14].
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This paper presents the differential flatness control to control PMa-SynRM. As a result
of this introduction reviewing the main issues for the control of PMa-SynRM and the current
state-of-the-art, the mathematical models of PMa-SynRM are developed to prove the
differential flat property in Section 2. Then, in Section 3, the intelligent proportional-integral
(iPI) [15,16] controller is conceived as a control law to compensate for the torque and speed
of the motor. A nonlinear estimator is introduced to estimate external torque disturbance.
Finally, in Section 4, the comparison between differential flatness and conventional PI
control is discussed to demonstrate the benefits of the proposed control algorithm. A
small-scale test bench 1-KW relying on the PMa-SynRM with ferrite magnets has been
realized to attest to the performance of the designed control scheme in the laboratory [17].

2. FEM-Based Magnetic Model

Given that the inductances Ld and Lq play major roles in the overload capacity, the
field-weakening operation has been enhanced, and an accurate regulation has been de-
termined to make their calculation easier. The inductances in the d–q axis have been
computed considering a nonlinear case where the saturation of the stator teeth and ro-
tor ribs have been taken into account. Due to the effect of the internal temperature, the
inductances can be saturated as emphasized in [10]. Hence, the saturation effects of the
inductances Ld and Lq can be computed relying on the link between the flux linkage change
and the small rise in the current of the d–q axis, as provided by the Equations (1)–(3) [18,19].
Furthermore, the cross-coupling effects due to saturation have been investigated as well
for the PMa-SynRM. The parameters have been assessed in the d–q axis. The operating
constraints of the current supply have been reproduced, and the flux linkages have been
assessed by incorporating the magnetic vector potential. The d-q flux linkages linked to
the d- and q-axes currents are illustrated in Figure 2. The d- and q-flux linkages related to
based on FEM analysis are represented in Figure 2. Figure 2a depicts the lookup table of
d-axis flux linkage Ψd(id,iq) (LUT1); while Figure 2b exhibits the lookup q-axis flux linkage
Ψq(id,iq) (LUT2). In addition, Table 1 shows the given flux linkages of the PMs and d–q
axes inductances of the control network design.

Figure 2. Cont.
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Figure 2. The flux linkages Ψd and Ψq in the function of id and iq. (a) Ψd(id,iq). (b) Ψq(id,iq).

Ld =
∂Ψd(id, iq)

∂id
=
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∣∣∣∣
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(1)
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∂Ψq(id, iq)

∂iq
=

∆Ψq(id, iq)
∆iq

∣∣∣∣
id=constant

(2)

Ldq =
∂Ψd(id, iq)

∂iq
=

∆Ψd(id, iq)
∆iq

∣∣∣∣
id=constant

(3)

Table 1. Properties of the PMa-SynRM parameters relying on FEM analysis.

Symbol Quantity Value

Ψm Permanent magnet flux 0.138 Wb
Ld Normal d-axis self-inductance 288 mH
Lq Normal q-axis self-inductance 38 mH
Ldq Mutual inductance 4 mH

3. A Shot Briefly Differential Flatness Control and Control Law
3.1. Differential Flatness Briefly

The differential flatness-based control approach is crucial to control different types
of systems [2,13,14]. A summary of differential flatness control theory is provided below.
Considering a nonlinear system expressed by the following state-variable:

.
x = f (x, u). (4)

The system (4) is said to be “differentially flat” if a set of flat output equal to the
number of inputs can be found. More precisely, the control output variable must be written
as the function of the flat output and their derivatives as follow:

x = φ(y,
.
y, . . . , y(β)), (5a)

u = ψ(y,
.
y, . . . , y(β+1)), (5b)

where β is the finite number of derivatives.
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3.2. Control Law

The control law’s block diagram is provided in Figure 3. The trajectory planning, the
feedback control (relying on two controller gains Ki and Kp), the controller output λ, and
the inverse dynamic equations are detailed below.

Figure 3. Control law’s block diagram.

As shown in Figure 3, a controller output, λ can be defined as follow:

λ = uref + ufeedback(ε), (6)

with
ure f = ψ(yref,

.
yref,

..
yref, . . . , y(β+1)

ref ), (7)

ε = yre f − y. (8)

As will be seen later, thank to “Inverse Dynamic Equation” (IDE), we will obtain.

.
y = λ. (9)

According to the control law’s block diagram, combining (6)–(8) yields.

.
y =

.
yre f + Kpε + Ki

∫
εdt = 0. (10)

Taking time derivative (10) obtains.

..
yre f + Kp

.
ε + Kiε = 0. (11)

By comparing to the standard second-order equation, parameters Kp and Ki can define
as follow:

..
q(s) + 2ζωn

.
q(s) + ω2

nq(s) = 0, (12)

Consequently, the controller gains define as follow:

Kp = 2ζωn

Ki = ω2
n

(13)

4. PMa-SynRM Modeling and Development of the Proposed Control Scheme
4.1. Mathematic Model of PMa-SynRM/Inverter

The inverter shown in Figure 4 provides a symmetric sinusoidal three-phase AC
voltage source for supplying to PMa-SynRM. In Figure 4, VBUS, iBUS, and iA, iC are respec-
tively the input DC grid voltage, the inverter current, and the load motor phase current.
According to Figure 2a,b, The electrical modeling equations of PMa-SynRM are discussed
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by the nonlinear case. In Figure 2, the flux linkage of direct and quadrature axes may be
defined according to d- and q-axes current id and iq as in the following equations.

Ψd = Ψd(id, iq), (14)

Ψq = Ψq(id, iq). (15)

Figure 4. A three-phase inverter to control the PMa-SynRM prototype.

By considering Equations (14) and (15) as well, as mentioned above, the rotating
electrical modeling of PMa-SynRM is given by the following equations [10,17]:

vd = Rs · id +
dΨd(id, iq)

dt
− ωe · Ψq(id, iq), (16)

vq = Rs · iq +
dΨq(id, iq)

dt
+ ωe · Ψd(id, iq), (17)

where
ωe = np · ωm, (18)

where vd is the d-axis voltage, vq is the q-axis voltage, ωe is the electrical angular frequency,
np is the number of pole pairs, and ωm is the mechanical angular frequency. The important
electromagnetic torque of the machine composed of torque produced with the interactivity
between the magnet and the reluctance torque is expressed as follows.

Te = np
(
Ψdiq − Ψqid

)
. (19)

The mechanical equation in the rotation moving is:

J
dωm

dt
= Te − Bfωm − TL, (20)

where J is the moment of inertia, Bf is the viscosity, and TL is the load torque.
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4.2. Differential Flatness Control of Current (or Torque) Loop Development

By referring to Equations (5), (16) and (17), the Ψd and Ψq are determined as the state
variables (x). The vd and vq are control variables (u). The flat output (y) candidates are the
measured parameters, which are id and iq. The systems can be seen as differentially flat if
the control output variable must be noted according to the flat output, which are

vd = u1 = Rsy1 − ωeΨq(y1, y2) +
∂Ψd(y1, y2)

∂y1
· .

y1 +
∂Ψd(y1, y2)

∂y1
· .

y2 = ψ1
(
y1, y2,

.
y1,

.
y2
)
, (21)

vq = u2 = Rsy2 + ωeΨd(y1, y2) +
∂Ψq(y1, y2)

∂y1
· .

y1 +
∂Ψq(y1, y2)

∂y2
· .

y2 = ψ2
(
y1, y2,

.
y1,

.
y2
)
. (22)

The control scheme mentioned in Section 3.2 is applied to deal with some inevitable
modeling errors and uncertainties. By referring to Equation (6), the control laws of current
control can express as follow:

.
y1 =

.
Ψdre f + Kpεd + Ki

∫
εddt, (23)

.
y2 =

.
Ψqre f + Kpεq + Ki

∫
εqdt. (24)

Consequently, the output control variables yield as follow:

u1 = vd =
.
y1 + IDEd, (25)

u2 = vq =
.
y2 + IDEq, (26)

where the Inverse Dynamic Equations (IDEs) are

IDEd = −Rsid + ωeΨq, (27)

IDEq = −Rsiq + ωeΨd. (28)

The controller parameters are

Kpd = Kpq = 2ζ1ωn1, (29)

and
Kid = Kiq = ω2

n1, (30)

where ζ1 and ωn1 are respectively the desirated governing damping ratio and natural fre-
quency.

4.3. Differential Flatness Control of Speed Control Loop Development

Figure 5 shows the proposed control diagram. The outer speed loop enables evaluating
the torque reference value of the MPTA, which generates the current command for the
inner current loop.
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Figure 5. Schematic drawing of the designed control scheme.

For the MTPA algorithm, it has been proposed in [20]. So, the Te is defined as a
command variable u3, and the flat output y3 is ωm (or measured angular speed). The
system is flat if the control variable is a function of flat output that is

u3 = Te = J · .
y3 + B f y3 + TL = ψ3

(
y3,

.
y3
)
. (31)

The control strategy of the speed control loop is

.
y3 =

.
ωre f + Kpωεω + Kiω

∫
εωdt. (32)

The control variable of the speed loop can be express as follow:

u3 = J · .
y3 + J · IDEω, (33)

where the inverse dynamic equation of the speed control loop (IDEω) is

IDEω =
1
J
(Bf · y3 + TL). (34)

The controller parameters are defined as the following equation.

Kpω = 2ζ2ωn2, (35)

and
Kiω = ω2

n2, (36)

where ζ2 and ωn2 are, respectively, the desirated governing damping ratio and the natural
frequency of the outer speed regulation loop.
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Based on the current and speed control law development, the natural frequency
setting of the designed controller is depicted in Figure 6. The switching frequency fs of
the inverter shown in Figure 4 is equal to 16 kHz (ωs = 105 rad.s−1) and it is reported in
Figure 6. According to Figure 5, the speed control loop must be faster than the current
control loop given that the outer speed loop enables assessing the torque reference value,
and consequently the current. Considering the Nyquist-Shannon Theorem, the natural
frequency ωn1 must be chosen lower than a frequency equal to 102 rad.s−1 (namely two
times lower than the switching frequency ωs). Therefore, the natural frequency ωn1 for the
current control loop has been tuned at 2000 rad.s−1; while for the speed control loop, a
natural frequency ωn2 has been set at 20 rad.s−1 (100 times lower than ωn1). Both values
have been reported in Figure 6, allowing defining the stable region included between these
two values; whereas the unstable region is outside the natural frequency ωn1. Regarding
the tuning of the damping ratios ζ1 and ζ2, to guarantee underdamped transient behaviors
with low overshoot and fast response, both parameters have been set at 0.7.

Figure 6. The natural frequency setting of the designed controller.

Note that the stability and response of the differential flatness-based control are easy
to set compared to the traditional PI controller. By defining and selecting the governing
damping and natural frequency [21,22], as shown in Figure 6, the controller parameters of
current and speed loop control may be calculated by Equations (29), (30), (35) and (36).

4.4. Trajectory Planning

The trajectory planning enables restricting the derivative terms. The reference inputs
have been defined by trajectory planning utilized by the second-order low-pass filter. The
trajectory planning of the current control loops are

y1REF(s)
y1COM(s)

=
y2REF(s)
y2COM(s)

= 1

/((
s

ωn3

)2
+

2ζ3

ωn3
+ 1

)
. (37)

In the speed control loop, the trajectory planning has been determined by the follow-
ing equation.

y3REF(s)
y3COM(s)

= 1

/((
s

ωn4

)2
+

2ζ4

ωn4
+ 1

)
, (38)

where ζ3, ω3, ζ4, and ω4 are the governing damping and natural frequencies of the second-
order low-pass filters, respectively.

5. Simulation and Experimental Validation
5.1. Experimental Setup

A small-scale test bench 1-KW relying on the PMa-SynRM has been conceived in
the laboratory, as shown in Figure 7. Table 2 sums up the principal parameters of the
studied machine. Table 3 outlines the controller parameters. The motor is supplied by
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a 3-kW 3-phase inverter (DC/AC) operating at a switching frequency of 16 kHz. Be-
sides, the input DC grid voltage of the inverter is fed by a 3-phase variable power supply
combined with a 3-phase diode rectifier. The PMa-SynRM is mechanically coupled with
an IPMSM (interior permanent magnet synchronous motor) feeding a resistive load (see
Figures 4 and 7). Regarding the measurements both for the speed and rotor angle, they
have been acquired by a resolver placed on the rotor shaft. The developed control scheme
(see Figure 5) relying on the differential flatness controller has been modeled in the Mat-
lab/Simulink software, and then it has been incorporated in the dSPACE 1202 MicroLabBox
real-time interface to generate the gate control signals applied to the VSI.

Figure 7. The experimental setup.

Table 2. Specification and parameters of the motor/inverter.

Symbol Quantity Value

Prated Rated power 1 kW
nrated Rated speed 1350 rpm
Trated Rated torque 7.07 Nm

np Number of pole pairs 2
PF. Power factor 0.80
Rs Resistance (motor + inverter) 3.2 Ω
Ld Nominal d-axis Inductance 288 mH
Lq Nominal q-axis Inductance 38 mH
J Equivalent inertia 0.017 kg m2

Bf Viscous friction coefficient 0.008 Nm s/rad
Ψm PMs flux linkage 0.138 Wb
f s Switching frequency 16 kHz

Vdc DC bus voltage 400 V
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Table 3. Current/torque and speed regulation parameters.

Symbol Quantity Value

ζ1 Governing Damping ratio 1 0.7 pu.
ωn1 Natural frequency 1 2000 Rad.s−1

ζ2 Governing Damping ratio 2 0.7 pu.
ωn2 Natural frequency 2 20 Rad.s−1

ζ3 Governing Damping ratio 3 1 pu.
ωn3 Natural frequency 3 200 Rad.s−1

ζ4 Governing Damping ratio 4 1 pu.
ωn4 Natural frequency 4 20 Rad.s−1

Temax Maximum Torque +10 Nm
Temin Minimum Torque −10 Nm

5.2. Simulation and Test-Bench Results of the Speed Reversal Employing the Differential
Flatness Controller

For the first scenario, Figure 8 reports the obtained simulation results; whereas,
Figure 9 exhibits the performed experimental tests to assess the dynamic performance of
the designed controller when forcing the motor to reverse direction. In Figure 8, Ch1–10
are the command signal of the speed nCOM, the reference signal of the speed nREF, the mea-
sured speed n, the command of q-axis current iqCOM, the reference of q-axis current iqREF,
the q-axis current iq, the command of d-axis current idCOM, the reference of d-axis current
idREF, and the d-axis current id, respectively. In comparison, in Figure 9, Ch1–8 are the
speed command nCOM, the speed reference nREF, the measured speed n, the current iq, the
current reference idREF, the current id, and the current reference iqREF, respectively. Firstly,
the PMa-SynRM model has been tested by using Matlab/Simulink to support that the
elaborated control system is appropriately conceived. Simulations and experimental tests
have demonstrated that both simulation and experimental results are similar. Thus, the
PMa-SynRM model is fit, and the controller parameters are suitably designed by choosing
desired parameters. The experimental results indicate that the PMa-SynRM behaves in a
good way when operating under the regenerative mode up to the speed the reference gets
positive. Furthermore, it can be emphasized that the measured speed through the resolver
enables tracking adequately the speed reference value. Afterward, the operation of the
PMa-SynRM is shifted to the motoring mode up to the rotor speed comes to the speed
command. The d-and q-axes currents reveal an appropriate behavior without surpassing
the imposed limits. The dominant parameters of the PMa-SynRM enable being ensured,
and the elaborated control offers worthwhile dynamic performance.
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Figure 8. Simulation results: motor speed reversal.
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Figure 9. Experimental results: motor speed reversal.

5.3. Experimental Results of the Comparison between the Conventional PI Control and Differential
Flatness Control

For the second scenario, the performance of the system when the torque/current loop
employs traditional PI control and differential flatness is compared to assess the benefits
of the elaborated control scheme. Figure 10a represents the experimental results of the
conventional PI control, and Figure 10b illustrates the experimental results of differential
flatness control. In Figure 10a, Ch1 is the current idCOM, Ch3 is the measured current id,
Ch4 is the measured current iq, and Ch5 is the measured speed n. In Figure 10b, Ch1 is
the current idCOM, Ch3 is the measured current id, Ch4 is the measured current iq, and Ch5
is the measured speed n. As shown in Figure 10a,b, in a transitory operation, the id of PI
control exhibits a small overshoot, compared to the differential flatness controller, and the
iq of the PI control shows oscillations.
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Figure 10. Experimental results: (a) the traditional PI control, (b) the differential flatness control.
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Although the PI controller has used decoupling and back-emf compensation, it demon-
strates that the proposed nonlinear controller has a better transient current performance
than the traditional linear controller. Furthermore, the speed response (Ch5 of Figure 10a)
of the linear cascaded PI controller includes fluctuations, unlike the proposed nonlinear
controller (Ch5 of Figure 10b).

For the third scenario, Figure 11a confirms the experimental results of the conventional
PI controller, and Figure 11b indicates the experimental validation results of the differ-
ential flatness controller when the motor is forced to reverse direction from −1000 rpm
to 1000 rpm. In Figure 11a, Ch1 is the speed command nCOM, Ch2 is the speed n, Ch3 is
the current command iqCOM, Ch4 is the measured current iq, Ch5 is the current command
idCOM, and Ch6 is the measured current id. In Figure 11b, Ch1 is the speed command nCOM,
and Ch2 is the acquired speed n, Ch3 is the current command iqCOM, Ch4 is the measured
current iq, Ch5 is the current command idCOM, and Ch6 is the measured current id. On one
hand, as demonstrated in Figure 11a, during a transient process, the acquired speed n of
the PI controller shows an overshoot, and the settling time is approximately 0.45 s. On the
other hand, the differential flatness controller (Figure 11b), approximate time is around
0.15 s, as well as the measured iq of the PI controller, which fluctuates sharply (Ch4 of
Figure 11a) in a transient process. The experimental results reflect that differential flatness
has a better dynamic speed performance than the traditional PI controller.

Figure 11. Cont.
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Figure 11. Experimental results: (a) the traditional PI control, (b) the differential flatness control.

For the fourth scenario, Figure 12a shows the test-bench results of the conventional
PI controller; while, Figure 12b depicts the preliminary results of the differential flatness
control when suddenly adding an external torque disturbance. In Figure 12a, Ch2 is the
measured d-axis current id, Ch3 is the measured q-axis current iq, Ch4 is the measured
speed n, Ch5 is the measured phase-A current ia, and the trajectories of the transient stator
current. In Figure 12b, Ch2 is the measured d-axis current id, Ch3 is the measured q-axis
current iq, Ch4 is the measured speed n, Ch5 is the phase-A current ia, and the path of the
transient stator current. The experimental results are shown in Figure 12b, validating that
differential flatness speed oscillation is roughly 113 rpm; whereas that for the PI controller
is 221 rpm. The recuperation time of speed with the elaborated controller is also shorter
than that with conventional PI control. These results corroborate that differential flatness
control has better dynamic performance both for the torque/current and speed loop control
and the external rejection ability.
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Figure 12. Experimental results: (a) the traditional PI control (b) the differential flatness control.
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6. Conclusions

To cope with the control issues met in a permanent magnet-assisted synchronous
reluctance motor (PMa-SynRM), various control approaches have been previously investi-
gated. Nonetheless, the achievement of high performance is still a challenging barrier due
to the nonlinear characteristics and parameter uncertainty conditions of this motor. In this
work, a differential flatness control law has been elaborated and designed to control both
current/torque and the speed of the PMa-SynRM. Furthermore, an intelligent proportional-
integral (iPI) has been combined with the nonlinear differential flatness controller to face
unavoidable modeling errors and uncertainties for the torque and speed of the motor.
This model-based approach requires an accurate model. In case the model is not perfectly
known, the estimation of the unknown part is necessary to achieve the expected high
performance. Through simulations and experimental tests performed on a small-scale test
bench 1-KW including the PMa-SynRM, the dynamic performances of the system have
been validated; while demonstrating the performance superiority of the differential flatness
controller over the conventional PI controller from the overshoot and oscillation point of
view. Furthermore, the results reflect that the dynamic recovery time response is faster
using intelligent PI control than the field-oriented control (FOC) based on PI controller
with approximately 0.15 s.

In the future work, another control approach will be tentatively applied to the control
of PMa-SynRM. This approach, called the model-free control, does not require an accurate
model. Indeed, only very limited knowledge of the controlled system is enough to regener-
ate the control action. Advantages and drawbacks of this controller will be discussed and
its performance will be compared to the flatness-based controller in the next work.

Author Contributions: Conceptualization, B.N.-M. and N.T.; methodology, S.S., N.P., D.G. and P.T.;
validation, S.S., N.P., D.G. and P.T.; formal analysis, N.B.; writing—original draft preparation, P.T.;
writing—review and editing, S.S., D.G. and N.B.; visualization, N.B.; supervision, B.N.-M. and N.T.
All authors have read and agreed to the published version of the manuscript.

Funding: This work was partially supported by the International Research Partnerships: Electrical
Engineering Thai-French Research Center (EE-TFRC) between Université de Lorraine (UL) and
King Mongkut’s University of Technology North Bangkok (KMUTNB) and Framework Agreement
between the University of Pitesti and King Mongkut’s University of Technology North Bangkok
through the Research Program Cooperation under Grant KMUTNB–61–GOV–01–67. Besides, this
work was supported partly by the French PIA project «Lorraine Université d’Excellence», reference
ANR-15-IDEX-04-LUE.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding authors. The data are not publicly available due to their current utilization for future
works involving the authors of this paper.

Acknowledgments: The authors would like to express their gratitude to the GREEN laboratory at
the University of Lorraine and King Mongkut’s University of Technology North Bangkok (KMUTNB)
for their constant support in boosting collaborations between France and Thailand.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Grasso, E.; Palmieri, M.; Corti, F.; Nienhaus, M.; Cupertino, F.; Grasso, F. Detection of stator turns short-circuit during sensorless

operation by means of the Direct Flux Control technique. In Proceedings of the 2020 AEIT International Annual Conference
(AEIT), Catania, Italy, 23–25 September 2020.

2. Lim, C.; Rahim, N.; Hew, W.; Levi, E. Model Predictive Control of a Two-Motor Drive with Five-Leg-Inverter Supply. IEEE Trans.
Ind. Electron. 2013, 60, 54–65. [CrossRef]

3. Wang, L.; Jatskevich, J.; Dommel, H. Re-examination of Synchronous Machine Modeling Techniques for Electromagnetic Transient
Simulations. IEEE Trans. Power Syst. 2007, 22, 1221–1230. [CrossRef]

214



Sustainability 2021, 13, 9502

4. Fan, Y.; Zhang, Q.; Wang, W.; Zhou, X. Speed Regulation System of a Flux-Modulated Permanent-Magnet In-Wheel Motor Based
on Sliding Mode Control and Adaptive Notch Filter. IEEE Trans. Energy Convers. 2018, 33, 2183–2190. [CrossRef]

5. Erazo, D.; Wallscheid, O.; Bocker, J. Improved Fusion of Permanent Magnet Temperature Estimation Techniques for Synchronous
Motors Using a Kalman Filter. IEEE Trans. Ind. Electron. 2020, 67, 1708–1717. [CrossRef]

6. Morimoto, S.; Ooi, S.; Inoue, Y.; Sanada, M. Experimental Evaluation of a Rare-Earth-Free PMASynRM With Ferrite Magnets for
Automotive Applications. IEEE Trans. Ind. Electron. 2014, 61, 5749–5756. [CrossRef]

7. Morimoto, S.; Sanada, M.; Takeda, Y. Performance of PM-assisted synchronous reluctance motor for high-efficiency and wide
constant-power operation. IEEE Trans. Ind. Appl. 2001, 37, 1234–1240. [CrossRef]

8. Park, G.; Kim, J.; Son, B.; Jung, S. Optimal Design of PMa-synRM for an Electric Propulsion System Considering Wide Operation
Range and Demagnetization. IEEE Trans. Appl. Supercond. 2018, 28, 1–4. [CrossRef]

9. Boldea, I.; Tutelea, L.; Pitic, C. PM-Assisted Reluctance Synchronous Motor/Generator (PM-RSM) for Mild Hybrid Vehicles:
Electromagnetic Design. IEEE Trans. Ind. Appl. 2004, 40, 492–498. [CrossRef]

10. Niazi, P.; Toliyat, H.; Goodarzi, A. Robust Maximum Torque per Ampere (MTPA) Control of PM-Assisted SynRM for Traction
Applications. IEEE Trans. Veh. Technol. 2007, 56, 1538–1545. [CrossRef]

11. Trancho, E.; Ibarra, E.; Arias, A.; Kortabarria, I.; Jurgens, J.; Marengo, L.; Fricasse, A.; Gragger, J. PM-Assisted Synchronous
Reluctance Machine Flux Weakening Control for EV and HEV Applications. IEEE Trans. Ind. Electron. 2018, 65, 2986–2995.
[CrossRef]

12. Thounthong, P.; Sikkabut, S.; Poonnoy, N.; Mungporn, P.; Yodwong, B.; Kumam, P.; Bizon, N.; Nahid-Mobarakeh, B.; Pierfederici,
S. Nonlinear Differential Flatness-Based Speed/Torque Control With State-Observers of Permanent Magnet Synchronous Motor
Drives. IEEE Trans. Ind. Appl. 2018, 54, 2874–2884. [CrossRef]

13. Thounthong, P.; Pierfederici, S.; Davat, B. Analysis of Differential Flatness-Based Control for a Fuel Cell Hybrid Power Source.
IEEE Trans. Energy Convers. 2010, 25, 909–920. [CrossRef]

14. Variani, M.; Tomsovic, K. Two-Level Control of Doubly Fed Induction Generator Using Flatness-Based Approach. IEEE Trans.
Power Syst. 2016, 31, 518–525. [CrossRef]

15. Menhour, L.; d’Andrea-Novel, B.; Fliess, M.; Gruyer, D.; Mounier, H. An Efficient Model-Free Setting for Longitudinal and Lateral
Vehicle Control: Validation through the Interconnected Pro-SiVIC/RTMaps Prototyping Platform. IEEE Trans. Intell. Transp. Syst.
2018, 19, 461–475. [CrossRef]

16. Fliess, M.; Join, C. Model-free control. Int. J. Control 2013, 86, 2228–2252. [CrossRef]
17. Kerdsup, B.; Takorabet, N.; Nahidmobarakeh, B. Design of Permanent Magnet-Assisted Synchronous Reluctance Motors with

Maximum Efficiency-Power Factor and Torque per Cost. In Proceedings of the 2018 XIII International Conference on Electrical
Machines (ICEM), Alexandroupoli, Greece, 3–6 September 2018.

18. Ding, T. Study and Optimization of Line-Start Permanent Magnet Motors. Ph.D. Dissertation, Université Henri Poincaré, Nancy,
France, 2011.

19. Chen, X.; Wang, J.; Sen, B.; Lazari, P.; Sun, T. A High-Fidelity and Computationally Efficient Model for Interior Permanent-Magnet
Machines Considering the Magnetic Saturation, Spatial Harmonics, and Iron Loss Effect. IEEE Trans. Ind. Electron. 2015, 62,
4044–4055. [CrossRef]

20. Sriprang, S.; Nahid-Mobarakeh, B.; Takorabet, N.; Pierfederici, S.; Kumam, P.; Bizon, N.; Taghavi, N.; Vahedi, A.; Mungporn, P.;
Thounthong, P. Design and control of permanent magnet assisted synchronous reluctance motor with copper loss minimization
using MTPA. J. Electr. Eng. 2020, 71, 11–19. [CrossRef]

21. Sriprang, S.; Nahid-Mobarakeh, B.; Takorabet, N.; Pierfederici, S.; Bizon, N.; Kuman, P.; Thounthong, P. Permanent Magnet
Synchronous Motor Dynamic Modeling with State Observer-based Parameter Estimation for AC Servomotor Drive Application.
Appl. Sci. Eng. Prog. 2019, 12. [CrossRef]

22. Veeser, F.; Braun, T.; Kiltz, L.; Reuter, J. Nonlinear Modelling, Flatness-Based Current Control, and Torque Ripple Compensation
for Interior Permanent Magnet Synchronous Machines. Energies 2021, 14, 1590. [CrossRef]

215





sustainability

Review

State-of-the-Art Review on IoT Threats and Attacks: Taxonomy,
Challenges and Solutions

Ritika Raj Krishna 1, Aanchal Priyadarshini 1, Amitkumar V. Jha 1 , Bhargav Appasani 1 , Avireni Srinivasulu 2

and Nicu Bizon 3,4,*

Citation: Krishna, R.R.;

Priyadarshini, A.; Jha, A.V.; Appasani,

B.; Srinivasulu, A.; Bizon, N.

State-of-the-Art Review on IoT

Threats and Attacks: Taxonomy,

Challenges and Solutions.

Sustainability 2021, 13, 9463. https://

doi.org/10.3390/su13169463

Academic Editor: Zubair Baig

Received: 30 May 2021

Accepted: 18 August 2021

Published: 23 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Electronics Engineering, Kalinga Institute of Industrial Technology, Bhubaneswar 751024, India;
ritikaraj11a@gmail.com (R.R.K.); aanchal233100@gmail.com (A.P.); amit.jhafet@kiit.ac.in (A.V.J.);
bhargav.appasanifet@kiit.ac.in (B.A.)

2 Department of Electronics and Communication Engineering, K. R. Mangalam University,
Gurugram 122103, India; avireni@ieee.org

3 Faculty of Electronics, Communication and Computers, University of Pitesti, 110040 Pitesti, Romania
4 Doctoral School, Polytechnic University of Bucharest, 313 Splaiul Independentei, 060042 Bucharest, Romania
* Correspondence: nicu.bizon@upit.ro

Abstract: The Internet of Things (IoT) plays a vital role in interconnecting physical and virtual objects
that are embedded with sensors, software, and other technologies intending to connect and exchange
data with devices and systems around the globe over the Internet. With a multitude of features to
offer, IoT is a boon to mankind, but just as two sides of a coin, the technology, with its lack of securing
information, may result in a big bane. It is estimated that by the year 2030, there will be nearly
25.44 billion IoT devices connected worldwide. Due to the unprecedented growth, IoT is endangered
by numerous attacks, impairments, and misuses due to challenges such as resource limitations,
heterogeneity, lack of standardization, architecture, etc. It is known that almost 98% of IoT traffic is
not encrypted, exposing confidential and personal information on the network. To implement such a
technology in the near future, a comprehensive implementation of security, privacy, authentication,
and recovery is required. Therefore, in this paper, the comprehensive taxonomy of security and
threats within the IoT paradigm is discussed. We also provide insightful findings, presumptions,
and outcomes of the challenges to assist IoT developers to address risks and security flaws for better
protection. A five-layer and a seven-layer IoT architecture are presented in addition to the existing
three-layer architecture. The communication standards and the protocols, along with the threats and
attacks corresponding to these three architectures, are discussed. In addition, the impact of different
threats and attacks along with their detection, mitigation, and prevention are comprehensively
presented. The state-of-the-art solutions to enhance security features in IoT devices are proposed
based on Blockchain (BC) technology, Fog Computing (FC), Edge Computing (EC), and Machine
Learning (ML), along with some open research problems.

Keywords: Internet of Things; security; threats; privacy; vulnerabilities; Blockchain

1. Introduction

We live in a time when technology is an essential requirement for all humans, and
the evidence is the increased dependence on technology in almost every aspect of our
lives. Today’s world is evolving with the rapidly growing Internet of Things (IoT)-based
application [1]. The rise of the IoT has been a glorious phenomenon in recent years. The
physical and virtual objects implanted with sensors, software, and other technologies
are interlinked together in IoT [2]. It envisages communicating and sharing data with
other devices and systems worldwide over the Internet. Further, IoT is like an array of
network-enabled devices that exclude traditional computers such as laptops and servers.

IoT has sprawled everywhere, starting from the healthcare sector to the big industries.
It is now implantable, wearable, and portable, resulting in a pervasive and interactive
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world [3]. It modifies the physical objects around us into smart objects, creating an in-
formation environment that increasingly changes human living standards. For instance,
IoT devices track and collect essential measurements (such as blood pressure, blood sugar
level, pulse rate, etc.) in real time, allowing emergency alerts to improve the odds of a
patient’s survival [4]. Moreover, autonomous and self-driving vehicles prevent drivers
from deviating from paths or accidents while providing them assistance to reach their desti-
nations. In addition, those definitions are expanded to provide automatic emergency alerts
of the closest road and medical assistance in the event of an accident. IoT also covers many
aspects of modern industries, including manufacturing, assembly, packing, logistics, smart
cities, and aviation industries [5]. Some of the essential IoT-based application domains in
health, commerce, communication, and entertainment are shown in Figure 1.
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To implement IoT, the traditional technology had to undergo some major modifications.
For example, to convert an isolated device into a transmitting device, there is a need to
increase small computing devices’ memory and processing capacity while dramatically
reducing their size [6]. Further, the creation of various lightweight, secure protocols for
communication between different IoT devices is equally important. The improvements
to the conventional networks to help the operation of the IoT ecosystem have their own
set of consequences. However, the unprecedented growth of interconnected devices has
crippled the IoT ecosystem. Consequently, there exists enough scope for threats and attacks
in IoT-based applications.
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The Global Vice President at New Net Technologies (NNT), Dirk Schrader, stated that
IoT-based computers have become the crown jewels of cybercriminals. He also said that less
than 42% of businesses can detect insecure IoT devices. Hence, for researchers to develop
well-grounded solutions to trace and avert these threats, they must first understand the
threats and attacks to make the IoT environment safe, secure, and reliable. There are three
significant aspects to consider while examining the IoT from a security perspective. To
begin with, there are a massive number of smart devices, possibly billions. This suggests
that the IoT would be the most complex man-made system ever in terms of the number
of entities involved [7]. Second, they are essentially heterogeneous, with respect to the
functionality, protocol stacks, radios, operating systems (some objects do not even have
one), energy sources, identities, and so on [8]. Third, each smart object is owned by a
company or a person, and it is managed by the same or a different company or individual.
Millions of businesses and individuals are in control of a subset of the smart objects in
their management domains. From the standpoint of protection, privacy, and trust, how
this control is technically upheld is a critical issue.

The attack surface in the IoT domain has increased significantly, as have the possible
threats to the protection of these entities in the domain [9]. For example, the security
threats to the autonomous and self-driving industry may lead to disastrous consequences.
Autonomous vehicles are vulnerable to sensor-based attacks. By manipulating the sensors
(e.g., linear acceleration sensor, magnetic sensor, etc.), attackers may collect data, transfer
malware to it, or trigger a malicious activity [10]. Furthermore, smartphones and embedded
systems contribute to a digital ecosystem for global communication that simplifies lives
by being sensitive, flexible, and responsive to human needs. However, on the other hand,
security cannot be assured due to vulnerabilities in IoT. When a user’s signal is disrupted
or intercepted, their privacy may be jeopardized, and their information may be leaked.

The state-of-the-art survey on various aspects of IoT, including security, privacy,
and robustness, has been presented in [11] by Chen et al. The authors focused on spe-
cific issues of IoT interface positioning and localization. The development of lightweight
block cipher algorithms has been proposed to be used in devices for data encryption
and decryption [12]. A desktop review and qualitative analysis have been performed
by Gamudani et al. in [13] to compute performance analysis of attacks. Cryptographic
approaches have been discussed in [14] as a method of ensuring long-term security ap-
proaches. Different layer architectures of IoT and security issues associated with them have
been discussed with possible countermeasures using Blockchain (BC) in [15]. The survey
on security aspects of IoT has been presented by Alaba et al. in [16], covering the scope of
security countermeasures in some other allied paradigms, including Machine-to-Machine
(M2M), Cyber-Physical System (CPS), and Wireless Sensor Networks (WSNs). In [17],
Abomhara et al. discussed various applications of IoT and the security threats related to
them, including vulnerabilities, intruders, and some other attacks. The threats concerning
security and privacy in IoT architecture have been presented without counter measuring
techniques by Kozlov et al. in [18].

The organization of the paper is as follows. The state-of-the-art motivation and
contributions of this research are presented in Section 2. The background of the IoT as the
foundation to the security threats and attacks is presented in Section 3. Section 4 deals
with the IoT reference model and the protocol stack. The state-of-the-art review on the
vulnerabilities with threats and attacks taxonomy in the IoT paradigm is presented in
Section 5. Security goals and a roadmap in IoT are presented in Section 6. Section 7 deals
with the state-of-the-art security solution for IoT framework using ubiquitous technologies,
such as BC, FC, EC, and ML. Some of the open research problems are discussed in Section 8.
The last section deals with the conclusion of the article with future scope for research.
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2. State-of-the-Art, Motivation, and Contributions of This Research
2.1. Trends in Literature and Motivation

There is an ample amount of work in literature focusing on the IoT from various per-
spectives. Particularly, aspects such as applications, architecture, protocols, and standards
are extensively covered in the literature. However, threats and attacks in IoT are compara-
tively less explored. The analysis from one of the world’s largest databases, i.e., SCOPUS,
can be used to understand the relevance of the particular aspects of IoT. If we search the
number of articles in the SCOPUS database that focus on IoT architecture, IoT architecture
and threats, and IoT architecture and attacks, then it can be corroborated from the search
results that the threats and attacks analysis of IoT architecture is sparsely explored in the
literature, which can be validated from the SCOPUS statistics seen in Figure 2. Further,
there is rapid growth in the interest of the researchers towards threats and attacks analysis
in the IoT architecture. This can be corroborated from the number of articles pertaining to
the threats and attacks analysis in IoT architecture, which was four and zero, respectively,
in 2010, and rapidly increased to 73 and 157, respectively, up to the third quarter of the
year 2021 (approximately).
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A similar trend can be seen with respect to the protocols and standards in the IoT
paradigm. The publication statistics obtained from the SCOPUS database for the articles
on IoT protocols, IoT protocols and threats, and IoT protocols and attacks are shown in
Figure 3. The plotted statistics reveal that the threats and attacks analysis in IoT protocols
were sparsely explored in the past 10 years. Nevertheless, these aspects are gaining rapid
momentum, which can be corroborated from the published articles on threats and attacks
analysis in IoT protocols, which were six and five, respectively, in 2010, and have increased
to 160 and 254, respectively, by the third quarter of 2021 (approximately). In a nutshell, the
increasing interests of the researchers in the paradigm of IoT architecture and protocols,
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which are sparsely explored from threats and attacks point-of-view, is the motivating factor
for the present work.
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The other motivating factor for the present work is the threats and attacks analysis and
possible solutions using ubiquitous technologies, such as BC, Fog Computing (FC), Edge
Computing (EC), and Machine Learning (ML). The threats and attacks analysis and possible
solutions in architecture, protocols, and standards have gained significant momentum in
the past few years, corroborating the upwards trend in the published articles as per the
SCOPUS database statistics shown in Figure 4.
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IoT is far behind in realizing its true potential due to the lack of interoperability. The
most comprehensive review on security standards and interoperability goals is presented
by Lee et al. [19]. To comprehensively review the existing architectures, protocols, and
standards is one of the promising means to address the interoperability issues in IoT and
other challenges. If we look at the trend of the type of documents in the SCOPUS database,
it can be seen that researchers are significantly contributing with Review articles (12.2%)
being the third most in number behind Articles (50.8%) and Conference papers (29.1%).
These statistics obtained from the SCOPUS database are shown in Figure 5. Conclusively,
the present work is a review that comprehensively surveys the existing work and presents
the possible solution in the context of threats and attacks pertaining to the architecture,
protocols, and standards in the IoT paradigm.
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2.2. Comparison with Existing Surveys

Several works have surveyed IoT, its architecture, its reference model, communication
protocols, etc., from the perspective of security, threats, and vulnerabilities with possible
countermeasure methodologies. In this section, some of the existing surveys are discussed
and compared with the present work.

Many works in the literature cover the various aspects of the threats and attacks
in IoT. Authors in [20–26] cover the taxonomy of the threats and attacks pertaining to
the IoT. These works mainly focus on two broad categories: the architecture of IoT and
protocols/standards in IoT. Despite covering the threats and attacks taxonomy, only a
few of these works present the possible countermeasures. However, none of these works
present countermeasures of threats and attacks based on ubiquitous technology such as BC,
FC, EC, and ML. Such ubiquitous technologies in analyzing the threats and attacks have
been surveyed in scattered ways by the authors in [27–37]. A comprehensive review of all
these technologies to combat IoT threats and attacks is not available.

The comprehensive survey on security and attacks with possible countermeasures so-
lutions has been presented by Abosata et al. in [20], where authors consider the application-
specific IoT architecture belonging to industrial IoT. Mann et al. in [21] presented the
classification of attacks pertaining to the IoT environment. For attack classification, au-
thors have considered a three-layer architecture comprising devices, gateway, and cloud
with respect to the possible attack type. The countermeasures have also been discussed.
Ogonji has comprehensively presented a threat taxonomy for the IoT environment in [22],
including two broad categories: security threat and privacy threat. The authors of this
survey presented taxonomy and countermeasures for the three-layer domain-specific IoT
architecture. The state-of-the-art survey on intrusion detection for mitigating the impact of
threats and attacks on IoT systems has been presented by Zarpelão et al. [23]. The authors
proposed four attributes in the survey: intrusion detection placement strategy, detection
method, security threats, and validation. A similar extensive survey by Hajiheidari et al.
discusses the state-of-the-art intrusion detection system for IoT environment with a detailed
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taxonomy of the attacks responsible for intrusion in IoT at various layers [24]. The seminal
survey using the top-down approach on various aspects of security in the IoT environment
from application-specific IoT architecture has been presented by Kouicem et al. [25]. The
authors have also presented the detailed taxonomy of security solutions covering several
application-specific IoT architectures, and they also proposed software-defined networking-
based solutions to the security in IoT. Sun et al., in [26], focused on the physical layer of
the IoT and presented a rich survey covering various security aspects of the protocols and
standards, including the countermeasure methodologies. All these surveys are rich in
content covering various aspects of threats and attacks in the context of IoT architectures
or protocols. Despite presenting the possible countermeasures of threats and attacks, the
countermeasures based on rapidly evolving technologies such as BC, FC, EC, ML, etc., have
not been discussed to the authors’ best knowledge. However, the concluding remarks of all
these surveys identified some of the research gaps and provided a hint towards utilizing
these technologies.

Elazhary [27] has presented an extensive survey on such computing technologies in
the paradigm of IoT. Despite handling various aspects of IoT, particularly computation,
processing, and analysis of voluminous IoT data, the security aspects of these data from
the architecture point of view are not extensively covered in this survey. Taylor, P.J. et al.,
in [28], presents a seminal survey of using BC technology for providing the security
countermeasures in IoT environment with some open challenges to incorporate other
such technologies in the IoT for improving cybersecurity. BC as an infrastructure for IoT
architecture with enhanced performance and security has been proposed by Memon et al.
in [29]. In this survey, the authors have presented a comparative survey on cloud-based
vs BC-based IoT architecture and identified some research gaps with some other similar
technologies such as EC and FC. From the point of design objectives, a systematic survey
on BC envisioning secure IoT infrastructure has been presented by Tran et al. in [30].

Fersi et al. developed a comprehensive survey in [31] about the scope of FC from the
various aspects of the IoT, including enhanced data computing, network management,
interoperability issues, security, etc. A similar review on FC from several perspectives,
including threats and attacks countermeasures, has been presented by Atlam et al. [32].
Hamdan et al., in [33], comprehensively review the architecture of IoT based on EC.
The survey is very rich from the architectural point of view; however, the threats and
attacks analysis of such EC-based architecture is narrowly covered in this survey. Another
pragmatic survey with EC-based architecture in IoT covering physical layer aspects is
presented by Capra et al. in [34]. In this survey, the authors also cover the security aspects
of hardware-based IoT architecture. Knowing the extraordinary effectiveness of the EC
in IoT, the most seminal survey on the various simulator that can be used to validate the
IoT model has been presented by Ashouri et al. in [35]. This survey is one of the best in
its field, covering the EC-based simulation tools in IoT, which can even be exploited for
modeling and analysis of threats and attacks in the IoT environment.

One of the most comprehensive surveys in the paradigm of ML to enable security and
privacy in the IoT data ecosystem has been presented by Amiri et al. in [36]. This survey
considers an ML-based approach for enhancing privacy in the IoT data ecosystem where
a three-layer architecture comprising perception, network, and application layers of IoT
has been considered. The authors also propose a similar approach of using BC with ML to
enhance security on the IoT data ecosystem. The state-of-the-art review on the application
of ML for intrusion detection in IoT environment has been presented by Adnan in [37]. The
authors consider the three dominant attributes, namely, computational complexity, concept
drift, and dimensionality, which are mitigated by integrating ML in IoT, envisioning the
security of the IoT-based applications.

Some of the other seminal surveys in this context are summarized in Table 1.
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Table 1. Some of the key literature surveys and research papers, and their scope.

Reference Scope of Threats and
Attacks Analysis

Technology Adopted for the Solution to
Threats and Attacks

Research Gap
and Open

Challenges
Year

Architecture Protocols and
Standards BC FC EC ML

[38] 5 5 5 5 3 5 3 2021
[39] 5 5 5 5 5 5 5 2020
[40] 5 5 3 5 5 5 3 2019
[41] 5 3 5 5 5 5 3 2015
[42] 5 5 3 5 5 5 3 2019
[43] 3 5 5 5 5 5 5 2017
[44] 3 5 5 3 3 5 5 2017
[45] 5 3 5 5 5 5 5 2019
[46] 5 5 5 5 3 5 3 2021
[47] 5 5 5 5 5 5 3 2020
[48] 3 5 3 5 5 5 5 2019
[49] 3 5 3 5 5 5 3 2020
[50] 5 5 5 5 5 5 3 2019
[51] 3 5 5 5 5 3 3 2020
[52] 3 5 5 5 3 5 3 2017
[53] 3 3 5 5 5 5 3 2019
[54] 5 3 3 5 5 5 3 2020
[55] 3 5 5 5 5 5 5 2021
[56] 5 3 5 5 5 5 3 2017
[57] 5 5 5 5 5 5 3 2019
[58] 5 5 5 3 3 5 3 2020
[59] 3 5 5 3 5 5 3 2020
[60] 5 5 3 5 5 5 3 2019
[61] 5 3 5 5 5 5 3 2019
[62] 3 5 5 5 5 3 3 2019
[63] 5 5 5 5 3 5 3 2018
[64] 5 5 5 3 5 5 3 2018
[65] 5 5 3 5 5 3 3 2018
[66] 3 3 5 3 3 5 5 2019
[67] 3 5 5 5 5 3 5 2020
[68] 5 3 3 5 5 5 3 2019
[69] 3 5 3 3 3 3 3 2019
[70] 3 5 5 5 5 3 3 2020
[71] 3 3 5 5 5 5 5 2018
[72] 5 5 3 5 5 5 3 2020
[73] 3 3 5 5 5 5 3 2020
[16] 3 3 5 5 5 5 3 2017
[74] 5 5 5 5 5 5 3 2019
[75] 5 3 5 3 5 5 3 2019

This survey 3 3 3 3 3 3 3 NA

These surveys are classified based on: (1) scope of threats and attacks analysis in
IoT—architecture, protocols/standards, and general; and (2) possible technology adopted
as a solution to the threats and attacks in IoT. The last entry of this table presents the
scope of the present survey to highlight a clear comparative picture of the contributions of
this survey.

2.3. Scope of the Present Survey and Contributions

As discussed in the previous sections, the threats and attacks analysis in IoT is scattered
and none of the surveys so far, to the best knowledge of the authors, covers the threats
and attacks taxonomy covering architecture, protocols, and standards of IoT with possible
countermeasures using rapidly evolving ubiquitous technologies, such as BC, FC, EC, and
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ML, simultaneously. The threats and attacks were discussed in general without focusing on
architecture and protocols [38–40]. Security concerns were addressed in [38] using EC and
in [40] using BC. The research gaps were identified, and some open research problems were
proposed in [38,40]. The analysis on threats and attacks based on protocols and standards
without addressing security solutions was shown in [41]. On the other hand, [42] neither
covers the architecture nor protocols for analyzing the threats and attacks. However,
security countermeasures were discussed using BC with open research problems in [42].
In [43], threats and attacks were analyzed based on architecture without any security
countermeasures. In [44], threats and attacks were discussed based on architectures with
possible security countermeasures using FC and EC, but it does not identify the research
gaps. Similar observations can be made throughout the seminal existing surveys discussed
in Table 1. A comparative analysis reveals that none of these surveys analyze the threats
and attacks covering all aspects, i.e., architecture as well as protocols and standards. In
addition, the security countermeasures have not been discussed in any one of the existing
surveys using all four ubiquitous technologies, i.e., BC, FC, EC, and ML, simultaneously.
An extensive survey on threats and attacks analysis in the context of IoT, its challenges,
taxonomy, and possible technological solutions covering the most important aspects of
the IoT, such as architecture, protocols, and standards, is presented in this work. The vital
contributions of the paper are highlighted below:

• This survey envisages providing a deeper insight into the IoT from the perspective of
threats and attacks.

• An information-rich survey on various aspects of IoT, including threats and attacks
from the literature, is presented.

• This survey presents a five-layer IoT architecture and seven-layer IoT architecture,
along with the existing three-layer architecture.

• A comprehensive survey on the communication standards and protocols correspond-
ing to three-layer, five-layer, and seven-layer IoT architectures is presented.

• The multidimensional taxonomy of threats and attacks in IoT is proposed with impact
assessment on its architecture.

• With respect to communication standards and protocols, the threats and attacks
corresponding to each of the proposed architectures, i.e., three-layer, five-layer, and
seven-layer IoT architectures, are comprehensively reviewed.

• The potential use of ubiquitous technologies, such as BC, FC, EC, and ML, are pre-
sented in the context of security enhancement in IoT.

• The research gap, challenges, and some open problems are presented which can be
further explored in the IoT paradigm.

3. Elementary Overview of an IoT System

The IoT is an evolving notion as a vast network of interconnected devices and services
that store, share, and process data to dynamically adapt to the environment. IoT offers an
ocean of opportunities, and so, many organizations aim to have IoT services integrated
into their business processes. Before discussing the security threats, vulnerabilities, attacks,
etc., it is pertinent to have a keen understanding of the layout of IoT. The emerging
IoT technology typically consists of three levels of hardware which are integrated using
software [76]. IoT devices, controllers, and peripherals constitute the first level of IoT,
gateways and networks are associated with the second level, whereas cloud servers and
control devices are part of the third level of IoT. Such a typical IoT system is depicted in
Figure 6, followed by a brief discussion of each level.
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Figure 6. Elementary overview of an IoT system.

3.1. IoT Devices, Controllers, and Peripherals

The first level consists of IoT devices, controllers, and peripherals consisting of sensors,
actuators, transducers, etc. Their basic function is to capture real-time data of the outer
world and convert them into information for further analysis. These devices can be
connected to or implanted in any device that needs to be tracked or mounted in the
environment to control the device indirectly.

The IoT devices are embedded devices capable of transmitting information across a
network to improve interactions with people and with other smart objects. These smart
devices make up the bottom layer of the basic IoT architecture. One of the most important
features of IoT devices is their ability to use multiple sensors for different applications.
Sensors in IoT gadgets are generally coordinated through the sensor hubs. A sensor hub
is a single point of connection that gathers and sends data from multiple sensors to the
system processing unit. Gathering data is the foremost step [77]. A sensor hub uses various
transport mechanisms such as Inter-Integrated Circuit (I2C) or Serial Peripheral Interface
(SPI) to transfer data between the sensors and the applications. A communication channel
between sensors and applications is established by these transmitting mechanisms that
accumulate sensor data through IoT devices [78].

The vulnerabilities associated with some of the sensors in the IoT paradigm are
described in Table 2.

Table 2. A few sensor types and their vulnerabilities.

Sensor Type Sensor Vulnerabilities

Motion Sensors
Accelerometer Task Inference

Gyroscope False Data Injection
Linear Acceleration Sensor Malware Transmission

Environmental Sensors

Light Sensor Eavesdropping
Proximity Sensor Task Inference

Air Pressure Sensor Smudge Attack
Audio Sensor False Data Injection

Temperature Sensor Transferring Malware
Soil Moisture sensor DoS

Noise Sensor Information Leakage

Position Sensors
GPS Location Inference

Magnetic Sensor Eavesdropping
False Data Injection

Sensors are vulnerable to numerous security attacks and threats which might be
internal or external depending upon their features [79]. To name a few, information
tampering, Man-In-The-Middle Attack (MITM), Distributed Denial of Service (DDoS),
jamming, etc., are some of the notable threats to the IoT sensors.
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3.2. Gateways and Networks

A gateway for IoT is a system or software program that connects the cloud to controller
development boards, actuators, and smart devices [80]. It builds a bridge between the
cloud and IoT devices. It systematically connects the field to the cloud. An IoT gateway,
either a software application or a hardware appliance, is responsible for transmitting data
between the cloud and IoT devices. It serves as a network router, connecting IoT devices to
the cloud. It is capable of handling both inbound and outbound traffic. Inbound traffic is
used for system management tasks, including upgrading device firmware, while outbound
traffic is used to transfer IoT data to the cloud. The IoT gateway provides services to safely
accumulate, operate, and filter data for analysis. It aids in the secure and safe transport of
confederated data produced by the systems and the devices from the edge to the cloud.
Ethernet, Wi-Fi, or a 4G/3G modem are used to link the IoT gateway to the cloud [81]. For
data exchange and command transfer, a two-way communication channel is developed
with the cloud. In an IoT environment, sensors and devices must logically communicate
with other devices through the gateway or redirect the necessary data to the cloud. Some
of the key functionalities of the IoT gateway are enumerated below.

• Facilitating contact with non-Internet linked or legacy devices.
• Data pre-processing, cleansing, filtering, and optimization.
• Data caching, buffering, and streaming.
• Aggregation of data.
• M2M (Machine-to-Machine) communications.
• Networking features and live data hosting.
• Data visualization and analytics.
• Security feature in data exchange.

Glancing over the number of functions and responsibilities of the IoT gateway, one
can easily quote that it is essential to have a secure gateway network to carry out all the
enlisted functions safely and efficiently. The gateway is prone to several different kinds of
attacks which can be classified into five categories [82]:

• Physical Attack: Unauthorized access to gateway hardware or any unaccredited
geographical movement.

• Software Attack: Trojan, Worms, virus, jamming, denial of services.
• Network Attack: Node capture, node subversion, node malfunctioning, message

corruption, routing attacks, false node.
• Cryptanalysis Attack: Known-plaintext, Man-In-The-Middle-Attack (MITM), cipher-

text only, chosen plaintext.
• Side Channel Attack: Micro probing, reverse engineering.

The state-of-the-art discussion on these attacks is comprehensively discussed later in
this article.

3.3. Cloud Servers and Control Device

Smart devices of the IoT are being deployed at a rapid rate. However, the amount
of data they produce makes it difficult to store and process in the local platforms. The
unstructured IoT data can be easily stored in a public cloud infrastructure [83]. The
scalability provided by cloud computing offers a solution to this problem. Cloud computing
provides flexible computing and storage tools that can be used to assist in data management.
As a result, this technology can be used to analyze data generated by sensors and IoT
devices. Many of the major cloud providers use object storage technology to offer low-cost,
scalable storage systems. Cloud computing allows businesses to store and analyze data
easily and in real time, enabling them to get the most out of their data. According to a
survey conducted by Information Week [84], 65% of respondents said that “the opportunity
to satisfy business demands easily” was one of the most significant factors for a company
to migrate to the cloud. Since they have high-speed networks with no data ingress fees,
the public cloud is an excellent place to store the vast quantities of IoT data generated by
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businesses. However, the public cloud has plenty to do. Big data analysis applications that
consume and process vast amounts of unstructured content have been added to the product
offerings of cloud service providers. This enables companies that can potentially process
data more efficiently than a private data center to build highly scalable IoT applications.
Depending on the device’s networking features, devices can connect to the cloud in a
variety of ways. Some of these are cellular, satellite, Wi-Fi, Low Power Wide Area Networks
(LPWAN) such as NB-IoT, and direct access to the Internet through Ethernet.

While the cloud has acquired universal popularity, and most IoT applications use
cloud services for data storage and retrieval. However, questions about whether cloud
technologies are genuinely safe and reliable are continuing to be debated. Nevertheless,
cloud risks should also be addressed. The cloud is a public platform used by many
people, and there could be malicious users on the cloud who pose a risk to IoT data. The
cloud is vulnerable to several attacks such as SQL injection, DDoS, weak authentication,
malicious applications, back doors, exploits, etc. [85]. An extensive survey on these aspects
is discussed later in this survey.

4. IoT Reference Model and Protocol Stack
4.1. Three-Layer Reference Model

The mitigation of security threats and attacks in IoT can be achieved by understanding
the IoT reference model and protocol stack in-depth. There is no widely agreed-upon
framework for the IoT [86]. However, different architectures have been suggested by
different researchers [87]. The most basic architecture being followed widely is the three-
layer reference model consisting of perception layer, network layer, and the application
layer, which is illustrated in Figure 7a. The functionality of each of these layers is briefly
summarized below.

• Perception Layer: The perception layer is also often known as the physical layer. The
layer deals with the various sensors affixed to the IoT devices. Sensor nodes, RFID
Sensors, and other sensory technologies are provided by this layer [88]. The sensors
in this layer gather data and transfer it to the network layer. Physical quantities such
as temperature, humidity, light intensity, sound, etc., are measured by the sensors,
which are pre-processed before they send the information to the network layer. The
perception layer is primarily responsible for the data collection and its transmission to
the network layer. Devices linked in short-range networks can collaborate with the
help of the perception layer.

• Network Layer: The network layer is made up of network components that enable
communication to take place. It facilitates the data exchanged between the IoT devices.
The network layer serves as a connection between the perception layer and the applica-
tion layer. It is in charge of IoT networking, which involves connecting and translating
IoT devices over a network. The network layer’s job is to route and relay the data
obtained by the perception layer over the network. The data are sent over the Internet
to other computers or IoT hubs. Wi-Fi, Bluetooth, 3G/LTE, Zigbee, Lora, and other
network technologies are examples of commonly used network technologies [89].

• Application Layer: The application layer is the topmost layer of the IoT architecture,
and it is responsible for accomplishing the final purpose of community service. The
application layer collects data from the network layer and uses them to accomplish
the ultimate objective of delivering the IoT infrastructure’s intended service. The
application layer is liable for offering types of assistance and decides a bunch of
conventions for message passing at the application level. The application layer serves
as a bridge between applications and end clients, allowing them to communicate. It
defines the allocation of resources and computation in data production, processing,
screening, and feature selection. The application layer is a client-driven layer that
performs various tasks for the clients and offers customized assistance as per a client’s
pertinent requirements [90]. This IoT layer brings together the industries to create high-
level intelligent application solutions such as disaster monitoring, health monitoring,
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translation, fortune, medical, environmental monitoring, and global management for
all intelligent applications.

4.2. Five-Layer Reference Model

The architecture of IoT has been further improved by decomposing the responsibil-
ities and functionalities of the existing three-layer architecture, resulting in a five-layer
architecture [91]. A five-layer architecture consisting of a perception layer, network layer,
service layer, operation layer, and application layer is proposed, which is different from
that proposed by [92]. The pictorial representation of the five-layer reference model is as
shown in Figure 7b. It is worthy to note that the application layer is segregated into three
layers, namely, service layer, operation layer, and application layer. The functionalities of
the service, operation, and application layers are briefly summarized below, whereas the
perception layer and network layer hold the same responsibilities.

• Service layer: This layer envisages facilitating the use of heterogeneous IoT devices,
tools, testbeds, platforms, etc., for a wide range of IoT applications. The processing of
the data from the network layers is also its responsibility. Generally, the data at this
layer are voluminous, for which processing, computing, and analyzing are some key
challenges to be handled by this layer.

• Operation layer: This is an important layer, especially from the business point of
view in IoT. The supervision of services offered by IoT, creating business models,
visualization of the data, decision-making, etc., are some of the key responsibilities of
this layer. Ensuring QoS across all layers is one of the vital responsibilities associated
with this layer. This layer is also responsible for real-time monitoring, control, and
evaluation of various application-specific parameters in an IoT environment.

• Application layer: This layer is primarily responsible for providing service to the
end-users related to particular applications. There exists a wide range of applications
envisaged using IoT, viz., smart city, smart home, smart agriculture, industry 4.0,
healthcare, environmental monitoring, etc. This is the layer through which end users
usually interact and pay for the service provided to them.
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4.3. Seven-Layer Reference Model

Even though the architectures of IoT are either application-specific or domain-specific,
we propose a more generic IoT architecture that comprises seven layers. The seven-layer
generic IoT reference model comprises a perception layer, abstraction layer, network layer,
transport layer, computing layer, operation layer, and application layer. The representation
of the seven-layer reference model is as shown in Figure 8. Further, the functionality of
each of the layers is briefly described below.
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• Perception layer: This is the first level which consists of different IoT sensing and
actuating devices such as sensors, actuators, RFID tags, controllers, etc. Being the
first layer, the devices at this layer must adhere to the security protocols and stan-
dards to ensure they mitigate security threats to other layers originating from the
perception layer.

• Abstraction layer: The IoT is based on a large and diverse set of items, each with
specialized functionalities accessible through its dialect. Thus, this layer envisages har-
monizing the potentials of other devices by providing a common language, protocol,
and standard-based solutions.

• Network layer: This layer is responsible for providing various networking-related
solutions to IoT devices. Routing, forwarding, security, etc., are some of the key
responsibilities of this layer.

• Transport layer: This layer is responsible for transmitting the data from one service to
other services within the application. The security at the transport layer is one of the
key responsibilities in IoT in addition to the QoS.

• Computing layer: Voluminous data are generated and shared in IoT-based appli-
cations. The computing, processing, and analysis of such voluminous data is very
cumbersome in general. Thus, this layer is associated to deal with such challenges in
IoT. The integration of several burgeoning technologies such as cloud computing, big
data, FC, EC, deep learning, machine learning, etc., is seen as promising at this layer
for improving performance and security in IoT-based applications.

• Operation layer: This is an important layer, especially from the business point of
view in IoT. The supervision of services offered by IoT, creating business models,
visualization of the data, decision-making, etc., are some of the key responsibilities
of this layer. Ensuring QoS in all layers is one of the vital responsibilities associated
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with this layer. This layer is also responsible for real-time monitoring, control, and
evaluation of various application-specific parameters in an IoT environment.

• Application layer: This layer is primarily responsible for providing service to the
end-users related to particular applications. There exists a wide range of applications
envisaged using IoT, viz., smart city, smart home, smart agriculture, industry 4.0,
healthcare, environmental monitoring, etc. This is the layer through which end users
usually interact and pay for the service provided to them.

4.4. IoT Protocols and Standards

In the Internet of Things, the communication protocol is a bunch of rules set down for
exchanging information between electronic gadgets. Since IoT devices are more resource-
limited/dependent than traditional network devices, the protocol stack in an IoT network
must be different from the traditional OSI model. IoT protocols are supposed to be small
and compact. The IoT protocol stack can be considered as an augmented version of the
layered TCP/IP protocol stack [93]. In recent times, many standardization efforts have been
seen to reduce the efforts of all stakeholders of the burgeoning IoT, such as service providers,
developers, manufacturers, programmers, operators, etc. To this extent, although there
are numerous players, some of the prominent organizations involved are EPC global, the
European Telecommunications Standards Institute (ETSI), Internet Engineering Task Force
(IETF), World Wide Web Consortium (W3C), and Institute of Electrical and Electronics
Engineers (IEEE). The protocols can be broadly grouped into four categories: application
protocol, service discovery protocol, connectivity and networking protocol, and other
dominant protocols [94]. Some of the widely explored protocols under these categories
are summarized in Table 3, whereas a detailed discussion can be found in the seminal
work carried out in [41,57], of which we briefly describe some of the key protocols in the
following subsections.

Table 3. Protocols at various layers of IoT architecture with key functionality.

Broad Category Dominant Protocols Functionality

Application protocol CoAP, DDS, AMQP, MQTT, MQTT-SN, XMPP, HTTP REST Services to end-users for
various applications

Service discovery protocol mDNS, DNS-SD
Domain name resolution,

client pairing for
service discovery

Connectivity and
networking protocol

Routing protocol RPL Routing in low power
lossy networks

Network layer protocol 6LoWPAN, IPv4, IPv6

To provide networking for
effective communication in

IoT over the existing IPv4 and
IPv6 infrastructure

Data link layer protocol IEEE 802.15.4
To provide channel access,

coordination, scheduling, and
resource management tasks.

Connectivity protocol LTE-A, EPC global, IEEE
802.15.4, Z-Wave

To interconnect IoT devices at
the perception layer for

effective communication

Other dominant protocols IEEE 1888.3, IPSec, IEEE 1905.1
To provide interoperability,

security in an
IoT environment
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• CoAP: CoAP stands for Constrained Framework Protocol. COAP is a transfer protocol
similar to HTTP, but it is designed to help devices with limited resources communi-
cate [95]. This protocol is used to communicate between low-resource IoT devices and
high-resource Internet-connected devices. CoAP is a binary protocol that communi-
cates using UDP. The semantics of CoAP are designed to be very similar to those of
HTTP [96]. It has less data overhead because it is a binary protocol, and because it uses
UDP, it has more flexibility in communication models and can minimize latency. One
of the advantages of using HTTP semantics on top of CoAP UDP rather than HTTP
TCP is that a computer can easily communicate with the cloud and other devices on
the local network using the same protocol language. One of the benefits of using
HTTP semantics on top of CoAP UDP rather than HTTP TCP is that a machine can
communicate with the cloud and other local network devices using the same protocol
language [97].

• mDNS: Multicast DNS (mDNS) is having responsibility similar to the Domain Name
Space (DNS) protocol in TCP/IP. This is responsible for mapping IP addresses and
names among IoT devices. Since mDNS can be used without extra configuration or
memory locally, it is quite flexible with speedy response [98].

• RPL: It is an abbreviation of routing protocols for low power and noisy network
(RPL). It was established to assist the creation of a robust topology across lossy lines
to provide minimal routing needs [99]. The point-to-multipoint, multipoint-to-point,
and point-to-point traffic models are all supported by this routing protocol [100].

• 6LoWPAN: 6LoWPAN is an abbreviated form of IPv6 over Low power Wireless
Personal Area. 6LoWPAN is a low-power wireless mesh network with individual
IPv6 addresses for each node [101]. This enables the node to link to the Internet
directly using open standards. Data are sent as packets in the form of a wireless sensor
network. The protocol is used for transporting IPv6 packet data over IEEE 802.15.4
and other networks. It offers end-to-end IPv6 access, allowing it to provide direct
connectivity to a wide range of networks, including the Internet. The 6LoWPAN
protocol includes a layer that aids in the adaptation of resource-constrained devices
to the IP environment [102]. This allows Internet access to sensor devices. Under the
low power wide area network, LoRa (Long Range) and SigFox are some of the new
emerging technologies.

• IEEE 802.15.4: The IEEE 802.15.4 protocol specifies a Medium Access Control (MAC)
sublayer and a physical layer (PHY) for low-rate wireless personal area networks
(LR-WPAN). Some of the notable characteristics are low data rate, low cost, low power
consumption, and high throughput [103]. It also provides excellent security features
and can support many smart IoT devices over the networks. However, the QoS feature
is not guaranteed by this protocol.

• LTE-A: It stands for Long Term Evolution- Advanced (LTE-A) and it is based on
cellular communication technology. Due to the utilization of sprawling existing
infrastructure, it is a cost-effective and most affordable solution for IoT. Its performance
is better than some other cellular-based technology in the IoT paradigm [104].

• IEEE 1905.1: The security protocols which are best for traditional Internet-based com-
munication seem to be inappropriate for providing security in the IoT environment.
Since resource constraints are among of the prominent challenges in IoT, security
protocols must be built in a way that is not resource hungry. IEEE 1905.1 is designed to
solve interoperability issues in IoT. Particularly, it envisages integrating heterogenous
technologies with the digital home network. Interestingly, with IEEE 1905.1 as an
interoperable protocol, IEEE 802.3, IEEE 802.11, IEEE 1901, and MoCA can coexist
together in an IoT environment [105].

• UDP: UDP is a connectionless protocol; here, the sender sends data without waiting
for the receiver to establish a link. They are connectionless datagrams that allow for
the transmission of smaller packets and cycles with less overhead and a faster wake-up
time [106].
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• EXI: Efficient XML Interchange is abbreviated as EXI. This is an XML representation in
a small package. To support XML applications on resource-constrained devices, EXI is
described as a technique that uses less bandwidth and improves encoding/decoding
efficiency. EXI compression aids in the reduction of document content by creating
small tags internally based on the current XML schema, processing level, and context.
It assures the tags are optimized for data representation. The document is in binary
format, with all of the document’s data tags encoded using event codes. Event codes
are binary tags that keep their value only in the EXI stream where they are allocated.

5. IoT Vulnerabilities, Security Threats, and Attacks

With the unprecedented growth in IoT devices with rapidly evolving technologies,
the new generation IoT-based applications are at risk. Nevertheless, there is an increasing
consciousness that the new age of cell phones, computers, and other gadgets might be
powerless against malware and assault. Thus, the vulnerabilities, security, and attacks
must be comprehensively analyzed to make envisioned IoT a reality.

5.1. Vulnerability

Vulnerabilities are the defects in a framework’s design or usefulness that permits
the attacker to execute orders, access unapproved information, and launch distributed
denial-of-service (DDoS) attack [107]. Attackers can utilize IoT gadgets with existing issues
to infiltrate the networks. DNS rebinding attacks, which allow for the processing and
ex-filtration of data from internal networks to new side-channel attacks, such as infrared
laser inducted attacks against smart devices in homes and workplaces, are among the risks.
In IoT systems, vulnerabilities can be found in several places [108].

Hardware and software systems are two central components of IoT frameworks,
vulnerable to design flaws. Regardless of whether bugs are identified due to compatibility
and interoperability of the equipment or efforts to remedy them, hardware flaws are very
difficult to detect and even more difficult to repair. Computer bugs may exist in operating
systems, programming software, and control software. Human elements and programming
complexity are two factors that contribute to software configuration defects. Human flaws
are normally the source of technical vulnerabilities [109]. Miscommunication between the
developer and clients, lack of resources, skills, and experience, and a failure to manage and
monitor the system can result from a poor understanding of the specifications introducing
vulnerabilities in the IoT framework. Thus, vulnerability poses indispensable threats
and attacks in the IoT environment. What follows next is the taxonomy of threats and
attacks in IoT.

5.2. Taxonomy of Threats and Attacks in IoT

A threat is an activity that exploits a system’s security flaws and has a negative effect
on it. Humans and the environment are the two main sources of security threats [110,111].
As an example, seismic tremors, typhoons, floods, and fires are all natural hazards that can
cause serious damage to computer systems. Few shields can be used to protect against
traumatic events since these naturally occurring events cannot be prevented. Backup and
contingency planning, for example, are the best ways to protect stable infrastructures
from common threats. Human threats are those that humans create, such as malicious
threats that are either internal (someone has allowed access) or external (individuals or
organizations operating outside the network) in nature and seek to damage or disrupt a
system. Following are the different types of human threats:

• Unstructured threats: These are made up mainly of novice people who use the readily
available hacking software.

• Structured threats: People aware of system vulnerabilities and can comprehend, build,
and exploit code and scripts are known as structured risks.

• Advanced Persistent Threats (APT): A coordinated assault is an example of advanced
persistent threats. APT is a sophisticated network attack that seeks to steal data
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from high-value information in industries such as manufacturing, banking, and
national defense [112].

A taxonomy of threats posing a big concern from a security perspective in the IoT
environment is shown in Figure 9.

Compared to the threat that can be intentional or unintentional, the attack is always
intentional and malicious to cause damage. Several security attacks persist in the IoT
framework, which can be analyzed with respect to the proposed IoT reference model.
A taxonomy of attacks in IoT has been presented in Figure 10. These threats and attacks pose
severe challenges to the IoT environment from a security perspective. The security concern
due to various threats and attacks are categorically described in the following subsections.

5.3. Security Concern Due to Threats and Attacks at Different Layers
5.3.1. Security Concern at Perception Layer

Since current sensor management systems and protection schemes are insufficient to
protect the sensors, an attacker may use them in various ways. In general, sensor-based
threats refer to passive and active malicious actions that are attempted by the manipulation
of sensors for their malicious purposes. Different kinds of threats and attacks which cause
serious security challenges at the perception layer are eavesdropping, battery drainages,
hardware failure, malicious data injection, Sybil threat, disclosure of critical information,
device compromise, node cloning, node capture, side-channel attack (SCA), tag cloning,
Radio Frequency (RF) jamming, node injection, exhaustion, node outage, etc. Some of these
security threats and attacks are briefly discussed below. Further, a detailed discussion on
these threats and attacks is comprehensively covered in [49,57,65,67].

• Eavesdropping: Attackers can sniff the traffic generated by IoT data flow to gather
users’ critical information by setting similar IoT devices.

• Malicious Data Injection: False sensor data injection is a form of attack in which the
sensor data used in IoT applications are forged or modified for malicious purposes.
False sensor data may be injected into devices by physical access or clandestine use
of different networking mediums such as Bluetooth, Wi-Fi, GPS, etc. For instance, a
spoof attack in a vehicle equipped with a GPS system. To change the location of the
car, the attacker sends a forged GPS signal to the system. This conceals the vehicle’s
true location, allowing the attacker to attack the targeted vehicle with any physical
attack [113].

• Sybil Attack: The malicious nodes in this can have multiple identities of a genuine
node by either impersonating it or with a fake identity through duplication. One such
malicious node may have several identities simultaneously or at different instances.

• Disclosure of Critical Information: Sensors used in IoT gadgets can disclose sensitive
information such as passwords, secret keys, credit card credentials, and so on. These
details may be used to violate user privacy or to build a database for future attacks.
One such example of this attack is eavesdropping. It is a kind of attack where a
pernicious application records a discussion subtly by misusing sound sensors and
extracts data from the discussion. An attacker can save the recorded discussion
on a gadget or tune in to the discussion continuously. Soundcomber is one of the
current instances of eavesdropping over the receiver of a cell phone. In this model,
a pernicious application secretively records when a discussion is initiated from the
gadget. Since the recording is carried out behind the scenes, a client is completely
unaware of the chronicle [114].
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• Side-Channel Attacks: The assailant gathers information and performs the reverse
engineering process to collect the encryption credentials of an IoT device while the
encryption process is under way. This information cannot be collected from plaintext
or ciphertext during the encryption process, but from the encryption devices. Side-
channel attacks the use of certain or all data to acquire the key the device uses.
Some instances of such attacks include timing attacks, power or failure analysis, and
electromagnetic attacks. The opponent uses data leaks and collects block cipher keys.
In the event of the attacks, an intrusion prevention system such as Boolean masking
can be directed.

• Malicious Data Injection: Attackers take advantage of flaws in communication proto-
cols to insert data into the network [115]. The intruder will tamper with the informa-
tion required to control the device if the protocol does not verify the integrity of the
data. The injection attack may result in code execution or system control from afar.

• Node cloning: In most cases, IoT devices such as sensor nodes and CCTV cameras
are developed without hardware defects, given the lack of standardization of the
IoT device design. Therefore, for unauthorized purposes, these devices can be easily
forged and replicated. This is also known as the cloning of nodes. It can take place
in either of the two phases, i.e., production and during operations. An internal
attacker can replace an original device with an unauthorized, pre-programmed object
in the former case. A node can be captured and cloned during the operational phase.
Capturing nodes could further remove security parameters and substitute firmware
replacement attacks.

• Exhaustion attack: Jamming or DoS attacks that have been mentioned before could
lead to attacks of exhaustion. In particular, energy consumption can affect the battery-
operated devices if an assailant attacks the network continuously. Repeated retransmis-
sion attempts could cause collisions with IoT MAC protocols leading to high-energy
depletion. Exhaustion is a dot attack and is connected with deactivation assaults,
reducing the size of the network and removing nodes permanently from the network.

5.3.2. Security Concern at Abstraction Layer

Different kinds of threats and attacks which cause serious security challenges at the
abstraction layer are node replication, illegal access, device compromise, MITM, eavesdrop-
ping, spoofing, insertion of rogue devices, information theft, a threat to the communication
protocols, data manipulation, device tampering, tag cloning, DoS, DDoS, SCA, traffic anal-
ysis, and sleep deprivation. Some of these security threats and attacks are briefly discussed
below. Further, a detailed discussion on these threats and attacks is comprehensively
covered in [49,57,65,67].

• Illegal access: IoT equipment often operates without any physical protection in an
untrusted environment, such as traffic light sensors, environmentally friendly sensors,
agricultural sensors, smart city sensors, and much more. Problems such as illegal
access and malicious change of data may arise during the processing of sensitive data.

• MITM: Man-in-the-Middle (MITM) is a system that listens in on traffic between a
smart device and a gateway [116]. All traffic will be routed via the attacker’s computer
using the ARP poisoning technique. This attack can be avoided if the attacker is unable
to see the traffic in progress. As a result, encryption is required in the protocol [117].

• Spoofing: To initiate a spoofing attack, an attacker can mimic a node. Due to its manner
of assault, a spoofing attack is one of the high-risk attacks. A transmission could be
recorded using a compatible portable reader. Because the attacker is impersonating
the node, the retransmission may appear to be coming from a legitimate node. This
threat could exist in all three layers of the IoT. Spoofing attacks that impersonate nodes
are classified as authentication attacks, and they also breach the privacy principle.

• Threat to communication protocols: The fact that most current wireless communica-
tion protocols adhere to the OSI layered protocol architecture and the physical layer
encryption is not reinforced with additional security methods in the upper layers of
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the communication presents additional issues in IoT/CPS security design. Cellular
technologies such as UMTS, GSM, and LTE, on the other hand, have their own set
of security challenges. Because radio baseband stacks are implemented openly, mo-
bile networks are vulnerable to hacking and cyber-attacks. Furthermore, aggressive
attackers can use “IMSI Catching” to compromise GSM and UMTS networks.

• Tag cloning: An opponent can readily clone RFID tags by gaining direct access to a de-
vice or via reverse engineering to obtain the essential information. A tag cloning attack
was described in the literature, in which an RFID scanner was unable to discriminate
between legitimate and compromised tags.

• Denial-of-Service (DoS): It is a type of attack in which a device or application is
maliciously denied normal operation. DoS attacks can be active attacks where an
application or task is strongly denied or where passive attacks can stop another
ongoing task on the device by attacking one application [118].

• DDoS: Any IoT device, network, or software program could be shut down by a
distributed denial-of-service (DoS) attack, rendering the service inaccessible to its
consumers. These attacks can take many different shapes. One method of attack
is to generate a large amount of network traffic and send a massive request to the
victim. The main goal of this attack is to make the target consumers’ devices, software,
network services, and resources unavailable. Furthermore, the attacker may be able
to obtain sensitive information from users. DDoS attacks are more harmful than DoS
attacks, which use many attacking platforms to infiltrate one or more systems

• Traffic analysis: For attackers, a network’s traffic pattern may be as useful as the
substance of data packets. Analyzing traffic patterns can provide valuable information
about the networking topology. In WSNs, the sink nodes closer to the base station
generate more transmissions than the other nodes because they relay more packets
than the nodes further away. Similarly, clustering is a key scaling strategy in WSNs,
and cluster heads are busier than the rest of the network’s nodes. For adversaries,
detection of the base station, nearby nodes, or cluster heads may be very beneficial
since a denial-of-service attack or packet eavesdropping against these nodes might be
very useful

• Sleep deprivation: The denial of a sleep attack on a battery-powered device will
result in energy depletion. Collision attacks or repetitive handshaking, i.e., repeatedly
shaking hands, can be used to carry out this attack. Request to Send (RTS) and Clear
to Send (CTS) manipulate flow control signals, stopping the node from entering the
stage of sleep.

5.3.3. Security Concern at Network Layer

Gateways and networking systems assist in the routing and networking of data pack-
ets to their intended destinations. If the gateway communicates using wireless protocols,
the attacker will use wireless attacks to link to the gateway or internal network. As a result,
the attacker will be able to carry out further attacks, such as ARP poisoning, MITM, packet
injection, and sniffing. Different kinds of threats and attacks which cause serious security
challenges at the network layer are illegal access, MITM, eavesdropping, spoofing, frag-
mentation, hello flood, network intrusion, device compromise, node replication, insertion
of rogue devices, sinkhole attack, Sybil attack, clone ID attack, selective forwarding attack,
blackhole attack, wormhole attack, traffic attack, and RPL exploits. Some of these security
threats and attacks are briefly discussed below. Further, a detailed discussion on these
threats and attacks is presented in [49,57,65,67].

• Hello flood: Message flooding is amongst the biggest network layer threats. By
sending multiple route establishment requests to a network or node. The nodes
in the network interpret a hello message as coming from within and mark it as a
communication route.

• Sinkhole: By using this approach, an attacker compromises a network’s central node
and overrides it in a bid to render it unavailable. An attack that uses sinkholes is
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more likely to cause a major incident than a tempering attack, which involves a few
affected nodes. As a result of sinkhole attacks, the whole infrastructure base could
be controlled.

• Blackhole: If the malicious node experiences a Blackhole attack, it will drop all packets
encountered and the entire network will be affected. Since it absorbs all routing
data, it is considered a high-impact attack. By flooding malicious routing infor-
mation, an intruder tries to hijack the most efficient route to a destination. Upon
transmission through the malicious route, the source node continues to send packets,
and the attacker drops all packets, preventing any traffic from being forwarded to
the destination.

• Traffic Analysis: The attacker analyses the traffic and saves a copy for later use in this
attack. As a result, the interface can be managed using the traffic that was previously
communicating with the gateway. The traffic or data that have been checked are
reused in a different context [119].

• Wormhole: This network attack would intercept traffic in one location and redirect it
to another. As a result, it causes network congestion and efficiency problems.

• Selective forwarding: An attacker launches an SF attack by entering a network and
dropping packets. Some packets are dropped casually, while others are selectively for-
warded. Consequently, packet dropping can be difficult to figure out in IoT networks
due to their lossy nature. As a consequence, the entire network may suffer bandwidth
degradation and delay.

• RPL exploit: The IoT is made up of devices with limited resources, such as battery
power, memory, and computational power. RPL is a new network layer routing
protocol developed for these types of networks (routing protocol for low power and
lossy networks). RPL is a lightweight routing protocol that does not contain all of
the features of typical routing protocols. RPL was developed specifically for data
sinks (multi-point to point communications) and has lately been adopted by the IoT.
In such attacks, spiteful nodes can seek to redirect paths when data are transferred.
Sinkhole attacks are a kind of routing attack in which an opponent advertises and hire
a node to drive traffic [120]. Wormhole attacks can also pose a serious threat to IoT
systems if associated with other attacks such as sinkhole attacks [121]. A wormhole is
an out-of-band link that allows easy packet transfer between two nodes. An attacker
will try to circumvent the basic security protocols in an IoT application by creating a
wormhole between a compromised node and a computer on the Internet.

5.3.4. Security Concern at Transport Layer

Different kinds of threats and attacks which cause serious security challenges at the
transport layer are jamming, eavesdropping, false data injection, unfair access, congestion,
hello flood, DoS, DDoS, SCA, desynchronization, MQTT exploit, session hijacking, SYQ-
flooding, timing attack, etc. Some of these security threats and attacks are briefly discussed
below. Further, a detailed discussion on these threats and attacks is comprehensively
covered in [49,57,65,67].

• Desynchronization: De-synchronizing the transmissions between two nodes allows
an attacker to break actual links between them. Trying to send fabricated messages to
both sides of communication, such as false flag types of messages, is an example of
this type of attack. By forcing them to lose their synchronization, they will lose their
ability to communicate.

• Session hijacking: In session hijacking, an attacker steals the session ID and pretends
to be the legitimate user to take over a user’s online session. The attacker can spoof
the user’s session ID and do anything the authorized user can do on the network once
the attacker obtains it.

238



Sustainability 2021, 13, 9463

5.3.5. Security Concern at Computing Layer

This part of the IoT infrastructure supports data storage and computer remote control.
If cloud servers are not properly configured, they can then lead to the server and smart
devices being exploited. Different kinds of threats and attacks which cause serious security
challenges at the computing layer are malicious attack, SQL injection, data integrity, vir-
tualization, software modification, illegal access, identity theft, flooding attack in cloud,
cloud malware injection, access attack, false data injection, path-based DoS, hole attack,
exhaustion attack, cloud outage, signature wrapping, storage attack, etc. Some of these
security threats and attacks are briefly discussed below. Further, a detailed discussion on
these threats and attacks is comprehensively covered in [49,57,65,67].

• Malicious Attack: As workers in the company download untrustworthy malicious
software programs from the Internet, there is a good chance that the machine will be
hacked. The malware would spread across the internal network, putting the whole
company under its influence. The attacker would use the compromised machine to
hack the IoT system connected to the network. As a result, it may result in economic
loss and abasement of the company’s reputation.

• SQL injection: SQL injection is a web security flaw that permits an attacker to meddle
with a web application’s database queries. It permits an attacker to access the informa-
tion that they would not usually be able to reclaim. This may incorporate information
belonging to different clients or whatever other information the application can ac-
cess. An attacker may alter or erase these data, resulting in the application’s content
being permanently altered. In certain circumstances, an attacker can improvise a SQL
injection attack to alter the basic server or other back-end foundation or carry out a
distributed denial-of-service (DDoS) attack [122].

• Illegal Access: It is one of the major challenges faced by companies providing cloud
services. Most enterprise proprietors are unfamiliar with cloud-based technology,
which opens them to a variety of data breaks that can affect their tasks. Since cloud
computing is built to be simple to use and share, it is difficult for businesses to ensure
that data are only available to legal parties. On the off chance that IoT gadgets do not
properly configure, the entire network will be damaged. Additionally, companies us-
ing cloud-based computing lack complete control over their networks, which requires
configuring and protecting their cloud deployments on security controls provided by
their cloud service providers (CSP).

• Storage Attack: It can be very difficult to detect and deal with cryptojacking. The
main problem here is that hackers will slow down the activity of the device as they
use the cloud storage resources, but it will continue to operate. This means it may
seem that nothing is malicious and that the machines are probably just struggling with
their processing capacity. Many teams in IT experience the symptoms of cryptojacking
as an upgrade fault or as a sluggish Internet link, so the real issue is much longer
to be resolved.

• Access Attack: Advanced persistent threat is another term for an access attack. An
unauthorized individual or adversary gains access to the IoT network in this form of
attack. The intruder will remain undetected in the network for an extended period.
Rather than causing network harm, the ultimate goal of such a type of attack is to steal
valuable information. IoT applications receive and transmit valuable data regularly,
making them particularly vulnerable to such attacks.

• Software modification: An IoT device can be compromised by modifying its software
or firmware by using physical or remote access to take unauthorized actions. By
patching or substituting code, or by making code extensions, the vulnerability can be
exploited further.

5.3.6. Security Concern at Operation Layer

Different kinds of threats and attacks which cause serious security challenges at the
operation layer are fake information, badmouthing, unauthorized access, users’ privacy
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compromise, stealing users’ critical information, MITM, secure on-boarding, firmware
attack, software attack, illegal intervention, end-to-end encryption attack, interrogation
attack, DoS, etc. Some of these security threats and attacks are briefly discussed be-
low. Further, a detailed discussion on these threats and attacks is comprehensively
covered in [49,57,65,67].

• Illegal Intervention: Cloud services are typically provided, monitored, and managed
through APIs and software user interfaces. Although, cloud service providers are en-
gaged diligently to improve APIs and interfaces, this boom has additionally extended
safety dangers related to them. Cloud specialist organizations utilize a particular struc-
ture to give APIs to developers, making their frameworks more endangered against
an attacker. In 2018, the social media platform Facebook suffered a security breach
that affected around 50 million users due to a flaw [123]. API flaws, particularly when
linked to user interfaces, may provide the attacker a direct path to steal employee or
client credentials.

• Unauthorized Access: Access control is an approval system that permits authentic
clients to acquire information. Multi-client access and simultaneous altering of design
systems ought to be vigorous against multi-client access. When numerous clients can
alter the designs of different segments of the IoT frameworks, simultaneous execution
of setup changes and simultaneous altering of arrangement records effectively leads
to temperamental framework status. In IoT applications, access control is important
because if access is compromised, the entire IoT framework becomes susceptible
to attacks.

5.3.7. Security Concern at Application Layer

The application layer manages the services offered to the clients. This layer serves
applications such as telehealth, industrial automation, smart metering, and so on. This
layer has its own set of security concerns that are unique to each program. Different kinds
of threats and attacks which cause serious security challenges at the application layer
are malicious code, software modification, data tampering, SQL injection, disclosure of
critical information, cross-site script, identity theft, virus attack, malware attack, spyware
attack, flooding, spoofing, code injection, intersection, message forging, DDoS attack, brute
force attack, etc. Some of these security threats and attacks are briefly discussed below.
Further, a detailed discussion on these threats and attacks is comprehensively covered
in [49,57,65,67].

• Malicious code: Malicious codes or targeted malware can easily exploit the vulnerabil-
ities of IoT devices through the Internet, which allows hackers to compromise those
devices. Further attacks can be launched on other endpoints/networking apps via the
infected devices.

• Software Modification: Minor changes can lead to more complicated problems. Un-
expected environment changes along with minor framework alterations and system
changes may have unanticipated consequences. As the arrangement of framework
develops, these results can spread to more concerning issues. If the programming
mechanism is not secured, the attacker will be able to reprogram IoT devices remotely.
This could result in the IoT network being hacked.

• Data tampering: During an attack of this type, the information on the end device
is misrepresented by an attacker. Invaders retrieve data format and type, then in-
sert tamper detection measures and recreate the original data. Due to this, there is
considerable doubt about the precision of data collected over the network.

• Cross-site script: XSS (cross-site script) is a technique attackers use to insert malicious
code into a website that is otherwise trusted. If an XSS attack is successful, the IoT
system will be under the complete influence of the attacker.

• Identity Thefts: IoT systems deal with plenty of personal and sensitive information.
Clients will hesitate to enlist their personal information on IoT applications if these
applications are helpless against information burglary. Some of the protocols and
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methodologies used to protect IoT applications from information burglary include
data isolation, data encryption, privacy management, user and network authentication, etc.

• Virus attack: The objective of these attacks is to breach the confidentiality of the system.
The risk of these attacks is significantly higher for smartphones, sinks, or gateways
in IoT networks. Hence, IoT applications must seriously consider mitigating viruses
and malware.

• Spyware attack: Installed on IoT devices without consent, spyware is an installation
program that collects information. Using this type of attack, attackers are looking
to gather sensitive information about users by monitoring their behavior. Signa-
ture, behavior, and specification-based techniques are some common approaches to
spyware detection.

• Code Injection: Attackers usually use the simplest or easiest way to break into a device
or network. If the device is endangered to spiteful scripts and misdirection as a result
of inadequate code tests, it will be the first point of entry for an attacker.

• Intersection: System integrity is a critical feature of the IoT framework. When a sys-
tem’s integrity is compromised, there is a high risk of safety and security threats. High
activity stress or irregular process conditions, network or device failures, multiple
warnings, executing previously unexecuted error path code or system recovery code,
or wrongly executed commands do not cause the system to crash. This necessitates
extensive research.

• Brute force attack: A brute force attack involves systematically trying and guessing
every possible passphrase or password combination to gain access to the system.
Crypto-analysts are ultimately able to identify the correct one which allows them
access to the system.

To summarize, the different threats and attacks are reported in Table 4, along with
their scope in IoT architecture and protocols, their impact, and references focusing on
different detection, prevention, and mitigation strategies. With reference to this table, the
following abbreviations are used: PL—Perception Layer, AbsL—Abstraction Layer, NL—
Network Layer, TL—Transport Layer, CL—Computing Layer, OL—Operation Layer, AL—
Application Layer, AP—Application Protocols, SDP—Service Discovery Protocols, RP—
Routing Protocols, NLP—Network Layer Protocols, DLLP—Data Link Layer Protocols,
CP—Connectivity Protocols, ODP—Other Dominant Protocols.

Table 4. The scope and panoramic view of threats and attacks with detection, prevention, or mitigation strategies in
IoT architecture.

Threats/Attacks
Scope on Different

Layers in IoT
Architecture

Scope on Different
Protocols and

Standards of IoT
Impact

References
Focusing
Detection,

Prevention, or
Mitigation
Strategies

Eavesdropping PL, AbsL, NL, TL AP, SDP, RP, NLP,
DLLP, CP, ODP

Affect user’s privacy
and confidentiality [124,125]

Battery drainage PL CP Drain the batters of IoT devices
at a much faster rate [126]

Hardware failure PL NLP, CP Affect the service due to failure
causing unreliability [127,128]

Malicious data injection PL, AP, SDP, ODP Can harm applications services [129]

Sybil threat PL, NL SDP, CP Enhances packet
drop probability [130,131]

Disclosure of critical
information PL, AL AP, SDP, Affect user’s privacy [132]

Node cloning PL SDP, DLLP, NP, CP
Can copy the functions, data,
etc., of a particular node or

even capture a node
[133,134]

241



Sustainability 2021, 13, 9463

Table 4. Cont.

Threats/Attacks
Scope on Different

Layers in IoT
Architecture

Scope on Different
Protocols and

Standards of IoT
Impact

References
Focusing
Detection,

Prevention, or
Mitigation
Strategies

Side-channel attack PL, AbsL SDP, RP Indirect attack on node leaking
sensitive information [135]

RF jamming PL, TL CP Cause interreference, and DoS [136,137]
Physical damage PL CP, DLLP Affect service of a node [127]
Exhaustion attack PL, CL SDP, NLP, DLLP, CP Affect network lifetime [138]

Node outage PL SDP, CP Causing unreliability [126]
Node replication AbsL ODP, SDP, NLP Injecting huge traffic flow [139]

Illegal access AbsL, NL, CL, OL AP, SDP Can steal user’s
confidential·data [126]

Device compromise AbsL, NL AP, SDP, RP, NLP,
DLLP, CP, ODP Affect credibility of device [140]

MITM AbsL, NL, OL AP, SDP, RP, NLP,
DLLP, CP, ODP

Affect network resources
and authenticity [141]

Spoofing AbsL, NL, AL AP, SDP, RP, NLP,
DLLP, CP Affect trust and confidentiality [142]

Threats to
communication

protocols
AbsL CP, NLP, DLLP Affect connectivity [143]

Tag cloning AbsL SDP, RP Affect authenticity [144]

DoS AbsL, TL, OL AP, SDP, RP, NLP Affect service availability
resulting in huge losses [145]

DDoS AbsL, TL, AL AP, SDP, RP, NLP Affect reliability,
and availability [146]

Traffic analysis AbsL, NL NLP Affect user’s privacy
and confidentiality [124]

Sleep deprivation
attack AbsL SDP, DLLP Affect the network lifetime [147]

Fragmentation threat NL NLP, RP Affect data integrity [148]

Hello flood NL NLP, RP Creates unnecessary traffic in
the system [149]

Network intrusion NL NLP, RP, CP Affect the network resources [79]
Insertion of rogue

devices NL NLP, RP, ODP, CP Affect network security and
data integrity [150]

Sinkhole NL NLP, RP Result in network failure [151]

Clone ID attack NL NLP, RP Results in other
network attacks [152]

Selective forwarding
attack NL NLP, RP, DLLP Affect data integrity [153]

Blackhole attack NL NLP, RP Affect entire network [154]

Wormhole attack NL SDP, RP, NLP, DLLP,
CP, ODP Affect entire network [155,156]

RPL exploit NL RP Affect routing of packets [157,158]

False data injection TL, CL DLLP, CP Affect the legitimate
information [129]

Unfair access TL AP, SDP, RP, NLP,
DLLP, CP, ODP Affect the performance [145]

Congestion TL AP, ODP Can cause more packet drop
and latency [126]

Desynchronization TL SDP, RP, NLP, DLLP Affect data integrity [159]
MQTT-exploit TL AP Affect transmission of packets [160]

Session hijacking TL SDP, RP, NLP, DLLP,
CP

Exploitation and tampering
with the legitimate session [161]
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Table 4. Cont.

Threats/Attacks
Scope on Different

Layers in IoT
Architecture

Scope on Different
Protocols and

Standards of IoT
Impact

References
Focusing
Detection,

Prevention, or
Mitigation
Strategies

SYN-flooding TL SDP, RP, NLP Affect node resources such as
energy and memory [162]

Timing attack TL SDP, RP, CP Leads to SCA [163]
SQL injection CL, AL AP, SDR, ODP Affect SQL database [164]
Data integrity CL AP Affect credibility of data [141]
Virtualization CL AP, SDP, ODP Affect data protection [165]

Software modification CL AP, SDP, ODP Affect entire
application resources [166]

Identity theft CL AP, SDP Affect user’s privacy, and
data confidentiality [167]

Access attack CL AP, SDP, RP, NLP,
DLLP, CP, ODP

Can steal valuable data from
the network [126]

Cloud outage CL AP, SDP, RP, NLP,
DLLP, CP, ODP Affect cloud-related services [166]

Signature wrapping CL AP, SDP
Affect signature algorithm

resulting in
eavesdropping attack

[168]

Storage attack CL AP, SDP, NLP Affect the data storage [166]

Path-based DoS attack CL RP, NLP Affect application layer similar
to DoS [169]

Badmouthing OL AP, ODP Affect the credibility [126]

Unauthorized access OL AP, SDP, CP Can result in stealing of
critical information [167]

User privacy
compromise OL AP Affect the privacy of users [167]

Secure on-boarding
attack OL AP, SDP, NLP, DLLP,

CP

Can cause eavesdropping
during on-boarding of

new devices
[170]

Firmware attack OL AP, SDP, RP, NLP,
DLLP, CP

Affect low-level control
software of IoT [171]

Software attack OL AP, CP Affect software of IoT [171]
End-to-end encryption

attack OL AP Affect privacy and integrity of
the end-users [172]

Interrogation attack OL AP, SDP, RP, NLP,
DLLP, CP, ODP Affect the channel resources [173]

Malicious code AL AP Can cause illegitimate access to
the IoT resources [174]

Virus attack AL AP Affect high-end IoT devices [175,176]

Malware attack AL AP, SDP Affect high-end IoT devices
causing user’s security concern [175,176]

Spyware attack AL AP, SDP Indirect harm to users [177]
Intersection AL AP, SDP Affect privacy [178]

Message forging AL AP Can steal critical information [179]

Brute force attack AL AP, SDP, ODP
Affect the user’s privacy and

can steal critical
login information

[174]

6. Security Goals and Roadmap in IoT

There are certain security objectives that IoT must essentially meet to provide undis-
puted services. For smooth functioning, IoT applications require secure connections with
proper authentication mechanisms and data confidentiality. To ensure information security,
one needs to implement the CIA triad—data Confidentiality, Integrity, and Availability.
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Threats and violations in any of these areas can result in substantial damage to the sys-
tem, compromise its integrity, and disrupt its activity. To be efficient in implementing
effective IoT security, the following primary security objectives must be considered. These
security objectives can be achieved with effective methodologies for detection, prevention,
and mitigation of threats and attacks pertaining to the IoT ecosystem, described in the
next section.

• Confidentiality: Confidentiality is an important security feature in the Internet of
Things, but it is not always required, for example, in cases where data are exchanged
with the public. In the vast majority of situations and cases, sensitive data must not be
disclosed or read by unauthorized persons [180]. Sensitive information about patient
data, company information, and possibly military information, as well as security
accreditations, should all be kept private from unauthorized users. Confidentiality
should be granted such that the information gathered or distributed is safe and only
accessible to approved users. Data collected by a computer or a sensor should not be
sent to other devices unless they are properly encrypted. To prevent malicious actors
from accessing the collected data, only encrypted messages should be sent to neigh-
boring devices. A data encryption system transforms each bit of data into ciphertext,
followed by a two-step verification process in which two devices/components permit
access only if the authentication test is passed by both the devices, and a biometric
verification in which the user is uniquely identifiable and biometric authentication in
which the person can be identified by his or her fingerprints.

• Integrity: Integrity should be offered to ensure data validity. Data integrity is critical
since data recipients must be able to verify whether data obtained from other devices
are authentic. In most cases, integrity is a necessary security property for IoT users to
receive reliable services [181]. Different IoT systems have different levels of trustwor-
thiness. As an example, because of data sensitivities, a patient observation framework
would have high trustworthiness testing against arbitrary mistakes. It is integrated
into the network to protect cybercrimes data in the communication process so that
data manipulation cannot be carried out without the danger detected by the device.
Two error detection methods are used to ensure data integrity in the inspection and
cyclic redundancy search. For continuous data sync for backup purposes, a version
control system is used.

• Authentication and authorization: Authenticity is related to credibility, and it means
that each system in the network should be able to recognize and authenticate other
devices. Since the IoT is made up of so many devices, it is critical to be able to recognize
them; otherwise, malicious devices might use spoofing to target IoT networks. Due to
the design of IoT settings, the possible communication between the device and device
(M2M) is exacerbated by the problem of authentication in IoT connectivity. Different
authentication criteria in different systems require different solutions. Some solutions,
such as bank card or bank device authentication, require a high level of reliability.
However, others will need to be foreign, such as e-Passport, while others will need to
be local. Only approved entities (any authenticated entity) can conduct such network
operations using the authorization property [182].

• Availability: The primary aim of every IoT protection system is to make data available
to users promptly. The consumer should be able to obtain data from the resources
right away, not only in usual circumstances but also in emergencies. Firewalls are
installed in the network to protect against attacks on services such as denial-of-service
attacks, which prevent data from reaching the end-user [183].

• Accountability: Accountability provides redundancy and responsibility for some
activities, tasks, and the preparation of the execution of network security policies
while designing security strategies to be used in a safe network [184]. Accountability
cannot prevent attacks on its own, but it does help ensure that other security measures
are functioning properly. Integrity and confidentiality, for example, can be rendered
worthless if they are not subjected to transparency. Often, in a disapproved event, an
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entity’s behavior can also be traced through an accountability system, which can help
determine the inside story of what occurred and who was ultimately responsible.

7. Scope of Security Enhancements in IoT with Burgeoning Technologies

Now, we review the state-of-the-art methodology to enhance security and privacy
in an IoT environment using a few of the ubiquitous technologies such as BC, FC, EC,
and ML. Despite some other technologies such as cloud computing, Big Data, embedded
system, digital twin, etc., the trend in the literature unanimously shows that BC, FC, EC,
and ML have huge potential to answer the security concern in the IoT ecosystem. Further,
these technologies are indispensable for the IoT ecosystem, which motivates researchers to
address the security concern based on these ubiquitous technologies.

7.1. BC for IoT

BC technology is a network of peer-to-peer nodes that stores transactional records,
known as blocks; these blocks consisting of numerous public databases are known as the
“chain”. The fundamental principle of BC is based on a distributed ledger. IoT devices
collect real-time data from sensors, and BC ensures the security of data by deploying a
decentralized, distributed, and shared ledger [185]. Any transaction in this ledger is signed
with the owner’s digital signature, which verifies the transaction and protects it from
tampering. As a result, the data in the digital ledger are extremely stable. The BC entries
are both chronological and time-stamped. In the ledger, each entry is linked to the previous
entry by applying cryptographic hash keys. Individual transactions are stored in a Merkle
tree, and the tree’s root hash is stored in the BC. Individual transactions are represented by
T1, T2, T3, and Tn in the diagram. The cryptographically hashed transactions are stored
on the leaf node represented as H1, H2, H3, and so on. The hashes of the child nodes are
combined to create a new root hash. The BC stores the final root hash (i.e., Ha and Hb).
It can be confirmed whether the transactions associated with the root hash are secure or
not, by just verifying the root node. If a single transaction is modified, all hash values
on that side of the tree will be affected. The miners verify all the transactions and then a
key is produced that allows the most recent transaction to be included in the ledger. This
procedure renders the most recent transaction available to all network nodes. It is very
difficult and time-consuming for the attackers to hack the blocks as each block is secured
using cryptographic hash keys [186]. The miners are only mining to gain their bonuses
and have no personal stake in the transactions. The identity of the transaction’s owners is
unknown to the miners. Furthermore, several miners are working on the same collection
of transactions, and they are in fierce competition to link the transactions to the BC. These
characteristics enable the BC to serve as a safe, distributed, tamper-proof, and open data
system for IoT data. The entire process of a transaction from its inception to its commitment
to the distributed chain is elucidated in Figure 11.

In academia and industry, various platforms and frameworks are being built to
support the development and maintenance of BC. Ethereum, Hyperledger Cloth, Ripple,
and other platforms are examples of this kind [187]. Nevertheless, the simplified general
architecture of the BC is as shown in Figure 12.

The following are the key characteristics of the BC that can be exploited to enhance
security and privacy in IoT.

• To create blocks, a consensus algorithm is used; involved individuals (typically miners)
verify the transactions’ coherence and validity.

• A monetary competition exists for block certification and the computation of a new
branch, which is based on algorithms such as Proof of Work (PoW) or Proof of
Stake (PoS).

• There is no third party to rely on; each individual produces his or her own keys.
• All ledger elements, such as blocks, and transactions are stored in the database.
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The use of BC in IoT applications has several benefits. The followings are a summary
of the main advantages of using BC in IoT applications.

• BC can be used to store the data from IoT devices: The IoT technologies incorporate a
wide range of devices that are all interconnected. This arrangement is additionally
associated with the cloud to empower IoT applications to be accessed from anywhere.
BC is a promising method for storing and protecting such an enormous amount of
data. BC is an apt solution for storing and transmitting data regardless of the layer in
an IoT application.

• Terminating the centralized cloud server system: BC boosts the security of IoT frame-
works by removing the centralized cloud server and establishing a peer-to-peer net-
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work framework. Data pirates are mostly interested in centralized cloud servers. BC
enables the distribution of data across all the nodes of the network and encrypts them.

• Forestalling illegal access: Several IoT applications necessitate a lot of contact between
different nodes on a regular basis. Since BC communication is based on public and
private keys, data can only be accessed by the intended party or node. If an unintended
person accesses the data, the content will be nonsensical because it is protected with
keys. As a result, the BC data system attempts to address a variety of security problems
that IoT applications face.

• A solution for resource-constrained devices: Because of the limited resources, IoT
devices are unable to store large ledgers. There have been different works toward this
path to work with the assistance of BC. One of the potential solutions for IoT devices
to use BC is proxy-based architecture. By setting up the proxy servers, the data can be
stored in an encrypted format and the encrypted resources can be downloaded via
proxy servers.

• Forestalling spoofing attack: Spoofing is a type of attack where a foreign node enters
the IoT ecosystem and tries to emulate the existing nodes to be seen as a member of
the original framework. This foreign node can monitor or inject malicious data into
the network. The BC technology appears to be a potential solution for preventing such
attacks. Each genuine client or gadget is enlisted on BC, and gadgets can undoubtedly
recognize and validate each other.

• Forestalling data loss: IoT devices acquire the danger of losing information. There
is a possibility that the data are lost by the sender and the recipient due to natural
environmental causes. The utilization of BC can forestall such losses as it is impossible
to eliminate a block once it is included in the chain.

7.2. FC for IoT

The Internet infrastructure is being challenged by an unprecedented amount of data
generated by IoT. The integration of IoT and the cloud has led to the development of
numerous new possibilities on how to process, store, manage, and secure data. These
benefits do not fully address all of the problems associated with the IoT. Cloud computing
and FC complement each other rather than replace each other [188].

Computing in the fog enables processing, storage, and intelligence control to come
within the proximity of the data devices. It uses two frameworks, namely Fog-Device
Framework and Fog Cloud Framework [189]. With the Fog-Devices framework, different
services can be delivered to a user without involving any cloud servers. Whereas the
simple decisions in the Fog-Cloud-Device framework occur at the fog layer, the complex
ones occur at the cloud level [190]. The architecture of the Fog-Cloud-Device framework is
shown in Figure 13.

The convenience and flexibility of this structure make it possible to offer cloud com-
puting at the network edge. The result is a reduction in distance and improved efficiency
while decreasing the amount of data required to be transported into the cloud for pro-
cessing, analysis, and storage. Comparing the FC with cloud-only models, data traffic
between the cloud and network edge is reduced by 90%, and response times for users are
cut by 20% [191]. This flexible structure extends cloud computing services to the edge of
the network. Thus, it reduces the distance across the network, improves efficiency, and
decreases the amount of data needed to transport to the cloud for processing, analysis,
and storage.

Using fog technology, data are collected at nodes referred to as fog nodes, and the
nodes can process 40 percent [192]. It reduces the latency of IoT devices by offloading traffic
from the core network. According to its time sensitivity, data are directed to the cloud, fog,
or aggregation nodes. By providing cryptographic computations to IoT applications, fog
nodes help secure communication [193].
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FC can provide some solutions to counteract certain security threats and attacks as
discussed in the earlier section. More details are provided below to demonstrate how FC
can counteract these threats.

• Incident response services: Some critical applications cannot be stopped completely
to resolve malware issues. When the system is running, fog nodes can help with such
resolutions. It is possible to program fog nodes to provide incident response services
in real time. As soon as the fog nodes detect suspicious data or requests, they can
generate a warning flag for the end-user or the IoT system. Using FC, malware can
be detected and problems resolved in transit. Some of the real-time services include
identity recognition, intrusion detection, access management, etc.

• Resource-constraint issues: IoT devices are typically resource-constrained, which
makes them an ideal target for attackers. By damaging edge devices, attackers try
to exploit weak points and worm their way in. Fog nodes can support edge devices
so those devices will not be attacked. For protection, fog nodes can provide more
sophisticated security functions, as well.

• Eavesdropping: Rather than routing the information throughout the network, usage
of fog nodes enables communication with only the end-user and fog nodes. Because
the network traffic is reduced, there is less opportunity for adversaries to eavesdrop.

• Data transit attacks: Data management and storage are much more efficient when
using secure fog nodes instead of IoT devices. Fog nodes provide a greater level of
protection for data than end-user devices for storing data.

• Man-in-the-middle attack: A fog serves as a layer of security between the cloud and
the end-user. A fog layer stands in between all threats or attacks on IoT systems,
and in this layer, unusual activity can be identified and mitigated before it reaches
the system.

7.3. EC for IoT

Both FC and EC share similar responsibilities, such as reducing latency, reducing
the volume of the data sent to the cloud, enhancing computational efficacy, incorporating
heterogeneity, etc., with a common objective to bring intelligence and computing possibly
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as close as to the data source. However, they are not the same. They differ in the way they
operate and handle the data. For example, usually, FC takes place on the devices to which
sensors are connected, such as switches, routers, gateways, access points, etc. On the other
hand, EC takes place at the sensors themselves or devices which are at a one-hop distance
from the sensor. Thus, the FC nodes are at more distance than the EC nodes.

Contrary to the EC, the data are transmitted from sensors to the FC nodes for pro-
cessing and then sent back to the edge nodes for appropriate actions. Nevertheless, EC
and FC are widely used by many companies as an extension of cloud computing. The
main difference between cloud, fog, and edge stems from the location where intelligence
and power computation are conducted. In the cloud, more data are processed, and users
are comparatively located at a greater distance, requiring a much higher level of data
processing [194]. EC uses a small edge server to overcome the problems associated with
cloud computing, placed between the user and the cloud.

Figure 14 shows the EC architecture’s device components, which include edge devices,
fog nodes, and cloud data centers [195]. The processing power and analytical capability
are provided at the edge itself in an EC framework. An application comprises devices
that communicate among themselves and collaborate to calculate data [196]. The IoT
application can then minimize the amount of data sent to the outside, whether to cloud
or fog nodes, and this will improve the application’s security.EC reduces communication
costs, as all the data do not have to be moved to the cloud.

Sustainability 2021, 13, x FOR PEER REVIEW 34 of 47 
 

 

are comparatively located at a greater distance, requiring a much higher level of data pro-

cessing [194]. EC uses a small edge server to overcome the problems associated with cloud 

computing, placed between the user and the cloud. 

Figure 14 shows the EC architecture’s device components, which include edge de-

vices, fog nodes, and cloud data centers [195]. The processing power and analytical capa-

bility are provided at the edge itself in an EC framework. An application comprises de-

vices that communicate among themselves and collaborate to calculate data [196]. The IoT 

application can then minimize the amount of data sent to the outside, whether to cloud or 

fog nodes, and this will improve the application’s security.EC reduces communication 

costs, as all the data do not have to be moved to the cloud. 

Edge-Devices (Billions)

Fog-Nodes (Millions)

Cloud-Data Centers 
(Thousands)

 

Figure 14. An elementary architecture of EC. 

Looking at the threats and attacks causing serious security concerns to the IoT sys-

tem, the following are possible solutions that can be achieved by incorporating EC with 

IoT. 

• Data Compliance Issues: Data movement outside of borders is prohibited by many 

countries due to their restrictive regulatory acts, such as the GDPR (General Data 

Protection Regulation) of the European Union. Data sovereignty laws can be fol-

lowed through EC, which keeps the data inside organizations [197] 

• Data Breaches: Data are stored and processed entirely within local networks or de-

vices in EC. In this case, no data are transferred from the source to the processor. 

Therefore, there is no risk of data theft or data breaches since the data are not in 

transit [198]. 

• Bandwidth Issues: Most of the data generated by IoT applications are raw and rela-

tively of low value. As well as having a high bandwidth cost, the process of moving 

all the data to the cloud is also very hard in terms of security. The use of EC can 

enable data processing to be conducted at the edge nodes rather than sending the 

data to a cloud service [199]. 

• Safety issues: Physical safety can be compromised even if there is just a slight delay 

in responses. In the case of sensors that send all of their data and wait for the cloud 

to act, it may be too late to prevent injuries or deaths. Therefore, to achieve faster 

responses, devices can be deployed with EC to examine the abnormalities, process 

the data, and send them to the data center. 

7.4. ML for IoT 

In recent years, the field of ML has been of major interest. For their development, 

many domains use ML, and it is also used for IoT security. ML seems to be an excellent 

Figure 14. An elementary architecture of EC.

Looking at the threats and attacks causing serious security concerns to the IoT system,
the following are possible solutions that can be achieved by incorporating EC with IoT.

• Data Compliance Issues: Data movement outside of borders is prohibited by many
countries due to their restrictive regulatory acts, such as the GDPR (General Data
Protection Regulation) of the European Union. Data sovereignty laws can be followed
through EC, which keeps the data inside organizations [197]

• Data Breaches: Data are stored and processed entirely within local networks or devices
in EC. In this case, no data are transferred from the source to the processor. Therefore,
there is no risk of data theft or data breaches since the data are not in transit [198].

• Bandwidth Issues: Most of the data generated by IoT applications are raw and rela-
tively of low value. As well as having a high bandwidth cost, the process of moving
all the data to the cloud is also very hard in terms of security. The use of EC can enable
data processing to be conducted at the edge nodes rather than sending the data to a
cloud service [199].
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• Safety issues: Physical safety can be compromised even if there is just a slight delay
in responses. In the case of sensors that send all of their data and wait for the cloud
to act, it may be too late to prevent injuries or deaths. Therefore, to achieve faster
responses, devices can be deployed with EC to examine the abnormalities, process the
data, and send them to the data center.

7.4. ML for IoT

In recent years, the field of ML has been of major interest. For their development,
many domains use ML, and it is also used for IoT security. ML seems to be an excellent
way of protecting IoT devices against cyber assaults by offering an approach other than
traditional methods to defend against attacks. ML refers to intelligent approaches that use
example data or previous experience through learning to optimize performance criteria.
Different ML algorithms have been developed to provide some non-traditional solutions
to these challenges.

The basic requirement in IoT is the securing of all network-connected systems and
devices. The role of ML is to use, train, and prevent data loss in IoT equipment to detect
anomalies or to detect any unwanted activity in IoT systems. Consequently, ML provides a
promising platform to overcome the problems in securing IoT devices.

Looking at the threats and attacks causing serious security concerns to the IoT system,
the following are possible solutions that can be achieved by incorporating ML with IoT.

• DoS Attack: DoS attacks on IoT or IoT devices are a major concern. A multilayer
perceptron (MLP) protocol to secure networks against DoS attacks serves as an ap-
proach for preventing such attacks [200]. Pavani, K. et al. proposed to create an MLP
to improve the safety of wireless networks through particle swarm optimization and
a backpropagation algorithm [201]. ML technologies help increase the accuracy of
deductions and secure IoT devices vulnerable to DoS attacks.

• Eavesdropping: Attackers can sweep messages while data are being transmitted.
ML techniques such as Q learning-based offloading strategy [202] or Bayesian non-
parametric techniques [203] can be used to protect against such attacks. ML techniques
such as Q-learn and Dyna-Q can be used to protect devices from eavesdropping, as
well. Experimental evaluation and strengthening education of those schemes are
presented in [204].

• Digital Fingerprinting: Digital fingerprinting is a promising solution for safe IoT
systems and for the end-user to have enough confidence in applications. Digital
fingerprints are widely used for smartphones, payments, car and home doors, etc.
Digital fingerprinting is a dominant bio-metric identification method thanks to its
low cost, reliability, acceptability, and high level of safety [205]. Aside from the
advantages of digital fingerprinting, the efficiency of using this technology in IoT is
varied, including fingerprint classification, improved image, and functional matching.

So far, from the discussion, it can be inferred that there is a huge potential for security
enhancement in IoT using burgeoning technologies such as BC, FC, EC, and ML. The
scope of possible security enhancements in IoT through the integration of these ubiquitous
burgeoning technologies sprawling the appropriate layers is summarized in Table 5. Some
of the research papers in literature focusing on security solutions in different capacities
covering various aspects of IoT based on BC, FC, EC, and ML are shown in Figure 15. In
this figure, three applications of IoT are considered, namely, healthcare, smart devices, and
smart grid, for which some of the papers are presented from the literature which covers
the security solutions in different capacities based on BC, FC, EC, and ML.
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Table 5. Scope of security enhancement in IoT using burgeoning technologies.

Burgeoning Technology Scope of Security Enhancement in IoT

BC

Due to its key operational characteristics such as decentralized behavior, encryption-based
communication, distributed functionality, inbuilt cryptography, authenticated access, etc., it offers
security solutions against several threats and attacks across multiple layers of the IoT such as malicious
data injection, disclosure of critical information, device compromise, node cloning, tag cloning,
exhaustion attack, illegal access, information theft, spoofing, data manipulation, false data injection,
unfair access, session hijacking, unfairness attack, fake information, unauthorized access, stealing users
critical information, illegal interventions, software modification, message forging, brute force attack, etc.

FC

With abundant capabilities in processing, storing, managing the voluminous data, it offers security
solutions against various threats and attacks such as eavesdropping, hardware failure, disclosure of
critical information, device compromise, node capture attack, node tampering, battery drainages attack,
node replication, illegal access, MITM, information theft, data manipulation, DoS, DDoS, false data
injection, session hijacking, malicious attack, data integrity, virtualization, illegal access, cloud malware
injection, illegal intervention, etc.

EC

The real-time services such as identity recognition, intrusion detection, access management, etc., enable
EC to enhance security against several threats and attacks such as eavesdropping, battery drainage,
hardware failure, node capture, DoS, DDoS, jamming, malicious attack, SQL injection, data integrity,
virtualization, illegal access, flooding attack in the cloud, access attack, signature wrapping, etc.

ML

With enormous success in the paradigm of speech recognition, fraud detection, computer vision, spam
detection, computer networks, etc., it is envisaged to solve several threats and attacks persisting to IoT.
Some of these include device compromise, Sybil threat, node cloning, node capture, RF jamming,
battery drainage attack, node replication, MITM, information theft, threats to communication protocols,
DoS, DDoS, SCA, hello flood, congestion, MQTT-exploit, hole attack, firmware attack, illegal
intervention, SQL injection, cross-site script, intersection, etc.
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8. Open Research Problems

Despite a successful journey so far, the IoT has many technological challenges and
research issues that are yet to be explored. Some of the prominent research challenges are
enumerated below.

• There is no generic validated architecture of IoT so far, i.e., most of the architectures
are either domain-specific or application-specific. Thus, the security enhancement
methodology may not fit the most generic architecture.

• The detailed protocols stack and its interoperability are still being explored. Due to
immaturity, the exhaustive security aspects for protocols and the standards are far
behind the actual realization.

• The amount of abstraction in security, the formal language to be utilized for policy
encoding, and contextual IoT features to be considered for optimal usage of software-
defined networking-based security mechanisms in a secure IoT framework is still an
open problem.

• Given the inherent trade-off between flexibility, performance, and cost, the granularity
of protection methods poses an open challenge in the provision of network slices
specialized for IoT applications.

• The implementation methods and utilization of software and hardware are critical
factors in BC to enhance security in IoT using BC. Being public in nature, the trans-
actions of IoT data are still a problem of security concern that can be revealed to the
public in general [238].

• Since FC is an extension to cloud computing, some of the serious concerns of cloud
computing such as security and privacy are inherent to the FC, which are being
extensively explored in the literature.

• EC poses serious security and privacy concerns since most of the computations are
generally performed at the edge devices. However, most of the edge devices are
resource-constrained in an IoT system, which may not be able to compute, analyze,
and process the data securely.

• There are enormous ML algorithms. The selection of suitable algorithms is of vital
importance, because choosing the incorrect algorithm will result in “garbage” output
and a loss of effort, effectiveness, and accuracy. Similarly, selecting the incorrect data
set will result in “garbage” input and inaccurate results. Thus, the correct data sets and
appropriate algorithms are critically important, which can be explored for securing
IoT environment using machine learning.

• The systematic review on vulnerabilities of BC, FC, EC, and ML and their mapping
with impact on IoT are some of the research problems which can be further explored.

• The optimum resource sharing in FC is another research area that can be explored
to avoid the burden on the cloud for processing the voluminous data during heavy
traffic conditions.

• Further, the scope of other technologies such as artificial intelligence, big data, etc.,
must be also analyzed, which were shown to have great potential in IoT-based appli-
cations [239].

9. Conclusions

The introduction of smart computing devices using IoT has made day-to-day lives
more convenient. Data analytics, automation, and smart devices have all benefited from the
introduction of IoT into human life. Nevertheless, the unprecedented growth in IoT has also
been crippled with many vulnerabilities and challenges. Further, the IoT’s heterogeneous
design expands the attack surface and adds new challenges to an already vulnerable IoT
network. The successful compromise of the system’s security may have fatal consequences
for users. The overall security of the device must be considered to ensure that critical
vulnerabilities are mitigated. Policies and protocols must be enforced as much as possible
to deter threats and attacks. In this paper, we have presented a most comprehensive
survey on IoT from the perspective of security threats and attacks. Further, modern threats

252



Sustainability 2021, 13, 9463

and attacks on the emerging IoT infrastructure, security flaws, and countermeasures are
discussed in this paper. In addition, a roadmap of using ubiquitous technologies, viz., BC,
FC, EC, and ML, for enhancing security in IoT are comprehensively discussed in this paper.

However, due to IoT devices’ heterogeneous existence and limitations, any resolution
would be ineffective and obsolete. Consequently, due to the evolving nature of technology,
it is estimated that more countermeasures and vulnerabilities will be revealed in the near
future. As future work, the authors are working on ML and IoT integration to enhance
IoT-based applications’ security under dynamically varying conditions.
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Abstract: In the current scenario, sustainable power generation received greater attention due to the
concerns of global warming and climate change. In the present paper, a Solar Photovoltaic/Diesel
Generator/ Battery-based hybrid system has been considered to meet the electrical energy demand of
a remote location of India. The cost of the energy of hybrid system is minimized using a Biogeography-
based Optimization (BBO) algorithm under the constraints of power reliability, carbon emission
and renewable energy fraction. Load following and cycle charging strategies have been considered
in order to investigate the performance analysis of the proposed hybrid system. Further, different
component combinations of specifications available on the market are presented for detail analysis.
The minimum cost of energy of the proposed hybrid system is obtained as 0.225 $/kWh.

Keywords: renewable energy; solar; diesel generator; battery; BBO

1. Introduction

In the current scenario, renewable energy has been recognized as the most effective
tool in addressing climate change and global warming [1,2]. The installation cost of solar
and wind energy is decreasing day by day and becoming competitive with fossil fuels [3,4].
Additionally, the use of renewable energy technologies offers low carbon emission in the
environment with reserves of fossil fuels. Further, integration of two or more renewable
energy sources ensures continuous power supply and counterbalances the intermittent
behavior of renewable sources [5–10].

Baruah et al. [11] investigated the techno-economic feasibility of a hybrid system which
consisted of solar photovoltaic, biogas, wind turbine, syngas and hydrokinetic energy.
They proposed this system in order to supply the demand of an academic township using
HOMER Pro software. They have used Analytical Hierarchy Process in order to optimize
the cost of energy generation and area of system. They have also conducted a sensitivity
analysis of the system for the changes of different system parameters. Das et al. [12]
minimized the net present cost of a hybrid system consisting of PV array, biogas generator,
pumped hydro and battery storage using water cycle algorithm and moth-flame algorithms.
They have also performed the comparison of statistical characteristics of the net present cost
results obtained by water cycle algorithm, moth-flame algorithm and genetic algorithm.

El-houari et al. [13] designed a solar energy, wind energy and biomass-based hybrid
system for ten houses located in remote villages in the Moroccan Fez-Meknes region. They
found that the proposed hybrid system offered a reduction of 26.48 tons and 28.814 tons
of carbon emission in comparison to the utility grid and diesel generator, respectively.
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Elkadeem et al. [14] suggested the different combinations of PV array, wind turbines, diesel-
based generator and converter for agriculture and irrigation in Dongola, Sudan. They have
also performed the sensitivity analysis to evaluate the effect of wind speed, diesel price,
interest rate and solar radiation on system economic performance such as net present cost
and cost of generation.

Kumar et al. [15] considered three types of battery such as lead acid, nickel iron
and lithium ion during the design of hybrid system. They minimized annual cost using
Salp Swarm Algorithm and compared the results with other algorithms in obtaining the
best optimum solution. Ma et al. [16] proposed the sizing of a hybrid energy system
comprised of PV array, wind turbines and battery with consideration of the saturation of
renewable sources. They used the saturation factor changing from 0 (only wind system) to
1 (only solar system) in the step of 0.02. Jahangir et al. [17] investigated the economic and
environmental assessment of a hybrid system comprised of PV array, wind turbines and
biomass generator. They also performed the sensitivity analysis for the changing biomass
price, inflation rate and biomass input and evaluated its impacts on the cost of energy and
annualized system cost.

Many studies have been performed and investigated the size optimization of the
hybrid system. However, many researchers have not considered the battery degradation
model during the design of the hybrid system. Additionally, many authors have not
accounted for the seasonal changes in the demand and sizes available in market. Renewable
fraction and carbon emission in the hybrid system have also not been taken into account
by many authors.

The system presented in the work involves a college premises, containing loads of the
three hostels and one Sewage Treatment Plant (STP). The design focuses on developing
a grid-independent system comprising only SPV and Battery, while diesel generator is
working as a backup generator. The maximum number of SPV module is limited depending
on the roof area available. The greater size of the SPV system helps to charge the selected
size of batteries. The SPV selected through BBO helps to size batteries, which depend on
the fulfillment of load primarily during the evening hours. Even then the cumulative usage
of the SPV and the batteries are unable to supply the demand due to size constraints of
SPV. Hence, sizing of diesel generator is selected to supply the deficit load in case of both
load following and cycle charging strategies. In addition, in cycle charging strategy the
excess amount of power is fed to charge the batteries. This further reduces the COE of the
overall hybrid energy system. The results signify the importance of selecting batteries in
place of a diesel generator during the overall operation of the system. This in turn will
improve the renewable fraction and reduce the CO2 emission.

The work also considers number of charging-discharging cycles of the batteries and
investment cost, maintenance and operation cost and replacement cost. The parameters
that are considered in the work are emission of CO2, variation of load during summer
and winter seasons, Energy index ratio (i.e., a measure that load is fulfilled at all times),
renewable fraction, fuel consumption, net present cost.

2. Hybrid System Configuration

In the present paper, three hostels and one sewage treatment plant (STP) of the institute
Rajkiya Engineering College Banda of India has been taken as the study area. This area is
located at the latitude of 25.29◦ N and longitude of 80.57◦ E.

This area receives the yearly average daily solar radiation of 5.262 kWh/m2. Accord-
ingly, a hybrid system comprised of photovoltaic array and diesel generator has been
considered as presented in Figure 1. This system is proposed to supply the electrical energy
requirements of three hostels and one STP of the institute. Power output of solar panels
is connected to direct current bus, and power production of the diesel generator is linked
to alternating current bus. A set of battery bank is also used in the system to store the
additional electricity produced from the generating sources and supply the shortage of load
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demand. A bidirectional converter has also been used in the system in order to convert AC
to DC and vice-versa.

Figure 1. Schematic of Photovoltaic/Diesel Generator/Battery Bank based hybrid system.

A step wise method is required for the performance investigation of the hybrid energy
system. It confirms the uninterrupted power supply at the consumer end at minimum
system cost. The methodology develops an optimal hybrid system model by addressing all
the operational constraints imposed by the user. A step wise description of methodology is
summarized as follows:

Step 1: Estimate the electrical energy consumption of each appliance and further,
calculate the hourly demand of the selected area.

Step 2: Develop the mathematical model of power output of each generating source
and storage system.

Step 3: Choose different configurations of sources.
Step 4: Formulate a framework of objective function and operational constraints of

the hybrid system.
Step 5: Take dataset of system components.
Step 6: Perform the simulation of the developed model of the hybrid system for a year.
Step 7: Selection of power dispatch strategy.
Step 8: Show the best optimal configuration of the hybrid system with system sizes

and cost parameters.
Step 9: Performance investigation of the best configuration.
A flowchart of methodology is prepared with the steps and depicted in Figure 2.
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Figure 2. Flowchart of methodology adopted.

3. Mathematical Model

Modelling is an important step before optimization as it gives the static and dynamic
characteristics of the component. It relates to the output of the system component in terms
of many input variables. The modelling of the hybrid system components is explained
as below:

3.1. Model of Solar PV Array

The selected area receives a good amount of daily average solar radiation and therefore
PV array has the capability to meet the electricity demand of the area. Power output of a
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PV module is the function of open circuit voltage (VO), short circuit current (Is) and filling
factor (F). It can be modeled as follows [18,19]:

Pd
PV(t) = Vd

O(t)× Id
S (t)× F(t) (1)

Further, the open circuit voltage and short circuit current of PV module depend
upon the different module parameters as provided by the manufacturer, and these can be
estimated as follows:

Id
S (t) =

{
IS,STC + Ci

[
Td

cell(t)− 250
]}βd(t)

1000
. (2)

Vd
O(t) = VO,STC − Cv × Td

cell(t). (3)

where IS,STC and VO,STC, respectively, represent the short circuit current and open circuit
voltage of PV cell at standard test conditions, Ci and Cv, respectively, represent the temper-
ature coefficient of short circuit current and open circuit voltage, β is solar radiation and
Tcell is PV cell temperature.

PV module cell temperature can be calculated with following equation as follows:

Td
C(t) = Td

A(t) +
NOCT − 200C

800
× βd(t). (4)

where TA is ambient temperature and NOCT is nominal operating cell temperature.

3.2. Model of Diesel Generator

Diesel generator is operated to serve the peak demand of the area. Fuel required
(Q) in order to operate DG depends upon rated power of DG and can be modeled as
follows [20,21]:

Qt(t) = αDGPDG(t) + βDGPDG,rated. (5)

where PDG is power yield of DG at a particular time, PDG,rated is rated power of DG, βDG
(0.08145 l/kWh) and αDG (0.246 l/kWh) are constants of DG.

3.3. Model of Storage System

The storage system is essential for energy balance in the hybrid system. It acts as a
tool to mitigate the gap between energy generation and demand. In the present system,
battery bank has been considered as a storage system. Battery capacity at a particular
instant depends upon the previous capacity and difference between total generation and
load demand.

A battery mostly works in two states viz. charging and discharging. In charging state,
the battery stores surplus power supplied by sources and the current state of battery EB(t)
can be calculated as follows [22–24]:

EB(t) = EB(t − 1) + ECCO(t)× ηCHG (6)

In discharging state, demand is more than the total electricity generation and the
battery bank storage at hour ‘t’ can be estimated as:

EB(t) = (1 − σ)× EB(t − 1)− ERequired(t) (7)

ERequired(t) =
ENL(t)

ηINV × ηDCHG
(8)

ENL(t) = EDemand(t)− [ESPVS(t)× ηInv + EDG(t)] (9)

where ERequired(t) is hourly energy required from the battery to meet the load (kWh), ENL(t)
is net shortfall load, σ is hourly self discharge rate, ECCO is charge controller output, ηCHG
and ηDCHG, respectively, represent charging efficiency and discharging efficiency of battery.

267



Sustainability 2021, 13, 8048

The nS
B is the series connected batteries, which depends on the nominal DC bus voltage

(VBUS) and individual nominal voltage of battery (Vnom). Here the VBUS is considered to
be 48 V.

nS
B =

VBUS

Vnom
(10)

The battery bank nominal capacity (Cn) is directly proportional to the number of
batteries (NBAT) and nominal capacity of each battery (CB), indirectly related to the number
of series connected batteries.

Cn =
NBAT

nS
B

CB (11)

Number of cycles of failure over minimum average depth of discharge for a period
of battery bank is depicted in Figure 3. The battery bank replacement hours (NBR) can be
calculated by determining the total number of cycles in which a battery (Ncycles) can be
operated. Here, De is the yearly average minimum capacity of the battery bank achieved
over a day and OBatt is the number of days for which the battery should be operated [25].
It is used to determine the life of the battery. A curve fitting toolbox is used to generate the
coefficient values of the equation. Battery degradation model equations are described as:

OBatt = a1 × (De)
b1 + c1 (12)

NBR = n × 365Ncycles_DOD%
a1 = 1.582 × 10̂5, b2 = −0.9964, c1 = −997.1

(13)

Figure 3. Number of cycles of failure over minimum average depth of discharge for a period of
battery bank [25].

3.4. Mathematical Model of Charge Controller

The charge controller makes energy balance among different system components and
its model is described as:

ECCO(t) = EEE(t)× ηCC (14)

where ECCO (t) and ECCI (t), respectively, represent the hourly output and hourly input
to charge controller (kWh), EEE (t) is amount of excess energy from sources (kWh) after
serving the demand and ηCC is charge controller efficiency.

268



Sustainability 2021, 13, 8048

4. Problem Formulation

Minimization of system cost of energy is formulated and considered as an objective
function for the present paper. Various constraints such as expected energy not supplied,
carbon emission, renewable energy fraction and total net present cost have been incorpo-
rated during system optimization.

4.1. Objective Function

Cost of generation is the fundamental financial parameter in order to evaluate the
techno-economic feasibility of the hybrid system. It can be calculated with annual system
cost (ASC) and energy generation (EGen) as:

COE =
Annual System Cost (ASC)

∑8760
t=1 EGen(t)

(15)

Annual system cost of hybrid system is a function of net present cost (NPC) and can
be estimated as [26]:

ASC = NPC ×
[

dr(1 + dr)ξ

(1 + dr)ξ − 1

]
(16)

where dr is discount rate and ξ is project lifetime.

4.2. Operational Constraints

System optimization has been investigated under operational economic and reliability
constraints which are summarized as follows:

4.2.1. Power Reliability Constraint

At any time, when part of the load demand has not been met from the available
generation, energy not supplied is calculated. It is the function of demand not met (NL)
and duration of the period (T) as follows [27]:

EENS =
8760

∑
i=1

(NL × T) (17)

4.2.2. Economic Parameter Constraint

Constraints of economic parameters have been taken during system analysis. Total
net present cost, total recurring cost (TCrec) and non-recurring cost (TCnon-rec) of the system
have been evaluated. These parameters can be calculated as follows [28]:

NPC = CInv + TCrec + TCnon−rec (18)

Total recurring cost of system changes with escalation rate (er) and discount rate. It
can be estimated as follows [28]:

TCrec = Crec

[
1+er
1+dr

]{[
1+er
1+dr

]ξ
− 1
}

[
1+er
1+dr

]
− 1

(19)

Total non-recurring cost of system can be calculated by using Equation (19) as follows:

TCnon−rec =
y=nrep

∑
y=1

CInv

[
1 + er
1 + dr

]y∗nfrep
(20)

where nrep is total replacement of system component (in Nos.) and nfrep is year number of
first replacement of system component.
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4.2.3. Renewable Energy Fraction

Renewable energy fraction in total system generation ensures the sustainable genera-
tion of a hybrid system. It depends on energy generated by diesel generated (EDG) and
total energy generation (TEGen). It can be calculated as:

Renewable Energy Fraction(%) =

[
1 − ∑ EDG

∑ TEGen

]
× 100 (21)

4.2.4. Total Carbon Emissions

Carbon emission is generated from the use diesel generator in the considered system.
Total carbon emission (TECarbon) can be estimated as:

TECarbon =
T

∑
t=1

T

∑
t=1

ECarbon × PDG(t) (22)

where ECarbon is carbon emission produced by 1 kWh electricity generation by DG.

5. Energy Management Strategy
5.1. Load Following Strategy

The load following strategy is initiated by determining the demand and solar power
generation available in an hour. If the generated solar power in an hour is more than the
demand, then the battery state of charge is checked. If the battery bank state of charge
is found to be less than the maximum battery state of charge (SOC), the battery bank is
charged, otherwise it is fed to the dump loads. In case of demand exceeding the generated
solar power, the battery bank is operated until its SOC maximum value is not reached. If
the battery bank is unable to fulfill the demand, the diesel generator is operated to supply
only the net demand, without charging the battery bank. If any one of these conditions is
matched, the iteration as unit time in an hour is updated and the process continuous until
the year is complete. Figure 4 shows the methodology of operating load following strategy.

Figure 4. Working of load following strategy.
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5.2. Cycle Charging Strategy

In the cycle charging strategy, the hourly load is compared to the available solar power
output. If the generated power becomes equal to the demand then the time is updated.
If the solar power in an hour is more than the demand then the battery state of charge is
checked. If the battery bank state of charge is found to be less than the maximum SOC,
the battery bank is charged, otherwise it is fed to the dump loads. In case of demand
exceeding the solar power generation, battery bank is operated to fulfill the net demand. If
the battery bank is unable to supply the demand, diesel generator is operated. Here the
diesel generator is operated to supply the demand as well as charge the battery bank, until
the SOC maximum value has not been reached. If any one of these conditions is matched
the iteration as unit time in hour is updated and the process continuous until the year is
complete. The Figure 5 shows the methodology of operating cycle charging strategy.

Figure 5. Working of cycle charging strategy.

6. Biogeography-Based Optimization (BBO) Algorithm

The biogeography-based optimization technique has unique features of longevity in
the solutions survival nature as solutions in genetic algorithm die after each iteration. It also
adds the merit of mutation, which removes the clustering effect seen while implementing
BBO [29,30]. Due to these advantages, BBO is selected over GA and PSO for optimizing
the cost of energy of the hybrid energy system.

BBO optimization procedure is as follows:
Step 1: Initialize the generation limit, population size and mutation rate.
Step 2: The fitness function values of all the individuals are evaluated.
Step 3: If the termination criterion is not met.
Step 4: Best habitats are saved in the temporary array.
Step 5: HSI (Habitat suitability index) is mapped using the number of ì, € e and S

species for each habitat.
Step 6: Probabilistically choose the immigration island.
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Step 7: SIV (Suitability index variables) are randomly migrated based on the island
selected in Step 6.

Step 8: The population is randomly mutated.
Step 9: The fitness functions of all the individuals are evaluated.
Step 10: The population is sorted and arranged from best to worst.
Step 11: The best values of habitat as stored in temporary array replaces the worst values.
Step 12: Step 3 is again followed for continuing the next iteration.
Step 13: End the algorithm.
A flowchart of process of BBO algorithm is shown in Figure 6.

Figure 6. Biogeography based optimization process.

The parameters-chosen BBO technique have mutation probability of 0.4, population
size is 50 selected due to better convergence of the objective function, and problem dimen-
sion is 3, while the available rooftop area limits the maximum number of solar modules
to 500 modules. The variations of the total number of batteries and diesel generator to be
selected are limited by 500 and 50, respectively.
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7. Results and Discussions
7.1. Input Technical and Economical Dataset

Study area receives the annual average solar radiation of 5.26 kWh/m2 per day. Peak
solar radiation of 7.05 kWh/m2 is found during the month of May and minimum solar
radiation of 4.08 kWh/m2 has been received during the month of December. A maximum
temperature of 45 ◦C is recorded in the month of May and the lowest temperature of 12 ◦C
is observed during the month of January. Monthly solar radiation and monthly temperature
distribution of the selected site are depicted in the Figures 7 and 8, respectively.

Figure 7. Monthly solar radiation of the selected site.

Figure 8. Monthly temperature of the selected site.

Load profile on an hourly basis is shown in Figure 9. Peak electrical load of 89.80 kW
and 59.60 kW are estimated during summer season and winter season, respectively. Mean-
while, a minimum load demand of 14.5 kW and 5.43 kW is observed during the summer
season and winter season, respectively.

Detailed specifications of system components available in market have been consid-
ered in the present paper as given in Table 1. Three types of DG (20 kVA, 30 kVA and
50 kVA) have been taken during the analysis. However, diesel price of $1.05 per Litre is
same for all three DG. Two types of PV module (0.375 kW and 0.32 kW) have been used
in the study. Capital cost of these modules is $273.79 and $205.34, respectively. Three
types of battery sizes, 100 Ah, 150 Ah and 250 Ah have been considered during the per-
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formance analysis. Capital cost of these battery types is $96, $130 and $219, respectively.
Specifications of charge controller and bidirectional converter are also given in Table 1.

Figure 9. Hourly load demand of the study area.

Table 1. Detail specifications of system components.

(a) Diesel Generator

Type Power Rating DG (kVA) Capital Cost ($) Diesel ($/Ltr)

1 20 3450 1.05

2 30 5133 1.05

3 50 5818 1.05

(b) Solar Photovoltaic Module

Type Voc (V) Isc (A) Vmax (V) Imax (A) Pmax (kW) NCOT
(◦C)

Capital
Cost ($)

1 44.5 9.9 39 9.62 0.375 48 273.79

2 45 9.17 36.2 8.84 0.320 48 205.34

(c) Battery

Type Nominal Capacity
(Ah) Voltage (V) DOD (%) Capital cost ($)

1 100 12 80 96

2 150 12 80 130

3 250 12 80 219

(d) Charge Controller

Type n1 (%) PV Battery
Charger n2 (%) PV battery Charger Power Rating (kW) Capital Cost ($)

1 95 70 0.24 68.45

(e) Bidirectional Converter

Type Efficiency of Inv
(%)

Power rating
(kW)

Capital cost
($)

1 90 5.5 205.34

7.2. Results and Discussions

The hybrid system model has been developed in MATLAB (R2019b, MathWorks, Natick,
MA, USA) covering the specifications of individual components. Further, 18 combinations
have been modelled and simulated for a year. The optimum configuration of these combi-

274



Sustainability 2021, 13, 8048

nations is obtained using the BBO algorithm in MATLAB. Further, these combinations have
been compared based on cost of energy, carbon emission, fuel consumption, renewable
fraction and total operating hours. Descriptions of results are explained as follows.

7.2.1. Cost of Energy

For each combination of battery, solar photovoltaic module and diesel generator,
the cost of energy (COE) is evaluated using cycle charging (CCS) and load following
strategies (LFS). A comparison between the cost of energy for both the strategies is shown
in Figure 10. Cycle charging strategy shows the minimum COE for each combination of
components. The 13th combination provides the least COE of 0.225 $/kWh, with COE of
17th combination at 0.229 $/kWh and 7th combination as 0.231 $/kWh.

Figure 10. COE for each combination of specifications using BBO with CCS and LFS.

7.2.2. Optimum Size for Each Combination

Each combination has been simulated and optimized using BBO algorithm in MAT-
LAB. Results for each combination are given in Table 2. From the Table 2, it has been found
that combination 13 offers minimum cost of energy generation. The net present cost of
this combination is calculated as $1,204,972. Combination optimum sizes consist of five
numbers of DGs, 519 numbers of PV modules and 307 numbers of batteries.

7.2.3. Carbon Emission

The total CO2 emission is found to be at minimum about 155,184 kg/yr in case of the
13th combination as compared to the 7th and 17th combinations. This is due to the number
of operating hours of diesel generator, about 732 for 13th combination as compared to 776
in case of the 7th combination. The carbon emission for each emission has been calculated
and given in Table 3.

7.2.4. Renewable Fraction

Renewable fraction is directly dependent on the total output power of diesel generator
and the renewable power output. This further depends on the overall fuel consumption by
the diesel generator. Hence, higher fuel consumption of DG means minimum renewable
fraction, the 13th combination has a maximum renewable fraction of 55% compared to
53% and 52% for the 7th and 17th combinations, respectively. Renewable energy for each
combination is given in Table 3.

7.2.5. Total Fuel Consumption

The total fuel consumption of DG is minimal in the case of the 13th combination of
60,418 l, versus 7th and 17th combinations.
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Table 2. Optimum size for each combination of hybrid system.

Combination
Device Type Number of

DGs
Number of

Batteries
Number of

PV Modules
Cost of Energy

($/kWh)
Total Net Present

Cost ($)DG SPV Battery
1 1 1 1 5 254 466 0.261 1,201,939

2 1 1 2 10 260 490 0.236 1,214,814

3 1 1 3 10 162 489 0.237 1,204,933

4 1 2 1 11 353 495 0.235 1,226,900

5 1 2 2 9 152 524 0.245 1,322,258

6 1 2 3 8 104 495 0.239 1,207,519

7 2 1 1 8 134 493 0.231 1,224,802

8 2 1 2 7 258 488 0.235 1,215,611

9 2 1 3 8 79 493 0.267 1,621,356

10 2 2 1 7 380 495 0.234 1,195,032

11 2 2 2 6 139 495 0.245 1,300,750

12 2 2 3 7 136 483 0.234 1,218,686

13 3 1 1 5 307 519 0.225 1,204,972

14 3 1 2 3 65 519 0.284 1,655,641

15 3 1 3 5 78 519 0.264 1,642,181

16 3 2 1 4 386 495 0.232 1,184,115

17 3 2 2 4 261 495 0.229 1,170,417

18 3 2 3 2 104 495 0.246 1,139,395

Note: Bold represents minimum cost of energy generation.

Table 3. Carbon emission, total fuel consumption and renewable fraction for each combination.

Combination Emissions of CO2 by
DG (kg/yr)

Total Fuel Consumption
by DG (Litre) Renewable Fraction (%) Energy Index Ratio

1 165,106 64,280 0.38 1

2 154,845 60,285 0.52 1

3 149,587 58,239 0.54 1

4 160,815 62,610 0.51 1

5 195,227 76,007 0.37 1

6 173,399 67,509 0.42 1

7 157,932 61,487 0.53 1

8 154,395 60,110 0.53 1

9 260,302 101,343 0.15 1

10 154,395 60,110 0.52 1

11 195,227 76,007 0.35 1

12 165,258 64,340 0.48 1

13 155,184 60,418 0.55 1

14 270,936 105,483 0.004 1

15 264,576 103,007 0.16 1

16 155,693 60,616 0.52 1

17 155,523 60,550 0.52 1

18 162,562 63,290 0.4 1

7.2.6. Total Operating Hours of DG and Battery Bank

The diesel generator needs to be operated 732 h and battery bank of 4772 h over a year
in case of the 13th combination. The generators are operated for the minimum amount of
time in this case while using cycle charging dispatch strategy. Operating hours for each
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combination are given in Table 4. Additionally, it has been found that replacement of
battery bank is found to be minimal in case of CCS compared to LFS. The battery bank is to
be replaced in every 3 years with CCS while battery banks are replaced after 2 years with
LFS.

Table 4. Total operating hours of DG and battery bank.

Combination Energy Index Ratio
Total Operating Hours (hr/yr)

DGs Batteries

1 1 1947 3680

2 1 913 4683

3 1 882 4714

4 1 862 4734

5 1 1279 4286

6 1 1278 4318

7 1 776 4789

8 1 867 4729

9 1 1279 4286

10 1 867 4729

11 1 1279 4317

12 1 928 4699

13 1 732 4772

14 1 2130 3374

15 1 1248 4256

16 1 918 4678

17 1 917 4679

18 1 1917 3679

7.2.7. Convergence of BBO Algorithm

Convergence plot using BBO algorithm is shown in Figure 11. The results attained
using BBO for the 7th, 13th and 17th combinations, by considering COE as the minimiza-
tion objective function. For the 13th combination the COE is 0.225 $/kWh compared to
0.229 $/kWh and 0.231 for the 17th and the 7th combinations, respectively.

Figure 11. COE convergence plot with BBO for the 7th, 13th and 17th combinations.
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8. Conclusions

In the paper, performance investigation of Solar Photovoltaic/DG/Battery-based
hybrid system has been performed for the energy access of three hostels and one STP of
an institute. In total, 18 combinations of system components sizes available on the market
have been considered during the analysis. Cost of energy generation of hybrid system has
been optimized using BBO algorithm.

After simulation, it has been found that the cycle charging strategy offers a lower cost
compared to the load following strategy. All considered combinations have been compared
based on COE, renewable fraction, carbon emission and operating hours of DG’s. The
optimum configuration offers minimum COE of 0.225 $/kWh, a renewable fraction of 55%
and carbon emission of 155,184 kg/yr. Further, government subsidy on the PV module can
also further reduce the system cost. In future works, the addition of utility grid and waste
utilization, collected from the campus to energy are proposed to make a more sustainable
hybrid system.
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