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Preface to “"Modelling, Monitoring, Control and
Optimization for Complex Industrial Processes”

Industrial automation systems are becoming more complex as well as expensive, leading
to higher requirements for operation performance, the quality of products, productiveness, and
reliability. Recent developments in modelling, monitoring, control, and optimisation techniques
have enhanced the understanding of systems dynamics and boosted the applications of monitoring,
control, and optimisation in complex industrial processes. This Special Issue, with papers ranging
from theoretical algorithms to the experimental implementation of complex industrial processes, has

highlighted advances in this field.

Zhiwei Gao
Editor
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Industrial automation systems, such as chemical processes, manufacturing processes,
power networks, transportation systems, sustainable energy systems, wireless sensor net-
works, robotic systems, and biomedical systems, are becoming more complex [1-3], but
more expensive, and have higher requirements for operation performance, quality of prod-
ucts, productiveness, and reliability. Stimulated by Industry 4.0, automation industries
are keen to improve the reliability and operational performance of complex industrial
processes using advanced modelling, monitoring, optimization, and control techniques. Re-
cently, artificial intelligence, data-driven techniques, cyber-physical systems, digital-twin,
and cloud computation have further stimulated research and applications of modelling,
monitoring, optimization, and control techniques [4-6].

This Special Issue on “Modelling, Monitoring, Control and Optimization for Com-
plex Industrial Processes” (https://www.mdpi.com/journal /processes/special_issues/
Complex_Industrial_Processes) aims to provide a forum for researchers and engineers to
report their recent results, exchange research ideas, and look over emerging research and
application directions in modelling, monitoring, optimization, and advanced control for
complex industrial processes. There are 22 papers included in this Special Issue, after a
rigorous review process, which are categorised and presented in Table 1.

Table 1. Categories of the paper included in the Special Issue.

. Modelling and l.Vlomto.rmg, Control Optimisation
Categories Parameter Diagnosis, and Apolications Applications
Identification Resilience PP PP
Papers [7-10] [11-14] [15-20] [21-28]

1. Modelling and Parameter Identification for Complex Industrial Processes

It is significant but challenging to identify system parameters of a mechanism system
under on-line working conditions as uncertainties exist due to the differences between de-
sign requirements and real-time environment. In the paper co-authored by Zhang et al. [7],
a reinforcement learning approach was applied to forging machines to attain real-time
model parameters, where raw data were used directly, and an online parameter identi-
fication algorithm was implemented in a period without the aid of labelled samples as
a training database. The addressed parameter identification technique proved to have a
powerful capability to adapt a new process without historical data. The effectiveness was
validated via a forging machine process.

It is difficult to model porous structures due to their irregular internal morphologies.
Conventional CAD modelling approaches fail to represent internal structures and con-
formations in models, although they can effectively describe the external geometric and
topological information of the models. In the work completed by Ren [8], an effective
modelling method for 3D irregular porous structures was presented based on a finite
element method and thermodynamic analysis, and the key idea was to solve isothermal
issues in the modelling of the porosity of porous units. It was shown from experiments
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that the proposed technique can achieve smooth and approximate porous structures from
arbitrary irregular 3D surfaces.

The discrete element method has a capability to analyse interactions among particles
themselves, and interconnections between particles and mechanical components, to reveal
the influencing factors and operating mechanism of the mechanical components. In the
work by Liu et al. [9], a discrete element method based modelling technique was used
to represent pill particle population which was employed to optimise the anti-corrosion
process of oil and gas wellbore casing annuli. A simulation model was built, and the
theoretical foundation was established for the further investigation of the pill discharging
process and the parameter optimisation of the pill discharging device.

Green growth is defined as a process for a manufacturing enterprise to grow stronger
with green strategies and green behaviours to achieve less consumption of resources and
energy, less pollution, and more environmentally friendly and healthy products. In the
article by Li et al. [10], a conceptual model of the factors influencing the green growth of
manufacturing enterprises was established and a method was addressed to further reveal
the relevant dynamic mechanisms and essential influencing factors, determined using a
decision-making trial and evaluation laboratory strategy. Six key influencing factors were
finally verified using a wooden flooring manufacturing company as a case study.

2. Monitoring, Diagnosis, and Resilience for Complex Industrial Processes

Fault diagnosis approaches are categorized into a model-based diagnosis approach,
signal-based diagnosis method, and knowledge-based diagnosis approach. A model-based
approach is widely used if a model is available to the designer. Continuous stirring tank
reactors are widely used in chemical production processes, where there is a nonlinear
dynamic process disrupted by time delays and uncertainties. In the article contributed by
Wang et al. [11], continuous stirring tank reactors were represented by a T-S fuzzy model
with state delays and disturbances. A fuzzy fault detection filter was addressed to detect
faults and the design gains were obtained to solve the convex optimization of linear matrix
inequalities. The effectiveness of the proposed diagnosis method was demonstrated by
simulation studies.

Knowledge-based approaches are based on data driven and machine-learning tech-
niques. Therefore, quantitative knowledge-based approaches are also called data-driven ap-
proaches. In the paper co-authored by Zhang et al. [12], a novel fault-diagnosis—classification
optimization method was proposed by fusing a sine cosine algorithm, support vector
machine, and transfer learning. Intensive simulation studies were carried out, and the
proposed algorithm outperformed five existing diagnosis algorithms with higher precision
and a faster response time. In addition, the proposed algorithm can run effectively using
transfer learning with less failure data.

Multi-agent systems have received attention where multiple agents communicate
through a premeditated protocol to operate collectively. A fault in an agent may deteriorate
the performance of its neighbouring agents and even the entire network. As a result, it
is important to detect an agent fault as early as possible. In the paper co-authored by
Lu et al. [13], a fault diagnosis problem was investigated for multi-agent systems, where a
neural-network-based state prediction model was built via offline historical data training,
and the residuals between the actual outputs and predicted outputs were checked to
detect potential faults. The effectiveness of the presented diagnosis algorithm was finally
demonstrated via a real experiment on a leader—follower inverted pendulum.

Networked dynamic systems would suffer potential security threats caused by ma-
licious attacks, which would destabilize networked dynamic systems and disturb com-
munications between networked systems. As a result, there is a motivation to discuss the
resilience issue in networked systems subjected to cyber-attacks. In the article contributed
by Tan et al. [14], a resilient control issue for networked nonlinear dynamic systems with
dynamic trigger mechanisms and malicious aperiodic denial-of-service attacks was exam-
ined. A resilient dynamically triggering controller was designed to alleviate the effects of
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cyber-attacks and reduce the usage of communication resources. The proposed approaches
were validated by using the well-known nonlinear Chua circuit.

3. Control Applications for Complex Industrial Systems

Chaos is a complex nonlinear phenomenon in nature and chaotic systems have been
widely applied to a variety of practical systems, such as secure communications, industrial
processes, and ecosystems, etc. Some chaotic behaviours are harmful, which should be
supressed. In the article contributed by Liang et al. [15], a tracking controller was designed
for hyperchaotic complex systems, and the feasibility of the proposed design was verified
from two perspectives, via both mathematical proofs and simulation experiments.

HS transformer-less inverter can be used to eliminate an earth leakage current, and
model predictive control has been a popular control technique in industrial applications.
In the paper contributed by Zaid et al. [16], a model predictive control method was used
to improve the performance of H8 transformer-less inverters supplied by a photovoltaic
energy source. The Hardware-in-the-Loop was implemented using a DSP target Launch-
PadXLTMS320F28379D kit to demonstrate the effectiveness of the proposed approach.

Temperature control has been widely used in the control of dividing-wall distillation
columns, which has an advantage in dynamic characteristics, but cannot track the steady
values well due to its limited accuracy in estimating controlled product purities. Motived
by the above, in the paper contributed by Yuan et al. [17], an improved temperature control
approach was addressed with the aid of product quality estimation and a genetic algorithm.
It was demonstrated by the simulated studies that the proposed control scheme can reduce
steady-state deviations in the maintained product purities as well as have better dynamic
characteristics, which proved to be a useful tool for the temperature inferential control for
dividing-wall distillation columns.

A permanent magnet synchronous motor has a wide industrial application. It is
noticed that it is usually challenging to establish an accurate mathematical model for a
permanent magnet synchronous motor, and an application of a complex algorithm may
pose a challenge for embedded code development. Motived by the above, in the paper
co-authored by Jiang et al. [18], a characteristic model for a permanent magnet synchronous
motor was built, and a speed control scheme was proposed by integrating a linear golden-
section adaptive control and integral compensation. It was shown by the simulation and
experimental results that the speed control accuracy using the proposed control algorithm
for a permanent magnet synchronous motor was improved by 3.8 times compared with
traditional proportional-integral-derivative control algorithms.

Electric vehicles are green modes of transportation, which will replace fossil-fuelled
vehicles soon. However, charging stations for electric vehicle batteries may impose a high
energy demand on the utility grid. As a result, it is of interest to investigate standalone
charging stations for electric vehicles using photovoltaic power sources to support the
utility grid. In the paper contributed by Atawi. [19], an isolated electric vehicle charging
station model based on a photovoltaic energy source was built, which was composed of
a photovoltaic panel, boost converter, energy storage system batteries, DC/DC charging
converters, and an electric vehicle battery. The control system was composed of a maxi-
mum power tracking controller, electric vehicle charging controller, and storage converter
controller, which were, in essence, PI controllers, as well as a single-chip PIC18F4550 micro-
controller utilized for control implementation. It was demonstrated by the simulations and
experiments that the used controllers can provide good response speeds and satisfactory
tracking abilities to their references.

Steam generators are critical devices in nuclear power plants, and their control perfor-
mances are paramount to maintain normal operations. It is of interest to develop optimal
control in a steam generator level process. In the article by Kong et al. [20], a systemic
data-driven optimization methodology was proposed, which was used to optimise control
system parameters by using control performance measurements directly. The effectiveness
of the addressed method was demonstrated via simulations, concluding that the addressed
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simplex search method was effective in controller parameter optimization to improve
control system performance in steam generator level processes.

4. Optimization Applications for Complex Systems

Wind energy plays a leading role in renewable energy industries. To reduce workloads,
improve efficiency, and provide better evaluation and judgment, inspection robots have
been introduced into wind farms for inspection. It is a prerequisite to produce a path
planning for intelligent inspection using robots. In the article by Chen et al. [21], a new
path-planning algorithm was proposed based on a chaotic neural network and genetic
algorithm. The proposed algorithm was verified via a path planned for patrol robot using
the actual locations of 30 wind farms, showing the addressed algorithm can generate a
shorter inspection path compared with some existing algorithms.

It is of significance to boost material removal rate and waste reuse rate in a rough
processing stage of a three-dimensional stone product with an unusual shape. In the
paper contributed by Shao et al. [22], circular saw disc cutting was inspected to cut a
convex polyhedron out of a blank box, with reference to a targeted product. It is evident
that this problem can be better solved by geometrical methods rather than mathematical
methods. An automatic block cutting strategy was proposed by using a series of geometrical
optimization approaches. The effectiveness of the proposed method was demonstrated via
simulated studies using both MATLAB and the Vericut platform.

It is of importance to have precise process planning to produce an open-die-forged
part with a desired final geometry as well as economic production. In the paper contributed
by Reinisch et al. [23], a multi-objective optimization-based schedule design was addressed
by combining fast process models with a double deep Q-learning algorithm. The produced
pass schedules lead to a desired ingot geometry with a minimal number of passes. The
addressed methods were validated via a forging experiment, showing the ability of the
addressed double deep Q-learning algorithm to achieve an optimal pass schedule in real
open-die forging processes.

New opportunities are provided to companies to gain competitiveness with a transfor-
mation to Supply Chain 4.0 with the aid of the lean value stream mapping tool. In the work
by Kihel et al. [24], a new process design was presented by integrating 4.0 technologies,
taking multinational supply chains in Automotive Wiring Equipment Morocco as case
study. Using the lean value stream mapping 4.0 tool, all products and information flow in
a value chain from suppliers to customers were optimized so that economic, social, and
environmental performance were improved.

Real-time optimization is a strategy to maximize a cost function with constraints so that
operation can be kept at its optimum point even under conditions subjected to nonlinear
behaviours and disturbances. In the work by Delou et al. [25], a small-scale real-time
optimisation was investigated for a real industrial case, that is, the Natural Gas Processing
Unit. A novel approach was addressed for improving efficiency using a sequential-modular
simulator within an optimization framework. It was shown, using the addressed method,
that an improvement in stability and an increase in profit were achieved.

Process optimization aims to optimize a set of parameters with constraints to achieve
an optimal processing time and production. In the article by Chen et al. [26], the process
optimization for an automated yogurt and flavour-filling machine was discussed under two
scenarios: multi-filling points (Case I) to filling point (Case II). Mathematical models under
different cases were developed by considering optimisation objectives. The models were
tested with real data, and it was revealed that Case II was faster than Case I in processing a
set of customer orders.

Inter-channel advertising and service cooperation are important research areas in
channel convergence, which is an important issue in the online to offline supply chain. In
the paper co-authored by Zhang et al. [27], the impacts of time delay and bidirectional free
riding on inter-channel service and advertising cooperation strategies were discussed. A
differential game model between brands and retailers was established by encompassing
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delay effect and bidirectional free-riding occurrence. Differential game theory was used to
seek the optimal advertising and service decisions of the brand owners and retailers. It was
shown that the service strategy, advertising strategy, and brand goodwill of the online to
offline supply chain members were optimal under a centralized decision-making system.

Artificial-intelligence-based music generation has attracted much attention. In the
work by Min et al. [28], a novel approach was proposed to develop a competitive music
generation algorithm by blending a transformer deep-learning model with generative
adversarial networks. It is shown that the model based on transformer and generative
adversarial networks can reveal the relationship in the notes of long-sequence music sam-
ples, and the rules of music composition can be learned well. An optimized transformer
and generative adversarial-networks-based model can improve the accuracy of the gener-
ated notes.
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Abstract: It is a challenge to identify the parameters of a mechanism model under real-time operating
conditions disrupted by uncertain disturbances due to the deviation between the design requirement
and the operational environment. In this paper, a novel approach based on reinforcement learning is
proposed for forging machines to achieve the optimal model parameters by applying the raw data
directly instead of observation window. This approach is an online parameter identification algorithm
in one period without the need of the labelled samples as training database. It has an excellent ability
against unknown distributed disturbances in a dynamic process, especially capable of adapting
to a new process without historical data. The effectiveness of the algorithm is demonstrated and
validated by a simulation of acquiring the parameter values of a forging machine.

Keywords: parameter acquisition; mechanism model; reinforcement learning; forging machine

1. Introduction

Complex engineering systems are with a high requirement for system reliability and
control and production performance. A variety of technologies are developed to support
the monitoring, optimization, and control for complex industrial processes such as chemical
processes, manufacturing systems, power, and energy systems [1-3]. The forging process
that enhances the mechanical properties by compressing the microstructure of parts [4] is
widely applied in the fields of mining equipment, thermal hydro wind power generation
equipment, nuclear power equipment, petroleum, and so on. As the key equipment,
a forging machine should provide a precise pressing speed with a huge force to achieve
the technological requirements of forging pieces. Therefore, the control of the forging
machine is the guarantee of high forging quality. The control algorithms have made great
progress from conventional PID-based algorithms [5] to advanced model-based control
algorithms, including sliding mode control [6,7], back-stepping control [8], and feedback
linearization [9], in order to obtain higher performance. However, the effects of these
control algorithms strongly depend on the accuracy of the mechanism model. In [10,11],
fuzzy-based control was proposed by using fuzzy rules instead of the mechanism model,
but it cannot achieve the requirement of high precision. It is worthy to point out that
the equivalent models, including regression models [12], neural networks [13], support
vector machines [14], and so on [15], are alternatives of the mechanism model. These
equivalent models overcome the difficulty of mechanical analysis, but at the cost of the
model’s extension and physical meanings. Up to now, the mechanism model is still feasible
for precision control of the forging machine.

The mechanism knowledge of the forging machine has been mastered based on
the related principles such as fluid mechanics, dynamics, and machinery technology.
For example, the dynamic behaviors of the forging machine were analyzed according
to the mechanism model [16]. A focus of the mechanism model with known structure
is to determine the parameters, which is often by the way of offline identification and
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online correction. Especially for a forging machine, most parameters come from the design
handbook of forging machine [17] in which the values of parameters are recorded under the
pre-set environment. The others are estimated based on the states of the forging machine by
kinds of sensors. A number of offline identification methods such as least square method,
maximum likelihood, Bayesian estimation, posteriori estimates, and minimizing maximum
entropy were shown in reviews [18-20]. Reference [21] proposed to minimize the entropy
of a kernel estimation, constructed from the residuals to deal with the case of not using
the maximum likelihood estimation. In reference [22], a system parameter estimation
method based on deconvolution of the system output process and explicit Levenberg
optimization method was presented. Reference [23] presented a new derivative-free search
method for finding models of acceptable data fit in a multidimensional parameter space
and made use of the geometrical constructs known as Voronoi cells to derive the search
in the parameter space. Reference [24] described a method for estimating the Nakagami
distribution parameters by the moment method in which the distribution moments were
replaced by their estimates. In order to trace the varying working parameters, the online
estimated techniques were developed to improve the accuracy of model. The recursive
parameter estimations were introduced to the linear model [25], the bilinear system [26],
and the ARMA system [27]. In [28], an estimated noise transfer function was used to filter
the input—output data of the Hammerstein system. By combining the key-term separation
principle and the filtering theory, a recursive least squares algorithm and a filtering-based
recursive least squares algorithm were addressed. Reference [29] proposed a parameter
estimation algorithm using the simultaneous perturbation stochastic approximation (SPSA)
to modify parameters with only two measurements of an evaluation function regardless
of the dimension of the parameter. Reference [30] collected time-series data from an
experimental paradigm involving repeated training and investigated the effect of various
clustering methods on the parameter estimation. Reference [31] provided a servo press
force by employing a novel dual-particle filter-based algorithm, achieving a maximum
relative error in the force estimation of 3.6%.

As a foundation, a lot of effective historical data are necessary for parameter iden-
tification. Unfortunately, a forging machine is often working on batch processes whose
parameters are different in each batch, and are even impossible to be known for new
forging pieces. This means the parameters of the mechanism model for a forging machine
will need to be determined from as few data as possible. From the perspective of data
effectiveness, the classical parameter identification methods, whether offline estimation
or online correction, are based on the least squares concept with the assumption of data
following a normal distribution. It needs an appropriate window to observe the data
because the statistical characteristics hide in the collected data. However, the difference
of forging material quality and the variable pressure caused by pipe diameter change
and flow rate change will lead to some disturbances that cause the data noise to be in an
unknown distribution. So it is a challenge to determine the parameters of a model for a
forging machine online to meet the needs of a complex environment.

Reinforcement learning (RL), motivated by psychology; statistics, neuroscience, and computer
science, is about learning from interaction how to behave in order to achieve a design
goal [32-34]. It will get rid of the limitation of training samples by learning directly from
the raw data online. Through the learning process, an optimal action will be achieved to
respond to the states. By sensing the current states, the RL does not need the assumption
of prior distribution of noise. By episodes training, the action will overcome the overfitting
difficulty and become robust due to eliminating the disturbance gradually. If the parameters
were taken as the actions, they would be determined by reinforcement learning without
thinking about the assumptions and disadvantages of the methods. In the case of a forging
machine, it is a feasible approach to find the optimal values of the model parameters in a
new condition under disturbances. There are some mature algorithms in the RL family,
such as Q-learning [35], actor—critic [36], and deep reinforcement learning [37]. In this
study, the Q-learning algorithm is proposed to determine the model parameters under the
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working condition due to its simplicity. The contributions of this paper can be summarized
as follows:

(1) The parameters are identified only based on the information of one period, which is
promising for online control.

(2) The values of parameters are determined directly by raw data without any assump-
tions of noisy characteristics.

(3) The parameters have strong stability through a number of training episodes, which
resists the bad influence of disturbance of unknown law.

The rest of this paper is organized as follows. Section 2 gives the model of pressing-
down in forging machine that shows the state variables and the parameters. Section 3
describes the RL’s procedure and releases the proposed approach. In Section 4, the model
parameters are elaborated by the proposed approach and comparisons are made with two
classical methods. Finally, conclusions are drawn in Section 5.

2. The Model of the Pressing-Down in Forging Machine

A semisolid metallic confectioning constant-speed isothermal forging is an important
forging technique especially for light-weight alloy confectioning in the aerospace industry.
The typical structure of the forging machine is illustrated in Figure 1, and the model has
been built in our previous work [38]. It is repeated here for integrity.

Figure 1. Typical structure of forging machine [38].

The function of the forging machine in pressing-down phase is affected by the oil
pipe-line, the proportional servo valve, and the hydraulic cylinder with abandoning the
auxiliary attachments.

2.1. The Oil Pipe-Line
The pressing speed in the pressing-down phase is always slow to meet the craft

needs, so the oil works in the state of filament flow. Taking a pipe oil column as an object,
the pressure balance equation is in the form of Formula (1).

d(q1/51) 128yl

PsllT =(p1—ps)S1— 7d2

7151 (1)
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LetR = 327”, so Formula (1) becomes

ldp _pr—ps R
St o gh @

The difference between input volume and output volume is equal to the sum volume
of oil compress and pipe swelling. So the oil continuity equation is

__ Sld(p1—ps)
-0 =7 T 3)

where g7 and g, are the oil flow in pipe and the output oil flow of proportional servo valve,
p1 and ps are the input pressure of proportional servo valve and the pressure of a constant
rate pump output, S; and ! are the sectional area of pipe and the length of oil pipe, and K
is the young’s modulus of oil equal volume.

2.2. Proportional Servo Valve

The proportional servo valve performs between the servo valve and the proportional
valve. It eliminates the dead band by the way of fluid forerunner. The proportional servo
valve is widely applied in the ultra-low-speed hydraulic machine to control the oil flow to
the hydraulic cylinder. The proportional servo valve is described as

1 d%qy 2% dgp
N e N A ) 4
w2 dt? +wn ar TP 1 @)

where ¢ amd w,, are the damping rate and the inherent frequency of propositional servo

valve, respectively, K; = Ky, / % is used to compensate the error between the practical

pressure and criterion pressure, and A is the opening of proportional servo valve.

2.3. The Hydraulic Cylinder

The pipe-line between proportional servo valve and the hydraulic cylinder is omitted
due to its short distance. The oil continuity equation of hydraulic cylinder is the form of

q2 = 520 + )\CPZ + %% (5)
where S is the plunger’s sectional area of exporting cavity of hydraulic cylinder, v is the
moving speed of plunger, A, is the leak coefficient of hydraulic cylinder, p, is the output
pressure of proportional servo valve, and V. is the oil volume of upper cavity of hydraulic
cylinder, V. = V 4 vS.

The dynamic equation of plunger is obtained according to the force analysis with the

form of
dl

dt
where m is the mass of slider block, g is the acceleration of gravity, B is the viscous damping
coefficient, F is the load resistance, and p3 is the holding pressure of slide block. According
to the design of forging machine, the holding power of slide block is equal to the gravity of
slide block:

p2S2 +mg = m— + Bv+ F + p3S; 6)

p3Sy = mg @)
The Formula (6) is simplified to Formula (8) by substituting Formula (7) for Formula (6):

do

p2S2 = m,

+Bo+F 8)

10
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2.4. The Model of the System as a Whole

_ o _dp _ _ . .

Let x1 = q1, x2 = p1 — ps, X3 = i, X4 = 42, X5 = p2, and x¢ = v. By integrating the

subsystems together, the global forging machine model can be described in the state-space
form

x = f(x) +g(x)u )
where x = [x1, X2, X3, X4, X5,X¢] , U = A,
. f (JSC) = i
5 30 2 0 0 ”
0 0 0 1 0 0 X3
0 0 —20w, —w.2 0 0 xg |’
K K, KS
0 0 0 v 5?5 — ‘{; §5
| 0 0 0 0 2 —m 6
g =1[0,0,0,wy?Kyy /25245, 0, — 5]

Remark 1. In the model, most parameters such as the length, the sectional area of oil pipe, the mass
of slider block, and the rated flow gain can be valued according to the design. The values of parameters
that are influenced by the surrounding or working conditions will result in the inaccuracy of model.

3. The Proposed Method
3.1. Reinforcement Learning
The basic frame of reinforcement learning is shown in Figure 2. At each time step k,

the agent makes observations x(k) € X and takes action u(k) € U, and receives reward
R(x(k+1),x(k), u(k)) e R.

State x(k+1)
e e e T _____ I

State x(k) | Action u(k)
— L .
Agent - Environment

Figure 2. The basic frame of reinforcement learning.

The expected return that is received in the long run is described using the state—action
value function V(x, u), under the condition of first taking an arbitrary action u € U from a
certain state x € X and subsequently acting according to a certain control series 7. So the
value function V. (x(k), u(k)) at time k is defined as

Vo (x( Z'yR x(k+1),x(t), u(t)) (10)

where v € [0,1] is the discount factor.
The value function V(x(k+ 1), u(k)) at time k + 1 is defined as

Var(x(k+1), E YR(x(t+1),x(t), u(t)) (11)
t=k+1

11
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According to the theory of dynamic programming
Vr(x(k), u(k)) = R(x(k+1),x(k), u(k)) + Va(x(k+1), u(k)) (12)

Unfortunately, the value function V(x(k), u(k)) and Vx(x(k+ 1), u(k)) is not ob-
tained because no one knows the rewards after time k + 1. To remove this obstacle, the Q-
function is designed with Q(x(k),u(k)) and Q(x(k + 1), u(k)) replacing V(x(k), u(k))
and Vi (x(k+1), u(k)), respectively

Let

6 = R(x(k+1),x(k), u(k)) +rQ(x(k +1),u(k)) — Q(x(k), u(k)) (13)

The u (k) will be optimized by a process of seeking § approach to zero.
As an important member of reinforcement learning family, the basic step of Q-
algorithm is carried out as Procedure 1 [30].

Procedure 1.

Initialize Q(x(k), u(k)) arbitrarily

Repeat (for each episode)

Initialize x (k)

Repeat (for each step of episode)

Choose u(k) from x(k) using policy derived from Q (e.g., ¢ — greedy)

Take action u(k), observe R(k), x(k + 1)
Q(x(k), u(k)) < Q(x(k), u(k)) +a [R(k) + ymaxy (1) QUx(k + 1), u(k +1)) — Q(x(k), M(k))}

x(k) < x(k+1)

until x(k) is terminal.
Remark 2. There is only state information in Procedure 1. One can obtain the optimal action online
by using two states, x(k) and x(k + 1), in the process of maximizing the value function. By this
way, it makes an online control become possible because this approach gives up the requirement of
sliding window length.
3.2. The Proposed Approach

The scheme of proposed approach is shown in Figure 3.

| Rk
reference
—|  Forging Xp (k) 1 | Xe(kifl)
u(k) hi z .
machine Q(x(k+1),u(k+1))
< Controller = >
| axkyutk)
A -
x(k) x(k{1) \—
» Model 71 |
X(k+1)=f(x(k),u(k),p)

A

Figure 3. The scheme of proposed approach.

A model that consists of undetermined parameter p (p € R") is paralleled to the
forging machine under the controller. The state variables of model are recorded as x(k)
and x(k + 1) at sampling k and k + 1, which are connected by a delay link z~!. The unde-

12
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termined parameter p is regarded as the action of Q-algorithm. Therefore, the Q-algorithm
following Procedure 1 is applied to determine the parameter p based on x(k) and x(k + 1)
and finally, the optimal parameter p* will be obtained when it is convergent.

To explicate Q-algorithm for the acquisition of model parameters, the key concepts of
the proposed Q-algorithm are illustrated as follows.

(i). Action space, reward, and value function

The action space is made up of the undetermined parameter p. The values of param-
eter are usually inconsistent with the working condition, which will disturb with model
accuracy. A goal is to determine their values responding to the surroundings.

The forging machine’s velocity is designated a constant pressing speed or a given
curve of speed during a certain temperature range according to the properties of forging
materials, so the reward R(k) is selected as the reciprocal of change for absolution error
between the measured speed and the set speed at adjacent sampling times k and k + 1

1

R(k) = [[0(k) — vset (k)] — [0(k + 1) — vser (k + 1)

(14)

where v(k) and vt (k) are the measured speed and the preset speed at sample k; v(k + 1)
and vset (k + 1) are the measured speed and the preset speed at sample k + 1. Here, using
v instead of x4 that is the sixth component of state vector x is only to stress the physics
meaning.

Let s = [x; u] so the value functions V(s(k), p(k)) and V(s(k+1),p(k+1)) from
samples k and k + 1 are defined by Formulas (15) and (16)

V(s(k), p(k)) = Y R(i) (15)
=k
V(s(k+1),pk+1)) = Y R() (16)
i=k+1

(if). Q-function

The value functions V(s(k), p(k)) and V(s(k + 1), p(k + 1)) are replaced by Q-function
according to the Q-algorithm because the value functions are not obtained due to the
unknown rewards after sample k. The early Q-function that is applied for the discrete
space is presented as a look-up table of states row and actions column. When the states
or actions are continuous, their discretization will lead to the curse of dimensionality by
generating an exponentially increasing complexity of algorithm and insufficient storage.
Therefore, the parameterized function is proposed to fit the Q-function with the form

Q(s(k), p(k)) = f(s(k), p(k),8) (17)

where f and 6 are a parameterized mapping and the parameters, respectively. Let s = [s; p],
an approximator is used to substitute for the unknown parameterized mapping, and there
is

Q) = Y i()6, a8)
i=1

where ¢; (s, a) is usually selected as Gauss radial kernel function due to its simplicity, whose

form is
~ls=sill?

pi(s) =e (19)

in which s; is the central coordinates of i-th radial kernel function and o; is the width of i-th
radial kernel function.

13
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(iii). Exploitation and exploration

There are two ways to determine the action in RL. The exploitation is used to get the
best action from the Q-function that is based on the reward received. The exploration is
used to escape the local optimization of exploitation by randomly giving the action. As a
compromise of exploitation and exploration, the e— greedy algorithm is proposed to evolve
the action. The agent selects the action that maximizes the Q-value function according to
the probability e that is usually a large probability event. In addition, it selects the action
randomly according to the probability of 1 — € from the action space, which makes sure the
action exploration is within the unknown area. The form of e— greedy algorithm is

argmaxQ(s(k), p(k),0), Pr < e
pk+1) = p(k) (20)
rand(U), Pr <1—e¢

where p(k) and p(k + 1) are the acquisition parameter at k and k + 1, respectively, Pr is the
probability of select action, and U is the action set.

(iv). The Process of Method

The proposed algorithm is summarized as Procedure 2. In this procedure, the input
states are x(k), u(k) and x(k + 1), whose physical meanings are shown in Section 2, and the
output parameter is p.

Procedure 2.

Step 1: Give a state x (k) and the control u(k) and then construct s according to s = [x; u |

Step 2: Select parameters p(k) randomly.

Step 3: Observe the next state x(k + 1)

Step 4: Receive immediate reward R(k) according to Formula (14)

Step 5: select p(k + 1) according to Formula (20)

Setp6: Compute Q(s(k),p(k),0) and Q(s(k+1),p(k+1),0) according to the Formulas
(18) based on the model of Formula (9)

Step7: Compute the time series error 6(k) according to

6 = R(K)+7Q(s(k +1), p(k+1),0) — Q(s(K), p(k), 6)
Step 8: Update Q(s(k), p(k),0) according to
Q(s(k), p(k), 6) < Q(s(K), p(k), 0) +ao

Step9: x(k) < x(k+1),u(k) <~ u(k+1) and p(k) < p(k+1)

Step 10: Repeat steps 3 to 9 until it is convergent. The output p is the convergent p(k) in
which p(k) = p(k+1) = p.

(v). Convergence
The convergence of Q-algorithm can be found in [35,36].

4. Case Studies

The forging machine usually keeps a good state at the early life stage. In this stage,
the values of parameters after a fine machine debugging always coincide with the design
condition, except for the viscous damping coefficient B because it is prone to be influenced
by the temperature and working condition. With time elapsing, the leakage becomes the
main uncertainty of the forging machine. A little leakage is permitted for the forging
machine if the leakage does not affect the work process. Nevertheless, the forging machine
needs to be repaired if there appears much leakage. Therefore, we chose the viscous
damping coefficient B and leakage coefficient A, as the identification parameters. These
two parameters are unmeasurable, which make their values unverifiable in practice. As a
result, we conducted a simulation to verify the proposed method.

4.1. Data Source

The state space model of (9) was used to simulate a forging machine. The values of
model parameters are shown in Table 1 according to the design condition.

14
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Table 1. The parameters values under the design condition.

g Wy R Sl p 1 m K 52 V() Kn PS Apn
m? kg/m3 m kg m? m? Mpa pa
07 70 0.0064 0.0138 870 7 1x10* 1x10°0 002463 49x103 2x10* 12 3.5 x 100

A controller is necessary for a forging machine to guarantee the quality of pressing
process, therefore, a PID controller was used to simulate this situation. We chose a PID
controller because here we focus on verifying our proposed method rather than discussing
the control method. The PID controller is enough to provide the states and control for
the proposed approach. The data series were generated by solving the model (9) with
ODEA45 that applies the fourth-order Runge Kutta algorithm to provide the candidate
solution and the fifth-order Runge Kutta algorithm to control errors. These continuous
sequences provided the data source by adding two kinds of noise with uniform distribution
or Gaussian distribution as a simulation of real data. The set speed was changed from
0.02 to 0.08 that is consistent with the requirement of a typical pressing process. A typical
control process that includes a transition process and a stable process is shown in Figure 4.

0.08 T 3 T 3 3 3 3

Speed(mm/s)

r r r r r
20 40 60 80 100 120 140 160
Sampling

Figure 4. A typical control process (the set speed = 0.05).

The subsequent simulation was carried out at the platform of MatlabR2011b with the
computer of Intel® Core™ 2 Duo CPU E7300 @2.66GHz 2.67GHz.

4.2. Acquisition of the Viscous Damping Coefficient

According to experiments, the viscous damping coefficient B is usually during 10—
30 for this model. As a result, the value of 15 was chosen as the predetermined value
and targeted by the proposed approach according to Procedure 2. The episodes training
process is shown in Figure 5, where the subgraph above is with the noises of the uniform
distributions and the subgraph below is with the noises of the Gaussian distributions.
It is generally believed that the training time is related to the nature of the object and the
computer performance. In order to avoid the time difference caused by different computer
performance, we used the number of the episodes as an index of training time.

15
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Figure 5. The episode training process of viscous damping coefficient (B was predetermined as 15).

Figure 5 shows there is a trial process at the beginning of training because there is no
priori information on B. After a trial of about 3000 episodes, the best historical value of
B that indicates 20 for the above subgraph and 15.0626 for the below subgraph appears
during the process of seeking the best reward. After about 10,000 episodes, a better value
of 14.5000 occurs for the above subgraph. In contrast, a value of 15.0626 for the below
subgraph is unchanged until the episodes terminate.

The viscous damping coefficient B was changed from 15 to 20 to test the proposed
method. The episodes training process is shown under a uniform distribution (the above
subgraph) and under a Gaussian distribution (the below subgraph). Figure 6 shows the
training episodes process similar to Figure 5. It is also seen that the trial process of Figure 6
lasts about 3000 episodes.

100
80
60
40
20

100
80
60
40
20

Figure 6. The episode training process of viscous damping coefficient (B was predetermined as 20).

T T T T T T T

{ — B subject to noise of uniform distribution L

1
N

1.5 2 25 3 3.5 4 45 5
Episodes N 104

In order to show the accuracy of parameter acquisition, the relative error J between

the estimated value B and the predetermined value B is defined as a form of

6= (B-B)/B

16

(21)
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and the results are shown in Table 2

Table 2. The results of viscous damping coefficient without leakage.

Predetermined Value Noise Distribution Acquisition Relative Error
15 Uniform 15.0626 0.4%
15 Gaussian 14.5000 3.33%
20 Uniform 19.0000 5%
20 Gaussian 19.0000 5%

It is seen from Figures 5 and 6 that the excellent results with relative errors no greater
than 5% were obtained in the cases of noises with different distributions.

Further tests under the condition of oil leakage were done to verify the effectiveness
of the proposed approach. For a forging machine, the leakage is prone to go into saturation
and is limited to a small value, so the leakage coefficients A, were assumed as a constant
0.01 and 0.02. The episodes training processes are shown in Figures 7-10. Figures 7 and 8
present the training processes of acquiring the viscous damping coefficient with a goal of
15 and of 20, respectively, under the leakage coefficient of 0.01. Figures 9 and 10 present
the training processes of acquiring the viscous damping coefficient with a goal of 15 and
of 20, respectively, under the leakage coefficient of 0.02. These figures show the proposed
approach will be convergent after episodes training processes, and the final results are listed
in Table 3. Table 3 shows the viscous damping coefficient will approach the predetermined
value B, under different coefficients or different noise distributions, showing a maximal
relative error less than 2%. For training time, there are some differences for different
parameters, such as about 6000 episodes in Figure 7, about 4000 episodes in Figure 9,
and about 3000 episodes in Figure 10. Sometimes the different distributions also have an
effect on the training speed, which is shown in Figure 8.

»w

100
80

T T T T T T T T

B subject to noise of uniform distribution L

40

60 ‘ |
= | ]
\M» {
20 i
ww
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
episodes X 104
100 ‘l ‘ T T T T T T T T T
80 H B subject to noise of Gaussian distribution L
60 (i i
» |

20

Figure 7. The episode training process with leakage of 0.01 (B, = 15).
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Table 3. The results of viscous damping coefficient under leakage.

. . Noise . Predetermined Relative
Leakage Coefficient A, Distribution Acquisition B Value B Error
0.01 Uniform 15.0000 15 0%
0.01 Gaussian 15.2500 15 1.67%
0.01 Uniform 20.0000 20 0%
0.01 Gaussian 20.0000 20 0%
0.02 Uniform 15.0000 15 0%
0.02 Gaussian 15.0000 15 0%
0.02 Uniform 20.0000 20 0%
0.02 Gaussian 19.9375 20 0.31%

4.3. Acquisition of the Leakage Coefficient

The leakage that is marked with leakage coefficient A. in the model will become the
main uncertainty along with the lapsing time of forging machine. The leakage coefficient
was predetermined as a constant 0.01 and 0.02. The learning processes with uniform
distribution and with Gaussian distribution are shown in Figures 11 and 12, respectively.
As for training time, it is affected by different distributions in Figure 11 and about 5000
episodes in Figure 12.
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Figure 11. The learning process of leakage coefficient (A, was predetermined as 0.01).
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Figure 12. The episode training process of leakage coefficient (A, was predetermined as 0.02).
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The values of leakage coefficient A are acquired when the curve becomes stable. Here,
the absolute error E with the definition of

E=|A—Ac (22)

was used to replace the former relative error because the value of leakage coefficient is too
small as the denominator of Formula (22), which is prone to an inappropriate relative error.
The results are listed in Table 4. Table 4 shows the absolute errors are not more than 0.0015
in the cases of noisy with different distributions.

Table 4. The results of leakage coefficient.

Predetermined Value Noise Distribution Acquisition Absolute Error
0.01 Uniform 0.0114 0.0014
0.01 Gaussian 0.0075 0.0015
0.02 Uniform 0.0200 0
0.02 Gaussian 0.0187 0.0013

4.4. Acquisition of the Viscous Damping Coefficient and the Leakage Coefficient

In order to test higher dimensionality of parameters, an experiment on acquiring con-
currently the viscous damping coefficient and the leakage coefficient was done. The param-
eters of B and A, were predetermined as 18 and 0.01, respectively. The learning processes
with uniform distribution and with Gaussian distribution are shown in Figures 13 and 14,
respectively, and the results are shown in Table 5, which shows both parameters can reach
a good estimation concurrently in the cases of noisy conditions. Here, all the training times
are less than 5000 episodes.
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Figure 13. The episode training process of viscous damping coefficient and leakage coefficient subject
to noise of uniform distribution.
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Figure 14. The episode training process of viscous damping coefficient and leakage coefficient subject
to noise of Gaussian distribution.

Table 5. The results of the viscous damping coefficient and the leakage coefficient concurrently.

Noise Distribution Parameters Predetermined Value Acquisition
Unif Viscous damping coefficient B 18 18.0488
futorm Leakage coefficient A, 0.01 0.0102
G . Viscous damping coefficient B 18 18.4141
aussian Leakage coefficient A, 0.01 0.0098

4.5. Comparison with Other Methods

A famous BP network approach and the sliding window correlation methods were
chosen as a comparison of the proposed approach. The data series with 160 samples
that was produced by the model with a controller was considered as the data source to
determine the parameters. This data series includes a transient process of 50 and a stable
process of 110 based on the viscous damping coefficient B of 15.

As we know, the BP network has a strong nonlinear approximation ability and an
excellent estimation of recursion problem, which needs the length of input time series to
match the order of the system. Here, we focused on identifying the parameter of viscous
damping coefficient B just in one period. After several attempts, the BP network was
chosen as a 7-20-1 structure with an input of seven variables (six states and one control in
the model of Section 2) and an output of the viscous damping coefficient B. It was trained
by the back propagation algorithm based on a train set of 2000 data from different cases in
which the set speed was changed from 0.02 to 0.08. The learning rate was 0.001. The well-
trained BP network was used to estimate the values of viscous damping coefficient, and the
results are shown in Figure 15.

The values of viscous damping coefficient from sampling 1 to sampling 160 that were
estimated by the BP network and the proposed approach are shown with the black curve
and the red curve. It is seen that the BP network will approach to the viscous damping
coefficient in the stable process, but it is bad in the transient process. The proposed
approach shows an excellent performance that achieves the 15.0625 approaching to the
goal of 15.0000 throughout the whole process.
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Figure 15. The comparison between BP network and the proposed approach.

The sliding window correlation method, as a kind of conventional parameters iden-
tification method for data series, was applied to estimate the values of viscous damping
coefficient by an optimization of minimizing the sums of squared errors during each ob-
servation window. Considering the sliding window is influenced with the disturbance,
it is prone to change the statistical properties of the observation window. The numbers of
2, 5,10 and 50 were chosen as the length of sliding window, and the results are seen in
Figure 16.
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Figure 16. The comparison between the slide window and the proposed approach.

It is seen from Figure 16 that the sliding window correlation method and the proposed
approach have a similar accuracy throughout the process from sampling 1 to sampling 160.
However, there are some fluctuations for the sliding window correlation method according
to different window length. The shorter the length of the slide window, the more sensitive
the result, and vice versa. In contrast, the proposed approach shows a fine stability owing
to its episodes training.

The advantages and disadvantages of three methods are summarized in Table 6.
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Table 6. The comparisons of three methods.

Advantage Disadvantage

Learning algorithm,

The BP networks . . Worse in transient state
high accuracy in steady state
- . Optimization algorithm, Related to the length of the
The sliding window . . -
. high accuracy in steady state and window and affected by
correlation method . .
transient state disturbance
high accuracy in steady state and
The proposed approach transient state, only using the Long training time

data during a period

The proposed approach has the ability to obtain a high accuracy of viscous damping
coefficient in steady state and transient state during only a period. To our best knowledge,
there are no other approaches to implement the identification of model parameters with so
little information, which is beneficial to the online control. However, it is limited to a slow
process of the forging machine due to a long training time, though some improvements
have been made, such as eligibility traces and heuristic search. A hardware implementation
of this proposed approach is an attractive request for broader industrial processes.

5. Conclusions

In this paper, reinforcement learning has been addressed to identify optimal parame-
ters values online by directly using raw data in one period. Compared with the BP network
approach, the proposed technique has a good accuracy throughout the whole process.
Compared with the sliding window correlation method, the proposed method has a similar
accuracy but has a better ability to resist the influence of noise. As a result, the proposed
approach has been demonstrated to be effective for online parameter identification in a
simulation of real-time process of a forging machine.
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Nomenclature

Symbol Meanings

0 Density of oil

U Dynamic viscosity

Ac Leak coefficient of hydraulic cylinder

¢ Damping rate of propositional servo valve
[ Inherent frequency of propositional servo valve
B Viscous damping coefficient

d Diameter of pipe

F Load resistance

K Young’s modulus of oil equal volume

K; Rated flow gain
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Symbol Meanings

Ky Flow gain of propositional servo valve
l Length of oil pipe
m Mass of slider block
P1 Input pressure of proportional servo valve
P2 Output pressure of proportional servo valve
P Pressure of a constant rate pump output
Apy Valve port pressure drop
q1 Oil flow in pipe
q2 Output oil flow of proportional servo valve
R Intermediate coefficient
S1 Sectional area of pipe
S2 Plunger’s sectional area of exporting cavity of hydraulic cylinder
u Control voltage of proportional servo valve
Moving speed of plunger
Vo Initial oil volume of upper cavity of hydraulic cylinder
Ve Current oil volume of upper cavity of hydraulic cylinder
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Abstract: Porous structures are kinds of structures with excellent physical properties and mechanical
characteristics through components and internal structure. However, the irregular internal mor-
phology of porous structures poses new challenges to product modeling techniques. Traditional
computer-aided design (CAD) modeling methods can only represent the external geometric and
topological information of models, lacking the description of the internal structure and conformation,
which limits the development of new porous products. In this paper, a new simple and effective
modeling method for 3D irregular porous structures is proposed, which improves the controllability
of pore shape and porosity, thus overcoming the limitations of existing methods in 3D and concave
structures. The key idea is to solve isothermal for modeling the porosity of porous units. Experimental
results show that the method can easily obtain smooth and approximate porous structures from
arbitrary irregular 3D surfaces.

Keywords: porous structure; finite element analysis; CAD; centroidal Voronoi diagram

1. Introduction

With the rapid development of aviation, mechatronics, biology, and medical technolo-
gies, many fields have put forward requirements for structures with special properties
including light weight and strong rigidity, which regular structures cannot satisfy. Mechan-
ical products are evolving from a single structure to products with more complex internal
components [1]. Porous objects are structures with special physical properties and mechan-
ical characteristics through components and conformations [2]. Porous structures have
stronger scalability in physical and mechanical properties and have solved the problems
of light-weighting, explosion-proof, and tribology in engineering [3,4]. By changing the
topology of these primitive cells and the proportion of each unit, various composite mate-
rials with extreme properties can be designed, such as low thermal expansion coefficient
materials with planar fine structure, negative Poisson’s ratio materials, high-performance
piezoelectric ceramic materials [5]. However, due to the irregularity and intricacy in cells
and internal components, porous structures pose a new challenge to traditional CAD and
manufacturing techniques [6].

In recent years, the rapid development of additive manufacturing (AM) has solved
the problem of manufacturing products with complex internal components such as porous
and porous structures [7,8]. AM (also known as 3D printing) is a technology that uses a
gradual accumulation of materials to manufacture solid parts. Compared with traditional
subtractive and isotactic manufacturing technologies such as cutting, casting, and stamp-
ing, AM does not require tooling fixtures and complex machining processes [9]. It can
rapidly produce intricate internal structures, enabling the free manufacturing of parts and
solving the manufacturing problem of complex structures like porous structures [10]. More
and more artificial porous structures such as truss, honeycomb, and foam structures are
prepared with AM [11].
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The modeling of porous structures is a challenging task due to the highly irregularity
and complexity in geometries [12,13]. The 3D model of a product is the basis for manu-
facturing [14,15], which determines the structure and performance of the product. Using
trial-and-error methods to determine the fine structure is often time-consuming and tedious
and does not guarantee an optimal design [16,17]. Although porous structures exist in
nature and have been prepared by experimental and reconstructed methods, there are
currently no effective CAD methods and tools [18,19].

The modeling methods for products can be divided into two categories: forward mod-
eling and reverse modeling [20]. Reverse modeling is known as a technique of obtaining
a 3D digital model of an object through scanning or measuring the physical model. This
method can effectively shorten the product design and development cycle and reduce the
cost and risk of new product development. However, these advantages are based on the
existing physical prototype, which does not facilitate the exploration of new porous struc-
tures. The forward modeling, including constructive solid geometry (CSG) and boundary
representation (Brep), is a process from scratch, which has more design freedom and is
more conducive to exploiting the performance advantages of porous structures. However,
existing CAD modeling methods are advantageous in representing simple and regular
homogeneous structures and lack effectiveness in modeling porous structural entities with
irregular structures or varying material distribution. The lack of porous structure design
methods has become an urgent problem in the process of new product development.

To deal with above problems, we propose a novel CAD method called Modeling Com-
plex Porous Objects using the Finite Element Method (MPFEM) for modeling 3D irregular
porous structures. MPFEM first tessellates an original surface with 3D centroidal Voronoi
diagrams, then generates porous structures with varying components and morphologies
by extracting isothermal surfaces of each cell. The main idea behind MPFEM is to convert
the design of porous structures into the extraction of isothermal surfaces. Compared with
existing methods, our method provides higher design freedom and estimates the stress
concentration in irregular 3D porous structures.

The main contributions of this paper are:

(i) We propose a novel modeling method for irregular 3D porous structures based on the
FEM and thermodynamic analysis.

(i) We build up 3D porous structures for both intricate convex and concave structures by
combining adjacent Voronoi cells.

(iii) We implementat a prototype system which performs kinds of modeling experiments
and shows the effectiveness of the proposed method.

The remainder of this paper is organized as follows: Section 2 briefly reviews back-
ground work about modeling methods for porous and heterogeneous objects. Then, Section 3
combines the existing results in the Voronoi tessellation and finite element analysis (FEA) to
build up 3D irregular porous structures. Section 4 gives case studies to show the effectiveness
of the proposed method. At last, Section 5 concludes the paper and discusses future work.

2. Related Work

The research of CAD and objects modeling has evolved from single and homogeneous
productions to composite and heterogeneous objects [6,7,21]. Through the combination
of basic parameters, the performance of macroscopic objects consisting of fine structures
can be fabricated to meet versatile engineering requirements. These parameters can be the
physical properties like stiffness, coefficient of thermal expansion of material particles in
fine material cells, or the geometric parameters including distribution of materials, shape,
volume fraction [22]. To improve the overall performance of the product, it is necessary to
combine the mechanical, physical, and biological advantages of components through the
interaction of external form and internal components.

Several theories have been developed for the design and optimization of porous struc-
tures. Kim et al. [4] obtained super-strength, low-density, and large-ductility composites
by adjusting the dispersion and morphology of the face-center cubic matrix to alleviate
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the harmful effect on the ductility of the alloy, which is even stronger than the known
titanium alloys with the highest strength. Gan et al. [23] developed a new data-driven
approach to derive an ideal microstructure and mechanical properties, which combines the
thermal-fluid dynamics model, physical-based models, and experimental measurements.
Homogenization theory is a common approach in the optimal design of porous structures,
which discretizes the structure into periodic pore microstructures. After reviewing the
application cases of topological optimization methods based on homogenization theory
in metamaterial modeling, Sigmund et al. [5] gave a structural optimization method with
periodic fine structure using FEA to model metamaterials, and the optimization criterion
method to find the lightest microstructure that satisfies the prescribed properties.

For the design of porous objects, Wang et al. [16] used skin and internal rigid frames
to represent the printable 3D model. The exterior of the model is a skin with a certain
thickness and the interior is an optimized truss structure. To minimize the volume of
truss structures, the authors propose an iterative algorithm by optimizing the rod radius,
node position, and the number of truss structures. Lu et al. [24] adopted a honeycomb
as the internal structure of the product model to ensure the strength of the model while
reducing material loss. The generated 3D porous cells are similar to those obtained with our
methods, but it has limitations for modeling concave porous cells. Xu et al. [25] combined
the traditional numerical analysis method with model stress distribution and allowable
stress information of the material to present a topology optimization algorithm for the
force transfer path of the product. To accelerate optimization, the authors introduce a
multi-resolution technology from the coarse tetrahedral meshes to fine meshes. Inspired by
the random colloid aggregation model, Kou et al. [26] used Voronoi tessellation and cell
merging to generate irregular convex and concave pores. However, this design method is
mainly aimed at 2D porous structures.

For the fabrication of porous objects, Liu et al. [27] designed a cost-effective method for
cellular tissue culture by fused deposition molding, demonstrating the ability of 3D printing
technology to rapidly fabricate a variety of different tubular scaffolds. Compton et al. [22]
proposed a 3D printing technology to fabricate honeycomb composites in nanoclay sheets
doped with epoxy resin filler, which can recover their original shape after external forces
are released.

3. A Simple and Effective Modeling Method for 3D Irregular Structures
3.1. Problems of Existing Methods

It is a challenging task to establish the rich solid model of a product and give full play
to the advantages of physical and mechanical properties [28]. A regular porous structure
can be formed by linear or array combination of simple and primitive cells, while it is
difficult to model the sizes and distributions of irregular 3D pores. Reverse modeling can
only reconstruct the existing model, which is limited by stimuli and constraints and lacks
flexibility. Although there are some methods for modeling 3D irregular porous structures,
two significant drawbacks remain.

Figure 1 shows the problems of existing modeling methods for 3D porous objects and
our improvements. Conventional methods obtain smooth pores from a convex surface
including the Catmull-Clark subdivision based on triangular meshes and loop subdivision
based on quadrilateral meshes [26,29]. A surface subdivision is a refinement scheme to
recursively produce underlying inner mesh from a coarser polygonal mesh. It generates
a new set of control vertices including face points, edge points, and vertices from the
original control grid, and new points form the new control grid. This iteration will result
in a more rounding surface. However, as shown in the red box on the porous structure
Figure 1b which is generated from Figure 1a using the recursive subdivision algorithm,
the Catmull-Clark subdivision may converge to its limit surface, which can lead to stress
concentration. While our method can generate a smoother porous surface as shown in
Figure 1c.
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Original surface model Existing methods Our method

(d)

© ()

Figure 1. Problems of current 3D porous structure modeling methods and our improvements. (a) is a

3D surface model; (b) is the generated pore with the subdivision surface algorithm from the convex
model (a) which leads to stress concentration phenomena; (c) is the generated pore from (a) with our
proposed method; (d) is an extrusion surface model; (e) is the cross-scaling surface from the concave
model (d); (f) is generated isothermal surfaces from (d) with our method. The different colors in (f)
represent different isothermal surfaces, and the same color means that the geometric units in them
have the same temperature.

To model porous structures, we need to build not only convex but also concave pores.
We can obtain concave structures by simply merging convex polyhedrons. It needs to
scale the original concave polyhedron to obtain concave pores with different porosities. As
shown in Figure 1c, the scaled polyhedron may exceed the boundary of the original model.
Therefore, the simple scaling approach is not feasible. While as shown in Figure 1f, the 3D
polyhedrons generated by our method not only have a smoother surface but are all inside
the original model.

Algorithm 1 shows the flow of our proposed porous structure modeling method. The
whole flow consists of three procedures: Voronoi tessellation, concave porous structures
generation, and isosurface extraction. In the next sections, we will detail our improvements.
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Algorithm 1: Porous Structure Modeling Method.

Data: A 3D solid model M
Result: 3D Porous Structures{Py, P ..., P,}
Distribute n sites randomly inside S
Tessellate with CVT and generate n Voronoi Units (V;,i < n)
for each V; do
for each V; do
if V; and V; are a pair then
Vi< Solid — UnionS; and S
Delete V;
end

end
nd
or each V; do
C < thecentroidsofV;
Extract the surface of M —S
M, < DiscretizeMwitha3D finiteelementmeshgenerator
Define the EBC and assign T}, meshes inside S, T; to meshes inside C,
respectively
Solve the poisson equation to generate the post-processing model P
Viin < Aiso — sur faceextractedfromtheprede finedtemperature fromP
P; < Solid — Dif fierencebetweenSandV i,
end

o

=]

3.2. Voronoi Tessellation

The core of CAD for porous structures lies in the geometric representation of pore
units (meta-structures). To generate porous structure from a single surface model, it needs
to tessellate original models. We can find a variety of subdivision schemes for geometric
design and graphics applications, where Voronoi tessellation is most widely used [18]. A
Voronoi diagram is a tessellation where each polygon (also called Voronoi cell) represents
the set of points closest to a central site. In the engineering field, the Voronoi diagram
can simulate the foaming process of porous materials to study the various mechanical
properties of porous materials. Voronoi diagrams can partition the space into compartments
according to the location of the original points (also called sites). Let S = {s;} be a set of
distinct sites in a connected compact region (). The Voronoi region/cell of (); of s; can be
defined as:

;= {x € Qlllx = sil| < [|x — s, Vi # j} M

If the region is restricted to a finite domain like a square, then all of these divisions
are closed regions. However, the Voronoi facets obtained are irregular with a large gap
between the shape and area of each facet, and the corresponding triangulation is not good.

To optimize the position of sites for getting a Voronoi facet with more consistent and
better triangulation, we use the Centroidal Voronoi Tessellation (CVT) [30] and Lloyd’s
relaxation algorithm to make the shape and volume of the dissected polyhedron converge,

that is:
o Jo, p(x)xdo
C o, p(x)do

where p(x) is a density function greater than 0, and do is the area differential on (;. This
process can be simply understood as updating the sites by recalculating the midpoint of
each facepiece, which repeatedly finds the centroid of each set in the partition and then
re-partitions the input according to which of these centroids is closest. In this setting, the
mean operation is an integral over a region of space, and the nearest centroid operation
results. Lloyd relaxation redraws these polygons after moving the seed of each cell to the

S;i =2¢C

@

31



Processes 2022, 10, 464

centroid of that cell. The iteration of this process causes the seeds to space out evenly and
settle into a stable state. Finally, each site is moved to the centroid of its Voronoi cell.

3.3. Isosurface Extraction

After obtaining the cells, we need to subdivide the polyhedron to obtain smoother
surfaces. As discussed in Section 3.1, Voronoi cells differ from natural objects and suffer
from stress concentrations at the vertices and edges of surfaces. If we can get the isothermal
surface information inside the Voronoi cell, we can use it as a boundary to get a smoother
pore without introducing discontinuities along prescribed boundaries.

To extract the isosurface, we adopt the finite element method (FEM) [31]. FEM is a
numerical method for solving partial differential equations (PDEs) based on the mathe-
matical theory of the weak solution of PDEs. To solve a system of a PDE and compute a
temperature distribution, we express the resulting weak form for Poisson’s problem to find
the unknown function T € V(Q) for any test function s such that:

JacVs-Vi=0,Vs ¢ (0QUC)
T(i’) =T, Vit € 9oyt (3)
T(t) =T}, Vt € 90,

where () € R" is the solution domain with the boundary 0Q) = 9Q),; U 9Q);;,. 9Q) are also
called essential boundary conditions (EBC), 9Q};;, is the defined cell’s centroids which can be
either a single point or a sequence of points. dQ); is the surface of the model. s should be
zero on domains dQ). c is the material constant which does not influence the solution for our
simulation. The boundary conditions place restrictions on the finite element formulation
and result in a unique solution to the problem. We specify that a temperature of 100 is
applied to the T}, and 0 to the Tj.

After defining the boundary conditions, we use the available finite element tools to
perform meshing and finite element analysis. Finally, in the post-processing process, we
extract all the meshes on the specified temperature values and stitch them together to make
the boundary of a pore. since the polyhedron we use is closed, the final generated pore is
also closed. We perform finer meshing to obtain smoother pores. Meanwhile, due to the
smoothness of the isothermal surface, the constructed porous structure model eliminates
the stress concentration phenomenon.

We can obtain a more adaptive isosurface by defining a more complex temperature
distribution. When solving a Poisson equation of temperature diffusion, the temperature
field is linear. If the isothermal surface is extracted directly from the temperature values,
the porosity of the generated pore model is not linear. To address this issue, we extract the
isothermal surface using the following transformation:

i50; = 1803, + (pv)l/3 X (iSOmax — 1S0min)
i80min = Ty +a x (T, — T) 4
iSOmgx — Th

where p, is the porosity prescribed by users and iso; is the corresponding temperature
value. Note that the temperature values obtained do not strictly correspond to p,. We
can also iterate one by one on the isothermal surface to invert the exact temperature value
corresponding to the porosity exactly. However, modeling the exact internal geometric
and topological structure of pore objects is often not necessary and this method requires
iterations for each pore model, which will increase the computational afford. In contrast,
the above equation provides a general approximation to extract isosurface from T;. We
truncate the lowest temperature value since the temperature field generated by the FEM
solver is concentrated near the centroid sites, which will gradually thin out at the outer
boundary because the volume is a cubic function. to remove the small isothermal surface
near sites, we require the porosity of porous structures to be greater than 0.5, and we set
« = 0.8. We can also change the truncation threshold according to different requirements.
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3.4. Concave Porous Structures

Voronoi tessellation can only produce convex polyhedrons [30]. Although concave
polyhedrons can be obtained by merging multiple Voronoi cells, we still need to solve
the problem of centroids of the merge concave pores. The proposed method allows users
to specify the pairing relationship of neighboring Voronoi cells. If two or more adjacent
Voronoi cells are specified as a pair, we treat them as one whole-cell and merge the paired
convex structures by a Boolean-Union operation. In this case, if Tj, is simply applied to
the merged outer surface and T; is applied to the separate center of the merged concave
cell, the generated isothermal surface will be clustered near the center and deviate from
the outer original non-adjacent surface because of the concave shape property, which will
also create a stress concentration problem. As shown in Figure 2a, if we use the centroids
of original cells directly, although the boundary is concave, the distribution of internal
isothermal surfaces still obeys the convex cell, which does not meet our requirement of
generating concave isothermal surfaces.

(b)

50000999808830000062000
0099

Figure 2. The construction of constraints for concave polyhedron. (a) is the concave surface and
separate isothermal surfaces; (b) is generated centroids of a concave polyhedron from origin centroids
and the common face; (c) is extracted isothermal surfaces using the EBC from (b).

When adjusting the porosity, the scaled concave polygon may exceed the original
boundary and overlap with other concave pores. It is necessary to adjust the scaled concave
polygon boundary to confine it inside the original surface and ensure that each pore does
not overlap. To improve the design freedom of pores and better simulate the porous
structure, the outsourced polyhedron of the concave pore structure can be obtained by
combining multiple neighboring cells. We extract the boundary of each paired Voronoi
diagram and remove the duplicated faces to obtain the concave pore contour after Voronoi
tessellation. To make the generated isothermal surface fit better with the outer surface,
we calculate the center Cy of the paired adjacent face, and then generate the line segment
C1Cp and C,Cp, where C; and C; are original centroids of paired Voronoi cells, respectively.
As shown in Figure 2b, we sample the two-line segments to generate multiple centers
C; = tC;Cy, i = {1,2}. In the finite element analysis stage, we apply T to the all mesh
containing C;. As shown in Figure 2c, the generated isothermal surface is closer to the
outsourcing profile. We can generate more realistic pores by simply resampling sites.

4. Modeling Experiments

In this section, we will perform several kinds of modeling experiments to verify the
effectiveness of the proposed method. The proposed method benefits from the mature and
widely used methods including Voronoi tessellation and FEM, which makes our method
easy to implement with existing software and tools. During the solid model construction
and Voronoi tessellation, we utilize the Grasshopper [32] tool, which is a graphical algorithm
editor plugin for Rhino. For meshing, we use the Gmsh [33] tool. Gmsh is an open-source
3D finite element mesh generator whose fast and lightweight parametric features facilitate
high-quality network delineation. We use the Python finite element library sfepy [34] to
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compute the thermal map. sfepy is a flexible Python finite element analysis toolkit for
the rapid implementation and testing of finite element models in research. These tools
support secondary development based on Python, so the whole modeling process of
porous structures can be automated using the Python language, thus improving modeling
efficiency. Note that although thermodynamic diffusion is a time-series problem, we do not
need to define a time-stepping solver in sfepy, because the isothermal problem is stationary
and the default solver can solve it once.

As shown in Figure 3a, the isosurfaces generated by FEM are consistent with the
scaled sphere. It infers the accuracy of the proposed method. The different color surfaces of
Figure 3b,c represent the isosurfaces of polyhedrons, where we sample fewer isosurfaces to
see the extracted isothermal surface more clearly. Figure 3d shows the isosurfaces from a
concave polyhedron. Figure 3e,f are the resulting pore structures with different porosities.
By extracting isothermal surfaces at different temperatures such as 99 and 95, we can obtain
pore structures with the required porosity. For convex and concave structures, the closer to
the center, the more spherical the isosurface tends to be. At the boundary, the isosurface is
the fusion of polyhedron and enveloping sphere.

(b) (c)

Figure 3. Isosurfaces generated by convex polyhedrons. (a) sphere; (b) polyhedron; (c) section
polyhedron; (d) concave polyhedron; (e) is a pore generated from the 99 isothermal surfaces. (f) is a
pore generated from the 95 isothermal surfaces. The different color represents different isosurfaces
(isothermals).

Figure 4 shows the process of generating porous structures from cuboid and more
complex kitten models. The blue, light green, and dark yellow colors in Figure 4g represent
the corresponding 99.9, 99, and 98 isothermals, respectively. Although the kitten model has
a complex surface, the generated pores are still smooth and natural as shown in Figure 4d,f.
From the modeling experiments above, we can conclude that we can obtain both smooth
and approximate porous structures from any irregular 3D structures with the method
proposed in this paper.
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Figure 4. Porous structures generated from cuboid and kitten surfaces. (a) is a tessellated cuboid
Voronoi cells; (b) a tessellated cat Voronoi cells; (c) is generated pores from (a) with 98 isothermals;
(d) is generated pores from (b) with 98 isothermals; (e) is generated pores from (a) with 99 isother-
mals; (f) is generated pores from (b) with 99 isothermals; (g) are resulting porous structures for (a);
(h) are resulting porous structures for (b).

5. Conclusions and Future Work

Recently, porous structures have become widely used in the fields of aviation, mecha-
tronics, biology, and mechanics. The ability to design new products relies on the represen-
tations of models. However, intricate inner components, which enable excellent physical
properties and mechanical characteristics in porous structures, pose new challenges for
traditional CAD methods. In this paper, we combine the Voronoi tessellation and FEA
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methods to propose a novel modeling method called MPFEM to generate irregular and
smooth 3D pores from polyhedrons. Different from previous modeling methods aimed at
2D geometric representation of convex structures, our method can process both 3D and
complex concave structures. MPFEM can generate convave porous structures which are
combined adjacent Voronoi cells and smooth surfaces which estimate a stress concentration.
A series of convex, concave, and complex polyhedron modeling experiments show that
this proposed method is easy and feasible, and the results show good performance in terms
of smoothness and fitness of geometric representation.

As future work, first, although the purpose of this paper is modeling solids of porous
structures, we can extend it to other fields such as the current popular functionally graded
material (FGM). Since the generated isothermal surfaces are smoother, the problem of
mismatching material interface properties can be further eliminated. By distributing
different materials on different isothermal surfaces, the proposed method can also provide
a new idea for the modeling of FGM. Second, through an evolutionary or neural network
(NN) [35] algorithms to obtain the distribution, combination, and porosity of porous
structures under specific load and boundary constraints, we can realize function designs
like the lightweight. Since the optimization goal becomes site locations and porosities,
which eliminates model meshing in traditional FEA, our method will significantly improve
design efficiency. Last but not least, we will utilize the AM including direct light processing
(DLP) to fabricate generating 3D porous models.
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Abstract: This study uses a self-developed anti-corrosion pill particle as the research object and
develops the pill particle population modelling method in order to optimize the anti-corrosion
process of oil and gas wellbore casing annuli. The shape of the pill particle is similar to a cylinder,
according to the test and analysis of geometrical characteristics, and can be simplified into three types
based on height, namely pill particles A (5.4 mm), B (5.8 mm), and C (6.2 mm). The multi-sphere
approach is then used to create models of three different types of pill particles with varying degrees
of precision. The feasibility and effectiveness of the modelling method for pill particle populations
are proven by comparing the simulation results of the bulk density test and the angle of repose test.
The results show that the 12-sphere models of pill particles A, B, and C are accurate representations
of genuine pill particle morphologies and are adequate for simulating particle mechanics and flow
processes. The applicability and practical use of the modelling method are then demonstrated
using an example of a self-designed pill particle discharging mechanism. The results show that
the modelling method can accurately simulate the pill discharging process and provide an accurate
simulation model and theoretical basis for the optimization of the structural parameters, dimension
parameters, and operating parameters of the discharging device.

Keywords: discrete element method; particle modelling; multi-sphere method; simulation analysis;
anti-corrosion pill particle

1. Introduction

The anti-corrosion of oil and gas field wellbore casing annuli is a critical link in the in-
tegrity management of oil and gas field wellbores. Traditional anti-corrosion fluid perfusion
is harmed by the tiny area and buildup of oil sludge, and it has a number of disadvan-
tages, including difficulties in lowering the pipeline and restricted anti-corrosion fluid
perfusion. Our organization has created a solid slow-release anti-corrosion pill particle
for this purpose. However, due to the complexity of the working conditions, such as a
single route for pill discharging and a small inner diameter space for the casing, optimizing
the pill discharging device to minimize clogging and fragmentation of the pill discharging
process and to increase its stability and uniformity has become a critical technical bottleneck
to overcome [1-3]. The discrete element method (DEM) [4], based on particle dynamics,
is capable of analyzing the interaction between particles and between particles and me-
chanical components from a microscopic perspective, obtaining microscopic data such
as particle displacement, velocity, acceleration, and so on, and revealing the influencing
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factors and working mechanism of mechanical components. Thus, DEM has developed into
a potent tool for optimizing mechanism design and overcoming technological constraints
in industrial and agricultural output [5-10].

Particle modelling, being the central issue in DEM, is a critical aspect in determining
the accuracy of simulation results. Currently, the polyhedron method [11], super-quadric
equation method [12], and multi-sphere method [13-15] are the most frequently utilized
particle modelling methods. The multi-sphere approach is more extensively utilized
in industrial and agricultural production due to the simplicity of the contact detection
algorithm. For example, Danesh et al. [16] used a multi-sphere method to create ballast
particle shapes to investigate the macroscopic and microscopic mechanics shear behavior
of railroad ballast and demonstrated that the particle shape has an effect on the formation
of shear bands via the microscopic mechanics response. Tekeste et al. [17] modeled the soil
particles using a multi-sphere approach and developed a proportionate connection between
the soil response force and the bulldozer blade length. Horabik et al. [18] constructed one-
, three-, four-, and six-sphere models for wheat kernels using a multi-sphere method
and demonstrated that the four-sphere model could better reproduce the transmission
of particle-particle forces from the vertical to the lateral directions through loading and
unloading cyclic compression tests. Zeng et al. [19] used the multi-sphere approach to
construct a 16-sphere model of rice kernels and disclosed the rice crushing mechanism
by the simulated study of the rice milling process. Due to the manufacturing process,
the size of the pill particle generated by our organization varies. Thus, how to examine
the shape and size characteristics of pill particles through testing, taking into account the
unpredictability of their scale distribution, and establish a technique for modelling the pill
particle population must be thoroughly investigated.

On the other hand, validation of the modelling method is a critical problem that must
be addressed. At the moment, the majority of modelling approaches are verified by simu-
lating static and dynamic experimental processes [20—22]. For example, Zhang et al. [23]
utilized the multi-sphere technique to create four different kinds of soil particle models
and then analyzed the operation of a deep loosening machine working on the soil us-
ing a combined DEM-MBD simulation, demonstrating the modelling method’s utility.
Tao et al. [24] employed a multi-sphere technique to construct three representations of
ellipsoidal particles, and the modelling method’s practicality was shown by moving bed
experiments. Zhou et al. [25] used a multi-sphere method to model four different shapes of
maize seed particles, including the horse-tooth shape, the truncated triangular pyramid
shape, the ellipsoid cone shape, and the spheroid shape, and validated the proposed mod-
elling method for maize seeds using the bulk density, the angle of repose, and self-flow
screening. Sun et al. [26] used the multi-sphere method to construct a double-ellipsoidal
13-, 17-, 25-, and 33-sphere model for wheat seeds, as well as a single-ellipsoidal 5-, 9-, 13-,
17-, and 21-sphere model for wheat seeds. They validated the wheat seed particle model
proposed in this paper by comparing experimental data to simulation results using the
static angle of repose, self-flow screening, and dynamic angle of repose tests The proposed
pill particle population modelling method requires an in-depth study of how to select
an appropriate validation method to reveal the effect of the number of filled spheres on
the particle population accumulation process and flow behavior, as well as to verify the
modelling method’s feasibility, validity, and applicability.

In order to address the aforementioned issues, this work uses self-developed anti-
corrosion pill particles as the research object, measuring and analyzing their geometric
form and dimension characteristics. On this premise, the multi-sphere approach was used
to build particle models of three different forms of pill particles. The bulk density and angle
of repose simulation results were compared to actual data to determine the feasibility and
usefulness of the suggested approach for modelling the pill particle population in this work.
Finally, the modelling method’s applicability and practical use are shown using the self-
designed pill discharge device as an example. The work presented in this article establishes
an accurate simulation model and theoretical foundation for the future investigation of
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the pill discharging process and optimization of the pill discharging device’s structural
characteristics, dimensional parameters, and operating parameters.

2. Materials and Modelling
2.1. Shape and Size Analysis

The self-developed annular air anti-corrosion pill particle is used as the research object,
with 200 pill particles randomly chosen. The geometric forms and size characteristics of
pill particles were determined, as well as the mass ratio of various shapes of pill particles.
The findings indicated that the pill particle was approximately cylindrical in shape, as
shown in Figure 1a, with a constant diameter (D) and a nearly uniform height (H) dispersed
according to three scales. In the particle population, the mass ratios of pill particles A, B,
and C are 35%, 35%, and 30%, respectively. Three scales of pill particles are modeled in
this article using DEM and distributed according to their mass ratio in order to build a
technique for modelling pill particle populations.

(b)

7h

(@) pill particle A pill particle B pill particle C
— }

Figure 1. The form and coordinate system of pill particles: (a) Three different forms of pill particles
and their associated size characteristics; (b) The pill particle’s coordinate system.

2.2. Modelling Methods of Pill Particles

The pill particles are modeled in this article using a multi-sphere technique. Single-
layer, double-layer, and triple-layer particles are used to characterize the pill particle form
in order to analyze the influence of the number of filled spheres on the modeling accuracy
and flow properties of the pill particles. The coordinate system of the pill particles is shown
in Figure 1b, where the coordinate origin is the mass center of the particle, the x- and z-axis
are the diameter and height directions of the particle, respectively, and the y-axis is defined
by the right-hand rule.

2.2.1. Modelling Methods for Pill Particle A and B

Because the particle diameter is smaller than the height for particles A and B, a 4-sphere
model is generated using the particle diameter as the filling sphere’s diameter. Based on
the tangency and overlap of the particles, a 12-sphere double layer model and a 20-sphere
triple layer model are created. Each layer of the triple layer model fills 6 spheres, with
2 more filled spheres in the centre of the top and bottom layers. The detailed modelling
method is described below.

The point (D/2—H/2, 0) in the xoz coordinate plane is filled by a sphere O; of radius
H/2 and tangent to the cylindrical surface to the x axis, while spheres O, to Oy are generated
by an array of spheres O; arranged at a 90° angle around the z axis in the oxyz coordinate
system, as shown in Figure 2a.

To minimize inaccuracy, the pill particle model was constructed in the z-axis direction
using a double-layer filled sphere. At the point (D/2H/3, H/6) in the xoz coordinate plane,
a sphere O with radius H/3 and tangent to the cylindrical surface to the x axis fills the
space; spheres O, to Og are formed by an array of spheres O; arranged at a 60° angle
around the z axis in the oxyz coordinate system. The spheres Oy to Oy, are filled with the
mirror image of the spheres O; to Og, forming the 12-sphere model of the pill particle A
depicted in Figure 2b.
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(a)

Figure 2. Diagram illustrating the procedure of filling a pill particle A: (a) A 4-sphere model;
(b) A 12-sphere model; and (c) A 20-sphere model.

To further decrease inaccuracy, three layers of filled spheres were used to simulate the
pill particles in the z-axis direction. At the point (D/2—H/4, H/4) in the xoz coordinate
plane, a sphere O; with radius H/4 and tangent to the cylindrical surface to the x axis fills
the space; spheres O, to O¢ are formed by an array of spheres O; arranged at a 60° angle
around the z axis in the oxyz coordinate system. A sphere Oy of radius H/4 and tangent to
the cylindrical surface to the z axis is filled at the position (0, H/4) in the xoz coordinate
plane. The spheres Og to Oy4 are filled with the mirror image of the spheres O to O7 in
the xoy coordinate plane. The point (D/2—H/4, 0) in the xoz coordinate plane is filled by
a sphere Oy5 with radius H/4 and tangent to the cylindrical surface to the x axis, while
spheres O14 to Oy are generated by an array of spheres O;5 arranged at a 60° angle around
the z axis in the oxyz coordinate system, as shown in Figure 2c.

As seen in Figure 3, the same filling procedure was employed to model the pill particles B.

(a) ‘ (b) (c)

Figure 3. Diagram illustrating the procedure of filling a pill particle B: (a) A 4-sphere model;
(b) A 12-sphere model; and (c) A 20-sphere model.

2.2.2. Modelling Methods for Pill Particle C

Because the particle diameter is greater than the height for particle C, a 2-sphere model
with the particle height as the filled ball’s diameter is developed. The tangency and overlap
of the particles are the foundations of the 12-sphere double layer and 18-sphere triple
layer models.

At the point (0, H/2—D/2) in the xoz coordinate plane, a sphere O; with radius D/2
and tangent to the cylindrical surface parallel to the z axis is filled; spheres O, are filled
with the mirror image of spheres O; in the xoy coordinate plane, thereby constructing the
two-sphere model of the pill particle C shown in Figure 4a.

At the point (D/2—H/3, H/6) in the xoz coordinate plane, a sphere O; with radius
H/3 and tangent to the cylindrical surface to the x axis is filled; spheres O, to Og are
formed by an array of spheres O arranged around the z axis at an angle of 60° in the oxyz
coordinate system. As illustrated in Figure 4b, the 12-sphere model of the pill particle C is
constructed by filling spheres O7 to Oj, with the mirror image of spheres O; to Og with
respect to the xoy coordinate plane.
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(a) (b)

1

Figure 4. Diagram illustrating the procedure of filling a pill particle c: (a) A 2-sphere model;
(b) A 12-sphere model; and (c) A 18-sphere model.

To further decrease inaccuracy, three layers of filled spheres were used to simulate the
pill particles in the z-axis direction. At the point (D/2—H/4, H/4) in the xoz coordinate
plane, a sphere O; with radius H/4 and tangent to the cylindrical surface to the x axis
fills the space; spheres O, to Oy are formed by an array of spheres O; arranged at a 60°
angle around the z axis in the oxyz coordinate system. The spheres Oy to Oy, are filled
with the mirror image of the spheres O; to Og in the xoy coordinate plane. The point
(D/2—H/4, 0) in the xoz coordinate plane is filled by a sphere O3 with radius H/4 and
tangent to the cylindrical surface to the x axis, and spheres Oy4 to O;g are generated by
an array of spheres Oq3 arranged at a 60° angle around the z axis in the oxyz coordinate
system, thereby generating the 18-sphere model of the pill particle C shown in Figure 4c.

Figure 5 illustrates the 4-, 12-, and 20-sphere particle models of the pill particles A and
B, the pill particle C’s 2-, 12-, and 18-sphere particle models.

dyvv vvvhvvv

12s 12s,
20s 20s 18
S N N \vv dd M. JJ‘V" LLJJ\L .
LLJJ u\ N LuJu LL_A_J\.L dd
X view Z view X view Y view Z view X view Y view Z view
model of pill panicle A model of pill particle B model of pill particle C

Figure 5. Three pill particle numerical models.

3. Experimental Verification and Simulation Analysis

The feasibility and effectiveness of the pill particle population modelling approach are
shown in this study by a comparison of simulation findings for the bulk density and angle
of repose tests to experiment data.

3.1. Simulation Model

In this paper, the Hertz—Mindlin contact model is used to simulate the bulk density
test and the angle of repose test based on the material and physical properties of the pill
particle. This contact model is one of DEM’s most fundamental and well-known models,
and it is commonly used to study the contact and mechanical behavior of non-viscous
particles [27-30]. The motion of a particle is solved by the basic theories adopted by DEM,
such as Newton’s second law, Euler’s equation, and dynamic relaxation method [30-33],
given by

dVl' n S
mi = Y (F) + ) + mig M
j
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where v;, w; and [; are the translational and angular velocities, and moment of inertia of
particle 7, respectively. R, is a vector running from the centre of the particle to the contact
point with its magnitude equal to particle radius R;. y, is the coefficient of rolling friction.
F?] and Ffj are the normal contact force and tangential contact force between particle i and j,
given by

4, 3 5 AN
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where the equivalent Young’s Modulus E* and the equivalent radius R* are defined as
1 B

E* = [(1 —v?)/E;i + (1 - vf) /E,} and R* = [1/R; +1/R;] " with E;, v;, R; and E}, vj,

R}, being the Young’s Modulus, Poisson ratio, and Radius of particles i and j, respectively;

6y is the normal overlap; the damping factor 8, the normal stiffness S, and the equivalent

mass m* are givenby B = —Ine/VIn*e + 72, S,y = 2E*\/R*3, and m* = [1/m; +1/m;] !

with e, m;, and m i being the coefficient of restitution and the mass of each particle in contact;
A
v;j is the relative velocity between particle i and j; the unit vector n;; is calculated as

;\11-]- = (R; — Rj)/|R; — Rj|; the tangential stiffness S is given by S; = 8G*/R*5, with G*
being the equivalent shear modulus; ¢; is the tangential overlap; ys is the coefficient of

A
static friction; s;; is the unit tangent vector.

3.2. Measurement and Calibration of Physical and Mechanical Parameters

The determination of simulation parameters has a significant impact on the stability
and accuracy of the simulation calculation, according to the literature and preliminary
research [34,35]. Hence, to verify the correctness of the simulation test findings, it is
necessary to correctly test the physical and mechanical characteristics of the pill particles.
The ASAE standard specified the Poisson’s ratio of the pill particles [36]. The density of the
pill particles was determined using the hydrometer technique [37]. The elastic modulus of
the pill particles was determined using a compression test on an electronic universal testing
equipment [38]. The coefficients of static friction between the pill particles and between
the pill particles and the wall surface were determined using the slope technique [39] (ABS
plastic, organic glass, and galvanized steel plate). The restitution coefficients between
pill particles and between pill particles and the wall surface were determined using a
high-speed camera and a drop test and a single pendulum test, respectively [40].

Due to the non-sphere surface solid nature of the pill particles, it is impossible to
directly quantify the coefficients of rolling friction between the pill particles and between
the pill particle and the wall surface. This research calibrates the simulation parameters
using an angle of repose test and simulation in order to get them closer to their actual
values. The findings indicate that the angle of repose is unaffected by the coefficient of
rolling friction between the pill particle and the wall surface. As a result, the paper’s first
selection of the coefficient of rolling friction is between pill particle and ABS plastic, organic
glass, and galvanized steel plate. The coefficient of rolling friction between the pill particles
was then established by comparing the angle of repose test results to those obtained from
the simulation. Table 1 contains the simulation parameters.
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Table 1. Parameter selection for simulation.

Parameters Pill Particle ABS Plastic Organic Glass Galvanized Steel
Density p, kg/ m? 1380 1050 1800 7865
Poisson’s ratio v 0.350 0.394 0.350 0.300
Elastic modulus E, Pa 1.100 x 108 3.189 x 10° 1.300 x 10° 7.900 x 1010
Restitution coefficient e 0.201 0.299 0.279 0.305
Coefficient of static friction ps 0.466 0.577 0.533 0.511
Coefficient of rolling friction p, 0.080 0.120 0.050 0.070

3.3. Bulk Density Test and Simulation
3.3.1. Bulk Density Test Setup

Bulk density is a critical statistic for evaluating the physical characteristics of granular
materials, since it is directly connected to the shape and size of the particles. As a result,
this paper employs the bulk density test to confirm the approach of pill particle modelling.
The bulk density of the pill particles was determined in this research using a cylindrical
measuring cylinder (organic glass) with a volume of 0.26 L. The procedure is as follows:
first, the pill particles are released above the measuring cylinder and fall naturally; second,
when the pill particles exceed the cylinder’s height, the excess particles are scraped off with
an organic glass scraper; and finally, the mass of the remaining particles in the cylinder is
calculated, and the bulk density is calculated using the mass of the pill particles divided
by the volume of the cylinder. As seen in Figure 6a, each set of tests was performed
three times.

N "1._ o an 9AE
B o S

Figure 6. Bulk density test procedure and simulation analysis: (a) Bulk density test procedure;
(b) Bulk density test simulation analysis of three pill particles.

3.3.2. Bulk Density Simulation Setup

The bulk density simulations of pill A (4-, 12-, and 20-sphere), pill B (4-, 12-, and
20-sphere), and pill C (2-, 12-, and 18-sphere) are performed using EDEM 2018 software
with the Hertz-Mindlin (no-slip) contact model and the parameters listed in Table 1. The
measuring cylinders used in the experiment are identical. When the simulation starts,
a cylindrical region with a diameter of 20 mm and a height of 20 mm is placed as the
particle factory 5 mm above the top of the measuring cylinder. Second, the pill particles are
formed in the particle factory and gradually accumulate in the cylinder until they reach the
cylinder’s maximum height. When the pill particles have stabilized, the scraper is used
to remove any remaining particles. Finally, the mass of the particles left in the measuring
cylinder is determined. Each series of tests was done three times; the bulk density test
simulation analysis is given in Figure 6b.

3.4. Angle of Repose Test and Simulation
3.4.1. Angle of Repose Test Setup
The angle of repose is also a critical parameter for assessing the physical and mechani-

cal characteristics of granular materials, as it is directly connected to the form, size, and
friction coefficient of the particles. As a result, the angle of repose test is utilized to confirm
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the approach of pill particle modelling. The lifting technique is utilized in this article to
examine the pill particle stacking process. The following are the test steps: To begin, a
lifting cylinder (ABS plastic) with a diameter of 65.7 mm and a height of 150 mm is inserted
into the center of a flat plate (galvanized steel) with a side length of 500 mm, and 0.5 kg of
pill particles are poured into the cylinder, maintaining a flat surface on the particles; second,
the cylinder is lifted upwards at a speed of 200 mm /min, causing the pill particles to flow
out of the cylinder and make contact with the galvanized steel plate; finally, the particles
are stabilized, forming a conical pile, and the angle of repose is determined using an image
processing method. As seen in Figure 7a, each set of tests was performed three times.

(b)

Figure 7. Angle of repose test procedure and simulation analysis: (a) Angle of repose test procedure
and image processing method; (b) Angle of repose test simulation analysis.

3.4.2. Angle of Repose Simulation Setup

Angle of repose simulations of various pill particle models are carried out using EDEM
2018 software with the Hertz-Mindlin (no-slip) contact model and the parameters listed in
Table 1. The test devices are identical to those used throughout the experiment. When the
simulation starts, a cylindrical region with a diameter of 60 mm and a height of 20 mm is set
up as the particle factory, 5 mm above the cylinder’s top. Second, 0.5 kg of nearly 3000 pill
particles are formed in the particle factory and gradually accumulate in the cylinder until
they reach the cylinder’s maximum height. Once the pill particles are stable, the cylinder
is elevated at a 200 mm /min pace. Finally, after the pill particles have ceased to flow, a
conical particle heap is produced, and the angle of repose on both sides is determined using
an image processing technique. Each pair of tests is done three times; the angle of repose
test simulation analysis is displayed in Figure 7b.

4. Results Analysis and Discussion
4.1. Results Analysis and Discussion of Bulk Density Test
4.1.1. Bulk Density Test Results Analysis

Figure 8 illustrates the fluctuation in the bulk density test simulation results with the
number of filled spheres for various pill particle models, and the green region in the figure
depicts the bulk density test results and standard deviation.

The change in the bulk density of the pill particles A as a function of the number of
filled spheres is seen in Figure 8a. As the number of filled spheres grows from 4 to 20,
the particle bulk density simulation results first increase and then decline, which is more
consistent with the experiment data. Further research reveals that the relative errors of
the simulation and experiment data are 1.11%, 0.06 percent, and 2.93%, respectively, for
the number of filled spheres of 4, 12, and 20. As can be seen, the pill particle model’s bulk
density is affected by the number of filled spheres.

The change in the bulk density of the pill particles B as a function of the number of
filled spheres is seen in Figure 8b. As seen in the image, the results of the discrete bulk
density simulation grow and then decline as the number of filled spheres increases. The
relative errors between simulation and experiment data were 2.10%, 1.28%, and 3.89%,
respectively, for the number of filled spheres of 4, 12, and 20.
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Figure 8. The findings of a simulation of the bulk density test of a pill particle model with varying
numbers of filled spheres: (a) Results of the simulation for pill particle A; (b) Results of the simulation
for pill particle B; and (c) Results of the simulation for pill particle C.

The fluctuation in the bulk density of the pill particles C as a function of the number
of filled spheres is seen in Figure 8c. When shown in the figure, as the number of filled
spheres increases, the particle bulk density simulation results initially rise and then decline,
eventually approaching the experimental data, which is compatible with the changing
trend of pill particles A and B. The relative errors between the simulation and experiment
data were 2.20%, 1.88%, and 4.14%, respectively, for the number of filled spheres of 2, 12,
and 18.

4.1.2. Bulk Density Test Discussion

According to the bulk density simulation and test results, when the number of filled
spheres is 4 or 2, the space around the model is more defective than the actual pill particles,
but the simulation results are closer to the test data due to the particles’ reduced self-locking
and increased sliding and rolling. The particle model becomes more accurate as the number
of filled spheres increases, and the simulation results progressively converge to the test
findings. When the number of filled spheres is 20 or 18, the filled spheres in the center of
the particles increase their frictional impact, which has an influence on their movement
and reduces the simulation results. The simulation findings validate the model suggested
in this paper’s accuracy for varied pill particle populations.

Furthermore, because the bulk density test is relatively simple, the simulation process
takes less time, with different models taking less than 1 h to simulate. In conclusion, based
on the simulation findings of the pill particle bulk density test, other modelling techniques,
with the exception of the pill particle A and B 20-sphere models and the pill particle C
18-sphere model, have a poor correlation with the experiment results.

4.2. Results Analysis and Discussion of Angle of Repose
4.2.1. Angle of Repose Test Results Analysis

Figure 9 illustrates the relationship between the angle of repose test simulation results
and the number of filled spheres for various pill particle models, while the green region in
the figure depicts the angle of repose experiment findings and standard deviation.

Figure 9a illustrates the relationship between the angle of repose of pill particle A and
the number of filled spheres in the simulation. As seen in the image, the particle angle
of repose simulation results steadily rise as the number of filled spheres grows from four
to twenty. The simulation findings for the four-sphere model are insignificant and do
not match the experiment data. The angle of repose simulation findings for the 12- and
20-sphere models are within the standard deviation of the experiment data and near to
the mean, however the change in the number of filled spheres in the pill particles model
resulted in considerable angle of repose variations.
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Figure 9. Angle of repose test results for the pill particle model as a function of the number of filled
spheres: (a) Results of the simulation for pill particle A; (b) Results of the simulation for pill particle
B; and (c) Results of the simulation for pill particle C.

Figure 9b illustrates the relationship between the angle of repose of pill particle B and
the number of filled spheres in the simulation. As seen in the image, the particle angle
of repose simulation results steadily rise as the number of filled spheres increases. The
simulation findings for 12 and 20 filled spheres are within the standard deviation of the
experiment data.

The angle of repose of the pill particle C is shown in Figure 9c as a function of the
number of filled spheres. As shown in the image, the particle angle of repose simulation
results steadily increases as the number of filled spheres increases, which is similar with
the pattern seen for pill particles A and B. When the number of filled spheres is 12, the
smallest relative error between the simulation and experiment data is 1.59%.

4.2.2. Angle of Repose Test Discussion

The test and simulation findings demonstrate that the intricacy of the pill’s particle
form results in the particles self-locking throughout the piling process. The number of
particle-filled spheres has a significant influence on the geometry of the particle model,
which in turn has an effect on the angle of repose simulation results. When the number of
particle-filled spheres is small, the sphericity of the particles rises and the roughness and
self-locking of the particles decrease, increasing the particles’ sliding and rolling. As the
number of filled spheres rises, the particle form eventually converges to that of genuine pill
particles, increasing both the particles’ self-locking behavior and the pile’s angle of repose.
The simulation findings further demonstrate the correctness of the approach for modelling
pill particle populations suggested in this work.

Moreover, since the angle of repose test is slightly more complex than the bulk density
test, the simulation time increases as the number of filling spheres increases, but the total
simulation time for all models is less than 5 h. To summarize, based on the computational
efficiency and the analysis of the simulation results for the angle of repose test of the pill
particles, the simulation results for the 12- and 20-sphere models of pill particle A and B,
as well as the 12-sphere model of pill particle C, are within the standard deviation of the
experiment results. According to a comprehensive analysis of the bulk density and angle of
repose test simulation results, the 12-sphere models of pill particles A, B, and C are close to
the actual pill particle shapes, and the simulation results have small errors in comparison
to the experimental data, making them suitable for simulating the mechanics behavior of
particles and their flow processes during the actual pill discharging process.

5. Example Applications

On the basis of the preceding work, the applicability of the suggested modelling
technique for pill particle population and its practical use are shown by simulation results
of the pill particle discharge process.
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(a)

5.1. Pill Discharging Process Device

The research is based on a self-designed pill discharge mechanism, which includes the
primary functioning components depicted in Figure 10a, including the material box, the
pill wheel, and the frame. The material box is stamped from a galvanized steel plate, and
its conical top half-angle shape is inspired by the friction properties of pill particles. The
pill wheel is made of ABS technical plastic alloy and has eight identical medication feeding
grids, each measuring 100 mm in length.

material box 500 200 (b)

pill wheel
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Figure 10. Test device and simulation analysis of the pill discharge process: (a) Test device for the
pill discharge process; (b) DEM model of the pill discharge device and simulation analysis of the pill
discharge process.

5.2. Simulation Setup of Pill Discharging Process

The pill particle discharge processes are simulated using EDEM 2018 software with
the Hertz-Mindlin (no-slip) contact model and the parameters listed in Table 1. The particle
models of 12-sphere pills A, B, and C are utilized in proportions of 35%, 35%, and 30%,
respectively. Figure 10b depicts the DEM model of a pill particle discharge device. When
the simulation starts, a box area with a length of 400 mm and a width of 150 mm is placed as
the particle factory 5 mm above the top of the work bin. Second, 10 kg of nearly 60,000 pill
particles are produced in the particle factory and gradually accumulate in the hopper.
When the pill particles reached a state of stability, the pill wheel started to spin (i.e., 10, 15,
and 30 rpm). Finally, the mass of particles ejected by the pill wheel spinning one grid every
10 s is determined. Thus, the discharge capacity and variation coefficient of pill particles
are determined. Each pair of tests is done three times; Figure 10b depicts a simulation study
of the pill particle discharge process.

5.3. Results Analysis and Discussion of Discharge Process

The mass of the pills discharged and its variation coefficient at various rotating speeds
throughout the pill release process are shown in Figure 11.

Figure 11a illustrates the simulation findings for the time-dependent change in pill
particle discharging at various rotation speeds. As seen in the figure, the mass of discharg-

49



Processes 2022, 10, 1164

ing pill particles grows almost linearly with the simulation duration at various rotating
speeds. The pill wheel’s speed was raised from 10 to 30 rpm, and the amount of pills
discharged steadily rose, while the filling mass of the medication feeding grid was reduced
from 0.25 to 0.23 kg.
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Figure 11. The simulation results for pill particle discharging mass and its variation coefficient at
various rotation speeds during the pill discharging process: (a) Simulation results for pill particle
discharging mass; (b) Simulation results for pill particle discharging mass variation coefficient.

Figure 11b illustrates the simulation findings for the change in the discharge efficiency
of pill particles as a function of the pill wheel’s rotation speed. When seen in the figure, the
mass variation coefficient drops from 0.03 to 0.02 as the rotation speed of the pill wheel
increases from 10 to 15 revolutions per minute. When the rotation speed is increased to
30 rpm, the variation coefficient of the pill discharge mass rises from 0.02 to 0.04. As can
be observed, the variation coefficient of the pill wheel’s rotation speed has a substantial
influence on the mass of pill particles discharged and their stability.

As a result of the simulation findings, it is clear that the rotation speed of the pill wheel
is the most critical operating parameter of the pill discharging device, as it has a significant
effect on the mass and stability of the pills discharged. When the rotation speed is low, it has
anegligible influence on the filling of the pill discharging grid, while increasing the rotation
speed marginally enhances the discharging capability. When the rotation speed exceeds
a particular threshold, it has an influence on the filling mass of the pill discharging grid,
which in turn has an effect on the discharging stability, with the effect steadily rising as the
rotation speed increases. The simulation findings in this work are compatible with those
in the literature on fertilizer discharge processes [5,41], demonstrating the applicability of
the pill particle population modelling approach presented in this paper and its practical
use. For further in-depth investigations of the pill discharging process, it offers an accurate
simulation model and theoretical foundation for optimizing the structural parameters,
dimensions parameters, and operating parameters of the pill discharging device.

6. Conclusions

This paper uses self-developed anticorrosive pill particles as the research object, pro-
poses a pill particle population modelling method based on DEM by testing and analyzing
the pill particles’ shape and size parameters, and verifies the modelling method’s feasibility,
efficacy, and applicability via experimental research and simulation analysis. The following
are the study’s major conclusions:

(1) The particle shape and size parameters were evaluated and analyzed to approximate
the cylindrical shape of the pill particles, and the particle population was classified
into pill particles A (5.4 mm), B (5.8 mm), and C (6.2 mm) based on their height, with
the mass ratio of particles accounting for 35%, 35%, and 30%, respectively.
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(2) This work proposes a population modelling approach for pill particles based on DEM.
Multi-sphere particle models were created for pill particle A (4, 12, and 20 spheres),
pill particle B (4, 12, and 20 spheres), and pill particle C (2, 12, and 18 spheres). It
serves as a guide for modeling cylindrical and irregular particles.

(8) Using the bulk density and angle of repose tests as examples, the pill particle pop-
ulation modelling approach was utilized to deduce the mechanism by which the
number of pill particle-filled spheres affects the particle accumulation process and
flow behavior. By comparing the simulation findings to the test data, the feasibility
and efficacy of the pill particle population modelling approach were established.

(4) Using the independently built pill discharging device as an example, the 12-sphere
model of pill particles A, B, and C was utilized to deduce the process by which
the wheel’s rotation speed affects the pill discharging performance. The method’s
applicability and practical use were shown by assessing the simulation results of the
pill discharging process and establishing the groundwork for future improvements of
the pill discharging device.
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Abstract: It is significant to scientifically identify what factors influence the green growth of manufac-
turing enterprises and analyze the relationship among these factors, thus promoting green growth.
Firstly, the corresponding conceptual model is designed; then, the DEMATEL method and steps
used to identify the influencing factors are introduced; finally, the DEMATEL method is adopted to
empirically analyze wooden flooring manufacturing companies so as to identify influencing factors
of their green growth. According to the results, there are six reason factors, namely environmental
standard constraints, green market demand, market competition, green technology advancement,
upstream and downstream synergy of green industrial chain, and policy support, which provide the
most important external support to enterprises” green growth and main driving power to wooden
flooring manufacturing ones.

Keywords: green growth; influencing factor; factor identification; DEMATEL method; manufactur-
ing enterprises

1. Introduction

Crucial to the industrial economy, manufacturing is a typical and fundamental sym-
bol of comprehensive national strength and international status. Over the past 40 years
since the reform and opening-up of China, China’s manufacturing industry has made
great progress, now with more than 30% of the world’s total manufacturing output, a
comprehensive industrial system with all sectors, and a complete industrial chain [1],
However, despite the huge volume, China is still not a manufacturing powerhouse [2]
subject to scale expansion [3]; therefore, transformation is urgent to upgrade China’s
manufacturing industry.

To pursue a higher quality of industrial development, green growth has become an
important symbol [4]. In 2015, the Chinese government officially put forward the “Made in
China 2025” Initiative, in which green growth was a guideline for strategic implementation,
emphasizing that sustainable economic development should be coordinated with the
natural environment towards fully green manufacturing [5]. In particular, manufacturing
enterprises are required to shift from a traditional development model that was at the
expense of the environment to foster green transformation and upgrading to realize green
growth [6,7].

“Green growth” refers to the process that manufacturing enterprises grow stronger
through green strategies and green behaviors, fewer pollutant residues, less consumption
of resources and energy, and more environmentally friendly, safe, and healthy products,
together with ever-increasing green competitiveness. In particular, the leading concept is
green development throughout the production and management practices of manufactur-
ing enterprises relying on relevant technological and management innovations, featured by
less environmental pollution and higher resource efficiency [8,9].
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It is clear that green growth essentially emphasizes sustainable development to realize
both economic growth and environmental protection [10]. Enterprise behaviors should
follow the basic green premise and corresponding requirements under green constraints,
which is necessary for their survival and development.

Such green growth of manufacturing enterprises is a “systematic project” with a wide
range, rich contents, and many influencing factors [11]. As a result, it is pragmatic to
identify and refine these key factors.

This paper aims to effectively identify the influencing factors of manufacturing enter-
prises’ green growth, then further define and utilize key ones to promote green growth.
Major contributions made in this paper include a conceptual model of the factors influ-
encing the green growth of manufacturing enterprises and a method to further explore
the relevant dynamic mechanisms and key influencing factors identified through the DE-
MATEL method and verify the effectiveness of the DEMATEL method. Finally, this paper
concludes with six verified key influencing factors. In particular, the introduction of the
“industrial chain” factor and the proposed “collaboration within the industrial chain” factor
have improved comprehensiveness in analyzing green growth dynamics and provided
more perspectives apart from previous individual enterprises.

2. The Research Objectives and Method
2.1. Setting up a Conceptual Model of Influencing Factors

Enterprise management pursues more values and shareholders” maximum benefits.
That is, green behaviors cannot sustain without more business values or better financial per-
formance [12]; therefore, based on rational human assumption, manufacturing enterprises
driven by their interests (including short-term and long-term gains) will be more willing
to adopt green behaviors with various “green motivation” factors that add values. In this
sense, effective identification of external factors that can improve such “green behavior
willingness” [13] is necessary; thus, a conceptual model of influencing factors is designed
as shown in Figure 1.

1
1
Reinforcing green management !
1
1
1
1

Figure 1. Conceptual model of the main factors influencing green growth.

The model logic is that due to external influencing factors, manufacturing enterprises
have a stronger willingness to green behaviors driven by their interests. Then these green
behaviors realize green benefits and green growth in different ways. That is, “external
influencing factors — manufacturing enterprises — stronger willingness to green behaviors
— green behaviors — more revenues — green growth.”

Here are definitions of several relevant concepts in Figure 1.

(1) Green behavior willingness, with manufacturing enterprises as the subject. It refers
to enterprises’ subjective readiness for green behaviors under comprehensive influencing
factors, which is crucial to connect external and internal factors.

(2) Green input, mainly including capital input and technical staff input. The former
one reflects emphasis and implementation of environmental protection, while the latter is
key to ensuring deliveries and green competitive advantages.
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(3) Green behaviors, namely a series of environmentally friendly actions. There are
mainly four categories: Firstly, green product development, that is, relying on green
technologies to develop new green products with less resource or energy consumption,
emissions, and pollution. Secondly, green process improvement, including clean pro-
duction and end-of-pipe management, that is, better new technologies, processes, and
equipment are adopted to save energy and control pollution. Next is the research and
development of green technologies so as to improve green competitiveness in pollution
prevention and control. Finally, stronger green management. Through building up green
corporate culture, staff training, and a green management system, employees can have
and implement this concept with stronger green awareness and consciously fulfill their
environmental responsibilities.

(4) Green benefits, namely, more environmental and economic benefits as a result of
green behaviors. Specifically, environmental benefits are obvious in saving energy and
reducing consumption, and further enhancing green image indirectly. However, economic
benefits refer to revenue and profit increases, along with fewer costs and expenses.

2.2. Methods and Steps to Identify Influencing Factors

This paper adopts the widely recognized DEMATEL method to identify influencing
factors of manufacturing enterprises” green growth. Compared to methods such as struc-
tural equations, linear regression analysis, and system dynamics, the DEMATEL method
can not only analyze the influence relationship between individual factors, but also show
corresponding specific influence levels [14]. Simply, this method is powerful in simplify-
ing intricate relationships. Firstly, the direct impact matrix is established by judging the
logical relationships between factors in the system with the help of professional expertise
and rich experience. The influence level of each factor on other factors and the degree of
being influenced are analyzed using this matrix, thus calculating the centrality and the
reason degree of each factor [15]. This helps to identify key influencing factors for system
optimization decisions.

The major steps are as follows:

Firstly, selecting out influencing factors of green growth. As numerous relevant factors
constrain and interact with each other, it is neither practical nor necessary to examine them
one by one. Instead, “literature reference+ expert consultation” is more feasible to conduct
preliminary screening and form the “alternative sets” {f1, f2, -:-, fu}, s0 as to have more
sensible analysis and decisions from theoretical or practical perspectives.

Next is to determine the relationship between these factors through comparisons
between each other. A panel of experts was invited to score each group from 0 and 4
according to “influence level”.

Corresponding figures are shown in Table 1.

Table 1. Judgment basis of impact degree.

Influence Level

No influence Little Influence Moderate Influence Stronger Influence Huge Influence

Score

0

1 2 3 4

Thirdly, direct impact matrix. Based on scores, direct impact matrix A of these influ-
encing factors can be set up as A = [a;] aj representing the influence level of factor f;
on factor f;.

The fourth step is to normalize the direct impact matrix so as to obtain the normalized
influence matrix B: B = [b,-]-]

nxn’

nxn’

+(i’j:1’ 2,...,n) (1)
max (ijl ai]-)

1<i<n

bij: ai]- X
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Then, the next step is to calculate the comprehensive impact matrix T according to the
formula T = B(I — B) !, where L is the unit matrix. Thatis, T = B(I—B) ™' = [t t
indicates the level of direct and indirect influence of factor f; on factor f;.

The sixth step is to calculate corresponding levels of influence and being influenced.
According to the comprehensive impact matrix T, the relationship between each influencing
factor is determined, specifically the influencing level D; and the level being influenced F;.
The calculation formula is:

if]nn’ ij

n

Di=Y.,

ti]'(i:1, 2,...,n) (2)

Fi = Z?:l tl](l = 1, 2, ey Tl) (3)

D; is a row-wise sum of the elements in T, which represents the comprehensive value
of the influence level of X; on other factors.

F; is a column sum of the elements in T, which represents the comprehensive value of
how much X; is influenced by other factors.

Finally, the centrality and reason degree of each factor are calculated. The formulas for
the centrality H; and the reason degree J; are as follows:

Hi:Di—b—Fi(i:l,Z,...,n) (4)

]i:Di—Fi(izl,Z,...,n) (5)

The centrality H; is the total sum of D; and F;, which indicates the position of the factor
X; in the system. A larger H; indicates that X; has a higher position in the system and X;
plays a larger role [16].

The reason degree J; is the difference between D; and F;. It indicates how the influence
is realized among influencing factors, literally whether a factor is to influence or to be
influenced. If J; > 0, it is called a reason factor, indicating that factor X; has a strong
influence on other factors; but if J; <0, it is called a result factor, indicating that factor X; is
strongly influenced by other factors [17].

In summary, the DEMATEL method not only helps to identify key influencing factors,
but also provides a preliminary analysis of the interaction mechanism among these factors
according to centrality and reason degree, thus providing a reference for exploring the
green growth mechanism of manufacturing enterprises.

3. Empirical Analysis of Wooden Flooring Manufacturing Enterprises as a Case

Wooden flooring manufacturing is a typical traditional type. This industry in China
grew rapidly from the 1980s, with an average production scale of 400 million m? for
many years and an annual output value of nearly 100 billion RMB, making China the
world’s largest producer and consumer of wooden flooring [18]; however, along with rapid
expansion, this industry also faces some environmental problems that cannot be ignored
or yet to be fundamentally solved, especially low resource utilization, high unit energy
consumption, harmful emissions, free formaldehyde residues [19]. The environmental
pressure and utilization chain are shown in Figure 2.

Concerning increasing pressure on resources and the environment, the consumer
demand for green wooden flooring products is growing. Faced with both challenges and
opportunities brought by “greenness”, enterprises urgently need to identify and grasp key
influencing factors of green growth so as to empower their sustainable growth [20].

3.1. The Main Factors Influencing Green Growth of Wooden Flooring Manufacturing Enterprises

Berry and Rondinelli [21] held that government, customer, employee, and competitor
pressure are driving enterprises’ shift to proactive environmental management. Bansal
and Roth [22] proposed competitiveness, legitimacy, and ecological responsibility as three
main elements leading to the ecological responsiveness of enterprises. Zhu [23] identified
through factor analysis that corporate awareness of laws and regulations, environmental
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strategies, supply chain pressure, market demand, and the cost of green activities are the
major factors of pressure/motivation and practice of green supply chain management in
companies, also pointed out that green supply chain management had become an effective
means for companies to improve their competitiveness. Hao et al. [24] used the “entropy
decision model” to investigate 30 enterprises and concluded that expected benefits, environ-
mental regulations, ecological environment, cluster network characteristics, and corporate
social responsibility are key factors affecting green behavior decisions of enterprises in
resource-based industrial clusters. Jiang [25] found through an empirical study that de-
mand pressure, competitive pressure, policy opportunities, demand opportunities, and
competitive opportunities all contribute to green performance. Furthermore, Zeng [18]
also found through an empirical study that command-and-control policy instruments in
environmental regulation, international market pull in demand-pull factors, and ISO14001-
certified firms in supply-side factors are all key factors influencing enterprises to engage in
green innovations.

Enhanced resource Backward production Lack of green services Green demand climbing
constraints process l l,

Consumer
Usage |inks

Downstream
Floor Covering Services

Midstream

Wood flooring production

Upstream
Raw material supply

+ Large consumption of wood . .
 Floor covering material * Formaldehyde and other
resources * Formaldehyde and other .
. . o glue selection pollution hazards
- Ban on commercial logging pol lutant emissions . .
X . + Packaging waste + the awakening of green
of natural forests + High energy consumption .
- ; - disposal consumer awareness
+ Exporting countries * Noise and dust
) ) ) * Waste wood flooring * Increased consumer
increase timber export pollution . .
T recycling purchasing power
restrictions

Figure 2. Environmental pressure from manufacturing to consumption.

Based on relevant literature and characteristics, together with many rounds of dis-
cussions by the CGE, a prepared set of factors influencing the green growth of wooden
flooring manufacturing enterprises was formed as follows.

(1) Policies, basically government policy support and environmental standard con-
straints. The former mainly promotes enterprises to adopt green behaviors and implement
green growth through favorable, subsidy, and incentive policies; the latter sets relevant
environmental standards to constrain and regulate enterprises’ behaviors [26].

(2) Industry, such as green market demand, market competition, green technology
advancement, and local support. Among them, green market demand is a necessary pre-
condition for green growth, which is mainly reflected comprehensively by population,
purchasing power, and purchasing desire. Moreover, market competition mainly focuses
on the status of competition between various industrial chains, with wooden flooring
manufacturing enterprises as the core. Green technology advancement is crucial to support
green innovations and a decisive factor for quality “greenness” [27]. In terms of local
support, namely industrial support and other “hardware and software” in the area where
an enterprise is located, it provides protection to enterprises’ green growth. Specifically,
such support includes public service facilities, production factors’ trading market, logis-
tics” supporting network, local economy, and government-industry—university-research
cooperation and innovation, along with industrial information environment.
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(3) Industrial chain. This mainly refers to the green synergy of enterprises in the
industry chain, which is represented by their cooperation level, the “green requirements”
for wooden flooring manufacturing enterprises, and response levels of upstream and
downstream enterprises.

(4) Green behavior willingness. It demonstrates how strong enterprises’ readiness are
to adopt green behaviors, which is the key link to transforming the “external factors” of
green growth into “internal ones”.

(5) Green input. This shows the quantity and quality of input resources and generates
economic and environmental benefits through the process of “green input—green output”,
which is mainly reflected by the green input intensity (such as upgrading green products,
manufacturing processes, production equipment, end-of-pipe pollution control, etc.) and
the number of technicians.

(6) Green management level. Led by the sustainable development idea, environmental
protection is integrated into the whole process of enterprise production and operation so as
to control pollution, save resources, shape the green image, and finally achieve sustainable
growth of enterprises embodied in “green” comprehensive management capacity. To define
such a level, symbol factors mainly refer to green strategies and their implementation,
higher green quality of products, and enterprises’ green images.

(7) Green output. This refers to outcomes of enterprises’ green governance and green
R&D through green inputs; for example, the number of patent applications, especially in-
vention patents that can reflect the comprehensive strength of enterprise scientific research,
which can be used as an important indicator reflecting green outputs.

Building a Direct Impact Matrix.Firstly, the major influencing factors of wooden
flooring manufacturing enterprises’” green growth are named and listed in Table 2.

Table 2. The main factors impacting the green growth of wooden flooring manufacturing companies.

Dimensionality

Impact Factors

Policy

Industrial environment

Industry Chain

Government Policy Support fi, Environmental Standard Constraints f,

Green Market Demand f3, Market Competition fy,
Green Technology Advancement f5, Local Support f4

Green Synergy Between Industry Upstream and Downstream f7

Green Behavior Willingness Green Behavior Willingness fg

Green Input

Green Management Level

Green Output

Green Input Intensity f9, Number of Technical Staff f1g

Green Strategy Formulation and Implementation f11, Product Green Quality fi,,
Corporate Green Image f13

Number of Patent Applications f14

Next, a panel of nine professionals in business growth and green development was
established, including four university professors, two researchers from research institutions,
two senior consultants from consulting organizations, and one top executive from a wooden
flooring manufacturing enterprise. They were invited to evaluate the above 14 influencing
factors and score them according to Table 1, thus forming the quantitative relationship
values between these factors. Each set of quantified influence relationship values indicates
the direct effect of an influencing factor on another.

Finally, the experts’ scores are averaged and rounded to form a direct impact matrix
A’. Then A’ is sent back to experts for confirmation and correction so as to gain direct
impact matrix A, as shown in Table 3.
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Table 3. The direct impact matrix A.

fl f2 f3 f4 f5 fé f7 f8 f9 flO fll f12 f13 f14

Government Policy Support f; o o 1 2 1 2 2 4 3 1 3 3 3 2

Environmental Standard Constraints f, o o 2 3 4 2 2 4 4 2 4 4 3 3

Green Market Demand f3 2 2 0 4 3 2 3 4 4 2 4 4 4 3

Market Competition f4 1 3 0 o0 3 2 3 4 4 3 4 4 4 3

Green Technology Advancement fs5 o 4 2 2 0 2 1 4 4 3 3 3 2 3

Local Support fg T 0o 2 1 2 o0 o0 1 1 1 1 1 0 1

Green Synergy Between Industry Upstream and 5> 3 2 2 1 1 0 4 3 1 4 4 3 2
Downstream f;

Green Behavior Willingness fg 11 0 2 1 1 3 0 4 4 4 4 4 3

Green Input Intensity fo o 0 o 2 2 o0 1 3 0 4 2 3 3 4

Number of Technical Staff fi o o0 o0 1 1 o0 o0 1 2 0 2 3 2 3

Green Strategy Formulation and Implementation f1; 11 o0 1 1 o0 2 3 4 3 0 4 3 2

Product Green Quality fi, 0 0 1 2 1 o0 2 3 3 2 3 0 4 2

Corporate Green Image fi3 0 0 0 1 0 0 1 3 3 2 3 2 0 2

Number of Patent Applications f14 o o o 2 3 0 0 2 2 2 2 4 4 0

3.2. Calculations and Results
3.2.1. The Comprehensive Influence Matrix

Based on matrix A, the normalized influence matrix B is calculated according to
Equation (1). Then, according to T = B(I — B)™*
matrix T is obtained, as shown in Table 4.

= [t;j] , the comprehensive influence
Jinn

Table 4. The comprehensive influence matrix T.

fl f2 f3 f4 f5 f6 f7 f8 f9 flO fll f12 f13 f14

fi 0.0215 0.0363 0.0444 0.1165 0.0840 0.0712 0.1085 0.2058 0.1918 0.1264 0.1838 0.1976 0.1926 0.1485
f2 0.0288 0.0559 0.0782 0.1694 0.1814 0.0832 0.1320 0.2533 0.2655 0.1916 0.2526 0.2730 0.2415 0.2144
f3 0.0788 0.1068 0.0347 0.2019 0.1670 0.0882 0.1647 0.2719 0.2834 0.2039 0.2707 0.2919 0.2822 0.2282
fa 0.0499 0.1204 0.0326 0.0976 0.1556 0.0808 0.1513 0.2507 0.2623 0.2107 0.2505 0.2707 0.2608 0.2122
fs 0.0247 0.1376 0.0746 0.1376 0.0838 0.0793 0.0996 0.2337 0.2455 0.1979 0.2128 0.2322 0.2009 0.1999
fs 0.0345 0.0212 0.0589 0.0604 0.0794 0.0151 0.0310 0.0810 0.0848 0.0734 0.0800 0.0874 0.0612 0.0748
f7 0.0724 0.1140 0.0738 0.1361 0.1022 0.0564 0.0789 0.2358 0.2237 0.1498 0.2355 0.2521 0.2235 0.1734
fs 0.0448 0.0619 0.0233 0.1240 0.0919 0.0477 0.1343 0.1291 0.2285 0.2059 0.2193 0.2374 0.2307 0.1854
fo 0.0148 0.0309 0.0155 0.1051 0.0983 0.0187 0.0726 0.1642 0.1051 0.1804 0.1443 0.1810 0.1767 0.1805
fio 0.0084 0.0174 0.0092 0.0607 0.0567 0.0103 0.0315 0.0846 0.1121 0.0566 0.1065 0.1386 0.1153 0.1247
fin 0.0395 0.0534 0.0183 0.0875 0.0778 0.0201 0.1002 0.1723 0.2019 0.1628 0.1045 0.2084 0.1828 0.1418
fi2 0.0179 0.0323 0.0386 0.1059 0.0747 0.0196 0.0987 0.1675 0.1755 0.1364 0.1683 0.1127 0.1986 0.1361
fi3 0.0121 0.0203 0.0098 0.0662 0.0379 0.0120 0.0611 0.1380 0.1452 0.1134 0.1393 0.1288 0.0794 0.1120
f1a 0.0124 0.0290 0.0150 0.0988 0.1137 0.0175 0.0468 0.1347 0.1424 0.1274 0.1346 0.1887 0.1865 0.0800

3.2.2. The Levels of Influence, Being Influenced, the Reason Degree, and Centrality

According to Equations (2)—-(5), the levels of influence, being influenced, reason degree,
and centrality of each factor are calculated, respectively [18], as shown in Table 5.
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Table 5. D;, F;, H;, J; of each index.

Factor D; F; I; H;
Government Policy Support f; 1.7289 0.4607 1.2682 2.1896
Environmental Standard Constraints f, 2.4207 0.8374 1.5833 3.2581
Green Market Demand f3 2.6743 0.5270 2.1473 3.2014
Market Competition f4 2.4061 1.5676 0.8385 3.9736
Green Technology Advancement f5 2.1600 1.4044 0.7556 3.5644
Local Support fg 0.8432 0.6202 0.2230 1.4634
Green Synergy Between Industry Upstream and Downstream f; 2.1277 1.3112 0.8165 3.4389
Green Behavior Willingness fg 1.9642 2.5225 —0.5584 4.4867
Green Input Intensity fo 1.4881 2.6678 —1.1797 4.1558
Number of Technical Staff f1g 0.9325 2.1365 —1.2040 3.0690
Green Strategy Formulation and Implementation fq; 1.5714 2.5027 —0.9313 4.0740
Product Green Quality fi, 1.4828 2.8004 —1.3176 4.2832
Corporate Green Image fi3 1.0754 2.6327 —1.5573 3.7080
Number of Patent Applications f14 1.3277 2.2120 —0.8843 3.5397

Based on Table 5, factors’ positions in the plane coordinate system were marked
to form a diagram of their integrated influence relationship. In this figure, centrality is
the horizontal coordinate, reason degree is the vertical coordinate, the intersection of the
horizontal and vertical coordinates is [k,0], and the distances from k to the maximum and
minimum values of centrality are equal—see Figure 3.
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0.5
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1 1 1 1 Ol 1 1 1 b
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_‘I =
* *fs
Reason fio f*
degree ifm 12

Figure 3. Schematic diagram of comprehensive impacting factors.

3.3. Analysis of Results

By calculating factors in comprehensive influence matrix T, the levels of influence,
being influenced, reason degree, and centrality of each factor are derived. Through further
analysis of the results, the following conclusions were obtained.
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(1) In terms of reason degree, each factor has positive and negative values, which
indicates that how each factor influences wooden flooring manufacturing enterprises’ green
growth is complicated. Among them, f;— f; are positive or reason factors and fg— f14 are
negative or result factors.

Reason factors (reason level greater than 0) are Green Market Demand f3 > Environ-
mental Standard Constraints f, > Government Policy Support f;, Market Competition
fa > Upstream and Downstream Green Synergy f; > Green Technology Advancement
f5 > Local Support f4 according to importance.

Result factors (reason level lower than 0) can contribute to green growth through the
influence exerted by reason factors.

(2) Concerning centrality, Green Behavior Willingness fg demonstrates the largest
value. Other influencing factors with a centrality level greater than 4 are Product Green
Quality f1, Green Input Intensity fo, and Green Strategy Formulation and Implementation
f11, which should be the focus of corporate management.

(3) According to Figure 3, Environmental Standard Constraints f,, Green Market
Demand f3, Market Competition f;, Green Technology Advancement f5, Upstream and
Downstream Green Synergy f7 in the first quadrant and are Driving Factors, with the
greatest influence and most critical role in promoting the green growth of wooden flooring
manufacturing enterprises [28-30].

Government Policy Support f; and Local Support fs in the second quadrant are called
Voluntariness, which plays a supportive role in the model. Specifically, Local Support
f6 has the lowest centrality value, indicating that this factor has little influence on wooden
flooring manufacturing enterprises’ green growth, which is the same as its reason level. As
result, this factor can be excluded from the analysis. The reason level of Government Policy
Support f; is higher with a certain centrality level, which will promote green growth.

Located in the fourth quadrant, Green Behavior Willingness fg, Green Input Intensity
fo9, Number of Technical Staff f1y, Green Strategy Formulation and Implementation fi1,
Product Green Quality f,, Corporate Green Image f3, and Number of Patent Applications
f14 are called Core Problems. They are key elements vulnerable to other factors” influence,
which are involved in different ways in enterprise production and operation to promote
green growth. Among them, Green Behavior Willingness fg is crucial to connect enter-
prises’ external motivating factors and internal influencing factors by transforming external
motivation into internal actions.

To sum up, six factors, namely environmental standard constraints, green market
demand, market competition, green technology advancement, upstream and downstream
green synergy, and government policy support, work together to enhance enterprises’
willingness to conduct green behaviors, then generating green benefits to promote green
growth of wooden flooring manufacturing enterprises. Therefore, driven by the ultimate
goal of profit maximization, the above six factors provide the most important external
support for the green growth of enterprises, especially the key driving force for wooden
flooring manufacturing ones.

4. Conclusions

The green growth of manufacturing enterprises is certainly affected by interactions
and joint influence of multiple factors, which is very complex and challenging to analyze
the corresponding relationship.

This study uses the DEMATEL method to identify factors influencing the green growth
of wooden flooring manufacturing enterprises, concluding with six factors, namely environ-
mental standard constraints, green market demand, market competition, green technology
advancement, upstream and downstream green synergy, together with government policy
support as reason factors. They are the most important external support for enterprises’
green growth, particularly major driving factors for wooden flooring manufacturing ones.

The DEMATEL method is relatively easy to operate and can generate clear and straight-
forward outcomes; however, there are also limitations, such as the subjective part of experts’
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scores and relatively few samples. In future studies, a larger scope and more samples can
be utilized to obtain more reliable data. Apart from the DEMATEL method, fuzzy sets
theory and the interpretative structural modeling method (ISM) can also be used to further
analyze factors influencing the green growth of manufacturing enterprises [31].
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Abstract: Continuous stirring tank reactors are widely used in the chemical production process, which
is always accompanied by nonlinearity, time delay, and uncertainty. Considering the characteristic of
the actual reaction of the continuous stirring tank reactors, the fault detection problem is studied in
terms of the T-S fuzzy model. Through a fault detection filter performance analysis, the sufficient
condition for the filtering error dynamics is obtained, which meets the exponential stability in the
mean square sense and the given performance requirements. The design of the fault detection filter is
transformed into one that settles the convex optimization issue of linear matrix inequality. Numerical
analysis shows the effectiveness of this scheme.

Keywords: continuous stirring reactors; fault detection; T-S fuzzy model; channel fading

1. Introduction

Continuous stirring tank reactors (CSTR) are the most widely used chemical reactors
in chemical production [1]. The CSTR reaction process is an important chemical production
process, and the complexity and risk of its operation are determined by the nonlinearity,
time delay, and uncertainty of the reaction process. With the development of chemical
equipment being geared towards integration and larger scales, the importance of fault
detection (FD) for the reaction process has increased and the technology used in its per-
formance is continuously being improved [2]. The nonlinear dynamic equation of CSTR
can be established according to the equilibrium formula of reaction materials. However,
in the actual production process, most of the systems are uncertain nonlinear systems,
and the uncertainty is represented by model error, parameter perturbation, and unknown
disturbance, which increases the complexity and difficulty of FD.

As is well known, the task of FD is to check whether there is a fault in the system
and to determine the time of the fault occurrence [3]. During the past several decades, the
technology for detecting faults has already been widely adopted in industrial processes
and has gradually become a significant method of enhancing both system security and
reliability [4-11]. For linear systems, the FD issue has been discussed since the 1970s, and
several applicable FD methods have been developed [12-16]. Nevertheless, numerous
industrial systems exhibit inherent nonlinearity. Nonlinearity is known to be a primary
factor that impacts system performance. The existence of nonlinearity raises the system
complexity, which simultaneously brings significant challenges to the issue of system
analysis and synthesis. Note that these problems can no longer be solved by using the
former FD approaches for linear systems. So far, the problem of FD for nonlinear systems
has not been discussed enough [17-19].
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On the other hand, the fuzzy set theory has been proven to be a powerful method
in dealing with nonlinear systems, and a considerable number of reports have been pub-
lished on it [20,21]. More particularly, a substantial amount of attention has been paid
to the Takagi-Sugeno (T-S) fuzzy model for the reason that it can approach any smooth
nonlinear system reaching an arbitrarily designated accuracy inside any compact set. This
approach has been employed in numerous fields, e.g., electrical controlling, quantitative
modeling, signal processing and pattern recognition, intelligent decision-making, and
robot investigation [22,23]. Compared with the extensive research on controller and filter
design problems with regard to the T-S fuzzy system, the corresponding FD problem has
not been investigated thoroughly [24].

The channel fading phenomenon unavoidably occurs in systems linked through
wireless and shared connections. As is known, the fading effect is one of the major
features of wireless transmission. Diffraction, reflection, and scattering seriously affect
signal power, which results in fading or attenuation. Some scholars have paid attention
to the problem of channel fading, and some works have emerged. For instance, [25]
studied the filtering problem of linear systems subject to channel fading. An event-based
state-feedback controller is designed in [26] for interval type-2 fuzzy systems over fading
channels. Nevertheless, despite the large number of research findings about filtering and
control issues in the case of channel fading [27], the FD problem still has not received
enough attention.

Inspired by the aforementioned statements, this paper is devoted to dealing with
the FD issue in CSTR with regard to parameter uncertainty and channel fading within a
networked environment and in terms of the T-S fuzzy model. We are to realize the FD
by carrying out the fuzzy FD filtering, which presents a residual signal in order to obtain
the estimate of the fault signal. The primary principle is to decrease the error between the
residual and the fault to the minimum. Distinct from other published results in previous
papers, the highlights of this paper are as follows: (1) the issue discussed is novel in view
of the fact that this paper represents the first of a few endeavors to settle the He fault
detection issue against parameter uncertainties, channel fading, and delays for the CSTR
reaction process; (2) the considered system is comprehensive and reflects the reality of
the CSTR reaction process, which involves the Takagi-Sugeno fuzzy model, parameter
uncertainties, time delay, and channel fading; and (3) a specific fault detection scheme
is proposed, which ensures that CSTR fuzzy systems achieve exponential stability in the
mean square and He, performance.

The rest of this paper is organized as follows. The T-S fuzzy model of CSTR is
established in Section 2. The performance of an FD dynamic system is analyzed in Section 3.
A fuzzy FD filter is designed in Section 4. Section 5 presents a numerical example. A
conclusion is given in Section 6.

2. Model of CSTR

The material enters CSTR at a certain concentration and temperature for exothermic
reaction. The operational goal is to continuously adjust the coolant temperature to make
the product concentration and reactor temperature meet the production requirements, as
shown in Figure 1. Based on the law of energy conservation and the principle of chemical
dynamics, the dimensionless mechanism model of the CSTR system is as follows [1]:

: X (t 1 1
io(t) = HDu[1 - x1(t)] exp [%} — (4 B)a(t) + (% - 1)x2(t —d(1) + Cw(t)
+0f(#)
where x1(t) = CO%;”” and x(t) = %?7%) represent the dimensionless product
concentration and reactor temperature, respectively.
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Figure 1. Schematic of CSTR.

The symbols in the formula are explained as follows: A, Dy, o, H, B, Tp are dimen-
sionless system parameters, { is the disturbance coefficient, w(t) is the external disturbance,
d(t) is the term of variable time delay. In this paper, the T-S fuzzy model is adopted in order
to approach the mechanism model. The reactor temperature, which is easier to measure
online, is chosen as the precursor variable, and the linear processing is carried out near
each steady-state equilibrium point. Then, considering the parameter uncertainty, the T-S
fuzzy model is obtained, which is expressed as follows:

Plant Rule #: IF 6, (k) is Mjy, 62(k) is My, ... ... 0y (k) is M;,, then

x(k + 1) = (Al' + AA,‘)X(k) + (Adi + AAdi)x(k — d(k)) + D]iw(k) + G,f(k)
y(k) = Cix(k) + Dyjw(k) (1)
x(k) = p(k), Vk € [fa, o}

where r is the IF-THEN rule number; M;; is the fuzzy set; 6(k) = [61(k),02(k), - - - ,0,(k)] is
the premise variable vector; x(k) € R" is the state vector; y(k) € R™ is the measurement
output; w(k) € RY is the disturbance input; f(k) € R! is the fault signal; w(k) and f(k)
belong to I5[0,0); 0 < d(k) < d represents time delay; system matrices A;, C;, Dyj, Dy;,

and G; are given real-valued matrices with appropriate dimensions; p(k), k e [—E, 0} is

the given initial state and satisfies sup;.;_g; {Hl[)( )||2} < o0; AA; and AAy; represent
norm-bounded parameter uncertainties, Wthh satisfy the following formula:

[ AA; AAy | = HiF(K)[ Eo Ey ] @)

where F(k) is the unknown matrix that satisfies FT (k)F(k) < I, and H;, E,, E; stand for
known matrices with appropriate dimensions.
For the T-S fuzzy system (1), the defuzzified output is denoted as follows:

x(k+1) = ¥ hi(0(k))[(A; + DA x(k) + (Agi + AAg)x(k —d(k))

+Dlz w(k) + G;f (k)] 3)
y(k) = ¥ hi(0(k))[Cix(k) + Dpjw(k)]
x(k) = l¢( k), Vk € 7

where the fuzzy basis functions are described as

9i(6(k))
L 8:(6(k))

i=1

hi(6(k)) =
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with 9;(8(k)) = ﬁlMij(ej(k)), 9,(0(k)) > 0,i = 1,2,---,7, ¥ 8;(6(k)) > 0, My;(6;(k))
=

denoting the membership of 6;(k) in M;;, understandably.

ijs
W(O0) >0, i=1,2, 7, Y hi(0(k)) = 1
i=1

For simplicity, we denote h; = h;(6(k)).

Considering that the fading phenomenon occurs in the transmission process of the
measurement signal from the sensor to the FD filter, based on the Lth-order rice fading
model, the measurement signal obtained by the fault detection filter is expressed in the
following form:

4
yrlk) = ;}ﬁs(k)y(k —s) + Eyg(k) )

where £ is a given positive scalar and Bi(s =0,1,---,¢) represent the channel coefficients,
and they are mutually independent. Moreover, f; own the probability density function over
the interval [0, 1], which has the expectation B, and variance B. & € 15([0,00); R™) stands
for external noise and E, denotes a given real-valued matrix with a proper dimension.

Remark 1. In this paper, channel fadings are characterized via the improved Lth-order Rice model.
Such a model has been extensively utilized in fields of signal processing and remote control due to
its capacity to describe both channel fadings and random time-delays at the same time. Differing
from the conventional model of channel fadings, in model (4), the channel coefficients are described
by random variables obeying an arbitrary probabilistic distribution over the interval [0, 1]. Note
that the consideration of channel fadings increases the complexity of acquiring the FD filter.

Taking into account the physical object described by (1) and (2), an FD filter is con-
structed with the following expression:
Filter Rule i: IF 0y (k) is My, 62(k) is Mjp, ... ... 0, (k) is M, then

{ 2(k+1) = Ap2(k) + By (k) ©)
r(k) = Cri2(k) + Dy (k)

where £(k) € R" denotes the state vector of the filter, r(k) € R! represents the residual
signal being compatible with the fault signal f (k), Af;, Bf;, Cs;, and Dy; are appropriately
dimensioned filter gains to be decided. Therefore, the whole fuzzy fault detection filter is
constructed in the following formulation:

2(k+1) = T lA£(K) + By (0)

) = X 1(Cpt(K) + Dpyy (k)

(6)

In what follows, we denote

4

r r r
Y hahayha =Y hay Yy Y B, Vs >1

a2, As=1 =1 ap=1 as=1

T T

n(k) = [x" (k) 27 (K)]", o(k) = [w" (k) ZT (k) fT(K)], 7(k) = r(k) = f(K),
) = [T (k= 1)y (k=2) - T (k= 0))", 8(k) = [ oT(k) ©*T(k) |

o (k) = [T (k—1) 0T (k—2) - oT(k—0)]".
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By (3) and (6), the following FD dynamic system can be obtained:

k1) = T [ Ay + A2+ oK) Ay 6) + (Aa+ AR )k — d(K)
A5 + A () A7) (K) + (Byj + Bo(K) By o(k)
+(ABj; + Ay (k) B )o* (k)] @)
P(k) = z«,]i_l il (i + Po(k)Cop)y (k) + (A Ch -+ Ay (K) G (k)
+(Dij + Po(k) Dyj)o(k) + (A1D}; + Ay (k) Djy)o* (k)]

where
= _ A; 0 - _ | A O i 0 0] 5 _ Dq; 0 G;
A’] - |: ijci Af]' :|’ Ad = |: 0; 0 :|’ Al] o |: ijci 0 :|, BZ] o |: EoijDZi ijEy 0 |
. 0 0 0] — Agzi O — ANAg 0] = -
5= B;Dy 0 0 } Adi = { 0 0 ] Adai = [ 0 0 ] Cij = [ BoDsiCi Cy |,

= [ DsiCi 0], Dij=[ BoDgDai Ey —1], Dyj=[ DgDsi 0 0],
Aﬁ = dlag{A,], < /Aij}r B;; = dlag{BZ], < /Bij}/ Xl = [Bllf' . ’Bll]f
N——— N———

f f
Ay(k) = [Brl,- - Bil), Cj; = diag{Cy, -+, Cyj}, Df; = diag{Dy;, -, Dy},
f f

o (k) = s (k) — @, E{dm(k)} =0, E{&fn(k)} = T (1 — &),

E{B2()} = B2, Bo(K) = Bs(K) — B(s = 0,1,...1).

Definition 1. With the FD dynamic system (7) and each initial condition , in the situation of
0(k) = 0, system (7) is said to be exponentially mean-square stable if there are constants 6 > 0 and
0 < x < 1, which achieve the following [28].

2{ 01"} < ot supE{p(0) |}, vk >

Thus, the ideal FD filter is designed via the following steps:

Step (1) Introduce a residual signal. With system (2), a fuzzy FD filter expressed as (5) is
designed to produce a residual signal r(k). Then, the filter is devised to guarantee that the whole
FD system (6) achieves exponential stability in the mean square and the following He performance
under the zero-initial condition:

¥ B{ 707} <223 (k) 2 ®
k=0 k=0

where O(k) # 0 and v > 0 are made as small as possible in the feasibility of (8).
Step (2) Establish a residual evaluation stage containing an evaluation function J(k) and a
threshold Jy, as follows [29]:

k=s %
J (k) :{ ). TT(k)r(k)} , Jm=sup E{J(k)} )
k=s—L welp, f=0

where L is the length of the finite evaluating time horizon. Based on (9), whether a fault occurs is
detected according to the rule below:

J(k) > J;n — fault occurs and alarm
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J(k) < Jsn — no fault occurs.

3. Performance Analysis of an FD Dynamic System

In this part, we are concerned with the performance analysis of the FD filter for the T-S
fuzzy system, as stated previously. Before proceeding, we present several useful lemmas:

X1 X2

Lemma 1. (Schur Complement) Given constant matrices X = {
Xo1 X

}, where Xq1isr X 1,

the following three conditions are equivalent:
(i) X<0;

(i) X113 <0, Xop — XL X' X12 < 0;

(i) Xpp < 0, X11 — X12X5' XF, < 0.

Lemma 2. (S-procedure) Given matrix E = ET, M and N are real matrices with suitable
dimensions, and F satisfies FTF < I, then the sufficient condition for E+ MFN + NTFTMT <0
is that there is a positive number, so that

E uM NT
E4+uMMT + u 'NTN <0orI1=| uMT  —ul 0 <0.
N 0 —ul

Lemma 3. For any real matrices XZ-]-, i,j=1,2,---,rand A > 0 with proper dimensions, one
has [30].

T T r r T T
Yyyy hihjhkhlngXkl <Yy hihjngxij (10)
i=1j=1k=11=1 i=1j=1

The following analysis outcome provides a theoretical basis for the subsequent discussion.

Theorem 1. For the fuzzy CSTR system (2) with known filter parameters and a specified Hoo
performance <y > 0. The fuzzy FD system (6) becomes exponentially stable in the mean square with
a disturbance attenuation level vy if there are positive definite matrices P > 0 and Q > 0 satisfying

HZ?H” + ﬁzj;pﬁlz +Fii <0 (11)

_ _ ~ ~ ~ T, ~ ~
2(Pi,‘ + P]]) + (Hl] + H]'i)TP(Hi]‘ + H]l> + (Hl] + H]l> P(Hl’]' + H]l) <0 (12)

where
1 — Zl]—f—AZ Zd1+AZdz XZA:} El] KIB;;
1 — A Y A 7
/ Cij 0 ;\lCl.*j D;; AIDZ*].
~ 5T 3T ™37 T
I = { Iy Ty gy T } ,

M= BA; 0 0 BBy 0], Thyy=|0 0 BA; 0 BB |,
My = [ BC; 0 0 BDy 0], Tiy=| 0 0 BC; 0 BiDj |,
P = diag{P, P;, I, I},R = Ip42 ® P, P;s = diag{Q, —Q, —*I},
_ _ 0
Q=-P+({@d+1)Q+ LR,

=1

P = diag(P, I},R; = diag{Ry, -, Re}, p = \/ByL, fr = diag{\/g?l,- . E;I},
A = diag{B;, - Bi }.B; =E{B (0},

E{AT(k)PA,(K) } = diag{BiP,--- ,BiP} 2 A; @ P.
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Proof. For simplicity, denote 7j(k) = [ 7T (k) 5T(k—d(k)) n*T(k) oT(k) o*T(k) ]T.
With the dynamic system (7), define the following Lyapunov function:

V(k) =) Vi(k) (13)
i=1
where -
Vi(k) =" (k)Pr(k), Va(k) = ,:]Ed(k) " (H)Qn (i),

=

0 k-1 4 -1
B = L L gT0Q), k= £ X g ()Rm()

n=—di1i=ktn

where P > 0 and Q > 0 denote unknown matrices yet to be decided. By (7), one has

E{AVl( )} =E{nT(k+1)Py(k+1) — 5" (k)Py(k)}
- E{ z hhhht[nT(k)((Zi'+AZZ-)TP(ZSt+AZS)+B§A£PAst—P);7(k)

bjis i
+27T (k) (Aij + AR} PRAZ (k) + 257 (k) (A + AA;) ' PBso(k)
+2Bin" (k) ALPByo (k) + 247 (k) (Ay; + AA;) ' PABG0* (k)
+27T (k) (Aij + AR} P(Ags + AAys)y (k — d(k))
‘HI*T(k)A*TAl PAj AL (k) + T (k )A*T(A* ® P)AZy* (k) (14)
—|—217*T(k)A*TAl PBso(k) + 27T (k )A*TAI PA;B:o* (k)
+217*T(k)A*T(A* ® P)BXo* (k) + 2;7*T( )A;;TAI P(Ags + AAgs)n(k —d(k))
o™ (k)B; PBstv( )+ Byo (k) B PBsio(k) + 207 (k)B}; iPA B0 (k),
+207 (k)Bj; EP(Ags + MAge)y(k —d(k)) + v*T(k)B;;TA, PA;B;v* (k)
+v*T(k)B*T(A* ® P)Bv* (k) +20°T (k) BT A P(Ags + AAge)n(k — d(k))
+n 7 (k - (k) (Agi + DAz)P(Ags + DAg)n(k—d(k))],

E{AVy(k)} = E{V2(k +1) — Va(k)}

< [y (R)Qy (k) — 7 (k — d(k)) Qy (k — d(K)) + kid RUCCVOI
i=k—d+
E{AV3(k)} = B{V(k+1) — V3(k)}
gE[dnT(k)Qn(k)— Y Ty, 16)
i=k—d-+1

E{AV4(k)} = E{Va(k+1) — Vy(k)}

—v! v T@ORmG) - T nT@RmG)
1= 1 i=k+1—1 i—k—1 (17)

= Z {nT (k)R (k) — T (k—D)Ryy(k—1)}.

In the next stage, firstly, we are to verify the exponential stability of the FD dynamic
system (7) with 9(k) = 0. By (14)—(17) and Lemma 1, we acquire the following:
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?T

IA

E{AVi(k)[o(k) = 0}

E ¥ hghshln” (k) (A + 8 P(Ayt + AZ;) + By AP A — Py (k)
ij,5,t=

+217 (k) (A; +AA) PA A (k )+2’7T(k)(zij+AA) PAlBstU (k)
+217T(k)(A1] + D) P(Ags + Mg (k — d(k) + 57T (k) A;T A PAL ALy (K)
17T () AT (A ® P)ALy* (K) + 2T (k) ASTA] P(Ags + AA )y (k — d(K))
+n7 (k — d(k)(Agi + AA4)P(Ags + AAgs)n(k —d(k))].

Denote Aij = [Zl] + Aﬂdi + AzdiKlA;}], ;xl] = diag{ﬁvAi]‘, 0, ﬁlA;»kj}, then

E{AV(K)[o(k) = 0}

< B{ ¥ 1hhhhm (k) (AT PAy + APAs + Po)fi(k)}
1]st
~T ~ Ao
< Zlhh AT (k)A;" PA;; + A;iPA;; + Py (k)
ij
r ~T ~ A\ A
< hif? 7T (k) Ay T PAji + Ay PA;; + By (k)

1
’
i,j=1,i<j

T~ = S
+(Ajj = Aji) R(Ajj = Aji) +2(P; + P;j)]7 (k)

where P, = diag{Q, -Q,—R;}, Q= P+ (d+1)Q+ E R;.

(18)

(19)

By Theorem 1, we have () < 0. Furthermore, accordmg to the method used in the
proof in reference [31], it is observed that system (7) reaches exponential stability. Next, the
He, performance of fuzzy dynamic system (7) is analyzed. Suppose zero initial conditions

and construct the exponential function as follows:

Jn) = E L [F (k)7 () 7207 (k)0 (k)]

<E Y. [ (K)7(k) — 20T (K)o(k) — 120" (k)o* (k) + AV(K)].
k=0

It can be deduced from (7) that

(k)7 (k) = z bl () (CCot + B Can (k)

i,j,5,t=
+217 (k

) (CiAICe)* (k) + 297 (k ><€£ﬁst+ﬁoéTf>st> (k)
+27T (k) (C

Ciy M D3)o (K) + 17T (k) (CiTA AC + AfCiT o) (k)
+2°T (k) (A CE) D)o (k) + 27T (k) (C;T A AD3y + A C;T D)o (k)
+ol (k (5555t+30fﬂ155t> (k)—i—ZUT(k)(D D)o (k)
+v*T(k)(D*TA, AD% —i—A*D;‘jTD;‘t)v*(k)].

—

Denote
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By (19) and (20) and Lemma 1, we have

n r - ~ o~ —
J(n) < E{kzo L Hilhshuif" (k) (TGP + TG PIT; + Pis)n(k)}
=01,j,5t=

r ~ ~ P ad = |~
< 'ZlhihjﬁT(k) (IT5PTL;; + TIL PIT; + Py )77 (k)

ij=

e @)
< '21 hi (k) (TL; PTL; + T1; PTL; + Pyg)ij (k)

=

T ~

+5 ; i (k) [(TT; + T1;) T P(TT;; + 1)

1,]=1,1<j

RGN IS .
+(IT;; + 11;) " P(IT;; + ITj;) 4 2(Pj; + Pjj)]ij (k).

With Theorem 1, J(n) < 0, then (8) is obtained, and the proof is complete. [J

4. Fuzzy FD Filter Design

In this section, on the basis of the previous analysis, the fuzzy FD filter design problem
will be settled by the subsequent theorem.

Theorem 2. Consider the fuzzy dynamic system (7) and make -y > 0 a known scalar. If there are
matrices P > 0, Q > 0, Xand K satisfying the following linear matrix inequality (LMI):

Tl * *
MI —el o« ] <0 (23)
eN 0 —el
Tg * *

MI M el ] <0 (24)
eN 0 —el

then the FD filter in the form of (6) exists with the following:

Tl = |: fii ** :|rr2 = |: 2;(Pii +f]]) * :|r

Zuii — Zyjj+Zy; —P
[ PAyi+ XjRyi PAs; Ay ®(XjRy) PByi+XjRyi Ay®@(XjRy) ]
KRy 0 A ®@(KjRy) Do+KiRsi A;® (KjRy)
> BXiRo; o 0 BXRy; 0
1 0 0 B ®(XjRy) 0 Br @ (XjRyi) |’
BK;Ry; o 0 BK;Ry; 0
0 0 Br®(KiRy) 0 p1 ® (KjRsi)

L T
Mi=[0 0000 HPOOOOO]|,
N=[E E; 00000000 O]

0 0
A D+, G; N 0 I A~ 0 0
Bm‘:[ 011 0’}1{11‘:[0 0}’R2":[D2‘ 0}
1 1

If P, Q, X;j and K; are feasible solutions to (23) and (24), then the FD filter gains of (5) are computed
via the following formula:

E=[0 1], Dy=[0 1],A01-:{Af 0],

N Ay—1 A
[Af; Bfj] = (ETPE) E'X,, [Cfi Dfj] = K;.
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Proof. For the purpose of avoiding splitting the matrix P, Q;;, and R;, the parameters in
Theorem 1 are rewritten as follows:

Ajj = Agi + ELjRy;, Bij = Bo; + EL;jRy;, Cij = KjRy;, Dij = Do + KjRy;

where L]' = [Af] ij], K] = [Cf] Df]]
Then, according to Lemma 1, (11) and (12) are rewritten as follows:

Fii *
~ —1 <0 (25)
Zii —P
2Py +P)
Pt Py) x| oo (26)
Zij+Zji —P

where1 <i<j<r(ij€R).

[ A+ ELiRy; + AA; Agi+AAs A ® (XjRy) Boi+ELiRs; A @ (ELiRy) |
KRy 0 A ® (KiRy))  Do+KjRyi A (KiRy)
7 BEL;Ry; 0 ] 9 ) BEL;Ry; ] 9 )
0 0 p1 @ (ELjRy;) 0 p1 @ (ELjRy)
BK;Ry; 0 0 BK;Ry; 0
0 0 p1 ® (KjRa) 0 b1 ® (KjRs;)
Pre- and post-multiply inequalities (25) and (26) by diag{I, P}, respectively, and
denote X; = PELj, one acquires the following:
FF[Z _*P} <0 27)
SIE IR
where
[ PAgi + XjRy;j + PAA; PAyi+PAAs; A @ (XiRy) PByi+ XiRsi Ay @ (XjRy) ]
KRy 0 A;® (KjRy)) Do+KiRsi A @ (KiRy)
B BXRy; 0 0 BXRy; 0
Zij = 0 0 Bi @ (XjRy:) 0 i ® (XjRy;)
BK;R; 0 BK;Ry;i 0
0 0 B1 @ (KjRy) 0 B @ (KjRy)

According to the expression of the uncertainty parameters, we have
J— J— — J— J— J— J— T J— J—
AA; = HiF(k)Eq,, Ay = HiF(K)Eg, Hi=[ H' 0] ,E,=[E, 0],Eg=[E; 0].
Equations (27) and (28) can be rewritten as follows:

T1+MF(k)N +NTFT(k)M] <0 (29)

o + (M; + Mj)F(k)N + NTET (k) (M; + M;)" < 0 (30)

where 1 < i < j < r (i,j € R); the parameters therein are defined in Theorem 2. In
accordance with the S-procedure in Lemma 2, (23) and (24) are obtained, and the proof is
now complete. []
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Remark 2. Until now, the Heo fault detection filter design has been accomplished for the CSTR
reaction process subject to parameter uncertainties, channel fadings, and delays. The main results of
this paper are thus highlighted as follows. In Section 3, Lemmas 1-3 lay a necessary foundation for
later analysis and design, and Theorem 1 realizes the performance analysis (exponential stability in
the mean square of the error dynamics of the fault detection filter and the Hoo disturbance rejection
level of the residual filtering error against external disturbances). In Section 4, the fault detection
filter design is fulfilled in Theorem 2, the gain expression of the desired fault detection filter is
acquired by virtue of the feasible solution to certain LMIs. More specifically, Theorem 2 contains
all the system parameters such as delay bound, parameters in the parameter uncertainties, and
statistical characteristics of the channel coefficient.

Remark 3. The main work of this paper is further emphasized as follows: (1) constructing a fuzzy
T-S model to reflect the CSTR reaction process on the basis of the dimensionless mechanism model;
(2) the channel fading phenomenon is considered in the transmission process of CSTR measurement
signal from the sensor to the FD filter, which is characterized by the improved Lth-order Rice fading
model by reflecting the actual situation of signal transmission more accurately; and (3) a reinforced
stochastic analysis technique is implemented in order to conform to the Hoo performance of the fault
detection filter concerning the CSTR fuzzy systems, except for the constraint of exponential stability
in the mean square.

5. Numerical Example

The chosen CSTR system parameters are the following: 79 = 20, H = 8, =1,
Dy =0.072,and A = 0.8. Letd =5, D1y =Dy =D;3=[0 1 ]T. In the reaction, the
CSTR system has three equilibrium points: £ = [ 0.1440 0.8862 ]T,

200 = [ 04472 27520 17, %3 = [ 07646 4.7052 |", the following T-S fuzzy rules
are then employed to expand near the three equilibrium points.
Rule 1: If x5 (k) is small (x, (k) is about 0.8862), then

x(k+1) = (Ap + BA)x(k) + (Ag + AAg ) x(k — d(k)) + Dyyw(k) + G1f(k);
Rule 2: If x5 (k) is medium (x, (k) is about 2.7520), then

x(k+1) = (Ay+ AAy)x(k) + (A + AAg)x(k —d(k)) + Dypw(k) + Gof (k);
Rule 3: If x5 (k) is large (x2 (k) is about 4.7052), then

x(k+1) = (As+ AA3)x(k) + (Agz + AAgz)x(k — d(k)) + Disw(k) + Gs f (k).

Here, x(k) and x(k — d(k)) are the set of differences between the temperature state
value and the corresponding equilibrium point temperature value. According to the
selected parameters, there are

A4 _ [ 00418 00132 ] , [ 00590 003467 , _ [ 00498 —0.0167
1= 100346 —0.0194 |2~ | —0.0472 0.0515 |"“3~ | 0.0983 0.0758 |’
Agp = Agp = Agz = diag{0.25,0.25}, F(k) = sin(0.6k),C, = [ —0.79 0.65 |,

0.2 0.21

Hi=Hy=Hs = [ 0.01 —0.14

],Eu—[o 015 |,Es= [ 0 o.z],cl_[ },c3_[—0.81 0.65 |,

0.20 0.19
= { 012 }’G‘"’ N { 015 ]’Dﬂ =Dz =Dy =002,C =[ —08 065 ].

The membership functions are shown in Figure 2.
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Figure 2. Membership function.

The order of the fading model is ¢ = 2, the probability quality function of the channel
coefficient is as follows:

f(Bo) = 0.0005(e”%0 —1), 0 < gy < 1

[ 1084, 0< B <020
f(Br) = { —2.%0(/31 —1), 020 <1 B1 <1
f(B2) =8.5017e 852, 0 < B, < 1

The mathematical expectations Es(s = 0,1,2) are acquired as 0.8991, 0.4000, and

0.1174, the variance ( Es)z are 0.0133, 0.0467, and 0.01364, respectively. In terms of the above
parameters and using the LMI toolbox in the Matlab software, the gains of the FD filter
can be calculated by solving the feasible solution to matrix inequalities (23) and (24). The
obtained gains of the fault detection filter (5) are shown in Table 1.

Table 1. The computed gains of the fault detection filter.

Ag By; Gy Dy

i=1 —0.8972 0.7112 0.0145 [ 00893 —04515 ] 24358
—0.4820  0.4996 0.0017

i=2 0.4122 —0.3698 —0.0166 [ 04414 —0.3681 ] _52732
—0.6324 05753 0.0139

i=3 00014 —0.0012 —0.0489 [ 01356 —0.0628 | ~7.4592
0.0002  —0.0002 —0.0214

The initial state is taken as x(0) = [09 09 }T, noise

2rand(1,1), 30<k<1
w(k)_{o rand(1,1), 30 < k < 130

, and the fault signal f (k) is chosen as follows:
0, else

) = {1, 50 < k < 100
0, else

Figure 3 plots measurement curves, in which the dashed line denotes the ideal mea-
surement output, and the solid line represents the signal actually received by the fault
detection filter. It can be seen that the amplitude change of the received signal is more
intense than that of the ideal measurement, which validates that channel fadings may
lead to the signal distortion (signal missing and delays). Additionally, the occurrence and
existence of faults cause the abnormal values of the measurement signals. Figures 4 and 5
describe the residual signal curves with and without noise, respectively. We notice that the
residual signal curve without noise is smoother than the one with noise, and the influence
of both faults and channel fadings on the residual signal is obvious, which is in accordance
with Equation (5). In terms of Equation (9), Figures 6 and 7 reflect the evolution of the
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residual evaluation function curves with and without noise, respectively. It is shown that
there are more fluctuations in the residual evaluation function with noise than those with-
out noise. In Figure 6 (or Figure 7), the dashed line and the solid line depict the residual
evaluation function with and without faults, respectively. It is also illustrated that the value
of the residual evaluation function increases due to the existence of faults, which lay a basis
for the fault detection.

Measmemments

Teleal measrerments

The received signal B

L
0 S0 100 150 200
Time (k)

Figure 3. Ideal and practical measurement outputs.
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Figure 4. Residual signal with noise.
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Figure 5. Residual signal without noise.
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Figure 6. Residual evaluation function with noise.
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200
Assuming the threshold J;; = sup 0] = rT(h)r(h), after 200 fault-free simulation
h=0

runs, the average threshold is then J; = 0.2622. It can be recognized from Figure 6 that
2519 = J(59) < Ji < J(60) = 2.772, i.e., the fault is detected in step 10, after it occurs. It
can be concluded that the residual can not only reflect the fault in time, but also detect the
fault in the case of disturbance.

6. Conclusions

In this paper, the FD issue for CSTR with respect to time delay, uncertainty parameters,
and channel fadings was investigated in terms of the T-S fuzzy model. Norm-bounded
uncertainties were adopted to describe parameter imprecision caused by modelling errors.
The phenomenon of channel fadings was considered while the measurement output signal
was transmitted from the sensor to the FD filter, which was then reflected with an improved
L-th Rice fadings model. The performance constraints to be met by the constructed fault
detection filter were both the exponential stability in the mean square of the filtering error
system and the Ho, disturbance rejection level of the residual filtering error in resistance
to external disturbances. With the help of the Lyapunov stability theory and reinforced
stochastic analysis techniques, the analysis of the performance and the design of the fault
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detection filter were carried out for the CSTR. As a result, a sufficient condition was
put forward, ensuring the existence of a satisfactory FD filter. Simultaneously, a direct
expression was acquired from the FD filter in accordance with the feasible solution to a
specified LMI, which is solved conveniently via the standard Matlab software. Lastly, a
simulation example demonstrated that faults can be reflected and detected in time under
circumstances of disturbance by choosing the thresholds appropriately, which validates the
effectiveness and the correctness of the developed FD strategy for CSTR in this paper. For
subsequent research topics, we would like to deal with fault estimation, fault prognosis,
and related issues therein [32].
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Abstract: In fault-diagnosis classification, a pressing issue is the lack of target-fault samples. Obtain-
ing fault data requires a great amount of time, energy and financial resources. These factors affect
the accuracy of diagnosis. To address this problem, a novel fault-diagnosis-classification optimiza-
tion method, namely TLSCA-SVM, which combines the sine cosine algorithm and support vector
machine (SCA-SVM) with transfer learning, is proposed here. Considering the availability of fault
data, this thesis uses the data generated by analog circuits from different faults for analysis. Firstly,
the data signal is collected from different faults of the analog circuit, and then the characteristic
data are extracted from the data signals by the wavelet packets. Secondly, to employ the principal
component analysis (PCA) reduces the feature-value dimension. Lastly, as an auxiliary condition,
the error-penalty item is added to the objective function of the SCA-SVM classifier to construct an
innovative fault-diagnosis model namely TLSCA-SVM. Among them, the Sallen-Key bandpass filter
circuit and the CSTV filter circuit are used to provide the data for horizontal- and vertical-contrast
classification results. Comparing the SCA with the five optimization algorithms, it is concluded
that the performance of SCA optimization parameters has certain advantages in the classification
accuracy and speed. Additionally, to prove the superiority of the SCA-SVM classification algorithm,
the five classification algorithms are compared with the SCA-SVM algorithm. Simulation results
showed that the SCA-SVM classification has higher precision and a faster response time compared
to the others. After adding the error penalty term to SCA-SVM, TLSCA-SVM requires fewer fault
samples to process fault diagnosis. Ultimately, the method which is proposed could not only perform
fault diagnosis effectively and quickly, but also could run effectively to achieve the effect of transfer
learning in the case of less failure data.

Keywords: TLSCA-SVM; optimization method; fault diagnosis; transfer learning

1. Introduction

In terms of practical application, fault diagnosis is primarily used in industrial failure.
Among such incidents, 80% of industrial failures come from analog circuits. Therefore, ana-
log circuit fault diagnosis is the research focus of industrial fault diagnosis. Compared with
digital circuits, analog circuits are more complicated and have more stringent requirements
for fault diagnosis. Training using analog circuits for diagnostic models in fault diagnosis
is more valuable. With the continuous refinement of various data-analysis methods, the
troubleshooting technology for analog circuits is also improving; common troubleshooting
techniques, including PCA [1], Search Grid [2], particle swarm optimization (PSO) [3],
ant colony algorithm (ACA) [4], simulated annealing (SA) [5], genetic algorithm (GA) [6],
Back Propagation Neural Network (BP) [6], Self-organizing Maps (SOM) [7], Extreme
Learning Machine (ELM) [8], decision tree [9], random forest [10] and SVM [11] all have
good classification results to some extent [12].
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For the fault diagnosis of analog circuits [13], the following operations are required.
Firstly, an analog circuit model is built, the fault is set in the analog circuit and the failure
data is collected. Secondly, the fault data is processed, using methods such as feature-value
extraction, dimensionality reduction, linearization, etc. Finally, the processed data is used
in the modelling of fault diagnosis to judge the performance of the model [14]. In this
article, the data of Sallen-Key circuit is used for model comparison and the more complex
CSTV circuit is used for validation to determine the versatility of the model. Here, the data
of both analog circuits are used for horizontal and vertical comparison experiments of the
algorithm in order to obtain more practical conclusions. When there are fewer fault samples,
the auxiliary condition, namely the error penalty item, is added to the objective function of
the SCA-SVM [15] classifier to construct a new fault diagnosis model, which is TLSCA-SVM.
The model not only has the advantages of the SCA-SVM fault diagnosis model, i.e., the
fault classification speed is fast, the accuracy is higher, but also the transfer-learning [16]
ability is better.

As a new concept of machine learning [17], transfer learning brings new research direc-
tions to machine learning. This paper uses the data from different faults in the analog circuit
for fault diagnosis [18], performs a series of data processing, combines the SCA optimization
method with SVM to obtain the classifier SCA-SVM and adds an error penalty item to build
a new fault diagnosis model, namely the TLSCA- SVM model. This method imports the
data processed by the wavelet packet and PCA into the improved SCA-SVM classifier for
training and prediction, thereby improving the speed and accuracy of diagnosis [19].

The controversy about the SCA algorithm [20] concerns the local search of the op-
timization algorithm. It is not difficult to understand that the optimal solution can be
guaranteed using global search [21]. However, it is inevitable that the local optimal solution
may appear in the local search, performance at a certain point is best, and the farther away
from the point, the worse the performance. In response to this debate, this paper effectively
avoids the occurrence of the problem. In this paper, the parameters of SVM are optimized
by using the same characteristics of local search and global search probability of the SCA
algorithm in optimizing parameters. The SCA-SVM classifier and a good classification
effect are obtained.

As machine learning continues to innovate, the concept of transfer learning has been in-
troduced through research. Traditional machine learning uses the continuous autonomous
acquisition of knowledge from the data. This mechanism requires a lot of data and itera-
tions to achieve data-driven effects. In machine learning, when a trained model is applied
to a new field, the effect is often poor. Transfer learning, as an important branch of machine
learning, focuses on applying knowledge that has already been learned to new problems, so
that the knowledge transfer can allow trained models to be applied to new areas. Transfer
learning includes zero-shot learning [22], one-shot learning [23] and few-shot learning [24].
Since the zero-shot learning is too ideal to exist in actual data processing, the limit of
few-shot learning is zero-shot learning. Therefore, in this paper about analog circuits fault
diagnosis, few-shot learning is used for fault diagnosis [25], as well as transfer learning, in
order to achieve the effect of fault prediction [26].

Transfer learning refers to the transfer of knowledge from one field to another, and
it is common to apply the experience gained from learning to new learning, which is the
influence of one learning state on another. The earliest application of transfer learning
was in educational psychology, which put forward that the implementation of transfer
learning must combine old with new knowledge. In terms of machine learning, transfer-
learning development has a better development prospect. Since 1995, NIPS launched
a “Learning to Learn” professional seminar in the field of machine learning [27], and
since then transfer-learning research has entered a period of rapid development. Transfer
learning is to apply the knowledge extracted from the source task [28] to the target task.
Compared with multitasking, the most important thing in transfer learning is the target
task [29], rather than extracting knowledge of all source tasks at the same time. Of course,
in educational psychology, the implementation object of transfer learning is human, while
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the implementation object in machine learning is the corresponding algorithm model. In
this regard, humans have excellent transfer-learning capabilities. For example, in human
childhood, when young children are provided with oral descriptions by their parents, the
children can find the corresponding objects. Even in the learning process, as long as the
solution is mastered, similar problems can be solved. However, the application of transfer
learning in machine learning is not particularly easy. This is because, unlike humans,
machines cannot achieve the so-called independent thinking and can only achieve the
desired results through continuous data optimization. It is worth mentioning that in the
face of massive data analysis, the introduction of migration learning can reduce a lot of the
unnecessary workload, which has certain research significance.

At present, there are many scholars focused on transfer learning research and most
people research the algorithm related to transfer learning. They use different technologies
to achieve the requirement of transfer learning. Many transfer-learning ideas are applied to
image recognition [30], such as image features being extracted to a training set, the knowl-
edge of the source task is transferred to the target task, and finally the image recognition in
the test set can be realized.

This article uses transfer learning for the purpose of fault diagnosis. Obtaining fault
data in industrial fault diagnosis requires a lot of manpower and material resources. The
fault of actual industrial equipment is a kind of damage. Therefore, the application of
fault-diagnosis methods in transfer learning is typical. The use of normal data and a some
fault data can effectively diagnose faults and achieve predictive effects. This method can
maintain equipment safety and ensure the normal operation of actual industrial equipment.
Considering the availability of fault data, this paper uses the data generated by analog
circuits from different faults for analysis. An error penalty is added to the SCA-SVM
classifier to build an innovative fault-diagnosis model, which is TLSCA-SVM. By comparing
the experiments, it is concluded that the model can diagnose the fault with less fault data,
achieve the effect of transfer learning, and finally realize the prediction of failure.

2. SCA-SVM Algorithm

The SCA optimization parameter algorithm is a novel random optimization method
based on population. The SCA was proposed by Australian scholar Mirjalili in 2016 [31],
the essence of which is to optimize the parameter by using random probability. SCA
creates randomly generating multiple initial candidate solutions, and uses sine and cosine
functions to make these initial candidate solutions have the same probability of moving
either in the direction of the optimal solution or reverse. This method not only guarantees
the accuracy of global search optimization parameters, but also ensures the speed of local
search optimization parameters, so that the optimal parameters can be found quickly and
accurately in the model. Because the essence of the SCA optimization algorithm is the
population optimization algorithm, it also meets the general law of the two stages of the
population optimization algorithm, which is exploration and utilization. When the algo-
rithm is in the exploration stage, the algorithm randomly searches with a large probability
gradient to ensure sufficient search space. When the algorithm is in the utilization stage,
the random probability gradient decreases gradually, ensuring that the optimal solution
can be found accurately. In SCA [32], the optimization process is divided into global search
and local search. These two parts promote and restrain each other, as global search is used
to quickly locate the optimal solution of the range, and local search is used to find the
optimal solution. These two parts reach a dynamic balance can find the global optimal
solution. If there is only a global search, the optimization speed is slow and the equipment
configuration is high. If there is only a local search, it is easy to obtain a local optimal
solution. The SCA optimization parameter algorithm is determined by the different value
situation of the sine function global search and local search.

The two important parameters of SVM are kernel function [33] and the penalty fac-
tor [34]. These two parameters directly affect the performance of SVM [35], so finding
the optimal parameters of SVM becomes the core problem of constructing a classification
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model. How to find the optimal parameters quickly and effectively becomes the key to the
optimization algorithm. This article introduces SCA to optimize the SVM parameters. SCA
randomly creates multiple initial candidate solutions and uses sine and cosine functions [36]
to determine the search method. This method ensures that the initial candidate solution
moves toward or away from the optimal solution with the same probability. This way of
finding the optimal solution not only ensures the accuracy of the global search optimization
parameters, but also ensures the speed of the local search optimization parameters, so that
the optimal parameters can be found quickly and accurately in the model [37].

2.1. Principles of SCA Optimization Parameters

In this essay, the SCA optimization parameter algorithm can be used to optimize
two important parameters in SVM. The essence of the SCA algorithm is to use the unique
characteristics of the trigonometric function to make the probability of each optimization
the same, so that the optimization effect meets the accuracy of the global search and the
speed of the local search. The specific operation is that the value of the sine and cosine
function is used to determine whether to perform a global search. For example, when the
distance between the value of the sine and cosine function and the abscissa exceeds 0.5, that
is the function value is distributed between 0.5 and 1 or —0.5 and —1, the optimization of
the global search method is achieved. When the distance from the sine and cosine function
value to the horizontal coordinates is less than 0.5, which is the function value is distributed
between —0.5 and 0.5, the SCA algorithm conducts a local search. SCA randomly creates
multiple initial-candidate solutions and uses sine and cosine functions to move these initial
candidates in the same probability of moving or reversing in the direction of the best
solution, which not only ensures the accuracy of the global-search optimization parameters,
but also ensures the speed of the local search [11].

In the SCA optimization algorithm, the trigonometric function determines the position
of the next iteration point and is iterate according to the following formula:

Xlt+1 =Xt +6; +sinf, + !93P§ - X” g

Xt = X! + 01 + cos 6 + |05PF — X} | @

In the equation, Xf is the position of the current iteration, 616, and 63 are random
numbers of random values in iteration that decide the trigonometric function, P! is the
best selected scenario. In the actual optimization process, the above positions are selected
appropriately and the equation can be updated with the sine cosine function:

{ XU =XE4-6; +sin 6+ (03P —X!|, 0,<0.5 3)
X =Xt 40, +cos 02 +[03PE —XE |, 05>0.5

In the equation, 6, is a number randomly selected each time in the range of 0 and 1,
ensuring that the probability is the same when optimizing.

In the above formula, according to parameter 61, the algorithm can determine the
direction of the next iteration. The operation occurs when the distance from the parameter
value to the abscissa exceeds 0.5, that is, the value is distributed between 0.5 and 1 or
between —0.5 and —1, in the outer ring area shown in Figure 1. When the distance between
the parameter value and the abscissa is less than 0.5, that is, the function value is distributed
between —0.5 and 0.5, the search is performed in the circle area shown in Figure 1. The
parameter is a number randomly selected between 0 and 7t each time. Parameter 65 is used
to determine the random allocation of the enhanced or weakened relationship, and a size
comparison with 1 has been used to determine whether the relationship is enhanced or
weakened. As can be seen from the Formula (3), the parameter value of 64 can select the
type of the sine and cosine function, when 6, < 0.5, the equation containing only the sine
function is selected for the next iteration. When 6; > 0.5, the equation containing only
the cosine function is selected for the next iteration. Through the above iteration, it can be
guaranteed that the algorithm has the same probability in global search and local search,
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so that the algorithm itself can combine the benefits of both search modes itself to achieve
better results.
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Figure 1. SCA optimization algorithm iterative schematic.

In order to satisfy the global search and the local search with the same probability
conditions, and make the optimization solution converge, the SCA optimization algorithm
self-adjusts using Formula (4):

a
6, —a—t2 4
1=a—ts 4)

2.2. The Classification Principle of SVM

SVM was originally used to deal with dichotomous problems. In order to meet more
classification problems, slack variables and maximum separation hyperplane theory were
continuously introduced and applied to classify nonlinear problems. Due to the special
theoretical concept, the SVM classifier effect can be applied to transfer learning, so this
paper used the SVM for fault diagnosis based on transfer learning.

The most important problem of SVM is the mapping of kernel functions. It is a
nonlinear indistinguishable problem. It is classified by hyperplane and mapped to a simple
linear problem, where the largest hyperplane satisfies the following conditions:

ming(w)=3 [lw|* 5)
sty (wTx+b)>1,i=1,23,..n

w is the general vector of the maximum hyperplane, and b is the offset of the maximum
hyperplane, parameter ¢ ({ > 0) determines the boundaries.

yilw-¢(x;)) +b]+¢>1,i=12,...,n (6)

The penalty factor C is applied to alter the proportion of relaxation variable ¢;, and
Formula (5) is altered to:
min(w)=} |l *+C £ &
i=1

yilw-¢(xi)+b]+8;>1,i=1,2,...n @)

By introducing Lagrange multiplier «, the maximum hyperplane problem as a pair
problem is reflected as follows:

n n n
maxL(a)=} oci—l—% Yy “i“jyi)’]‘K(Xi'Xj)
i=1 i=1j=1 ®)

n
s.t. ) a;y;=0,0<a;<C,i=1,.2,...,n
i=1
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Solving the upper class, the decision function of the SVM is shown below:

zxiyiK(xi . X]') +b
1

)

1

-

n

In this paper, the important parameters penalty factor C and kernel parameter in
SVM were perfected by SCA optimization parameters, and a fault classifier with excellent
classification performance is obtained.

3. Fault Diagnosis Model of TLSCA-SVM Algorithm
3.1. Principles of Transfer Learning

Transfer learning is the novel branch of machine learning, which has a critical influence
on the data processing of artificial intelligence. In 1995, the NIPS professional seminar
“Learning to Learn” was launched in the field of machine learning 26. Since then, transfer-
learning research has entered a period of rapid development. The main principle of transfer
learning is to apply the knowledge of the source task to the target task. Compared with
multi-task learning, the most important thing in transfer learning is the target task, rather
than learning the source task that applies to the target task.

Transfer learning mainly includes the following two concepts: domain D and task H.
The two parts of D are composed of two parts: the feature space E and the edge probability
distribution P(e), where {ey,...,e,} € E, for a given domain, H also consists of two parts.

D; is given a labeled source domain data, H; is the corresponding source task. Dy is a
target domain with very few tags, H; is the corresponding learning task. The purpose is to
transfer the knowledge of Ds and H; to Dy, so as to perfect the performance of the target
function (Ds # Dy, Hy # Hy).

3.2. TLSCA-SVM Algorithm

The SCA optimization algorithm uses the equality constraints to optimize the pa-
rameters of the SVM classifier. This method transforms the solution of the optimiza-
tion problem into the solution of a set of linear equations. For a set of input samples
{(d;,gi)},i=1,...,n,d; € R". SVM maps the nonlinear inseparable problem to a high-
dimensional space into a linearly separable problem through kernel function mapping,
where the function discriminant is:

fld)=u"p(d)+q (10)

To propose the migration algorithm of the auxiliary data set, the auxiliary data sets
are similar to the target set to enhance the accuracy of the classification model. Given that
{(d;, i) }i—; is the target sample data, {(d;, gi) }i—, is similar sample data. On the basis
of the original SCA-SVM optimization problem, the TLSCA-SVM method adds auxiliary
data that is an error penalty term, to the target formula to realize the transfer of knowledge.
The improved objective function can be expressed as:

n n+m
minJ (u,0)=LuTu+ 5ty A28 "y a2
i=1

i=n+1
s.t.gi(uTo(d;)+q)+1—-A;i=12,...n,..,n+m 11

In the formula, B; and B; are the penalty parameters of the target domain and source
domain data sets, respectively, A; is the prediction error.

When the Lagrange multiplier is introduced, the dual equation of Equation (10) is
derived, multiply each equation constraint with the Lagrange multiplier «;, Then, the
Lagrange function is established by adding the objective function:

n+1
L(u,q,Ai o) =J(u,A) — Y a [gi(uT(p(di) +q) -1+ /\i] (12)

i=1
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The necessary condition for taking the extreme value is to find the partial derivative
of each variable and set it to zero to obtain the Formula (13).

5L n+m
E=0=u= .;1 w;gip(d;)

i=
oL _ ., = ,Bt/\i/i:1,2,...,n
a/\i—0=>0éz—{ BsAii=n+1,...,n+m (13)
oL _ L _
9 —Oéiglaigi_()

A= 0= g(uTo(d) +q) —1+A; =0

Eliminate variables u and A; to get the matrix equation:

311

In the formula, QO = g;g;k(d;, d;), k(d;,d;) = (p(dl-)T(p(dj) is the kernel function.
G = [g1,.-.,gnsm] and e = [1,...,1]" are n + m dimensional column vectors, § =

diﬂg[lBt, e ,‘Bt,ﬁs, N ,’Bs].
The expression of TLSCA-SVM decision function is obtained by Formula (14).

Q+% G
GT o0

(15)

I
G(d) = sgn [Zl w;gip(di) o(di) +q

The Gaussian kernel function has an excellent anti-interference ability to the noise of
the data. In this paper, the Gaussian kernel is used as the kernel function of TLSCA-SVM.
The expression is:

k(d,d;) = exp <”dz(52dl||> (16)

where ¢ is the parameter of the Gaussian kernel width.
Finally, combined with the previous SCA-SVM algorithm, the decision function of the
TLSCA-SVM classifier is obtained by the improved algorithm.

3.3. Fault Diagnosis Process of TLSCA-SVM Algorithm

In this paper, the TLSCA-SVM algorithm is applied to an analog circuit fault anal-
ysis, which is accomplished via the following main four steps (shown from step 1-step
4): building analog circuit model, setting and collecting fault data, using wavelets for
data feature extraction, using PCA dimension reduction, using TLSCA-SVM classifier for
troubleshooting, and comparing the actual fault data with the fault diagnosis results to
arrive at the fault diagnosis rate.

The programming in this article is based on the mutual control of multiple modules.
The data processing uses a five-layer wavelet packet and PCA technology. The classifier part
uses SCA to perfect the parameters in the SVM to achieve fast and accurate classification
results. When the classification algorithm adds auxiliary conditions, the algorithm has the
ability of transfer learning. The specific fault handling process is shown in Figure 2.
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The circuit fault data is
set and collected

v

Wavelet packet is used
to extract data features

PCA is used for
dimensionality
reduction
Source domain Target domain
training data training data

A
The source domain knowledge is
transferred to train the target

domain, and the TLSCA-SVM
classifier performs fault diagnosis

Test set data

The diagnosis result and
diagnosis accuracy are
output

end

Figure 2. TLSCA-SVM fault diagnosis specific operation flowchart.

In this paper, the steps of fault diagnosis are shown below. The entire diagnostic
process is not changed when comparing algorithms, but the comparison is made with the
classifier and the optimized parameters of the classifier. This ensures that when comparing
algorithms, the external conditions are consistent, and only the diagnostic effect of the
classifier itself is considered. In order to ensure the consistency of the external conditions
of the comparison algorithm, the same failure training set data is the same when using
different classifiers for troubleshooting.

Step 1. The circuit model is established to collect and process data from different faults
in the analog circuit. Input variables are obtained and the input data undergoes a series of
data processing steps such as wavelet packet extraction, feature-value processing and PCA
dimensionality reduction.

Step 2. After the above data processing is completed, the data is put into the pre-built
classification model to achieve the effect of classifying the fault data. In this paper, the
function of SVM is realized by LIBSVM. The penalty factor and kernel parameter in SVM
are perfected by the SCA optimization method. In the SCA optimization method, multiple
initial candidate solutions are randomly created. These initial candidates are used with the
same probability of moving or reversing in the direction of the best solution. When looking
for a relatively good solution, this method chooses to keep and proceed to the next iteration.

Step 3. An auxiliary condition is added to the objective function of the already de-
bugged SCA-SVM classifier that is an error penalty term. An innovative fault diagnosis
model, namely TLSCA-SVM, is constructed. The knowledge of the source domain is trans-
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ferred to train the target domain, and the TLSCA-SVM classifier performs fault diagnosis.
Fewer fault data is used as a training set and put into the classifier for fault diagnosis

Step 4. The trained TLSCA-SVM classifier model is used to classify faults on the test
set, output the diagnosis results and judge the accuracy of the fault diagnosis results.

In this article, it is worth mentioning that the problem of a single-fault diagnosis
in analog circuits is considered. Single fault refers to changing the parameters of only
one component in the circuit while the parameters of other components in the circuit
remain unchanged. The situation in which multiple component parameters are changed
at the same time is referred to as a multiple-fault diagnosis problem. The data processing
method of multi-fault diagnosis is similar to that of single-fault diagnosis. Multiple faults
are changing the parameters of only two or more components while the parameters of
other circuit components remain unchanged. Single fault is the basis of fault diagnosis in
analog circuit fault diagnoses. In the actual analog circuit fault, the occurrence probability
of a single fault is more than 80%, and the occurrence probability of multiple faults is
relatively low. Additionally, a multi-fault diagnosis can be regarded as multiple single-fault
problems occurring at the same time. That is, a multi-fault problem can be decomposed into
multiple single-fault problems. Single-fault diagnosis and multi-fault diagnosis have many
similarities in analog circuit fault diagnosis and multi-fault problems with less probability
can be decomposed into single-fault for processing. Considering all of these aspects, this
paper does not analyze the multi-fault diagnosis.

4. Acquisition and Process Fault Samples of Analog Circuits

This article takes the Sallen—-Key circuit [38] and CSTV circuit [39] as diagnostic ex-
amples. Sallen—Key circuits and CSTV circuits are typical circuits that are often used to
analog-circuit fault diagnosis. In the simulation experiment, considering the selectivity of
the simulated circuit data, for more rigorous consideration, the faults of the Sallen-Key
circuit and the CSTV circuit were set according to the literature [40-42].

At the same time, the Sallen-Key circuit is used because it is relatively simple as a
second-order circuit and can use a public dataset. The Sallen—Key circuit is widely used
in the fault diagnosis of analog circuits, so the Sallen—-Key circuit was used to verify the
validity of the algorithm. The CSTV circuit is a fourth-order circuit, which is more complex
than the Sallen—Key circuit. The application of this circuit can show that the algorithm itself
has universal applicability

4.1. Data Processing of Sallen-Key Band-Pass Filter Circuit with Injected Fault

In this essay, the data were studied by extracting the data in different modes of the
Sallen—Key circuit. Circuit structure, individual component types and values are shown in
Figure 3. Here, the parameter value is set to deviate from the original value by 50%, the
capacity is set to deviate from the original value by 10%, and the resistance is set to deviate
from the original value by 5%.

R2

3k
I V2
R1 c1 ul™ +15Vdc
3 +
+ >
1k 5n S 6 out]
V1
1Vac 2
ovdc ~4 JLM324/5_1/TI
R3 V3
c2 2k R4
5n 4k
-15Vdc =
R5 0
4k

Figure 3. Sallen-Key band-pass filter circuit.
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The excitation-signal parameters of the analog circuit are shown in Figure 3. After
sensitivity analysis, R2, R3, C1, and C2 are selected as faulty components. The fault type
and parameter list are shown in Table 1. The data of Sallen—Key circuit contains eight
failure modes, which includes R2+, R2—, R3+, R3—, C1+, C1—, C2+ and C2—. The symbols

— and + denote additional or little data and normal state (no failure, NF).

Table 1. Fault type and encoding of Sallen-Key band-pass filter circuit.

Malfunction Coding Failure Mode Nominal Value Fault Value
FO NF - -

F1 R2+ 3KQ 45KQO

F2 R2— 3 KO 1.5 KO

F3 R3+ 2KQ 3 KO

F4 R3— 2 KO 1KQ

F5 Cl+ 5nF 7.5nF

F6 Cl— 5nF 2.5nF

F7 C2+ 5nF 7.5nF

F8 Cc2— 5nF 2.5nF

In this paper, the data of the analog circuit output signal waveform is collected, and
the nine modes are set, which are the signal data of the normal state and the signal data of
the eight fault states. Each mode collects 100 sample points, so there are a total of 900 state
sample points, which are randomly selected. A total of 600 sample points were used as the
training set, and the remaining 300 sample points were used as the test set.

4.2. Data Processing of the CSTV Filter Circuit Injected into the Fault

To reflect the generality of the SCA-SVM classifier to fault diagnosis, a relatively

complex circuit, CSTV filter, was selected as the verification analog circuit. The circuit
element name and value are shown in Figure 4, and the status type is shown in Table 2.

A total of 1800 samples, 900 of which were collected as the training set, and the other
900 samples were used as the test set.
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Figure 4. CSTV filter circuit.

The specific operation is to compare the classification algorithm and optimize the
parameter method. The common second-order filter Sallen-Key circuit is applied for
comparison experiments. To verify the versatility of the comparison algorithm conclusions,
the multi-stage filter, which is a CSTV filter, is used. As verification, a more general result
can be obtained.
Because the experimental simulation environment and experimental data are different,
the experimental results will also be different. Therefore, when simulating the soft fault of
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the circuit, a more general experimental environment and data set were selected. According
to the above parameter settings, each of the nine modes are analyzed using 100 MC, the
start frequency is set to 100 Hz, and the cutoff frequency is set to 10k Hz. A voltage probe
is set at the output node of the circuit to collect the output voltage. This ensures that the
experimental results studied in this paper are more extensive and reliable.

Table 2. Fault type and encoding of CSTV filter circuit.

Malfunction Coding Failure Mode Nominal Value Fault Value

FO NF - -

F1 R1+ 10 KO 15 KQ
F2 R1- 10 KQ 5KQ
E3 R2+ 10 KO 15 KQ
F4 R2- 10 KQ 5KQ
F5 Cl+ 20 nF 30 nF
F6 Cl- 20 nF 10 nF
F7 C2+ 20 nF 30 nF
F8 C2— 20 nF 10 nF

4.3. Feature Processing of Analog Circuit Fault Data

In this paper, the processing of analog circuit fault data is divided into the three steps,
which includes the extraction of fault signals, wavelet packet extraction of data features
and PCA dimensionality reduction.

4.3.1. Extract Fault Signal

Multiple fault control groups were established, the original data set was simulated, a
voltage probe was set on the output node of the circuit, the output was processed by Monte
Carlo and the output voltage was collected. The output voltage of each mode was used as
the original data set. To visually compare the characteristics of circuit failures in different
modes, the simulation results of the above two circuits were selected, and the signal data of
the eight failure modes and the normal mode were displayed. Figures 5 and 6 present the
results of circuit simulation of different fault modes in the Sallen-Key circuit and CSTV
circuit. As can be seen from the figure, there are differences in the output signal of the
circuit in different fault modes.

1:5 (a) Circuit simulation results in FO 1.5 (b) Circuit simulation results in F1 20 (c) Circuit simulation results in F2
= 2 /
z 215 J
210 £ ﬁ/f"\'\‘
1 g = V4 X
g ¥ y o\
A\ 2os < y ‘v\
£ = , X
"s,i_ S o 4 %“*-.
\. P Y

100300 10K 30K 10k 30K 100K 300K 1.0M 100 300 10K 3.0K 10k 30K 100K 300K 1.0M 100 300 10K 30K 10k 30k 100K 300K 1.0M
Frequency/HZ FrequencyHZ Frequency/HZ

=
o
>

(d) Circuit simulation results in F3 57 (9 Circuit simulation results in F3

y 5 5
; 3 2
/ \ i g0
\ £ B
S04 g
4 AN & 203
4 N\ S02 3
- T, e N =

100 300 1.0K 3.0K 10K 30K 100K300K1 01\[01 K 30K 10k 30K 100K300K1.0M | 3 10K 3.0K 10k 30K 100K 300K 1.0M
Frequency’HZ Frequency/HZ Frequency’HZ
1 F7

1.2} (g) Circuit simulation results in F6 1.2 Circuit simulation resul 1.67 (i) Circuit simulation results in F$
10 1 =
. Y " 212
Z08 y X\X\\ 208 , E
Zo6 4 % Zo0s6 \ \ =
$04 ¢ \ 50 4 \ E y
02 A/ \ £02 V. AN =
= o “E, o . .
; e o N e -~
0160300 10K 3.0K 10K 30K 100K 300K 1.OM 100 300 10K 30K 10K 30K 100K 300K 1.0M 100 300 1.0K 30K 10K 30K 100K 300K1GM

Frequency/HZ Frequency/HZ Frequency/HZ

Figure 5. The output signal of Sallen-Key band-pass filter circuit.
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Figure 6. The output signal of CSTV filter circuit.

Figures 5 and 6 reflect the states of different faulty circuit signals. Since the analog
circuit fault data is set by changing the values of different elements of the circuit. Therefore,
the circuit signals corresponding to each fault have a certain similarity. In each subplot
in Figures 5 and 6, each image is similar, but each subplot is slightly different due to the
different values of the components.

4.3.2. Feature Extraction and Dimensionality Reduction of Fault Signals

In this paper, the wavelet packet was used for feature extraction. The feature extraction
is representative data extracted from a large amount of data, so the original signal is similar
but not identical to the signal after feature extraction. In Figure 7, it can be seen that
Figure 7a is similar but not the same as Figure 7d. The main function in the step of
extracting features is to obtain highly representative data in the overall data, that is to
remove redundant data. In Figure 7, it can be seen that Figure 7c contrasts Figure 7b with
the redundant signal data removed.

After the analog circuit is built, the relevant parameters are set. All failure modes
are analyzed by 100 MC, the start frequency is set to 100 Hz, and the cutoff frequency
is set to 10 kHz. At the output node of the circuit, a voltage probe is used to collect the
output voltage. The output voltage is used as the original data set, the wavelet packet is
used to extract the features, and the PCA is used to reduce the dimensionality. Finally,
the feature-processed analog circuit fault data is obtained, which can be used in the fault
diagnosis classifier.

When the fault signal is extracted, the output voltage in each mode is obtained as
the original data set, and the features are extracted by wavelet packet, and then the PCA
dimension reduction is performed. Finally, the fault data of the analog circuit after feature
processing is obtained, which is used in the fault-diagnosis classifier. Among them, the
wavelet packet is mainly used to extract the eigenvalues, and the wavelet packet comes
from the wavelet, which is a more perfect decomposition method based on the wavelet
decomposition. Compared with the wavelet transformation, the wavelet packet trans-
formation can analyze the signal in all directions, can further decompose the wavelet
transform without subdividing, and evenly distribute the corresponding two frequency
bands according to the same spacing in the high frequency part in the range. This article
uses a five-layer wavelet packet, which can effectively decompose the input signal to extract
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the characteristic value. Figure 7 shows the changes before and after the signal when the
wavelet packet is used in this article to extract the characteristic value.
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Figure 7. Comparison before and after extraction of eigenvalue signal by wavelet packet, where
(a) original signal; (b) reconstruction of original signal; (c) extract the reconstructed signal; (d) the
signal after extracting the feature.

Regarding the PCA technique, the main purpose of this essay is to use PCA to perform
dimensionality reduction operations. The number of selected Principal components is
five, as shown in Figure 8, which reflects the changes in the data before and after the PCA
analysis. When using PCA to reduce the dimensionality, the threshold is set to 85%. When
the cumulative contribution rate reaches 85%, the pivot is no longer selected. After all the
original variables are processed by dimensionality reduction, the pivot can be obtained.
The pivot is the linearity of the original variable combination.
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Figure 8. Data comparison before and after principal component analysis.
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5. Algorithm Horizontal and Vertical Comparison Experiment Results
5.1. SCA Optimization Parameter Comparison
5.1.1. Comparison of Optimized Parameters under Sallen-Key Band-Pass Filter Circuit

The fault-diagnosis method in this article is based on SVM. There are two important
parameters in SVM, namely the penalty factor C and the parameter coefficient g of the
kernel function. The two parameters determine the classification performance of the
SVM, and a way to quickly and effectively obtain the optimal parameter value becomes
the key consideration of the optimization algorithm. This paper compares optimization
parameter algorithms such as Grid Search, GA, PSO, ACA, SA and SCA, by comparing
the results, and the SCA method is considered to be the best way to optimize parameters.
The main operation is to compare Grid Search-SVM, GA-SVM, PSO-SVM, ACA-SVM,
SA-SVM and SCA-SVM. The classifiers of different optimization algorithms are used in the
fault diagnosis of the Sallen-Key circuit, and there are certain advantages in determining
the SCA-optimization parameters. The experimental results are shown in Table 3, which
compares the results of fault diagnosis with different optimization algorithms. It can be
concluded that the SCA-optimization parameter algorithm can enhance the optimization
speed and reduce the optimization time under the premise of meeting the parameter
optimization requirements, so that the performance of the entire model not only has the
rapidity of classification, but also has the accuracy of classification.

Table 3. Sallen-Key bandpass filter circuit optimization parameter algorithm comparison.

Optimization Parameter Algorithm Accuracy Rating/% Elapsed Time/s
Grid Search 100 62.37
GA 87.04 31.35
PSO 99.67 19.87
ACA 98.13 30.52
SA 89.65 17.54
SCA 100 10.85

Fitness curves are introduced to reflect the performance of different optimization
algorithms. In Figures 9-14, the fitness curves of different optimization algorithms applied
to the SVM parameter optimization of the Sallen-Key circuit fault data are detailed.

The optimization parameter comparison experiment in this article aimed to perfect the
parameters of the classification algorithm under the premise of SVM, in which no changes
are made to the various modules of the fault classification, and only the optimization-
parameter module is compared to ensure that the external conditions are consistent. The
experimental performance is compared below, and the comparison results are shown in
Table 3.

The experimental results can be deduced by comparing optimization-parameter algo-
rithms such as Grid Search, GA, PSO, ACA and SA. The performance of SCA-optimization
parameters is superior than other algorithms in terms of accuracy and classification speed.
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Figure 9. Grid Search-SVM fitness curve from Sallen-Key band-pass filter.
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Figure 13. SA-SVM fitness curve from Sallen-Key band-pass filter.
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5.1.2. Comparison of Optimized Parameters under CSTV Filter Circuit

In the method of comparing and optimizing parameters, the common Sallen-Key filter
is used for comparison experiments. To verify the generality of the comparison method
conclusions, the multi-stage filter, which is a CSTV circuit, is used for verification. Grid
Search-SVM, GA-S5VM, PSO-SVM, ACA-SVM, SA-SVM and SCA-SVM are compared, and
the fault classifier is used with the CSTV filter-circuit data to ensure that the fault-diagnosis
classifier has universal applicability. In Table 4, comparison results of optimized parameter
algorithms by the CSTV filter circuit are presented.
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Table 4. CSTV filter circuit optimization parameter algorithm comparison.

Optimization Parameter Algorithm Accuracy Rating/% Elapsed Time/s
Grid Search 99.85 73.07
GA 81.54 34.08
PSO 97.08 27.15
ACA 95.38 39.87
SA 83.66 26.31
SCA 99.89 18.49

Fitness curves are introduced to reflect the performance of different optimization
algorithms. As shown in Figures 15-20, the fitness curves of different optimization algo-
rithms applied to the SVM parameter optimization of the Sallen-Key circuit fault data are
shown in detail. When comparing the algorithms for optimizing parameters, the number
of iteration steps is uniformly set to 200.

Finally, in order to draw a more general conclusion, the CSTV filter circuit is used as
verification. It can be concluded that the performance of the SCA-optimization parameters
has certain advantages, when considering the classification accuracy and classification
speed. SCA not only meets the requirements of parameter optimization, but also improves
the optimization speed and reduces the optimization time, so that the performance of the
entire algorithm has both the rapidity of classification and the accuracy of classification.
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Figure 15. Grid Search-SVM fitness curve from CSTV filter.
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Figure 16. GA-SVM fitness curve from CSTV filter.
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Figure 17. PSO-SVM fitness curve from CSTV filter.
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Figure 19. SA-SVM fitness curve from CSTV filter.



Processes 2022, 10, 362

M
(DA
|

72}
wn
0
£
=

94 |

—#— Optimal fitness
93 [ —©— Average fitness
92 1 L Il 1 1 1 1 L 1 1

20 40 60 80 100 120 140 160 180 200
Number of iterations

Figure 20. SCA-SVM fitness curve from CSTV filter.

5.2. Comparison of SCA-SVM Classification Algorithms
5.2.1. Comparison of Classification Algorithms under Sallen-Key Bandpass Filter Circuit
According to the fault data of the Sallen-Key circuit, different classification algorithms
are used, such as BP, SOM, ELM, decision tree, random forest and SCA-SVM. Through
comparative experiments, it is concluded that the SCA-SVM classification algorithm is
superior to other classification algorithms in fault diagnosis. As shown in Figures 21-26, the
classification effect of the Sallen-Key circuit fault data by different classification algorithms
is shown in detail.
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Figure 21. Classification effect of BP algorithm from Sallen-Key bandpass filter.
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Figure 22. Classification effect of SOM algorithm from Sallen-Key bandpass filter.
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Figure 23. Classification effect of ELM algorithm from Sallen-Key bandpass filter.
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Figure 24. Classification effect of decision tree algorithm from Sallen-Key bandpass filter.
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Figure 25. Classification effect of random forest algorithm from Sallen-Key bandpass filter.

It is worth mentioning that when comparing the classification algorithms, the neural
networks [43] used for comparison include BP, RBE, GRNN, PNN, competitive neural
network, and SOM. The characteristics of the experimental data are combined. The BP and
the SOM have the best comprehensive classification performance. After comprehensive
consideration, it was decided to use the BP neural network and the SOM neural network as
representative of the neural network-classification algorithm for comparison.
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Figure 26. Classification effect of SCA-SVM algorithm from Sallen-Key bandpass filter.

In terms of the classification effect, the accuracy of the SCA-SVM classification algo-
rithm is superior to other algorithms. Table 5 is obtained by digitizing the experimental
statements. As presented in Table 5, by comparing other classification algorithms such as
BP, SOM, ELM, decision trees, random forests, etc., the conclusion is obtained. It draws a
conclusion that when considering classification accuracy, the performance of SCA-SVM is
better than that other algorithms. SCA is very effective for optimizing SVM parameters
fo4 fault diagnosis, and the classification effect of the Sallen-Key circuit fault data can
reach 100%.

Table 5. Comparison of Sallen-Key bandpass filter circuit classification algorithms.

Classification Algorithm Accuracy Rating/% Elapsed Time/s
BP 99.25 31.57
SOM 82.76 7.20
ELM 94.70 143
Decision Tree 93.07 426
Random Forest 97.88 9.75
SCA-SVM 100 10.85

5.2.2. Comparison of Classification Algorithms under CSTV Filter Circuit

In the comparison classification algorithm, the common second-order filter, which
is the Sallen—Key circuit, is used for comparison experiments. To verify the versatility
of the conclusions of the comparison method, a multi-stage filter, which is a CSTV filter
circuit, is used for verification. Since the CSTV filter circuit is more complex and there
are more aspects to consider in the fault diagnosis, the data of the CSTV filter circuit is
added for a better analysis. So, for the CSTV filter circuit, a total of 1800 samples were
collected, of which 900 samples constitute the training data set, and the remaining 900
samples constitute the test data set. In Figures 27-32, the classification effect of CSTV filter
circuit fault data with different classification algorithms is shown in detail.
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Figure 27. Classification effect of BP algorithm from CSTV filter.
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Figure 28. Classification effect of SOM algorithm from CSTV filter.
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Figure 29. Classification effect of ELM algorithm from CSTV filter.
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Figure 30. Classification effect of decision tree algorithm from CSTV filter.
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Figure 31. Classification effect of random forest algorithm from CSTV filter.
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Figure 32. Classification effect of SCA-SVM algorithm from CSTV filter.

It can be seen from Table 6 that by comparing other classification algorithms such as
BP, SOM, ELM, decision trees, random forests, etc., when considering accuracy, the perfor-
mance of SCA-SVM is better than other algorithms. SCA is very effective for optimizing
SVM parameters for fault diagnosis, and the classification effect of the CSTV filter circuit

fault data can reach 99.89%.
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Table 6. Comparison of CSTV filter circuit classification algorithms.

Classification Algorithm Accuracy Rating/% Elapsed Time/s
BP 96.89 40.69
SOM 74.15 17.49
ELM 91.85 9.12
Decision Tree 89.45 19.99
Random Forest 95.12 10.90
SCA-SVM 99.89 18.49

In order to draw a more general comparison algorithm conclusion, the multi-stage
filter, that is, the CSTV filter circuit, is used as a verification object and a more general
conclusion can be drawn. When the target is analog circuit-fault diagnosis, SCA-SVM is
considered to have certain advantages at the level of classification accuracy.

5.3. TLSCA-SVM Comparative Test Results

The aforementioned SCA-SVM fault classifier can be effectively applied to fault di-
agnosis, but when there are too few fault samples or only normal samples, there will be a
problem of inaccurate fault diagnosis. Therefore, this paper introduces the TLSCA-SVM
algorithm. An auxiliary condition, that is, an error penalty term, is added to the objective
function of the SCA-SVM classifier to construct a new fault-diagnosis model so that the
fault diagnosis satisfies the ability to effectively classify faults when the fault samples are
not complete. It combines the advantages of the SCA-SVM classifier in fault diagnosis with
high accuracy, fast diagnosis speed and good stability.

According to the type of training samples, transfer learning can be divided into zero-
shot learning and few-shot learning. This paper changes the proportion of faulty data in the
training set by changing the database to reduce the proportion of faulty data in the training
set. Faulty data and normal data are kept in the test set to perform transfer learning. It is
worth mentioning here that the limit of few-shot learning in transfer learning is zero-shot
learning. Zero-shot learning can be achieved under an extremely idealized model, but
zero-shot learning is unrealizable in real data processing, so the transfer learning of this
algorithm is embodied in the fault classification of few-shot learning. This paper compares
the SCA-SVM classifier used in traditional machine learning with the TLSCA-SVM classifier,
based on the transfer-learning theory by constantly changing the proportion of the failure
samples in the training set. Figure 33 is obtained. There is a point to note here. Since
the transfer learning ability of the comparison algorithm requires the use of a lot of data
and a relatively simple circuit form, in the comparison experiment, a simple Sallen-Key
band-pass filter circuit with more circuit data was used.

The conclusion can be drawn from Figure 33 that when the training sample is relatively
small, the traditional SCA-SVM classification algorithm cannot effectively perform fault
diagnosis. The classifier trained by the non-transfer learning model is not effective in
the fault diagnosis of few-shot learning. Classifiers with transfer ability have certain
advantages in few-shot learning. As the proportion of fault samples increases, the effect
of transfer learning becomes weaker. When the proportion of fault samples reaches 50%,
the effect of transfer learning and non-transfer-learning fault diagnosis is the same. When
the proportion of faulty samples does not reach 50%, the classifier with transfer learning
ability shows better classification performance in fault diagnosis. This article classifies the
performance of the TLSCA-SVM classification algorithm in fault diagnosis as better than
SCA-SVM fault samples when the proportion of faults does not reach 50%.
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Figure 33. Comparison of transfer learning and non-transfer learning.

6. Conclusions

This article uses SCA to optimize SVM parameters, and proposes a classification-

diagnosis method using SCA-SVM. Finally, it is proposed that the TLSCA-SVM classifica-
tion algorithm can be used in the case of fewer fault samples in the training set. The data of
the Sallen—Key circuit is used as experimental data, the data of the CSTV circuit is used to
verify the versatility of the method, and a more general conclusion is drawn as follows:

(@)

(b)

(©

By comparing optimization parameter algorithms such as Grid Search, GA, PSO,
ACA, SA, etc., the SCA is proposed. The SCA optimization-parameter algorithm can
improve the optimization speed and shorten the optimization time on the premise
of meeting the parameter-optimization requirements. The entire algorithm has both
high classification accuracy and fast classification performance.

The SCA-SVM fault-classification method has superior performance in the fault
diagnosis. A complex CSTV circuit is used to verify the versatility of the method.
Several comparison experiments show that the method is not only superior, but also
universal in performance to other algorithms. Different classification algorithms are
used, such as BP, SOM, ELM, decision tree, random forest and SCA-SVM to compare.
It can be concluded that the accuracy of the SCA-SVM classification algorithm is
superior to other comparison algorithms in terms of the classification effect.

With regard to the problems of most optimization algorithms, this paper reasonably
avoids them. The classification algorithm of this paper is analyzed. This paper uses
the SVM classifier as the main body for fault diagnosis. The SVM classifier itself has
a good classification effect, and the difference between the important parameter’s
penalty factor C and kernel parameter will affect the classification effect of the SVM.
The objective of the SCA algorithm is to obtain appropriate parameters. The search
method is randomly determined each time an optimal solution is found. That is to
say, in the next search, both the local search and the global search are random, i.e.,
the probability is the same. Each time the optimal solution is approximated, the
approximation method is randomly determined. Such an optimization method can
avoid local optimal solutions and shorten the optimization time. The classifier formed
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after finding suitable parameters has a good classification effect in fault classification,
and the classification efficiency improved.

(d) Various optimization algorithms were compared, such as Gray Wolf Optimization
(GWO), Gravitational Search Algorithm (GSA), competitive swarm optimizer (CSO),
etc. The advantages and disadvantages of different optimization algorithms were
discovered. Most of the shortcomings focus on non-global search. When the opti-
mization algorithm performs a non-global search, local optimal solutions may appear.
After continuous exploration, some algorithms were optimized by combining the
characteristics of multiple algorithms. For example, the GWO was combined with
SCA to optimize parameters. These issues deserve to be studied in future.

(e) When the training data is deficient, the TLSCA-SVM classification algorithm can
effectively diagnose the fault. Because the TL-SCASV algorithm adds an auxiliary
condition to the objective function of the SCA-SVM classifier, that is, an error penalty
term to construct a new fault diagnosis model, the fault diagnosis is satisfactory.
When the fault samples are not complete, it can still effectively classify the faults. It
combines the advantages of the SCA-SVM classifier with high accuracy, fast diagnosis
speed and good stability in fault diagnosis. The algorithm not only achieves high
fault-diagnosis accuracy, but can also operate effectively in the case of a lack of fault
samples, and can effectively perform fault classification in multiple circuits.

To sum up, the TLSCA-SVM classifier was constructed. When there are more fault sam-
ples, the fault classification effect of the classifier was found to be better by a cross-sectional
comparison. The classifier was also effective in diagnosis when there were fewer fault
samples. It has certain versatility in fault-data diagnosis and broad application prospects.
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Abstract: When a multi-agent system is subjected to faults, it is necessary to detect and classify the
faults in time. This paper is motivated to propose a data-driven state prediction and sensor fault
classification technique. Firstly, neural network-based state prediction model is trained through
historical input and output data of the system. Then, the trained model is implemented to the real-
time system to predict the system state and output in absence of fault. By comparing the predicted
healthy output and the measured output, which can be abnormal in case of sensor faults, a residual
signal can be generated. When a sensor fault occurs, the residual signal exceeds the threshold, a
fault classification technique is triggered to distinguish fault types. Finally, the designed data-driven
state prediction and fault classification algorithms are verified through a twin rotational inverted
pendulum system with leader-follower mechanism.

Keywords: data-driven; state prediction; fault classification; multi-agent system

1. Introduction

Monitoring the condition of complex systems in real-time can save valuable time and
cost to maintain the system. Fault diagnosis can detect process anomalies and classify
the types of anomalies, and has hence drawn enormous attention (e.g., [1-3]). In survey
papers [4,5], the methods of fault diagnosis are divided into model-based, signal-based,
knowledge-based, and hybrid/active methods. Knowledge-based method is also named
data-driven method, where a fault diagnosis model is built through historical data rather
than precise mathematical model. Therefore, a data-driven method is suitable for complex
systems that are difficult to obtain an accurate model or whose signal is unknown. Data-
driven fault diagnosis has been applied to real systems such as wind turbine system [6],
high-speed trains [7], and induction motor drive system [8], etc.

On the other hand, many modern engineering systems are modeled as multi-agent
systems (MASs), where two or more agents are communicated through a designed protocol
to work cooperatively [9,10]. Due to the communication, a fault in one agent can degrade
performance of its neighbors, and even the whole network. Therefore, an effective fault
diagnosis technique is crucial for MAS. Furthermore, a fault alarm from one agent can be
induced by its neighboring agents, hence, fault diagnosis for multi-agent system is more
challenging compared with single agent system. A variety of fault diagnosis approaches
have been developed for MAS recently [11,12]. Most existing work of MAS is based on
a precise state-space model of each agent as well as their communication, e.g., [13-15].
However, the communication between agents can be unknown. Thus, it is difficult to
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establish an accurate mathematical model. As a result, data-driven fault diagnosis plays an
important role in complex MAS.

Among various data driven fault diagnosis methods [16-20], the neural network can
convert fault diagnosis into a multi-label classification problem, and automatically learn
the features of the original data. However, storing and leaning a large amount of data
in real-time is challenging for the computation and communication device/software. In
order to deal with the limited capability of the device/software, event-triggered mecha-
nize [21,22] and distributed methods [23] have been hot topics in recent years. Specifically,
event-triggered fault diagnosis methods have been developed in [21,22], where the math-
ematical model of the system is assumed to be known. Nevertheless, when model and
communication of MAS are not available, the above event-triggered methodologies are not
applicable. Therefore, it is motivated to develop event-triggered data driven fault diagnosis
for MAS with unknown mathematical model and unknown communication.

In this paper, a residual-triggered fault diagnosis technique is proposed for MAS.
Specifically, a neural network-based state prediction model is established through training
historical data offline. Then, online comparison of real state/output and the predicted
state/output can generate a residual signal, which indicates whether there is a fault. If the
residual exceeds the threshold, it triggers a fault classification training process to identify
and locate the fault. This residual-triggered fault diagnosis method does not depend on a
mathematical model and communication information. Moreover, online identification of
a fault is implemented only in case of fault, hence the data transmission and calculation
are reduced. A real experiment on leader-follower inverted pendulum demonstrates the
effectiveness of the developed algorithm. The contribution includes: 1. Residual-triggered
data-driven fault diagnosis for MAS is a novel topic, where data calculation can be reduced;
2. The designed fault classifiers are distributed, where a fault in one agent can be identified
by fault classifier of its neighbor; 3. The communication among agents are internal in the
agents but unknown (not available) in state prediction and fault classification, which im-
plies that the designed state prediction and fault diagnosis techniques are fully distributed.
It should be mentioned that many existing estimation/prediction models of MAS rely on
communication information among agents, such as the adjacency matrix [13-15], neverthe-
less, the adjacency matrix consists of the overall communication information, which makes
the developed methods centralized rather than distributed. In this article, only input and
output data is required in the developed state prediction and fault classification method,
and communication is not used.

The organization of the paper is as follows. After the introduction section, the data-
driven state prediction algorithm is introduced in Section 2. Based on the prediction
model, a residual-triggered fault classification technique is proposed in Section 3. Section 4
presents the experimental results in a twin rotational inverted pendulum system with
leader-follower mechanism. The paper is ended by Section 5 with the conclusion and
future researches.

2. Data-Driven State Prediction for Multi-Agent System

In this section, we introduce the establishment of a neural network model to pre-
dict the state of a multi-agent system with unknown communication. To be precise, the
controller of each agent and communication protocol among the agents are pre-designed
to guarantee the performance of a multi-agent system (i.e., consensus and robustness)
in a fault-free case, and the design of the controller and communication is not of con-
cern in this paper. The physical models of the agents are unknown or highly nonlinear.
Moreover, the communication protocol is internal to the system, but not available for the
prediction model.

The diagram of the prediction model for the multi-agent system is shown in Figure 1.
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Figure 1. Prediction model for the multi-agent system.

In Figure 1, X, and U, represent state and control input of agentr, r =1,2,... N, and
N is the number of agents; K represents the time of KT, where T is the sampling time;
K — 1 and K — 2 represent the time of (K — 1)T and (K — 2)T, respectively, X, (K) is the
prediction of X, (K). Firstly, the state of each Agent r is recorded in the corresponding
Register r at the past two sampling times, namely X, (K — 1) and X, (K — 2) are obtained.
Then, X, (K — 1), X,(K — 2) and control input of Agent r at current time U, (K) are used to
train the Prediction Model r. The output of the prediction model is the predicted state at
the current time X, (K). By comparing the real state X, (K) and the predicted state X, (K)
Residual 7 = X,(K) — X;(K) can be generated. The residual values are sent into Enable
Controller, which is responsible for deciding whether the residual exceeds the threshold. To
be precise, when it exceeds the threshold, it is recognized that there is a fault in the system.
At this time, the enable signal stops the prediction model and triggers fault diagnosis
algorithms, which will be presented in Section 3.

The enable control algorithm is described as follows:

if Residual 1 > B or Residual 2 > B or...Residual N > Byenable =1
else
enable = 0

where, B, represents the residual threshold of Agent r, enable is the output of Enable Controller.

Remark 1. It should be mentioned that communication among agents is not used in the
prediction model. The “unknown communication” in this paper means the communication
is internal to the MAS, but cannot be used in the prediction/fault diagnosis. Moreover, the
controllers are predesigned for the MAS, which is not under concern in this paper.

The network structure used to build the prediction model is the back propagation (BP)
neural network, which is known as a multilayer feedforward neural network trained by
error back propagation algorithm. It can learn and store a large number of input—output
pattern mapping relations without concrete mathematical functions. A neural network
is composed of a number of neurons, and the BP neural network of a single neuron for
predicting the concerned model is shown in Figure 2.
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gi(Zi) ™ Ai[P]

Figure 2. Schematic diagram of single neuron.

In the diagram, Wl.[],P] and Bi[m represent the weight parameter and bias parameter
between hidden layers, respectively; P represents the number of current layers; i and j
represent the number of current nodes in the current layer and the number of current nodes
in the upper layer, respectively. Z represents the input of the neuron and the output of the
weighted multiplication summation. A represent the input or output of the neuron. Where:

zI[Pl — wiPl. o[P=1] 4 BIPI, 1)
The hidden layer takes the Tansig function as the excitation function g1 (x), where:

2

= 2
14 e 2 @

81(x)
The reason for using the Tansig function is that the training data changes periodically
in [—1, 1]. Using Tansig can accelerate the decline of training gradient.
The output of the neural network is the predicted value of system state X,(K) in a
fault-free scenario. Therefore, the output layer uses the Purelin function as the activation
function, which is defined as g»(x), and

o(x) =x. (3)

The predicted state X,(K) is compared with the actual system state X, (K) and the
network topology structures and training parameter should be designed to make X, (K)
closed to X, (K).

In the healthy state, the residual between X, (K) and X, (K) is convergent. However,
when the system is in the fault state, the residual will exceed the threshold. At this time, it
is deemed to be in the fault state and start fault diagnosis.

Root mean square error (RMSE) between the predicted value and the actual value
is used as the evaluation standard of the prediction accuracy. In BP neural network, the

gradient descent is used to update the Wl-[P] and B Z[P] until the RMSE between X, (K) and

Xy (K) is locally minimum. As a result, t]he optimal weight and bias parameters of the
neural network are calculated.

There are a variety of network structures and learning rates. In order to obtain opti-
mized performance of the state prediction, RMSEs of different hierarchical structures under
the same training parameters and the same training time are generated and compared. Gen-
erally speaking, smaller the RMSE value indicates better training performance, however,
the generalization capability should also be considered to avoid over fitting. Accordingly,
the network structure can be determined. Subsequently, learning rates are determined by
comparing their accuracy with the selected network structure.

Then, the developed state prediction model can be implemented to a real-time system
to predict the state in absence of fault. By comparing real state and the predicted health
state, a residual signal can be generated. This residual signal can indicate whether a fault
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occurs, and if the residual signal excesses a threshold, it triggers a fault classification

mechanism, which is designed in Section 3.

3. Sensor Fault Classification

The fault of one sensor may lead to the fault of the whole system [23]. Therefore, it is

very important to diagnose the fault of the sensor.

In this section, a data-driven sensor fault detection and classification technique is
presented. Three typical sensor faults are under consideration: zero-output fault, drift fault,
and deviation fault. Figures 3-5 are schematic diagrams of the three types of sensor faults.
Moreover, the three types of faults can exist in different sensors and different agents. The
objective of this section is to use a neural network classifier to identify and locate different

types of faults.

sensor failure
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Figure 3. Zero-output sensor fault diagram.
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Figure 4. Sensor deviation fault diagram.
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Figure 5. Sensor drift fault diagram.

Specifically, the zero-output sensor fault [24] is molded as:

0, t <ty

M”:{—ﬂmtzm
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where f;(t) represents sensor fault, ty denotes the time that a sensor fault occurs, y(t) is the
real system output. In engineering, it is easy to occur when the signal is open circuited. A

deviation fault is molded as:
0 t<ty
fut)={ Y4 ©

where f;, () represents deviation fault and d is a bounded constant. The deviation fault is
easy to appear in the current or voltage sensor [25]. A drift fault is molded as:

0, t <ty

fdr(t) = { n(t), t>tg (6)

where f;,(t) represents drift fault and n(t) is an irregular bounded disturbance signal,
which is a sensor noise (due to the influence of external environment and internal factors
of the sensor) [26].

The data used to train the classifier is X, (K). The procedure to select an appropriate
network structure and learning rate is the same with state prediction. The output of the
classifier is the probability of each fault category, therefore, the last output layer activation
function is replaced by the Softmax function. Through non-maximum suppression, the
original network output is fuzzed, and the fault type and location with the highest proba-
bility can be determined. The network structure diagram of a fault classification model can
be found in Figure 6.
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Figure 6. Network structure diagram of fault classification model.

In the fault classification model, the amount of network input data can be large. Identi-
fication of such an amount of data in real-time brings a challenge to the computation ability.
As a result, a triggering mechanism is designed to active the identification. Specifically,
the prediction model introduced in Section 2 is implemented in the system to predict the
system state and output in absence of fault. By comparing the predicted healthy output and
the measured output, which can be abnormal in the case of sensor faults, a residual signal
can be generated. When a sensor fault occurs, the residual signal exceeds the threshold,
and the fault diagnosis model of the neural network is triggered to identify and locate the
fault types. The state prediction triggered fault classification mechanism is illustrated in
Figure 7.
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Figure 7. State prediction triggered fault classification.

When the residual in Figure 1 is greater than the set threshold, Enable Controller
sends an enable signal to the register of fault classifier in Figure 7, and the register starts to
record the abnormal state data of the agent for 4 s. The stored data is then sent to the fault
diagnosis network. The fault diagnosis network is obtained by labeling historical fault data
and off-line supervised learning. The diagnosis model can classify the faults in agent » and
its neighbor through the output of agent . Moreover, communication is not utilized in the
fault classifier.

4. Experimental Results
4.1. System and Fault Description

In this section, the designed data-driven state prediction and the sensor fault classifi-
cation techniques are implemented to the collaborative system to verify the effectiveness.
We use two Quanser Servo 2 rotating inverted pendulum hardwares to build a multi-agent
system with internal communication. The communication protocol is a leader-follower
mechanism. The inverted pendulums transfer sensor data to Matlab Simulink in real-time
through USB, and the control protocol is pre-designed in Simulink. The specific hardware-
in-the-loop control diagram is shown in Figure 8. There are four states of each agent, which
are introduced in Table 1.

Figure 8. Leader-follower system control diagram.

Table 1. Parament and meaning.

Parameter Representative Meaning
0 Horizontal displacement of inverted pendulum
% Vertical displacement of inverted pendulum
P Horizontal velocity of inverted pendulum
« Vertical velocity of inverted pendulum

It is assumed that the faults occur in the horizontal displacement sensor, and seven
scenarios of faults are under investigation: fault-free, leader’s zero-output sensor fault,
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leader’s sensor deviation fault, leader’s sensor drift fault, follower’s zero-output sensor
fault, follower’s sensor deviation fault, and follower’s sensor drift fault.

Remark 2. The equipment is working in a real laboratory environment. Thus, the data
collected is subjected to noises/disturbances due to equipment noises, environment noises,
data conversion uncertainties, etc. On the other hand, drift fault can also be regarded as
disturbances with relatively big amplitude. In order to avoid alarm by acceptable noises
in the data, we select the threshold parameters for the enable control as 81 = B5 = 0.5;
ﬁz = ﬁé = 0.006,‘ ﬁg = ﬁ7 = 0.3; ‘B4 = ‘Bg = 0.25.

4.2. Data Acquisition and Data Expansion

The data acquisition of the system is carried out through Simulink, then a hardware-
in-the-loop experiment can be implemented. The data sampling is carried out according
to the sampling time of 0.005 s. Due to the limited storage capacity of MATLAB, 29 s of
effective data can be collected in each experiment.

In order to further improve the generalization ability of the model, a large number of
data is needed to train the neural network. Nevertheless, it is often impossible to collect
sufficient data in reality. Therefore, this paper is motivated to employ sliding window
data sampling to complete data amplification. As shown in Figure 9, if the length of the
sampling window is f, the moving step of the sampling window is S, and the total length
of the data is L, the number of data n can be obtained as:
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Figure 9. Data expansion diagram.

The original data is collected from each fault during 29 s, and the sampling time is
0.005 s. The total length of the signal is 5800 sampling points (L = 5800). By selecting
800 sampling points (f = 800) with the length of the sampling window and one sampling
point in step (S = 1), 5000 groups of data (n = 5000) in each fault state can be obtained,
and a total of 35,000 groups of 7 kinds of fault scenarios can be obtained. Compared with
the original method with 40 sampling window length, the amount of data is increased by
114.28 times.

4.3. Experimental Results and Analysis
4.3.1. Neural Network-Based State Prediction

The historical healthy and stable operation data are selected as the network training
input of state estimation. The training process is offline. The process of recognition is to
connect the offline trained model into the system to complete online prediction.

Neural network models with different hidden layer nodes, learning rate and momen-
tum factor, and the training effect of the final network are compared in Table 2, where the
performance of state prediction is evaluated by measuring RMSE.
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Table 2. Performance comparison of neural networks with different parameter structures.

Number of Hidden Layer Nodes Learning Rate Momentum Factor RMSE
0.001 0.99 0.0623

8/4 0.001 0.95 0.0652
0.010 0.99 0.0641

0.010 0.95 0.0627

0.001 0.99 0.0598

0.001 0.95 0.0592

15/4 0.010 0.99 0.0604
0.010 0.95 0.0597

0.001 0.99 0.0579

0.001 0.95 0.0553

15/8/4 0.010 0.99 0.0517
0.010 0.95 0.0571

The basic structure of the BP shallow neural network for predicting the concerned
model is shown in the Figure 10.
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Figure 10. Neural network structure diagram.

From Table 2, we can notice that the most accurate state prediction model is the three-
layer neural network with RMSE equal to 0.0517. The structure of the network is 15/8/4
from input to output in turn. However, the neural network will appear over the fitting
phenomenon when the model is too accurate, which can cause the divergence of the system
when processing the data that does not appear in the training set. To be precise, the data
that does not appear in the training set refers to the data that appear in normal operation
but that is not in the training set. Identifying these data requires the network to have a
certain generalization ability. As a result, this paper selects a two-layer neural network
with the middle accuracy. Its parameters are: a learning rate of 0.001, momentum factor of
0.95, and layer series from input to output of 15 and 4.

Figures 11-14 compare actual states and predicted states. As shown in the results, the
neural network can accurately predict the full states of an inverted pendulum, which can
be used as a healthy signal and compared with the actual output to monitor whether the
system is under fault-free case or not. In case of sensor faults, the residual signal can be
generated immediately to trigger the fault identification and classification process.
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4.3.2. Fault Classification

Through the method introduced in Section 3, we can build the neural network for
fault classification. The training data is divided into two parts: 70% and 30%. Seventy
percent of the data is used to train the network, update the model weight parameters, and
the remaining 30% is used to evaluate the model performance. According to the fault
detection of the horizontal displacement sensor of the leader-follower system, the faults
can be divided into seven types.

We stipulate that all collection time of data is 29 s and the sampling time is 0.005 s.
Thus, 5800 sampling points can be collected within 29 s. The cycle time of inverted
pendulum motion is 7 s, and 1400 sampling points need to be collected when we use a
sampling time of 0.005 s. If there are m sensors in the system, there are m x 1400 neural
network inputs, which require a lot of operation for training. However, the calculation
ability of software is limited. In order to reduce data calculation, we expend the sampling
time of the sliding window after data expansion to 0.1 s. The length of the sliding window
is 4 s (40 sampling points), which is more than half a cycle of the system. According to
Formula (7), the number of total data is 5000. Because the data acquisition is carried out
just when the fault occurs, the data of the first 40 minimum sampling points (0.2 s) are
filtered as the signal delay. All subsequent data segments contain the fault characteristic
information, except that the fault characteristics of some faults only last for a few seconds.
In this scenario, the whole data acquisition time cannot be filled, and the edges of the data
need to be filtered to retain the parts with fault characteristics. For the fault requiring edge
screening, several groups of fault data shall be collected to supplement 4960 groups of data.
The parameter is provided in Table 3:

Table 3. The type of faults and category label.

Sample Type Sample Length Number of Sample Category Label
leader and follower work normally 40 4960 1
leader’s zero-output sensor fault 40 4960 2
leader’s sensor deviation fault 40 4960 3
leader’s sensor drift fault 40 4960 4
follower’s zero-output sensor fault 40 4960 5
follower’s sensor deviation fault 40 4960 6
follower’s sensor drift fault 40 4960 7

In order to enhance the result, we did experiments with different number of nodes
in different hidden layers, and the fault classification performances are compared in
Tables 4 and 5. To be precise, Table 4 records the average accuracy and standard deviation
of the training set of the network model under the same learning rate but with different
random initialization conditions and different number of nodes. Accordingly, the average
value accuracy and standard deviation of test set are shown in Table 5. Through the above
experiments, we can find a network structure with the highest accuracy, which is achieved
when the number of the hidden layers is 80-25, As a result, we chose the 80-25 hidden
layer structure.

Table 4. The train set result of different bp model (%).

Run No. BP-25-12 BP-50-25 BP-50-12 BP-80-50 BP-80-25 BP-80-12

1 98.50 98.15 98.65 97.32 98.71 99.49

2 97.96 98.85 98.37 98.69 97.96 97.73

3 96.49 97.32 96.75 99.09 99.01 98.00

4 99.35 97.98 98.25 99.06 99.06 98.35

5 98.53 96.50 95.43 97.32 98.42 99.11
Mean 98.16 97.76 97.49 98.30 98.63 98.54
Std 1.0603 0.8902 1.3683 0.9048 0.4552 0.7435
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Table 5. The test set result of different bp model (%).

Run No. BP-25-12 BP-50-25 BP-50-12 BP-80-50 BP-80-25 BP-80-12

1 84.72 81.40 85.58 79.91 82.51 71.92

2 77.13 84.12 81.31 79.11 88.78 79.54

3 79.56 80.97 83.83 84.72 87.29 70.26

4 76.50 84.12 91.53 83.17 87.46 81.14

5 89.44 75.33 81.74 79.91 90.87 80.37
Mean 81.47 81.19 84.80 81.36 87.38 76.65
Std 5.5061 3.5917 4.1348 2.4410 3.0770 5.1370

After the network structure is determined, the accuracy of the model can be further
enhanced by selecting the appropriate learning rate. Figure 15 records the number of
iterations and loss function values corresponding to different learning rates, and the
accuracy is compared in Table 6. From Figure 15 and Table 6, the gradient decreases
the fastest when the learning rate is 0.001. However, the corresponding test accuracy is
only 88.38%. This is due to the overfitting phenomenon in deep learning. From overall
consideration, the learning rate is determined as 0.0001, where the gradient descent speed
is the second fastest, and the test accuracy is the highest.

cost

iterations

Figure 15. The train cost of different learning rate.

Table 6. The result of different learning rate (%).

Learning Rate o 0.01 0.001 0.0001
Train accuracy 98.42 100 99.56
Test accuracy 90.87 88.38 91.81

Until now, the network structure and learning parameters are determined. Then, the
test set of different fault scenarios is input to the determined neuro-network-based fault
classifier, and the results are illustrated in Table 7. It can be seen that the classifier can
achieve 100% recognition rate for types 2 and 5, and more than 90% recognition rate for
types 1, 3, 4, and 6. The recognition rate of type 7 is only 58.72%, which is not ideal. In
order to show the performance of BP neural network algorithm on sensor fault diagnosis
of leader-follower fault system, the fault misclassification matrix is drawn in Figure 16.

Table 7. The result of different fault type (%).

Label 1 2 3 i 5 6 7
Accuracy 97.2 100 96.8 98.4 100 91.6 58.72
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Figure 16. Fault misclassification matrix.

In Figure 16, the coordinate values from 1 to 7 are the label numbers in Table 3,
representing different fault types of the leader-follower system. The number in the shadow
is the number of actual sample tags that match the predicted sample tags. It shows that
the probability of misclassifying most types of faults is not big. However, the error rate
of type 7 is significant, and it cannot be distinguished from type 4. The occurrence of
misclassification is due to the similar characteristics between the corresponding types. For
example, types 4 and 7 have no significant difference in amplitude characteristics, but their
frequency characteristics are different. Moreover, the amplitude is small, namely, drift fault
is like disturbance, which is challenging for classification.

4.4. Discussions
4.4.1. Delay of Fault Diagnosis

The developed state prediction is implemented in real-time, and there is nearly no
delay. When the state varies fast, tracking errors exist, and this phenomenon is general
in many estimation/prediction problems. The tracking errors in the experiments is small
and acceptable. When we label fault types, the faults occur for a period of time, hence, a
complete fault feature is recorded in data sequence during this period. When the residual
triggers the fault classifier, there is a period of delay such that complete data of the fault
can be stored in the register. It generally takes 2-3 s for complete fault features to appear.
The fault diagnosis module can identify the corresponding fault only after a complete fault
feature is recorded in the register. Therefore, the delay is also acceptable.

4.4.2. A Limitation of Performance and Further Research

Through the above, we can find that the BP network model is more accurate for ampli-
tude type feature recognition, but not ideal for frequency type feature recognition. Because
there are different amplitude characteristics and frequency characteristics in the seven
types of faults. Under limited calculation ability of the software, amplitude features can be
effectively preserved, however, the frequency characteristics will be partially lost with the
increase of the sampling interval. Therefore, faults with similar amplitude but different
frequencies, namely drift faults, are difficult to be identified. This leads to a decrease in
recognition accuracy. In future research, an alternative network will be investigated to
classify faults with the same and small amplitude but a different frequency.

It can be noticed that the developed state prediction and fault classification techniques
are distributed, namely the techniques are potential to be generalized in many MASs
where the number of agents can be large. In addition, the mathematical model is not
required, and only input and output data is utilized in the methods. Therefore, the
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methods are extendable for many other MASs where the type of agents can be diverse, such
as cooperative manipulators (4-6 freedoms), cooperative unmanned aerial vehicles, etc.

5. Conclusions

This research presents a data-driven state prediction and fault classification method by
the BP neural network model. The main contribution is to establish a state prediction model
for a multi-agent system with unknown communication, and a residual-triggered fault
classifier for sensor faults. The developed techniques are implemented in a real physical
system. Specifically, for the leader-follower system with communication coupling, the fault
diagnosis of the leader can be achieved by observing the follower. RMSE can reach 0.0592
for the state estimation of a leader-follower system. In terms of fault diagnosis, observing
the follower to realize the fault diagnosis of the leader is an innovation. Investigation
of data-driven state prediction and residual-triggered fault classification of multi-agent
systems with unknown communication is a new topic; identification of fault in one agent
only through data of its neighbors is a contribution to the distributed fault problem. In
the future, more fault types will be considered, such as actuator faults or communication
faults. Moreover, improving the fault recognition rate is also in our further research.
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Abstract: Networked nonlinear systems (NNSs) have great potential security threats because of
malicious attacks. These attacks will destabilize the networked systems and disrupt the communi-
cation to the networked systems, which will affect the stability and performance of the networked
control systems. Therefore, this paper aims to deal with the resilient control problem for NNSs
with dynamically triggering mechanisms (DTMs) and malicious aperiodic denial-of-service (DoS)
attacks. To mitigate the impact from DoS attacks and economize communication resources, a resilient
dynamically triggering controller (RDTC) is designed with DTMs evolving an adaptive adjustment
auxiliary variable. Thus, the resulting closed-loop system is exponentially stable by employing the
piecewise Lyapunov function technique. In addition, according to the minimum inter-event time,
the Zeno behavior can be excluded. Finally, the merits of the proposed controllers and theory are
corroborated using the well-known nonlinear Chua circuit.

Keywords: resilient dynamically triggering controller (DTRC); dynamically triggering mecha-
nisms (DTMs); denial-of-service (DoS); networked nonlinear systems (NNSs); resilient dynamically
event-triggering (RDET)

1. Introduction

Recently, due to the irreplaceable position of communication in the network, many
scholars have devoted their attention to the study of networked control systems. More
specifically, they are focusing on the data transmission of networked control systems be-
cause of the advantages of the information interaction based on the interconnection of
the different systems. Naturally, communication-based issues of control and optimization
are emerging and developing rapidly [1-3]. Although the advantages of communication
technology have brought seismic shocks to academia and industry, there exists a problem.
The limitations of the periodic sampling technique subject to guaranteeing desired system
performance by reducing the sampling period create a large amount of redundant sam-
pled data, resulting in network congestion and executing control tasks periodically after
the system is stabilized, which results in wasting network bandwidth and computation
resources. To tackle these limitations, an event-triggering technique has emerged at this
historical moment and developed rapidly based on supervising the controller’s update [4,5].
Herein, it is worth noting that the event triggering techniques not only ensure the desired
performance from control tasks but also decrease the update frequency of the controller,
resulting in energy saving in system communication. In the past decades, different types
of the event triggering techniques have been proposed, such as the static event-triggering
technique [6-8], dynamic event-triggering technique [9-11], stochastic event-triggering
technique [12-14], and switched event-triggering technique [15,16].

In addition, unreliable communication channels cause much concern in the discussion
of the stability and performance maintenance for networked control systems. In this regard,
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there exist some innovative works [17-19]. In particular, security-based networked control
systems resisting malicious attacks have been given attention in the past years [20,21].
Herein, it is worth noting that on the premise of ensuring system stability and desired
performance, the so-called security is the elasticity of resisting malicious cyber attacks.
Although there exist a few innovative and groundbreaking results for networked control
systems with co-design of the event triggering techniques and DoS attacks [22-24], the
co-design with dynamically triggering techniques and DoS attacks for NNSs is still a
challenging problem.

Up to now, although many innovative and groundbreaking results have sprung up
for the control and optimization in the framework of co-design of dynamically trigger-
ing techniques and DoS attacks [25-27], they primarily focus on linear systems. More-
over, some research results of nonlinear systems with DTMs and DoS attacks appear
sporadically [28-31], the existing DTMs have shown certain limitations in theorem research
and industrial practice. Inspired by the aforementioned discussion, this paper deals with
the resilient control problem for NNSs with DTMs and DoS attacks. More specifically, a
DTRC is designed with DTMs with an adaptive adjustment auxiliary variable, which can
result in the closed-loop system being exponentially stable by employing the piecewise
Lyapunov function technique. Meanwhile, a minimal inter-event time is obtained to ensure
it is Zeno-free under aperiodic DoS attacks. In addition, the innovations of this paper are
as follows:

e  Different from the static trigger strategy in [22-24], a novel dynamically triggering
strategy is proposed for NNSs with aperiodic DoS attacks. Because of the longer trigger
intervals compared with the static trigger intervals, this strategy further reduces the
sampling data transmission rate and improves the usage of network resources.

¢ Compared with the trigger strategy in [23], the dynamically triggering resilient control
strategy is introduced into nonlinear systems to obtund the influence of aperiodic DoS
attacks. In addition, the sampled data cannot be transmitted even if condition (7) is
satisfied since aperiodic DoS attacks will result in the loss of control input during the
DoS attacks range.

¢  Compared with [23], a new piecewise Lyapunov function is designed to ensure the
exponential stability of the networked control system under DoS attacks. In particular,
the minimum inter-event time excludes Zeno behavior in the resilient controller.
Moreover, the proposed method not only releases Assumption 4 in [23] but also
reduces the conservative of the system.

The structure of this article is as follows. First, NNSs and problem statements are
presented in Section 2. Then, the conditions for the stability of NNSs under DoS attacks
are driven in Sections 3. Furthermore, the satisfactory and better performance of the RDET
controller designed than the existing ones is provided in Section 4. Finally, the conclusion
is shown in Section 5.

Notations: Rt and Z* represent the set of the positive real numbers and the set of the
positive integer numbers, respectively. R* and R"*™ indicate the space of real n-vectors
and 1 x m matrices. x ! is the inverse of x (function or matrix). || - || means the 2-norm.

2. Problem Formulation

Figure 1 shows wireless NNSs under aperiodic DoS attacks. First, aperiodic DoS
attack scenarios are typically depicted by the sleeping intervals and DoS attack intervals
in Figure 2. Then, the dynamically triggering resilient control strategy and switching
controller are designed for NNSs, respectively. Next, based on these descriptions, we give
out the problem statement.
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Figure 1. Schematic representation of dynamic event-triggered control for nonlinear systems under
DoS attacks.
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Figure 2. Situation of aperiodic DoS attacks. (a) presents the current instant in the sleeping interval,
and (b) presents the current instant in the DoS attack interval.

2.1. Networked Nonlinear Systems
Consider the following class of NNSs

xX(t) = f(x(t),u(t))
{ x(0) = xo @

where x(t) € R" is the system state; u(t) € R™ represents the control input; xy denotes the
initial condition; the Lipschitz continuous function f : R" x R™ — R" satisfies f(0,0) = 0
forallt € RT.

For the sake of later analysis, we provide the following definitions and assumptions.

Definition 1 ([32]).

1. A function a : [0,00) — [0, 00) is called a class of K if it is continuous, strictly increasing
and a(0) = 0. If &« € K and also a(s) — [0,00) as s — [0,00), then it is said to be of
class Keo.

2. Afunction B : [0,00) x [0,00) — [0,00) is called a class of KL if the function B(-,t) € K
for all fixed t > 0 and the function B(s, -) is decreasing and B(s,t) — 0 as t — oo for all
fixed s € RT.

Definition 2 ([32]). System (1) is said to be globally weakly exponentially stable (GWES) if
there exist functions a1, &y € Koo and constants § > 0, M > 1 such that for any initial value
x(0), the solution x(t) satisfies ay(||x(t)||) < Me=%*as(||x(0)||),Vt > 0. In particular, when
ar(||lx|)) = ax(||x|)) = || x||"™, m € Z, it is said to be globally exponentially stable (GES).

Definition 3 ([32]). A function V : R" — R>q is an ISS-Lyapunov function if there exist some
Koo functions aq, g, and vy that satisfy

ar([[x[)) < V(x) < aa(]lx])
VV(x)f(x,u) < =eV(x) +r([|ul))

wherec € RT,
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Definition 4 ([32]). Given a local Lipschitz function V : R" — R*, the upper left-hand Dini
derivative of V along system (1) is defined by

D VL) = lim sup 1 {V(x+hf) = V(x)}.

2.2. Aperiodic DoS Attacks

In this section, for the convenience of analysis and design, we assume that the DoS
attacks only occur on the measurement channel and that no packet loss or no delay occurs
during the sleeping intervals. As shown in Figure 2, {t,}(tp > 0) and {A } e, (Am > 0)
represent the sequence of DoS on/off transitions times and the duration of the mth sleep
status, respectively. Correspondingly, for simplicity, let H,, and D,, present the sleeping
interval and the attack interval, respectively.

Hm = [tm/ tm + Am)
Lo Sy @

In addition, let Z(0, ) and &,(0, t) represent, respectively, all single sleeping ranges
and all single attack ranges

To characterize the constraints of limited energy on DoS attacks, it is necessary to give
the following two assumptions for the frequency and the duration of DoS attacks, respectively.

s(Oft) = {tM} UHm ﬂ[O/ t)

2(0,£) = UDw N0, 1) 3)

1 [11

Assumption 1 (DoS Duration [22]). There exist To € R>oand T € R4 forall t € R, which
makes the following inequality hold

_ t
|Z4(0,8)] < TO+T' 4)

Assumption 2 (DoS Frequency [22]). There exist m(t), Tp, € R and Tp € R for all
t € R, which makes the following inequality hold

t

m(0,) < T, +

©)

Remark 1. The intent of the DoS attack is not generally sporadic and periodic, but aperiodic
(stochastic). Therefore, the periodic DoS attack is not realistic in theoretical research and practical
industrial production. To tackle this issue, this paper focuses on the more realistic aperiodic DoS
attacks in the following part. In addition, Assumption 1 excludes the situation of continuous DOS
attacks, which makes the considered system open-loop and uncontrollable.

In this subsection, we will illustrate the proposed procedures for a resilient dynamically
triggering strategy in favor of the aperiodic DoS attacks. To achieve this goal, denote ¢ the
difference between the last successfully transmission state x(t;) and the current state x(t)

e=x(t;) —x(t),Vt € [tj,ti11),i € Z,tp =0 (6)
where t; is determined by the upcoming DTM (7).

tig1 =inf{t > t;,t € R|g(€) <0} 7)
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Herein, similar to [9], using the trigger function ¢(e) = 7 + 0(p(1 — c1)a(x) — y(|le]|)), 0 € R™.
Additionally, the internal dynamic variable # is to be defined before a new dynamic
triggering strategy sprung up, which is

i ==+ p(1 —cy)a(llx]]) = y(le(®)), 7(0) =0 ®)

where 7 is a locally Lipschitz continuous Ko function. Intuitively, # may be regarded as
a filtered value of a(1 — c1)a(||x||) — y(|le(t)||) (refers to [5]). In particular, the filter (8) is
possibly nonlinear if the # is nonlinear. The dynamic event-triggered strategy (7) reduces
to event-triggered strategy in [29] when 6 goes to 4-co (detailed analysis refers to [9]).
Based on the discussion before, the following lemma is needed to guarantee 77 > 0.

Lemma 1. The variable 1 defined in (8) is always non-negative.

Proof. According to (8), which corresponds to the following inequality:

1+ 6(p(1 —cr)a(llx]]) = y(lle(t)]])) = 0. ©)
First, if 0 = 0, then 7 > 0 is true.
Second, if 6 # 0, by combing (8) and (9), one has

i1+ A =p(1 —cp)a(|x[]) —r(le(®)]) > —g/ 17(0) > 0. (10)
Then, solve (10) for t € [0, 4+0), one has

_ 1
n(t) = 5(0)e” Mot

which means that # is lower bound by a positive exponential signal, so one can obtain
n >0 0O

In addition, taking DoS attacks into consideration, as we all know, the measurement
data will be lost even if the condition (7) is satisfied. To alleviate the effects of DoS attacks,
a resilient strategy will be presented in the following. In particular, combining with (7), one
defines a novel RDET communication strategy as follows:

tiy1 = {fi+1 satisfies g(e) < 0|t1‘+1 € Hn} U {tm} (11)

Remark 2. With the opening of network control system communication, the system is more
vulnerable to all kinds of malicious attacks. In order to eliminate the adverse effects of the attack
and ensure better performance of the system, the elastic control technology based on dynamic event
triggering plays an important role. This is especially true in many industrial controls, such as power
systems [27], Chua circuits [30], and vehicle systems [31].

Next, we use the following DoS attacks as follows:

0, tE [twtmt+ D)
wit) = { 1, t€[tm+ B tms) (12)

In this paper, the state-dependent control input u(t) = k(x(t)) under DoS attacks can
be represented as

u(t) = (1 =W(t))k(x(t))- (13)
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Based on the above analysis, in what follows, combining (1), (12), and (13), the
switched version of system (1) can be represented as

x(t) = f(x(t), (1= W(E)k(x(1))), (14)

In the following sections, the conditions for the exponential stability of system (14)
with DoS attacks will be provided.

3. Main Result

This section aims to develop a piecewise Lyapunov function for NNS under DoS
attacks. The resilient analysis of nonlinear switched system (14) is discussed, and the
related parameters are obtained. Theorem 1 is presented to guarantee the RDET control for
NNS under DoS attacks. In addition, it is worth noting that the Zeno behavior is excluded
in Theorem 2.

Theorem 1. Consider the NNSs (1) under DoS attacks satisfying Assumptions 1 and 2, under the
switched controller (13) with dynamic event-triggered condition (7). If some Koo functions a1, ap
and <y hold, then the switched Lyapunov function V;, j = 1,2 of (14) satisfies the following inequality

ap ([|x[]) < Vj(x) < aa([[x])) (15)

VVi(x) - f(x k(x+e)) < —wrV(x) +v([el), (16)
t e Es(0,1)

VVa(x) - f(x,0) < wVa(x),t € E4(0,t) (17)

Vi(x) < paVa(x7), Va(x) < paVa(x™) (18)

where yq, pp > 1, w1 > 0,wy > 0 and the parameters Tp in (6) and T in (4) satisfy

In(p1p2) L (w1 + w»)

< ws.
TD T S W (19)
Then, system (14) is GWES. In particular
Jx(®) < a7 (MePrlaz(||x(0)]))- 20)

Proof. To show the complete theoretical analysis of the above theorem, we will deal with it
in two steps.

Case 1: Assume there are no DoS attacks.

For t € H,,, according to (16) and DTM (11), the derivative of V;(x(t)) is subject to

Vi(x(t)) < —c1Va(x(t)) + y(llell) +7
< —perVa(x(t)) — e (1= p)Va(x(t)) + v (llell)
= A+ (1=p)Vi(x(t)) — y([lel])
< —perVi(x(t)) — Ay
< —wVi(x(t)) (21)
where p € (0,1) and wy = ¢1p.
Case 2: Assume there are DoS attacks.

For t € Dy,, based on (17), it is easy to obtain the derivative of V,(x(t)) as follows

Va(x(t)) < waVa(x(t)). (22)
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Hence, combing (21) with (22) gives a piecewise Lyapunov functional, t € H;;, and

t € Dy, respectively, can be found as below

e~ =tV (x(ty)), t € Hm
V(x(t)) = e2(ttma=bn )V (x(tyg + By_1)),
t € Dy,.

First, assume t € E(0, t), according to definition 4, one has

Vl (x(t)) Se*wl(tftm) Vl (x(tm))
Sylefwl(tftm)vz(xf (tm))
Sﬂleiwl(titm)t‘i’wz(t’”ftmfl7Amfl)

Va(x(ty—1+ Byu-1))
Sylﬂzefwl(tftm)e(Uz(fm7[7,1717Am71)
Vi(x™ (b1 +Bi-1))

S(Vl#z)m(oft)e*wl (t—tm+Dpy_14+0g)
ewz(tm*Am_lf..,,AO) V(x(o))
< (Hlﬂz)TDOJr%e(wﬁ w)To
plwit wz)%—wltv(x(o))
In(pqpip) M*

:Mle[ Tp *

wl]t

V(x(0))

where My = (pu1pp) Poelwit@2)To,
Then, assume t € E,(0, t), according to definition 4 again, one has
Va(x(t)) <ew2Ut=tn1=8n-0Vy (x(by_q + Apy1))
<ppe? =DV (x7 (byq + A1)
Syzewz(f*fm—l*Am—l)e*wlAm—l Vi(x(tp_1))
Sylyzewl(t_tm—l_Am—l)e_wlAm—l Vo(x™ (1))

<‘u;n(0/t)_ll/l;n(olt)e*(ul (A,,,,1+"'+A0)
efwz(thm-t---on)V(x(o))

S‘uiin(o,t)*lyg’l(ort) e 1(t=Fa) p=2Bayr (x(0))
(i) | (o

)
—Mel - Tty )

where My = yl_l(ylyz)TDoe(lerwz)To'
Finally, combining (23) and (24), one has

In(pypp) _ (w1+wp)
wy - M) _ @ o)y,

V(x(t) < Me | V(x(0))

where M = max{M;, M}.
In what follows, using (15), the above inequality (25) can be modified as
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ar([x(®)]) <V (x(£)) < Me PV (x(0))
<MeFtay(||x(0)]) (26)

where 1 = w; — 1“(%;”2) — (wl?"Z). Based on (26), if DoS attacks satisfy W +

M < wy, then, system (1) with control input (11) under DoS attacks is GWES. Further,
one has

()| < ag (Me™Paz([[x(0)]))).

The proof is completed. O

Remark 3. This theorem characterizes the system’s resilience issue. Moreover, ln(’;lm) + (wﬁwZ) < wy

D
shows that the stability of NNSs can be guaranteed in the event they suffer from more DoS attacks
that satisfy some constraints of attack interval and attack frequency.

Remark 4. It is worth pointing out that the inequality constraint on aq and <y in Assumption 4
in [23] is unnecessary in our work. More specifically, in this article, with the aid of introducing a
piecewise Lyapunov function, Assumption 4 in [23] is removed, which reduces the conservatism of
the system.

Next, we will give the conditions that void the Zeno behavior. Before continuing the
discussion, we impose an assumption.

Assumption 3 ([5]). Because of the Lipschitz continuity of the function f(x,u), there exists a
constant Ly which satisfies the following inequality

1f e ull = [If (x +k(x +e) |
< Ly([Jxl + les]]) (27)

where u(t) = k(x(t;)),t € [ti, tiv1).

Theorem 2. For the NNSs (1) under the event-triggered strategy (11) and the controller (13), there
exists a minimal inter-event time T ensures that Zeno behavior does not exist, where T is given by

1 (@7 (/0 +p(1 = er)a(x))

ST Bl 0.

Proof. First, we define the inter-execution time T = t;;1 —t;. According to the ZOH
scheme, there is é¢; = 0 when t = t;. Meanwhile, with the inequality (27), one has

12l = 1f (2, u(x + &)
< La([lxlf + llel])- (28)

Furthermore, for V't € [t;,t;,1), it is easy to get the following equation
X = —¢;. (29)
Next, combining (6), (28), and (29), one has

lleill < La(llx(t:) —eill + [leil])-
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Herein, using the comparison lemma, we have

[l (t) || (2H1 1) — 1)

leil < , (30)
With (11) associated with
1+ 0(p(1 —c1)a(x) —r(lleil])) <0,
from this inequality (31), we get
lell =47 (5/0 +p(1 = c1)a(x)). (31)

Finally, combining with (30), (31), and t —t; < T,t € [t;, t;11), one has

2y 1(y/0 +p(1 — cy)a(x))
[l (2

where 7 > 0, 8 > 0. The proof is completed. [

+1),

4. Simulation

In this section, the practical merits of the proposed controllers and theory are corrobo-
rated using the well-known nonlinear Chua circuit, as shown in Figure 3. Considering the
control input u = (uy; up; u3), its dynamics are generated as

v—v1  f(o)

1 RC; B C #
. U1 — 02 U3

32
2 RCy Cy e (32)
: U Ro?}3
8= L L s

where v; and v, are voltages across C; and Cj, respectively. i3 is current through the
inductance. f(v1) = g1v1 + gzv? is characteristic of the nonlinear resistance Ry.

Next, let x1 = v, xp = vy, x3 = i3, and x = (x1; x2; x3). Then, (32) can be transferred
into the following as

3
Xp — X1 §1X1 + QX
= - Ltuy,

RC; C
S S 33
X2 RG, + c + up, (33)
_ X Roxs
X3 = I I + usz

According to [33], there exists a chaotic attractor (see Figure 4) when some parameters
are fixed at C; = 0.7,C, = 7.8;L = 1.897; Ryp = 0.01499; g1 = —0.59;g» = 0.02;R = 2.1;
u = 0. Meanwhile, system (33) is rewritten as

11 = 0.1626x1 + 0.6803x7 — 0.02863(%3 +uy,
Xp = 0.0611x1 — 0.0611xp + 0.1282x3 + uy, (34)
X3 = —0.5271xp — 0.079x3 + us.

Set the initial state xy = (—0.6061; —0.3483;0.6013). System (34) is unstable without
the control input u. Then, set @ = 0.1;7 = 0.1; A = 0.5; p = 0.01; simulation time [0, 200s]
with sampling period h = 0.05s.

Case 1: According to Theorem 1, one can design a controller u = [—0.01x7; 0; —0.1x3]
under the RDET strategy (11) to stabilize system (34) without aperiodic DoS attacks. The
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state response of system (34) is shown in Figure 5. Moreover, the number of triggered
packets to be transmitted is 82 times. The event interval time of the event generator is
depicted in Figure 6. In particular, one can design another controller u = [—0.1x7;0; —0.1x3]
under event-triggered communication scheme (7) to stabilize system (34) without DoS
attacks. Meanwhile, a stable periodic solution will be presented in Figure 7. The event
intervals of the event generator are depicted in Figure 8.

Case 2: In the sequence, under the same circumstances, once system (34) suffers
from malicious aperiodic attacks, the system is unstable in Figure 9, where the gray areas
represent the DoS attack time intervals. In addition, release time intervals are depicted in
Figure 10 with 756 triggered packets to be successfully transmitted to the controller under
the event-triggered communication scheme (7).

Case 3: The system is not GAS with u = 0. The stabilizing control law is u =
[—2x1; —2xp; — x3]. We select V;(x) = }||x||? as a Lyapunov function when t € H,, so
that the V;(x) > 0 holds true if ||x|| # 0. Notice that

VVi(x)f(x,u) =x1 - %1 +x2- X2+ X3 - X3
= — 1.8374x3 + 0.7414x;x, — 2.0611x3
—1.079x% — 0.3989x5x3 — 0.0286x7
— 2x1e1 — 2Xpep — X3e€3
< —0.4667x7 — 0.4909x3 — 0.8795x3
+e2 +e3 + €3
< —0.403V; (x) + |le]|*. (35)

Next, We select V5 (x) = (x2 4 x3 + 2x3) as Lyapunov function when ¢ € D, so that
the V,(x) > 0 holds true if ||x|| # 0. Notice that

VVz(x)f(x,O) =X1-X1 +Xo X2 +2x3- X3
<0.5333x7 + 0.7726x3 + 0.3050x3
<0.0314V; (x). (36)

According to the aforementioned analysis, there exist a1(-) = x2 4+ x3 + x% and
ay(+) = 2x% + 2x3 + 2x3, which satisfy (15) in Theorem 1. Meanwhile, (35) and (36) al-
low w; = 0.403, wy = 0.0314 to satisfy (16) and (17) in Theorem 1, respectively. In addition,
set f1 = 0.1165, 1 = 1 and pp = 2, which satisfy (18) in Theorem 1. Let Tp = 0.1, T = 2,
Tp, = 0.1, and Tp = 10, one has 2 4 C481001) _ 9865 < 0.403 and ||x(t)|| <
a; (Me=Prtay(||x(0)])) satisfy (19) and (20), respectively. Moreover, m < 0.1+ 2% = 20.1
and ||x(t)| < 0.1204¢~9-233¢,

Herein, Figure 11 depicts the state responses of system (34) under DoS attacks, and
which shows that system (34) is stable. The release instants are depicted in Figure 12,
and there are 716 sampled packets transmitted successfully Under the supervision of the
DTM (11). Figure 13 presents the aperiodic DoS attack sequence. Next, Table 1 presents a
comparison of the different triggering strategies.

First, before analyzing Table 1, we give out design formulas on a triggering rate, which
is expressed as ;’nﬁ%. Second, from Table 1, it is obvious that once the system suffers
from aperiodic DoS attacks, the number of triggering events and the triggering rate will
add the same parameters designed before to the framework. On contrary, the average
interval will become small to add the number of triggering events and compensate for lost
packets due to DoS attacks.
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Figure 5. State responses of triggering control systems without aperiodic DoS attacks.
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Figure 10. Period of triggering control systems under aperiodic DoS attacks.
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Figure 13. Aperiodic DoS attacks.

Remark 5. In the simulation, the modeling and generation of DoS attacks is similar to [22]. Since
the attacks are affected by enerqy constraints, they are intermittent non-periodic attacks, and only

focus on the single communication channels (sensor-to-controller).

Remark 6. Figures 6 and 12 display the triggered intervals of the four strategies. Figure 6 indicates
RDET strategy can generate a bigger average interval than the ET strategy without aperiodic DoS
attacks. Moreover, a similar result is presented in Figure 12, namely, the RDET strategy can
generate a bigger average interval than the RET strategy suffering aperiodic DoS attacks. This

result is consistent with Table 1.
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Table 1. Comparing different control schemes.

Strategies Trigger Average Interval Triggering Rate
ET in [5] 120 1.67 3%
DET in [9] 82 2.44 2.05%
RET in [22] 960 0.21 24%
DTRC in this work 716 0.28 17.9%

5. Conclusions

In this paper, we have designed a DRTC to stabilize NNSs under malicious aperiodic
DoS attacks. Furthermore, the stability criterion is obtained under malicious aperiodic DoS
attacks based on Lyapunov theory. In addition, the minimal inter-event time T excludes
Zeno behavior for the controller (13) with dynamically triggering strategy (11). Finally,
the merits of the proposed controllers and theory are corroborated using the well-known
nonlinear Chua circuit. Based on our current work, in the future, we will consider security-
based event-triggered learning control for NNSs subject to stochastic attacks.
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Abstract: Hyperchaotic complex behaviors often occur in nature. Some chaotic behaviors are harmful,
while others are beneficial. As for harmful behaviors, we hope to transform them into expected
behaviors. For beneficial behaviors, we want to enhance their chaotic characteristics. Aiming at the
harmful hyperchaotic complex system, a tracking controller was designed to produce the hyperchaotic
complex system track common expectation system. We selected sine function, constant, and complex
Lorenz chaotic system as target systems and verified the effectiveness by mathematical proof and
simulation experiments. Aiming at the beneficial hyperchaotic complex phenomenon, this paper
extended the hyperchaotic complex system to the fractional order because the fractional order has
more complex dynamic characteristics. The influences order change and parameter change on the
evolution process of the system were analyzed and observed by MATLAB simulation.

Keywords: hyperchaotic complex system; tracking control; fractional order

1. Introduction

Chaos is a complex nonlinear phenomenon in nature. The chaotic system has extensive
applications in the fields of secure communication [1], industrial process [2], ecosystem [3],
and so on. With the application of chaos theory in increasingly more fields, there are
increasingly more requirements for chaotic systems. For example, people expect higher
dimensional and more complex chaotic systems to describe industrial processes. Therefore,
following this, scholars put forward the hyperchaotic system, complex chaotic system, and
hyperchaotic complex system [4-6]. The hyperchaotic complex system in particular has
higher dimensions and more controllable parameters [7,8] that can more accurately describe
some chaotic phenomena in the industrial process. The chaotic system will experience four
states: stable point, period, chaos, and divergence. When the system is in the periodic or
period doubling state, the phase plane will form a closed trajectory, that is, the limit cycle.
Generally speaking, the chaotic system will evolve from a periodic state to a chaotic state,
and the corresponding phase diagram will evolve from limit cycle to chaotic attractor [9].

However, some chaotic behaviors are harmful, while some are beneficial. As for
harmful behaviors, we hope to transform them into expected behaviors. For example,
permanent magnet motor under some parameters can produce chaotic behaviors and
disturb the normal operation of the motor. Therefore, it is necessary to add a controller
to make it track the desired motion trajectory [10,11]. This means the tracking control for
chaos, which can be used to obtain the desired output and improve the performance of the
system [12,13]. The research on the tracking control of hyperchaotic complex systems is of
great value.
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At present, most of the research focuses on the tracking control of real chaotic sys-
tems [14-17], and few scholars have studied the tracking control of hyperchaotic complex
systems. Gao proposed a novel tracking control method for Lorenz systems by using
single-state feedback [18]. Loria addressed the problem of controlled synchronization of a
class of uncertain chaotic systems [19]. Zhang presented the tracking control method and
the parameter identification procedure, aiming at CVCSs with complex parameters [20].
Chaudhary et al. investigated a hybrid projective combination—combination synchroniza-
tion scheme (HPCCSS) in four different hyperchaotic (HC) systems via active control
technique (ACT) [21]. Abbasi proposed a robust resilient design methodology for stabi-
lization and tracking control for a class of chaotic dynamical systems [22]. Zhao realized
tracking control and synchronization of the fractional hyper chaotic Lorenz system [23].
Nagy et al. investigated the combination synchronization phenomena of various fractional-
order systems using the scaling matrix [24]. In this paper, the tracking control of complex
hyperchaotic system was realized.

As for beneficial chaotic behavior, we hope to enhance its chaotic characteristics.
For example, more complex chaotic behaviors can make the stirring more sufficient in
industrial process. Moreover, in secure communication, complex chaotic signal can increase
the confidentiality of transmitted signal.

In order to obtain more complicated chaotic behaviors, we can extend the integer-order
hyperchaotic complex systems to fractional order, because fractional order can increase the
degree of freedom of the chaotic system and make its dynamic behaviors more complicated.
As an extension of the integer-order complex hyperchaos system, the fractional- order
complex hyperchaos system also has higher accuracy in describing processes in many
fields and can more accurately describe various irregular physical phenomena. Therefore,
many scholars have carried out a large amount of research on the fractional order. Ma
investigated a new 4D incommensurate fractional-order chaotic system [25]. Jahanshahi
investigated a multi-stable fractional-order chaotic system [26]. Rahman presented a new
three-dimensional fractional-order complex chaotic system [27].

However, the above references fractional-order extension of real chaotic systems, but
few scholars have studied the fractional-order hyperchaotic complex systems. In this paper,
the complex hyperchaotic system was extended to fractional order.

On the basis of the above discussion, the main innovations of this paper are as follows:

(1) The tracking controller for the hyperchaotic complex system is designed. Three state
variables of the hyperchaotic complex system track the sine function, constant, and
complex Lorenz chaotic system individually, which realize the control of harmful
chaotic behaviors. The stability and feasibility of the controller were verified by
mathematical proof and simulation experiments.

(2) The hyperchaotic complex system is extended to fractional order, which enhances the
beneficial chaotic behaviors. The effects of initial value, order, and parameters on the
fractional hyperchaotic complex system are discussed.

The rest of this paper is structured as follows: In Section 2, we introduce the model of
hyperchaotic complex system. In Section 3, we designed a controller to realize the tracking
control of the hyperchaotic complex system and verified its feasibility from two aspects of
a mathematical proof and simulation experiment. In Section 4, we extended the complex
hyperchaotic system to fractional order and analyzed its initial value sensitivity and the
system evolution process of the fractional complex hyperchaotic system with order and
parameters. In the last section, we conclude the paper.
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2. The Model of the Hyperchaotic Complex System

In 2021, Li et al. constructed a new hyperchaotic complex system by adding feedback
term and introducing complex variables [7]. The mathematical model is as follows:

x1 = a(xy —x1) + X2x3 + x4
Xo = CX] — X2 — X1X3 + Xy

X3 = 1/2(71)(2 + x172) — bxs
X4 = 1/2(713(2 + X172) —dxy

)

where x1 = uj + jup, X = uz + juys is a complex variable and x3 = us5, x4 = u¢ is a real
variable. We separated the real part and imaginary part of the variable to obtain the
equivalent mathematical model, as shown in system (2):

Uy = a(u3 — Ml) + uzus + Ug
uz = a(u4 — uz) + Uqls

U3z = Clip — Uz — UjlUs + Ug
Uy = Cly — Uy — Uplis

1:15 = UjuUz + uplly — bu5

g = Uz + upuy — dug

2

Whena =10,b = 8/3,c = 20,d = 15 and the initial value is (1, 2, 3, 4, 5, 6), the system
shows obvious chaotic characteristics. The Lyapunov exponents of system (2) is as follows:
LE; =1.7555, LE; = 0.1175, LE3 = 0, LE; = —11.6914, LEs = —14.8827, LEq = —22.3471,
which is (+, +, 0, —, —, —), so the system is in a hyperchaotic state. The attractor phase
diagram of system (2) is shown in Figure 1.

20

Figure 1. Attractor phase diagram of system (2). (a) 1 — us phase diagram of system (2); (b) uz — ug
phase diagram of system (2).

3. Tracking Control

In this section, the controller is designed so that the three state variables of the
system (2) can track the sine function, constant 5, and the fourth dimension of the complex
Lorenz chaotic system individually.

The system model of complex Lorenz chaotic system is as follows:

x1 = a1(x2 — x1)

Xy = yX) — X1X3 — 43X ®)
X3 = —a4Xx3 + 1/2(719(2 — xlfz)
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Separating the real part and imaginary part of the complex Lorenz chaotic system, the
following equivalent mathematical model can be obtained:

%) = a1 (x) — x})

J'Cll = ﬂ1(x§ - xi)

Xy = axx] — x]x3 — azx}, (4)
Xy = azxg — x§x3 — a3x§

X3 = —asx3 + (XX} + x7x7)

We add the controller to system (2) and obtain system (5)

1y = a(us — uy) + usus + g + v1
uy = a(ug — up) + ugus + vy

U3 = Clip — U3 — UglUs + Ug + V3
Uy = ClUpy — Uy — UpUs + Uy

U5 = U3 + Uiy — bus + vs

U = uguz + sty — dug + vg

©)

where V = (v1, vy, 03,04, U5, 06)T is the designed controller vector. We obtain the following
Theorem 1.

Theorem 1. As for system (5), if we design the controller as system (6),

vy =r1+7r1+ (a—1)uy — auz — uszus — ug
vy =11+ 711+ (a—1V)up — auy — ugus

U3 = Iy + 1o — CUp + UjUs — Ug

V4 = t3 + 3 — Clp + UoUls

Us = Iy + 1y — Ugliz — Upliy + (b— 1)M5

Ve = Ty + 1y — uquz — tpug + (d — 1)ug

(6)

then the state variable uy can track sine function, the state variable uy can track constant 5, and the
state variable can track x% of the complex Lorenz chaotic system.

Proof: Set the error as eq, e, e3, then
e1 = Uy —711,62 = Uz — 712,63 = Uy — 13 ()

The expected goals are expressed as follows,

71 = sint 71 = cost
rp =5 = =0 (8)
r3 =X, 3 = apX] — A3X5 — X X3

Select Lyapunov function V = 1(e; + e, + e3)> > 0. Substituting (5)—(8) into Lya-
punov function V, we can obtain

vV = e1e1 + exer + ezes
= (uy—r)(ur —r1) + (3 —r2) (3 — r2) + (g — 13) (g — 13)’
= (ug —sint)(sint —uy) + (uz — r2)(5 — u3)
+ (ug — xb) (cup — ug — upus + v4 — axxi +azxh + xix3)
— iy —sin)(sin — 1) + (5 — 5)(5 — u3) + (g — 3) (¥ — ug)
—(uy —sint)® — (u3 — 5)* — (ug — xé)z <0

According to the Lyapunov stability theorem, the error of tracking control approaches
0, and the proof is completed. J
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The tracking results are shown in Figures 2—4.

|
a
i

30

10

k.
0

\ | \!
o i . v \! [ =t

-30

Figure 4. Tracking the fourth dimension of the complex Lorenz chaotic system.

The simulation results are consistent with the theoretical analysis, and the effectiveness
of the controller is verified from two aspects of simulation and mathematical analysis.

4. Fractional-Order Generalization

In order to make the beneficial chaotic behavior in industrial process more complicated,
this paper extended the hyperchaotic complex system to fractional order, which is a useful
and simple method to enhance the beneficial chaotic behaviors.

4.1. Mathematical Background

Fractional order refers to any order of calculus. In a sense, fractional calculus is a
generalized form of integer calculus. For fractional calculus, there are three main defini-
tions: Grunwald Letnikov definition, Riemanu Liouville definition, and Caputo definition.
Since Caputo definition includes initial conditions and initial values, Caputo calculus is
considered in engineering calculations. In this paper, we chose the Caputo definition.
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60

Definition 1. Caputo fractional differential form is as follows:

Lt B
gD?f(t) dm ] —a = r(m_“) fO (t,.()ﬂtferl dT/ m l<a<m

T m
dt gt—mf(t), x=m

©)

where & = [m]+1, [m] is the integer part of m, T'(x) is the gamma function, and D is the gamma
function « order differential operator. In this paper, D is used to represent § D% , and we mainly
consider the case of 0 < a < 1.

4.2. Fractional-Order System Model

In this section, the hyperchaotic complex system is extended to fractional order, and
the following fractional-order new hyperchaotic complex system is constructed.

Di'xq = a(xy — x1) + x2x3 + x4
D%2xy) = cxq — Xp — X1X3 + Xy
DzSXC), = 1/2(Y1x2 + xlfz) — bxs
D$4X4 = 1/2(71)(2 + xﬁz) —dxy

(10)

where DY' is the Caputo operation of order «;, and ; is the order of relevant variables of
x(1=1,2,3,4). According to fractional linear operation, we can obtain
Dﬁlxl = Dﬁl (u1 + juz) = Dilul + ].Diéluz, Di‘zxz = Di‘z (T/lg + ju4) = D’j?ug + jDi‘zu4
D¥3x3 = D$us, Di*xy = Ditug.

The above system can be transformed into the following forms:

Di'uy = a(uz — up) + uzus + ug
Diluz = a(u4 — T/lz) + Ugus
D%uz = cuy — uz — ujus + ug
D%uy = cupy — ug — upis

D$3u5 = ujuz + upuly — busg
Di4u6 = uquz + Uty — dug

(11)

4.3. Fractional-Order Attractor

We select the initial value of system (11)as (1,1,1,1,1,1),a =10,b = 8/3,c = 30,d = 12,
and fractional-order a; = 0.95(1 = 1,2,3,4). On the basis of the definition of Caputo, the
system (11) is simulated by MATLAB, and the attractor phase diagram of system (11) is obtained
as shown in Figure 5. It can be seen that the attractor of the system presents obvious chaotic
characteristics. Comparing Figure 5 with Figure 1, the interval and shape of the attractor are
found to be different.

45

25

Figure 5. Attractor phase diagram of system (11). (a) #; — us phase diagram of system (11); (b) uz — ug
phase diagram of system (11).
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4.4. 0-1 Test

Gottwald and Melbourne proposed a reliable and effective binary test method to
test whether the system is chaotic, which is called the “0-1 test” [28]. The basic idea is
to establish a stochastic dynamic process for data and then study how the scale of the
stochastic process changes with time. Next, we used this method to test and analyze the
chaotic characteristics of system (11), as shown in Figure 6.

1200 T T T

1000

800 |

600

400

200

200 . . . . . . . .
-600 -500 400 -300 -200 -100 0 100 200 300

g
Figure 6. The “0-1"test.

It can be seen from Figure 6 that the new hyperchaotic complex system shows obvious
unbounded motion, similar to Brownian motion. Therefore, it is chaotic.

4.5. Order o Impact on System Status

In this section, we all took u; — us5 to observe the evolution of the attractor of the
system (11).

When a < 0.82, the system is in a divergent state.

When a € (0.82,0.94), the system converges to a stable point.

When a = 0.95, the system changes from stable point to chaotic state, and at this time,
it presents obvious butterfly attractor shape.

When a = 0.99, the system is still in chaos, but under the same number of cycles, the
shape of the attractor is fuller.

When « = 1.01, the order of the system is a fractional order greater than 1. At this
time, the system is still in a chaotic state, but the attractor forms are different and sparse.

When « = 1.03, the system is in a chaotic state, and the attractor shape becomes fuller
with the increase in order.

When « = 1.05, the system is in period doubling limit cycle state.

When « > 1.07, system divergence occurs.

The detailed evolution process is shown in Figure 7. Through observation, it is found
that the fractional complex hyperchaotic system shows a more complex system evolution
process with the change of order, such as the position and shape of the attractor having
changed to some extent.
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60 60

, 1017

u u 101

(8) (h)
Figure 7. The evolution process of system (11) with order. (a) a1_1234) = 0.82; (b) 111 234) = 0.94;
© maz1p34) = 095 (d) mp=1234) = 099% () wips4 = 105 () ag-1p34) = 1.03;
®) mp=1234) = 105 (h) ay=1254) = 1.07.

4.6. Influence of Parameter Change on System Attractor

It can be seen from Section 4.4 that when order &« = 0.95, the system attractor presents
an obvious chaotic attractor form. In this section, we selected order « = 0.95 and changed
the values of system parameters g, b, ¢, and d individually to observe the influence of
parameters on the system state and system attractor. In this section, we all took the phase
diagram of 11 — us to observe the evolution of the attractor of the system.
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4.6.1. Parameter 2 Change

We kept parameters b, ¢, and d unchanged; changed the value of parameter a; and
selected the same initial value as the integer order to observe the evolution process of the
system with parameter 4, as shown in Figure 8. It can be seen that the system entered the
chaotic state from the limit cycle state and continued to evolve in the chaotic state. The
attractor changed from sparse to full and then to sparse, and then returned to the limit
cycle state and finally diverged.

(e) ()

Figure 8. The evolution process of system (11) with parameter a. (a) a = 6, limit cycle; (b) a = 8, chaos;
(c) a =10, chaos; (d) a = 20, chaos; (e) a = 23, chaos; (f) a = 28, limit cycle.
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4.6.2. Parameter b Change

We kept the parameters g, ¢, and d unchanged; changed the value of parameter b; and
selected the same initial value as the integer order to observe the evolution process of the
system with the change of parameter b, as shown in Figure 9. It can be seen that the system
entered the chaotic state from the limit cycle state and continued to evolve in the chaotic
state. The attractor changed from sparse to full, then returned to the limit cycle state and
finally diverged.
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Figure 9. The evolution process of system (11) with parameter b. (a) b = 0.2, limit cycle; (b) b = 0.5,
chaos; (c) b = 1.5, chaos; (d) b = 8/3, chaos; (e) b = 3, chaos; (f) b = 4, limit cycle.
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40

4.6.3. Parameter ¢ Change

We kept parameters 4, b, and d unchanged; changed the value of parameter c; and
selected the same initial value as the integer order to observe the evolution process of the
system with the change of parameter c, as shown in Figure 10. It can be seen that the system
entered the chaotic state from the limit cycle state, evolved continuously in the chaotic state,

and finally returned to the limit cycle state and diverged.
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Figure 10. The evolution process of system (11) with parameter c. (a) c = 22, limit cycle; (b) c = 23,
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chaos; (c) ¢ = 30, chaos; (d) c = 40, chaos; (e) ¢ = 44, chaos; (f) c = 44.8, limit cycle.
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4.6.4. Parameter d Change

We kept parameters 4, b, and ¢ unchanged; changed the value of parameter 4; and
selected the same initial value as the integer order to observe the evolution process of the
system with parameter d, as shown in Figure 11. It can be seen that the system entered the
chaotic state from the limit cycle state and evolved continuously in the chaotic state. It can
be seen that when the system was in the chaotic state, compared with parametersa, b, c,
parameter d had the largest value range, and finally the system returned to the limit cycle
state and finally diverged.

Figure 11. The evolution process of system (11) with parameter d. (a) d = 6, limit cycle; (b) d =9,
chaos; (c) d = 10, chaos; (d) d = 60, chaos; (e) d = 100, chaos; (f) d = 151.6, limit cycle.

156



Processes 2022, 10, 1244

It was found that the fractional hyperchaotic complex system showed a more complex
system evolution process with the change of parameters, such as the position and shape of
the attractor having changed to some extent.

5. Conclusions

In this paper, aiming at the harmful hyperchaotic complex behavior in industrial
process, a tracking controller was designed for the hyperchaotic complex system so that
the three state variables of the hyperchaotic complex system can track the controller of sine
function, constant 5, and complex Lorenz chaotic system individually, and its stability was
proven to realize the tracking control of the system. In order to make the intentional chaotic
behavior in the industrial process more complex, we extended the hyperchaotic complex
system to fractional order. The effects of initial value, order, and parameter changes on the
fractional hyperchaotic complex system were discussed and studied. When the order and
parameters changed, the detailed evolution process of the system state was given. It was
found that there were no coexistence attractors and parameter attractors in the system.

In this paper, the application of the hyperchaotic complex system was studied. For the
harmful chaotic system, the controller was designed to convert it into the desired system;
for the beneficial chaotic system, this paper extended it to fractional order, which made its
chaotic behavior more complex.

There are several prospects for the study of chaos theory: (1) research on the physical
background of the chaotic system, or it can show more abundant dynamic behavior;
(2) chaos theory can be applied to some complex systems, such as weather forecasting
and industrial processes; (3) on the basis of chaotic systems, new chaotic cryptographic
algorithms or chaotic neural networks can be formed and applied in various fields.
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Abstract: There is increasing utilization of photovoltaic (PV) grid-connected systems in modern
power networks. Currently, PV grid-connected systems utilize transformerless inverters that have
the advantages of being low cost, low weight, a small size, and highly efficient. Unfortunately,
these inverters have an earth leakage current problem due to the absence of galvanic isolation.
This phenomenon represents safety and electrical problems for those systems. Recently, the H8
transformerless inverter was introduced to eliminate the earth leakage current. The present study
proposes improving the performance of an HS8 transformerless inverter using model predictive
control (MPC). The inverter was supplied by PV energy and attached to the grid through an LCL filter.
During system modeling, the grid weakness was identified. The discrete model of the overall system,
including the PV panel, the boost converter, the H8 transformerless inverter, and the controllers, was
derived. Then, the introduced H8 transformerless inverter system was simulated and analyzed by
the Matlab/Simulink program. The proposed system response using MPC was tested under step
disturbances in the PV insolation level. Moreover, the effect of the weak and strong grid operations
was considered. The simulation results indicate that the MPC controller has better performance and
high-quality injected power. Despite the excellent performance of the strong grid, the nearly weak
grid performance is acceptable. Moreover, the Hardware-in-the-Loop (HIL) of the proposed system
was implemented using the DSP target LaunchPadXLTMS320F28379D kit to validate the simulation
results. Finally, the system performance under the parameter variations showed good robustness.

Keywords: photovoltaic; leakage current; common-mode voltage; model predictive control;
transformerless inverter; H8; weak grid

1. Introduction

Photovoltaic (PV) energy has become one of the most important energy resources in
the world. For most countries, solar energy is available in large amounts without being
exhausted. Moreover, it has many merits, such as being noise-free, reliable, a long-life,
maintenance-free, and it is clean energy [1]. In recent years, the cost of PV systems has
decreased to a level that enables their spread worldwide. In addition, rapid advancements
in the power electronics field have aided in the development of grid-tied PV systems, which
have the advantages of no storage units, good efficiency, and better cost [2].

Grid-tied PV systems have two categories: transformer or transformerless systems.
Nevertheless, transformerless grid-connected PV systems are preferred due to their small
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size, low cost, and high efficiency [3-5]. Usually, transformerless grid-tied PV systems have
an inverter type called a transformerless inverter. These inverters have different topologies
and modulation techniques [6]. However, this type of inverter has some problems, such
as lack of galvanic isolation with the grid and the earth leakage current not matching the
limitation recommended by the standards [7]. The presence of the leakage capacitance of
the PV array and the absence of the galvanic isolation with the grid are the general causes
of the earth leakage current. For any transformerless inverter topology, the earth leakage
current origin is the inverter’s Common-Mode Voltage (CMV) variations [8]. The problem-
solving direction is to reduce the CMV variations or ideally make them constant [9]. This
target can be achieved in two ways: either by modifying the inverter topology or by
introducing a modulation scheme that limits the CMV variations.

Many topologies and modulation techniques have been introduced for single-phase
transformerless inverters [10]. On the other hand, the three-phase transformerless inverters
have a higher leakage current and power rating. Hence, fewer attempts have been made
to modulate three-phase transformerless inverters [11]. The first attempts were made by
references [12,13], where they introduced many modulation schemes for the conventional
three-phase topology. However, they concluded that the modulation techniques were not
sufficient to reduce the earth leakage current. Hence, introducing new topologies is an
important issue in order to eliminate the earth leakage current.

In the literature review, many topologies of the transformerless inverter have been
proposed to reduce the earth leakage current [14-28]. A simple topology that incorporates
4-arms instead of 3-arms was introduced and tested with some modulation schemes [14,15].
Nevertheless, the supplied power quality and the current total harmonic distortion (THD)
were low. Moreover, the control system was complicated. The topologies of the multilevel
inverters have been adapted to work in transformerless mode with some modifications
and modulation techniques [16,17]. However, the number of switches is high, and the
overall system efficiency is low. According to references [18-20], the H7 topology is the
three-phase version of the single-phase H5 transformerless inverter. There were many
modulation schemes suitable for the H7 topology. However, the reduction in the earth’s
leakage current was limited. A more recent topology named H8 was introduced [21-26]. It
consists of the traditional 3-arm transformerless inverter connected to the DC bus via two
series power transistors. It may be regarded as the three-phase image of the famous 1-¢
H6 transformerless inverter topology. The first proposed HS8 inverter topology was created
to reduce the Common Mode Voltage (CMV) for electrical drives [21,22]. Then, the idea
was used for transformerless PV grid-connected systems. In reference [23], the proposed
topology combined the merits of both the AC bypass circuit and DC bypass structures. The
results showed a low leakage current and a small THD of the grid current. However, the
modulation used was the traditional scheme, and the controller utilized had a low response.
The performance of the conventional B6-type voltage source inverter was compared to
the H8 topology in [24]. Nevertheless, the efficiency was low, and the system had a poor
dynamic response. Reference [25] modified the H8 to obtain zero CMV variations. The
technique depended on entering and leaving the zero-voltage vector using a modified
configuration and the control scheme. The results of [26] indicated that the H8 topology
had better performance than the H7 due to the 50% reduction in CMV amplitude. Hence,
the leakage current attenuation improved with the H8 topology. Another version of the
H8 inverter called oH8 was proposed [26]. It has been shown that for a given CMYV, the
parasitic capacitor voltage of oHS, the clamped DC bus version of HS, is higher than that of
HS8. Hence, the leakage current of oH8 would be higher than for the H8 topology.

Another common problem for grid-connected inverters is the restriction of the grid’s
weakness. It is recommended in the standards of the distributed generation system that
the grid-connected inverters should be tied to power systems that have Short-Circuit Ratio
(SCR) >20, which corresponds to a grid impedance of 5% [27,28]. The grid-tied inverters act
stably with the power system when the SCR is kept within the previous range. However,
the spread of distributed renewable energy resources with long transmission lines causes
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the utility grid to possess weak grid performance. The power system is considered to be
weak if SCR < 3 [29]. Moreover, the voltage at the Point of Common Coupling (PCC) should
be kept at a low harmonic content to avoid voltage distortion problems at the PCC. Hence,
the grid-tied inverter should be designed to supply current with a high harmonic rejection
and satisfy the standard limitations on the injected grid current [30].

Recently, a major focus has been given to the promising control technique, Model
Predictive Control (MPC). It has been adapted for the control of the grid tide inverters [31].
Perfect response and simple implementation are the great merits of the MPC controller. It
has been applied to control 3-level transformerless inverters to minimize the earth leakage
current [32]. However, the proposed system is complex. The MPC control technique has
been adapted for neutral point clamped inverters [33]. Though the earth leakage current is
reduced, the proposed system efficiency is lower.

In this research paper, a PV energized HS8 transformerless inverter that utilizes the MPC
scheme as a controller is introduced. A boost converter was attached to the PV terminals
to ensure the Maximum Power Point Tracking (MPPT) operation. The output of the boost
converter was the DC bus of the power system. It must be controlled to be constant at a
certain designed value to achieve whole system stability and ensure power balance. The H8
transformerless inverter was supplied by the DC bus and tied to the grid using an LCL filter
to minimize the injected harmonics. As the MPC algorithm relies mainly on the system
discrete model, the whole system model was derived. The LCL filter and the grid weakness
characteristics were represented by the grid internal impedance determined by the model.
Hence, the MPC control scheme was applied to the H8 transformerless inverter. Then, the
introduced system was simulated and analyzed using the Matlab/Simulink platform. The
proposed system response using the MPC was tested under step disturbances in the PV
insolation level. Moreover, the effects of the nearly weak and strong grid operations were
considered. The simulation results indicate that the MPC controller has better performance
and high-quality injected power. Despite the excellent performance of the strong grid, the
nearly weak grid performance is also acceptable. The objectives of this research are to:

Apply the MPC algorithm to the H8 transformerless inverter.

Investigate the system discrete model including the LCL filter.

Discuss the effects of the grid weakness on the system response.

Study the system response, under the disturbances in the insolation level.

Test the robustness of the system performance against the parameter variations.
Implement the proposed system using the HIL validation technique.

The arrangement of the paper is as follows: Section 2 explains the topology and
operation of the H8 Transformerless Inverter. Section 3 demonstrates the MPC of the H8
Transformerless Inverter. The system controllers are described in Section 4. Section 5
introduces the weak grid operation of the H8 transformerless inverter. The simulation
results are discussed in Section 6, while the paper’s conclusions are provided in Section 7.

2. H8 Transformerless Inverter Structure and Operation

Figure 1 presents the power circuit of the introduced system. It was a PV-powered
grid-connected H8 transformerless inverter. The PV array represented the power generator
for the system. The output of the array was attached to a boost converter. It was used
to implement the MPPT conditions for the PV array. The output of the boost converter
was the system DC bus that feeds the H8 transformerless inverter. The H8 transformerless
inverter may be considered as the 3-¢ version of the 1-¢ H6 transformerless inverter. Its
power circuit had eight switches, as shown in Figure 1. It was introduced to reduce the
earth leakage current in the grid-connected systems. The topology of the H8 inverter was
formed by adding two additional switches, (Q7 and Qg). Their function was to decouple
the inverter from the PV during the freewheeling periods of the inverter. Hence, there
was no path for an earth leakage current. The HS8 transformerless inverter acted as a 3-¢
two-level inverter. Therefore, it had eight switching states or voltage vectors Vo, V1, Vo,
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V3, V4, Vs, Vg, and V7). The inverter operating voltage vector depended on the controller
objectives. The decoupling switches (Q7 and Qg) were on together for all active voltage
vectors. Nevertheless, during the null voltage vectors, the decoupling switches (Q7 and Qs)

were modulated according to the following switching functions [25]:

Qy = Qs = AB+ BC +CA,

where (A, B, and C) were the logic states of the inverter upper switches.

Figure 1. The power circuit of the proposed system.

The configurations of the H8 transformerless inverter for different switching states of

the inverter are shown in Figure 2.
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Figure 2. The configurations of the HS inverter for (a) the active states and (b,c) the zero states.
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2.1. CMV Model of the H8 Transformerless Inverter

In this section, the CMYV of the H8 inverter is analyzed. The CMV variations of the grid-
connected inverters must be minimized or ideally constant. The H8 inverter CMV depends
on its terminal voltages (V,n, Vun, and Vyn,); they can be calculated as follows [20]:

V, V. V. V, V. V.
VCMV: uN + z:;N+ wN N VCMV: uM + zéM‘i‘ wM +VMN- (2)

However, the H8 inverter terminal voltages and the voltage Vjy depend on the
operating voltage vector or switching state. Based on the switching state, the corresponding
CMV value can be determined as shown in Table 1. This can be summarized as follows:

Table 1. The H8 transformerless inverter CMVs.

Vi V, V3 Vy Vs Vs Vo Vo
Switching state (1001) (0101) (0011) (1101) (0111) (1011) (0000) (1110)
VuM/Vdc 1 0 0 0 1 0 1
Vont/ Ve 1 1 1 0 0 0 1
Vm/Vie 0 0 1 1 1 0 1
Vemv/Vie 1/3 2/3 1/3 2/3 1/3 2/3 1/3 2/3

e For the active voltage vectors (V1, V3, and Vs), the switches Q7 and Qg are on. Hence,
the voltage Vjn is zero. Hence, the CMV is V;./3.

e For the active voltage vectors (V3, V4, and Vi), the switches Q7 and Qg are on. Hence,
the voltage V) is zero. Hence, the CMV is 2V ;. /3.

e  For the zero voltage vectors (V, and V), the switches Q7 and Qg are off. Hence, the
voltage Vjy is not zero and can be determined for each case. Finally, the CMV equals
2V4./3 for V7 and it equals V;./3 for V.

Therefore, the levels of the CMV of the H8 inverter were limited to (% Vie and %Vdc).
However, the CMV was limited to (%Vdc, %Vdc, and V) for the recent inverter H7 [20].
Consequently, the peak variations of the CMV were reduced, which decreased the leakage
current. The idea behind this improvement is the disconnection of the PV from the grid
during the freewheeling periods using the switches Q7 and Qs.

2.2. Earth Leakage Current Path of the HS Transformerless Inverter

Figure 3 shows the earth leakage current path the of H8 transformerless inverter with
the PV panel [20]. The circuit indicates that the CMV source should be alternating for the
earth leakage current to flow. Hence, if the CMV variations remain limited, the serious
leakage current will be greatly reduced. The instantaneous CMYV is conditional on the
switching modulation of the H8 transformerless inverter. Consequently, introducing a
new modulation strategy that can reduce the CMV will aid the leakage current reduction.
Moreover, the H8 transformerless inverter control technique affects the inverter modulation,
which will reduce the leakage current reduction.

The H8 transformerless inverter controller may be either a one-shot controller or a
modulator-based controller. In the one-shot controller, the inverter switching states are
produced directly from the control algorithm, such as the MPC. However, the modulator-
based controller must have a modulator to generate the inverter switching states. Hence, the
modulation technique must be selected from the commonly known (SPWM, SVPWM, etc.).
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Figure 3. The CMV model of the H8 transformerless inverter.

3. Model Predictive Control of the H8 Transformerless Inverter

The basic structure of the MPC controller for a certain system is based on the system'’s
discrete-model. Hence, the starting point in planning the MPC controller is the investigation
of the discrete model of the system. Applying Kirchhoff lows to the inverter output filter
shown in Figure 1, we have:

borlat) | [ VeV
Le(e) | = |Vin = Ve, Ly = Lg+ Ly, ®)
Cp(e) If—1Ig

where (Tg, Vg) are the grid current and voltage space vectors, (V ) is the filter capacitor
space voltage vector, (Tim,) is the inverter current space vector, (va) is the inverter space
vector voltage, (Rg, Lg) is the grid impedance, (rf, Ly) are the filter inductor parameters, and
(Cy) is the filter capacitance.

The state-space form of Equation (3) is:

dg —(Rgtrs) 0o L
dt Lgy Ley I, 0 Z—gl
Ainy | _ _ — T 1|57 V4
= | = 0 T;f f} Iﬂw + Ly Vieo+ | 0 Vg- (4)
vy N 0 0
dt Cf Cf
This may be simplified as:
avy - —
— =aY + Vi + r)/Vg/ 5)

dt

where the state vector (Y) and the constant matrices («, 8, and 7y) are defined as:

_ 7(R8+7f) 0o L 1
Iq Lef Lef (1) ng

Y=|lw|, a=| 0 & g B=|T;|.7=|0 ©)
1% -1 1 0 0

We assumed that the sampling period was (T). The model input was the inverter
space voltage vector, and the DC link voltage was considered the disturbance. Hence, the
continuous state-space model of Equation (5) can be transformed into the discrete-time
state-space model using the backward Euler technique [34]. Although the forward Euler
method requires an extra computation at each iteration, the backward Euler method has
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great stability properties, and its local truncation error is much smaller than using the
forward Euler method [35]. Therefore:

_ _ T _ T o
Y(k+1) =e*TY(k) + / e“TBATV ipy —l—/ e“TydtVy. (7)
0 0

Hence, the discrete model of the H8 transformerless inverter was obtained using
Equation (7). The algorithm of the MPC utilizes the discrete model to predict the controlled
quantities at the next sample. For all possible switching states, a cost function was built
and calculated to select the voltage vector that gives the minimum error. The introduced
cost function (g) is:

2
. . . . 2
g = (ign —iga) "+ (igp — izg)’, ®)
where (ig,x, igﬁ) are the a-B compositions of the grid current, and (z'*g,x, i*g/g) are the reference
a-f compositions of the grid current.

4. System Controllers

A single-line diagram of the proposed system incorporating the system controllers is
shown in Figure 4. It had two main controllers namely the power and the H8 transformer-
less inverter controllers. The power controller included two controllers called the MPPT
and the DC-link voltage controllers. As the set point of the DC link controller was constant,
the PID controller would be the best choice due to its high stability and good performance
for constant set point systems [36]. However, the set point of the H8 transformerless in-
verter controller was sinusoidal. Hence, the PI was not suitable, and the MPC controller
was adapted. To ensure stability, the MPC response, the controller of the inner loop, should
be faster than the DC link controller (PID). These controllers are discussed in detail in the
next paragraphs. The whole control system is demonstrated in the following subsections.

Vae Ry Ly
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MPC

Bang Bang Pulses
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PI
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Figure 4. The single line diagram of the proposed system incorporates the system controllers.

4.1. Power Controller

The system incorporated two controllers, the MPPT controller and the DC-link voltage
controller. The MPPT controller was utilized to take out the peak power from the PV
panel. Therefore, it improved the system utilization. The idea was to control the boost
converter input current by regulating the converter duty cycle. The controller type was
bang-bang with a £5% band. The reference current was generated by the MPPT algorithm
unit, the incremental conductance [16]. That unit measured the instantaneous PV current
and voltage and output the reference current for the MPPT controller.
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The DC-link voltage controller forced the V. to track its reference. This controller
regulated the power transfer from the PV to the grid. Its reference voltage value was
recommended by the system design values, 650 V for the proposed system [20]. The
controller output the reference current for the H8 transformerless inverter. A simple
Proportion Integral Derivative (PID) controller was employed. Its output (Ag) and action
are represented for discrete operation using;:

Tz z—1
AG(Z) = kP+kIZ_

kT e(2), ©)

where e(z) is the error signal, and (kp, k;, and kp) are the PID controller gains. Those gains
are tuned using the Ziegler-Nichols technique. This tuning algorithm may be implemented
using the next sequence [37]:

Let the integral part be zero and decrease the proportional part to a very small value.
Increase the proportional part until the output oscillates.

Measure the period of oscillation (Ts) and the corresponding proportional gain (K¢p).
Hence, the PI controller gains are calculated using:

Kp=035K, and K;=0.8Kp/T;s (10)

4.2. H8 Transformerless Inverter Controller

The H8 transformerless inverter is a current-controlled voltage source inverter. It has
a controller that regulates its output current [, to be AC, which is compatible with the grid
voltage and frequency. Moreover, the output current should be supplied at the unity power
factor. This controller utilized the MPC scheme to achieve its goals. The MPC controller
output was the optimum switching state for the H8 transformerless inverter. Finally, it
produced the HS8 inverter switches” pulses. The algorithm of the MPC technique was
essentially a discrete control. At startup, the system variables were measured. Then, with
the help of the system model, the system variables for the next samples were predicted to
optimize the system response. The optimization process for the H8 transformerless inverter
was to select the switching state that forced the errors in the controlled variables as close as
possible to zero. To accomplish the switching state optimization, an optimization function,
sometimes called the cost function, was calculated for each switching state. The switching
state that provided the minimum value of the cost function was considered the optimal
state and was sent to the converter switches in the following sample. The cost function was
adapted to minimize the error in the grid current, which was a 3-¢ of zero phase shift with
the grid voltage reference generated by a Phase Locked Loop (PLL). The most commonly
used PLL for weak grid systems is the Synchronous Reference Frame (SRF) PLL. A block
diagram of the SRF PLL is shown in Figure 5a. The PLL measures the grid voltage at the
PCC, which may be distorted due to the grid’s internal impedance [30]. It generates 3-¢
signals (U,) synchronized to the ideal grid voltages with unity amplitude. The reference
currents (I g|m f) for the MPC controller were generated by multiplying the PLL output

signal with the reference amplitude (Ag) produced by the DC-link controller output.
Tg|ref (k) = AGUg(k)/ (11)

where (k) is the order of the sample. A flowchart for the MPC algorithm is presented in
Figure 5b.
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Figure 5. (a) The SRF PLL Block diagram. (b) The flowchart of the MPC algorithm for the
proposed system.

5. Weak Grid Operation of the H8 Transformerless Inverter

Grid-connected inverters are greatly affected by grid characteristics. The main property
that decides its characteristics is the SCR of the grid. Consequently, electrical grids may be
classified as strong and weak grids, according to the value of their SCR [30]. Weak grids are
characterized by SCR < 3. Grid-connected inverters are recommended to operate stably for
grids that have SCR > 20. Many problems have been recorded for the inverters tied to grids
that have low SCR values. Instability, the PLL operation disturbed, low power quality, and
high distortion at the PCC are some of those problems. To improve the performance of
the H8 transformerless inverter when connected to a low SCR grid, a modified PLL was
utilized for the proposed system. It has a band-pass filter to assess harmonic attenuation.
Moreover, the MPC controller supported the improvement.

6. Simulation Results

Matlab simulations of the proposed grid-connected H8 transformerless inverter sup-
plied by PV were implemented. The system rating and simulation parameters are listed in
Table 2. The system photovoltaic array was formed of 6 x 960 cells. Figure 6 shows the
response of the proposed system to step variations in the insolation level for the strong
grid. These step variations were (100%, 75%, 50%, 30%, and 75%) at the times (0, 0.2's, 0.4 s,
0.6 s, and 0.8 s). Figure 6a shows the response of V., Iy, Vi, and I;.. Ve was sinusoidal
with constant amplitude and equaled the grid rated values irrespective of the grid current
value or the insolation level. This issue is essential for a strong grid. The grid current I,
is also shown. It was also sinusoidal with a unity power factor. However, its amplitude
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S
S

varied according to the MPPT power extracted from the PV. Moreover, the figure showed
the V. response. It had a good response as the maximum overshoot was limited to 1.5%.
Finally, the earth leakage current (I;) response is presented in the figure. It was limited to
small values except for some spikes at the disturbance times. However, its maximum RMS
value was 100 mA, which is much lower than the standard value [7].

Table 2. Simulation Parameters.
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Parameter Value Parameter Value
(Isc,Voc) of the PV 2453 A, 633V Ve 650 V
Power 11 KW DC-link capacitor 2000 uF
Cleakage 400 nF Utility voltage 230 V
Cr 2 uF Utility frequency 50 Hz
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Figure 6. The response of the proposed system to step variations in the isolation level, @ strong-grid,
(@) Vipee, Ig, Ve, and I, (b) Iy, V ap, Ve, and the output power.
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Figure 6b shows the response of I, V4, Vcum, and the output power. The I, tracked
well the reference recommended by the MPPT controller. The H8 inverter output voltage
V 4p is also demonstrated in the figure. As the conventional 3-¢ inverter, its instantaneous
value was limited to +V ;.. Further, the levels of the CMV of the H8 inverter were limited
to (%Vdc and %Vdc)- However, the output power of the H8 transformerless inverter tracked
the MPPT power of the PV with some electrical losses.

Figure 7 shows the response of the proposed system when supplying a weak grid. It
was disturbed by the same step variations in the insolation level as that of the strong grid.
Figure 7a shows the response of Vi, Iy, Ve, and ;.. Vpe was sinusoidal with a constant
amplitude, slightly higher than the grid rated voltage value to allow the power flow to the
grid. The grid current, I, is also shown. It was also sinusoidal with a unity power factor.
However, its amplitude varied according to the MPPT power extracted from the PV. The
V4. response had a better response than the strong grid counterpart. Here, the maximum
overshoot was limited to (0.75%). The response of I} is also presented in the figure. It had a
slightly higher instantaneous value than that of the strong. However, its maximum RMS
value was 150 mA, which was also within the standard limits.
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Figure 7. The response of the proposed system to step variations in the isolation level, @ weak-grid,
(@) Vpee, I, Vige, and I (b) Iyw, VA, Vcm, and the output power.
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FFT analysis

Figure 7b shows the response of I, V4, Vcum, and the output power. The I, tracked
well with the reference recommended by the MPPT controller. The responses of the V45,
CMV, and grid power had a similar figure to that for the strong grid.

The fast Fourier transform analysis of the supplied grid current for the two cases,
strong-grid and weak-grid, is presented in Figure 8a,b, respectively. Nevertheless, the
harmonics in the case of the weak-grid were higher than in the strong-grid case. The lower-
order harmonics were presented with a weak grid. Moreover, the fundamental component
of the grid current was slightly higher in the case of the strong grid. The THD of the grid
current was 1.36% for the strong grid case, which was better than the corresponding weak
grid value, which was 2.06%. Figure 8c shows the Bode plot of the LCL filter based on the
simulation parameters.

FFT analysis

(50Hz) =27.55, THD=136% (50Hz) =27.46, THD=2.06%
T T T T T T T T T T T T T T

T

Fundamental (100%)

Mag (% of Fundamental)

200

150 |

100

. L "
400 600 800
Frequer

Magnitude (dB)

800

L L L L L
1000 1200 1400 1600 1800 2000 0 200 400 600 1000
ncy (Hz) Frequency (Hz)

(@) (b)

Phase (deg)

10
Frequency (rad/s)

(©)

Figure 8. The spectrum of I; for (a) a strong-grid, (b) a weak-grid (@100%insolation), and (c) the LCL
filter frequency response.

The effect of varying insolation levels and grid SCR on the RMS of the leakage current
is shown in Figure 9a. The leakage current decreased with the insolation level. However,
it was roughly reduced with the increase in the SCR of the grid. Moreover, the effect of
varying insolation levels and grid SCR on the THD of the I is shown in Figure 9b. The
THD value improved with the increase in both the SCR and the insolation level.

The Hardware-in-the-Loop (HIL) simulator was used to validate the proposed con-
troller of the MPC for the H8 inverter as shown in Figure 10. The power circuit was
modelled as a MATLAB model in the host personal computer (Host-PC), while the DSP
target executed the proposed MPC after receiving the required signals from the Host-PC.
The interface between the Host-PC and the controller board was installed using the virtual
serial COM port. The data exchange was triggered at each sampling interval. The results of
the HIL simulation in the case of the weak grid are provided in Figure 11. It is clear that
the grid current was corresponding to the insolation levels, and the DC-link voltage was
maintained constant at around 650 V.
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Figure 9. The effect of varying insolation levels and grid SCR on: (a) the RMS of the leakage current
and (b) the THD of I.
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In order to test the robustness of the proposed system against system parameter varia-
tions, some of the system parameter were forced to change, increasing the PV temperature
and series resistance by 10%. Moreover, the grid impedance was decreased by 10%. The
simulation results shown in Figure 12 indicate that the grid current and the DC link voltage,
for example, had a stable and robust response against parameter variations.
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Figure 12. The response of the proposed system under parameters uncertainty, @ weak grid.

7. Conclusions

This research introduced the application of the MPC control algorithm to an H8
transformerless inverter. The inverter was grid-tied and supplied by a PV panel. The
MPPT condition of the PV was achieved using a boost converter, and an LCL filter was
used to connect the H8 inverter with the grid. The dynamic discrete models of the H8
transformerless inverter, including the filter and the grid weakness, were derived. Hence,
the MPC control algorithm was developed for the system. The results of the simulation,
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using Matlab/Simulink platform, indicated a large reduction in the earth leakage current
of the proposed system with the MPC controller. The maximum measured RMS value of
the earth leakage currents were 100 mA and 150 mA for the strong and weak grid cases,
respectively. These values were much lower than the limiting standard values. At the same
time, the injected grid currents were perfect AC with pure active power. These currents
had high quality with a THD less than 5% with insolation levels greater than 50%, for the
strong and weak grid cases. The effects of varying the solar insolation level and grid SCR
on the RMS of the leakage current and the injected current THD were studied. However,
the performance was better for high insolation levels than for lower levels. The proposed
system stability against model parameters uncertainties was tested by increasing the PV
temperature and series resistance by ten percent, and the grid impedance was decreased
by ten percent. Despite the modeling errors, the system performance was stable with high
accuracy. Moreover, the results from the hardware HIL implementation of the system
validated the simulation results.
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Abstract: Temperature control is widely perceived to be superior to direct composition control
for the control of dividing-wall distillation columns (DWDCs) due to its advantages in dynamic
characteristics. However, because of the limited estimation accuracy to the controlled product purities,
the former cannot eliminate the steady-state errors in the maintained product purities as completely as
the latter. In order to reduce the steady-state deviations in the maintained product purities, an effective
temperature control method is proposed in the current article by means of a kind of simple but
effective product quality estimator (PQE). For the proposed PQE, temperatures of three stages located
in the controlled column section (Tyy, Typ, and Ty3) are employed as inputs, and a linear sum of these
three inputted stage temperatures (« X Ty + p X Tpp +7y x Ty3) is given as output. A genetic algorithm
with an elitist preservation strategy is used to optimize the locations of the three stage temperatures
and the values of «, 3, and y to ensure the estimation accuracy of the PQE. Concerning the controls
of two DWDCs, i.e., one Petlyuk DWDC separating an ethanol/propanol/butanol ternary mixture
and one Kaibel DWDC separating a methanol/ethanol/propanol/butanol quaternary mixture, the
effectiveness of the PQE is assessed through comparing the performance of the temperature inferential
control scheme using the PQE and the double temperature difference control scheme. According
to the dynamic simulation results obtained, the former control scheme displays not only smaller
steady-state deviations in the maintained product purities, but also better dynamic characteristics as
compared with the latter control scheme. This result fully demonstrates that the proposed PQE can
be a useful tool for the temperature inferential control of the DWDC.

Keywords: dividing-wall distillation column; genetic algorithm; temperature inferential control;
temperature difference; quality estimator

1. Introduction

As a typical complex industrial process [1,2], the dividing-wall distillation column
(DWDC) is famous for its excellent energy-saving and investment-reducing capacities [3-5].
However, it is very hard to achieve its stable operation and strict product quality control
due to its characteristics of high nonlinearity and large time delay. This control problem
constrains greatly the application of the DWDC in chemical industries [6] and reminds us
of the importance of studying the control of the DWDC.

Focusing on the control of the DWDC, a wide range of control methods have been stud-
ied, including but not limited to direct composition control [7-10], composition-temperature
cascade control [11,12], and temperature inferential control [13-16]. Among them, tempera-
ture inferential control has the largest application potential in the chemical industry because
of its obvious superiorities in dynamic characteristics and equipment investment. The
only pity is that temperature inferential control schemes may give rise to large steady-state
deviations in the product purities to be maintained due to unpredictable pressure variations
within the DWDC. For the purpose of reducing the steady-state deviations in the product
purities to be maintained substantially, many studies have been conducted in recent years
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to give various effective temperature inferential control schemes. For instance, Ling and
Luyben gave a temperature difference control (TDC) scheme that involves four tempera-
ture difference control loops for controlling the Petlyuk DWDC [17]. Because the effects
of pressure variations on the two stage temperatures that form the temperature difference
are similar and can offset each other to a certain degree, the estimation accuracy of the
temperature difference is less influenced by pressure variations. Therefore, the TDC scheme
could achieve stricter product quality control than the conventional temperature control
scheme. Wu et al. proposed a double temperature difference control (DTDC) scheme for the
control of the Petlyuk DWDC by employing a double temperature difference to estimate
the maintained product purity in each control loop [18]. Because the effects of pressure
variations on the two temperature differences that form the double temperature difference
are similar and can be offset each other, the performance of the DTDC scheme was further
improved as compared with the TDC scheme. Not only were the steady-state errors in the
maintained product purities obviously reduced, but also the capability of rejecting feed
disturbances was improved. Subsequently, Yuan et al. found that it is possible to further
increase the estimation accuracy of the double temperature difference to the maintained
product purity by carefully coordinating the relationship between the two temperature
differences that form the double temperature difference, and developed a new derivation
method of the DTDC scheme [19]. According to their dynamic simulation results, the
DTDC scheme derived by the new method could result in smaller steady-state errors in
the product purities to be maintained as compared with the DTDC scheme derived by
the conventional method. Furthermore, Pan et al. developed a pressure-compensated
temperature control loop to enhance the control of the lower sidestream product for a
Kaibel DWDC [20]. For this pressure-compensated temperature control loop, pressure and
temperature of a stage, including primarily binary mixture, were first measured, and the
composition of this stage was then inferred to be used as the controlled variable, relying
on an equation describing the relationship among the temperature, the pressure, and com-
position. Although this pressure-compensated temperature control loop is effective, its
principle is too complicated to be popular.

Based on the above analysis, we can clearly find that the key to improving the steady-
state performance of the temperature inferential control scheme lies in employing appropri-
ate pressure compensation methods. In the current work, we will propose a kind of novel
product quality estimator (PQE). It can suppress the adverse effect of pressure variations
and provide a more accurate estimation of the product purity to be maintained according
to the stage temperatures measured. In the remainder of this article, the structure of the
proposed PQE and its design method are firstly elaborated in Section 2. In terms of two
DWDCs, including one Petlyuk DWDC separating an ethanol (E)/propanol (P)/butanol
(B) ternary mixture (EPB Petlyuk DWDC) and one Kaibel DWDC separating methanol
(M)/E/P/B quaternary mixture (MEPB Kaibel DWDC), comparisons between the DTDC
scheme derived by the new method (its steady-state and dynamic performances are more
excellent than those of the other temperature difference control schemes, and thus it is
employed here as a comparison) and the temperature inferential control scheme using the
PQE (TC-PQE) are conducted to assess the effectiveness of the PQE in Sections 3 and 4. An
objective evaluation of the proposed PQE is provided in Section 5. Some conclusions are
briefly given in Section 6.

2. Structure and Design Method of the Proposed PQE
2.1. Structure of the PQE

Figure 1 gives the schematic of the PQE proposed for the control of the DWDC. Its
inputs are temperatures of three stages located in the controlled column section (Ty;, Tpp,
and Ty3), and its output is equal to a linear sum of these three inputted stage temperatures
(0« X Ty + B x Trp +v X Ty3). The temperature difference [16,17] and the double temperature
difference [18,19] have demonstrated that detecting multiple stage temperatures is an
effective method to overcome the adverse effect of pressure variations. This is the main
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reason why three stage temperatures are measured and inputted in the PQE. Further,
someone might ask why the number of the inputted stage temperatures is determined
to be three, not two, or a number greater than three. There are mainly the following two
reasons: one is that at least three stage temperatures are required if someone wants to
clearly and rapidly detect the temperature variations of one column section; the other is
that using more temperatures cannot obtain an obvious improvement in detection quality
but increases the complexity and equipment cost of the PQE.

o

T]z —————————— axTy + ﬁXTu + ’YXTB ———————— ‘@
m Product Quality Estimator m

Figure 1. Schematic of the PQE proposed for controlling the DWDC.

2.2. Design Method of the PQE

To ensure the PQE can not only give an accurate inference to the maintained product
purity but also has satisfying dynamic characteristics, its six design variables, i.e., the
locations of the three inputted stage temperatures and the values of «, 3, and v, must be
specially optimized according to the characteristics of the controlled column section before
it is used in a certain control loop. To quantitatively evaluate the dynamic characteristics
and the estimation accuracy of the PQE, the static gain between the output of the PQE
and the manipulated variable and the AAVM of the output of the PQE are employed,
respectively. The static gain between the output of the PQE and the manipulated variable
can be calculated according to the following procedure. Firstly, a very small variation (0.5%)
is given to the manipulated variable; secondly, the steady-state model is run and a new
steady state is obtained; finally, the absolute variation in the output of the PQE divided by
the absolute variation in the manipulated variable gives the static gain. The bigger static
gain means that the PQE has better dynamic characteristics. The AAVM of the output of
the PQE indicates the averaged absolute variation magnitude of the output of the PQE for
all kinds of disturbances in feed component composition, with the prerequisite of strictly
maintaining all controlled product purities to their specifications. The detailed calculation
method of the AAVM can be found in our previous article [19] and is no longer given
here due to limited space. The smaller AAVM means that the PQE has higher estimation
accuracy for the maintained product purity.

A genetic algorithm with an elitist preservation strategy (as shown in Figure 2) is
employed to optimize the six design variables of the PQE. Real coding is adopted, and
the values of the six design variables of the PQE are determined as the genes of the
individual. Thus, every individual can represent a kind of PQE design. To make sure
that the PQE obtained finally has satisfied dynamic characteristics, a constraint condition
is given to the PQE. Namely, the static gain between the output of the PQE and the
manipulated variable must be greater than a pre-set lower limit. If an individual represents
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a PQE that does not satisfy this constraint condition, it is illegal and should be abandoned
during the optimization process. The reciprocal of the AAVM of the output of the PQE is
selected as a fitness function to increase the estimation accuracy of the PQE to the greatest
degree. In addition, the genetic algorithm employed here differs from the conventional
genetic algorithm in that it involves only three steps of selection, crossover, and mutation.
An additional elitist preservation strategy is used to improve global searching ability
and efficiency. The elitist is defined as the individual that has the biggest fitness in the
population, and the fitness of the elitist of the Nth-generation population can be marked
Fity. After the Nth-evolution round, if the fitness of the elitist of the current generation
population (Fity) is smaller than that of the last generation population (Fitn—1), the bottom
10% of individuals according to the fitness of the current generation population should be
replaced by the elitist of the last generation population.

Given the initial population (evolutionary generation N = 0)

v

Calculate the fitness of individuals of the initial population

v

Select out the elitist of the initial population
(The fitness of the elitist of the N"™-generation population is marked Firy)

<
B
N=N+1

v

Select

v

Crossover

v

Mutation

v

Calculate the fitness of individuals of the N"-generation population

v

Select out the elitist of the N™-generation population

No | Reserve the elitist of the N—1"-
generation population

Yes

Obtain the convergence result

End

Figure 2. Overview of the genetic algorithm with elitist preservation strategy.
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P=1 atm
AP =0.0068 atm

Ry =Lp5/L, =0.341

F=1kmol-s"
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E/P/B =0.333/0.333/0.334

Ry = Vpyr/Vis = 0.601 |=

3. Example I: Operation of an EPB Petlyuk DWDC
3.1. Process Design of the EPB Petlyuk DWDC

Figure 3a,b display, respectively, the steady-state design of the EPB Petlyuk DWDC
and its temperature profile. The mole ratio between the feed components of E, P, and B
is 1:1:1. The specifications for the top, sidestream, and bottom products are all 99 mol%.
Throughout the work, Aspen Plus and Aspen Dynamics are respectively employed to build
steady-state and dynamic models, and the characteristics of the feed are described with
the UNIFAC thermodynamic model. Because there is not an available Petlyuk or Kaibel
DWDC module in Aspen Plus, we have to use a combination of four Redfrac modules to
simulate them. Stage efficiency is set to the default value of Aspen Plus, i.e., 100%. The
diameters of the stages are determined by the “Tray Sizing” function of Aspen Plus, and
the sizes of the reflux drum and the column bases are calculated to allow for 5 min of liquid
holdup when the vessel is 50% full.

Qcond =—65.33 MW

>
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(-2\ RR =4.01 410
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Figure 3. Example of the EPB Petlyuk DWDC: (a) steady-state design; (b) temperature profile.
3.2. Derivation of the DTDC Scheme

For the DTDC scheme, four double temperature difference control loops with distil-
lation flow rate D, sidestream flow rate S, reboiler heat duty Q;p, and liquid split ratio
Ry, as manipulated variables are employed to maintain the purities of the top, sidestream,
bottom, and prefractionator’s top products (liquid composition of component B in the top
of the prefractionator), respectively. Figure 4 gives the results of sensitivity analysis and
AAVM analysis for the four double temperature difference control loops. With reference to
these results, the locations of the sensitive and reference stages of each double temperature
difference control loop can be determined, and the resultant DTDC scheme is shown in
Figure 5a. As for the detailed method of how to derive the DTDC scheme in terms of the
results of sensitivity analysis and AAVM analysis, it can be found in our previous article
about the effective derivation of the DTDC scheme [19].
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Figure 4. Results of the sensitivity analysis and AAVM analysis (Example I): (a) top control loop;
(b) sidestream control loop; (c) bottom control loop; (d) prefractionator control loop. (Red pentagram:

sensitive stage; green triangle: reference stage).
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Figure 5. Two temperature inferential control schemes studied (Example I): (a) DTDC scheme;
(b) TC-PQE scheme.

3.3. Derivation of the TC-PQE Scheme

For the sake of fairness, the number of control loops used in the TC-PQE scheme
should be the same as that in the DTDC scheme. Therefore, four control loops with D,
S, Qreb, and Ry, as manipulated variables are employed in the TC-PQE scheme, and four
specially designed PQE are used in these four control loops to infer the qualities of the top,
sidestream, bottom, and prefractionator’s top products, respectively. The design variables
of the four PQE are optimized according to the genetic algorithm introduced in Section 2.
Here, population size is equal to 2000; evolution generation is equal to 50; crossover and
mutation probabilities are respectively equal to between 0.7 and 0.3. For the optimization
of the PQE employed in the top, sidestream, bottom, and prefractionator control loops, the
locations of the inputted stage temperatures are respectively allowed to be selected from
the public rectifying section, the right section of the dividing wall, the public stripping
section, and the prefractionator, and the lower limits of the static gains are respectively
equal to 1.7027, 1.283, 0.521, and 0.4235 (here, for each control loop, the lower limit is set to
be two times the static gain between the sensitive stage temperature and the manipulated
variable). Figure 6 displays the optimization processes of the PQE employed in the four
control loops using a genetic algorithm. According to the optimization results, four optimal
PQE can be obtained, and their detailed parameters are listed in Table 1. Figure 5b displays
the resultant TC-PQE scheme.
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Figure 6. Optimization of the PQE employed in the four control loops of the TC-PQE scheme
(Example I): (a) top control loop; (b) sidestream control loop; (c) bottom control loop; (d) prefraction-
ator control loop.
Table 1. Optimization results of the PQE employed in the four control loops of the TC-PQE Scheme
(Examples I and II).
System Control Loop Tn T T3 fod B Y
Top Ty Tg T 2.5436 —3.5962 1.7618
Sidestream T4 Toy T34 2.1465 4.1458 —3.7670
Example I Bottom Tss Tss Tes ~1.3321 3.5541 —1.5087
Prefractionator Tp14 Tpo1 Tpog —1.5082 3.5383 —1.9755
Top Tg Tq3 Tig —2.9537 —1.2432 2.2666
Example II Upper s%destream Ty Ty Ty —4.9737 —4.9668 2.0480
Lower sidestream Tyo Te1 Teq —0.6192 —2.2745 3.2625
Prefractionator Tpss Tpao Tpys —4.0334 3.7216 —2.9252

3.4. Comparison between the DTDC and TC-PQE Schemes

Table 2 tabulates the AAVM of the controlled variable and the static gain between
the controlled variable and manipulated variable for each control loop of the DTDC and
TC-PQE schemes. It can be clearly found that the control loop of the TC-PQE scheme
shows smaller AAVM and bigger static gain than the control loop of the DTDC scheme
that maintains the same product purity. This implies that the control loops of the TC-PQE
scheme can give not only more accurate estimations of the controlled product purities but
also more sensitive responses to the manipulated variables as compared with those of the
DTDC scheme.
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Table 2. AAVM and static gains for the four control loops of the DTDC and TC-PQE schemes
(Examples I and II).

System Scheme Control Loop AAVM Static Gain
Top 0.0264 1.7027
Sidestream 0.1600 1.2830
TC-PQE Bottom 0.0262 0.5210
Example I Prefractionator 0.0142 0.4235
P Top 0.0412 1.0155
Sidestream 0.2633 0.9806
DTDC Bottom 0.0387 0.2620
Prefractionator 0.0757 0.2832
Top 0.0014 1.8430
Upper sidestream 0.3435 9.5064
TC-PQE Lower sidestream 0.0119 2.3020
Example I Prefractionator 0.8165 7.8350
P Top 0.0218 0.6165
Upper sidestream 0.7426 8.7710
DTDC Lower sidestream 0.0529 0.7140
Prefractionator 1.5454 7.4735

For the DTDC and TC-PQE schemes, all temperature measurements are assumed to
have a one-minute deadtime, and PI controllers are used in all temperature inferential
control loops. The Tyreus-Luyben tuning rule embedded in Aspen Dynamics is used to
tune these PI controllers [21,22]. The bottom control loop is tuned first because it affects all
other control loops. Then, with the bottom control loop on automatic, the top control loop
is tuned. Next, with the bottom and top control loop on automatic, the sidestream control
loop is tuned. Finally, with the bottom, top, and sidestream control loops on automatic,
the prefractionator control loop is tuned. Three rounds of tuning are carried out at least
to ensure the quality of the parameters obtained. The resultant controller parameters
for the DTDC and TC-PQE schemes are listed in Table 3. Figure 7 shows the variations
of the product purities as the EPB Petlyuk DWDC controlled under the DTDC and TC-
PQE schemes for +20% variations in feed compositions. It can be seen that, as compared
with the DTDC scheme, the TC-PQE scheme has smaller overshoots in the controlled
product purities for all six kinds of feed composition disturbances and shorter setting
times for the feed composition disturbances in components P and B. Table 4 tabulates the
steady-state deviations in the controlled product purities from the initial 99 mol% product
specifications. In most scenarios, the TC-PQE scheme shows smaller steady-state deviations
than the DTDC scheme. As for the maximum deviation of the controlled product purities
(highlighted using bold type and underlining in Table 4), the TC-PQE scheme is also smaller
than the DTDC scheme.

Table 3. Controller parameters of the DTDC and TC-PQE schemes (Examples I and II).

System Scheme Controller K¢ T (min)
TC1 530 38.28
TC2 14.88 27.72
TC-PQE C3 i, 4
Example I TC4 1.28 18.48
p TC1 0.91 36.96
TC2 0.75 23.76
DTDC b oo 276
TC4 0.31 30.36
TC1 3.27 15.84
TC2 3131 13.20
TEPQE TC3 835 25.08
Example II TC4 7.92 22.44
p TC1 0.27 15.84
TC2 0.30 13.20
DTDC TC3 245 30.36
TC4 0.34 18.48
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Figure 7. Variations of the product purities as maintained with the DTDC and TC-PQE schemes for
+20% variations in feed compositions (Example I): (a) E; (b) P; (c) B. (Black line: positive disturbance;
grey line: negative disturbance).

Furthermore, robustness tests are carried out on the DTDC and TC-PQE schemes
to make a deeper performance assessment of the proposed PQE. The magnitude of the
concerned feed composition disturbance is gradually increased with a step of 2% until
the control system fails. In the current article, the following situations will be identified
as control system failures: (1). The controlled product purities do not converge; (2). The
steady-state deviations in the controlled product purities are greater than 0.5 mol%; (3). Any
controller fails. Table 5 tabulates the maximum feed composition disturbances handled by
the DTDC and TC-PQE schemes for the EPB Petlyuk DWDC. It can be easily found that the
TC-PQE scheme has better robustness as compared to the DTDC scheme since the dynamic
characteristic of the PQE is well guaranteed during the optimization process.
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Table 4. Steady-state deviations for +20% variations in feed compositions of E, P, and B (Example I).

Steady-State Deviation (mol%)

Scenario Product Purity
TC-PQE DTDC
Xp, E 232 x 1074 8.76 x 1074
+20% Zg Xs,p —226 x 10~* —10.89 x 10~*
Xg, B 0.44 x 10~* 0.57 x 10~*
Xp B 0.14 x 1074 —13.32 x 1074
Xp,E 3.08 x 107* —254 x 1074
—20% Zg Xs,p —335x10* —-351x 1074
Xg, B 0.03 x 1074 —1.05 x 10~*
Xp B —0.39 x 10~* 12.35 x 10~*
Xp, 1.80 x 1074 —229 x 1074
+20% Zp Xs, p —4.75 x 10~* —7.46 x 10~
Xg, B 0.45 x 1074 324 x 1074
Xp B —3.29 x 1074 10.80 x 10~*
Xp, E 0.99 x 10~* 9.35 x 10~*
—20% Zp Xs, p —7.56 x 10~* —6.85 x 10~*
Xp, B 210 x 1074 ~1.36 x 107*
Xp B —3.36 x 1074 —18.21 x 104
Xp, E 041 x 1074 091 x 10~4
120% Zs Xs, p 372 x 10~ 7.88 x 107*
Xg, B 3.50 x 1074 1.41 x 1074
Xp B —4.08 x 1074 —6.87 x 1074
Xp, E 0.29 x 1074 127 x 1074
—20% Zg Xs,p 3.02 x 10~ 141 x 107*
Xg, B 2.09 x 10~* 6.79 x 1074
Xp B —3.93 x 1074 —5.02 x 1074

Table 5. Maximum feed composition disturbances handled by the DTDC and TC-PQE schemes

(Examples I and II).
Example I Example II

TC-PQE DTDC TC-PQE DTDC
+ZMm - - 40% 38%
—Z\ - - —40% —40%
+Zg 22% 20% 28% 28%
—Zg —44% —32% —58% —30%
+Zp 30% 28% 26% 20%
—Zp —28% —26% —50% —40%
+Zp 36% 32% 42% 40%
—Zp —40% —34% —30% —42%

4. Example II: Operation of a MEPB Kaibel DWDC
4.1. Process Design of the MEPB Kaibel DWDC

Figure 8a,b give, respectively, the steady-state design of the MEPB Kaibel DWDC and
its temperature profile. The mole ratio between feed components M, E, P, and B is 1:1:1:1.
The specifications for the top, upper sidestream, lower sidestream, and bottom products
are all 99 mol%.

4.2. Derivation of the DTDC Scheme

For the DTDC scheme, four double temperature difference control loops with D, upper
sidestream flow rate S1, lower sidestream flow rate S2, and Ry, as manipulated variables
are employed to maintain the purities of the top, upper sidestream, lower sidestream,
and prefractionator’s top products (liquid composition of component P in the top of the
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prefractionator), respectively. Figure 9 gives the results of sensitivity analysis and AAVM
analysis for the four double temperature difference control loops. According to these
results, the locations of the sensitive and reference stages of the four double temperature
difference control loops can be determined, and the resultant DTDC scheme is shown in
Figure 10a.
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Figure 8. Example of the MEPB Kaibel DWDC: (a) steady-state design; (b) temperature profile.
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4.3. Derivation of the TC-PQE Scheme

The TC-PQE scheme includes four control loops. Four specially designed PQE are
respectively employed in the four control loops to infer the purities of the top, upper
sidestream, lower sidestream, and prefractionator’s top products. The settings of popu-
lation size, evolution generation, crossover probability, and mutation probability are the
same as those in Example 1. For the optimization of the PQE employed in the top, upper
sidestream, lower sidestream, and prefractionator control loops, the locations of the in-
putted stage temperatures are respectively allowed to be selected from the public rectifying
section, the section from stage 21 to stage 40, the section from stage 41 to stage 69, and the
prefractionator, and the lower limits of the static gains are respectively equal to 1.843, 9.505,
2.302, and 7.835. Figure 11 displays the optimization processes of the PQE designed for the
four control loops using a genetic algorithm. According to the optimization results, four
optimal PQE can be obtained, and their detailed parameters are listed in Table 1. Figure 10b
displays the resultant TC-PQE scheme.
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Figure 11. Optimization of the PQE employed in the four control loops of the TC-PQE scheme
(Example II): (a) top control loop; (b) upper sidestream control loop; (c) lower sidestream control

loop; (d) prefractionator control loop.

4.4. Comparison between the DTDC and TC-PQE Schemes

As shown in Table 2, the AAVM of the controlled variable and the static gain between
the controlled variable and manipulated variable for each control loop of the DTDC and
TC-PQE schemes are given. It is similar to the comparison results obtained in Example I in
that the control loop of the TC-PQE scheme shows smaller AAVM and bigger static gain
than the control loop of the DTDC scheme that maintains the same product purity.

The four control loops of the TC-PQE and DTDC schemes are tuned in the following
order: the top control loop, the upper sidestream control loop, the lower sidestream control
loop, and the prefractionator control loop. The controller parameters for the DTDC and
TC-PQE schemes are tabulated in Table 3. Figure 12 shows the variations of the product
purities as the MEPB Kaibel DWDC controlled under the DTDC and TC-PQE schemes for
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prefractionator’s products, the dynamic performance of the TC-PQE scheme is comparable
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DWDC. It is the same as the results obtained in Example I that the TC-PQE scheme has
better robustness as compared with the DTDC scheme.
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Figure 12. Variations of the product purities as maintained with the DTDC and TC-PQE schemes
for +20% variations in feed compositions (Example II): (a) M; (b) E; (c) P; (d) B. (Black line: positive
disturbance; grey line: negative disturbance).
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Table 6. Steady-state deviations for +20% variations in feed compositions of M, E, P, and B

(Example II).
Product Steady-State Deviation (mol%) Product Steady-State Deviation (mol%)
Scenario . Scenario R
Purity TC-PQE DTDC Purity TC-PQE DTDC
Xp, M 0.74 x 1074 —5.81 x 1074 Xp, M 0.10 x 10~* 218 x 1074
Xs1, E —399 x 107%  —10.29x 10~* Xs1, E 7.80 x 1074 11.71 x 10~*
+20% Zyp Xso, p 15.21 x 10~* 15.76 x 10~* +20% Zp Xso, P —35.73 x 107*  —49.46 x 10~*
XB, B 0.51 x 10~* —2.42 x 10~* XB, B —0.18 x 10~* 10.58 x 10~*
Xp B —0.08 x 107 —0.21 x 107* Xp B —263x107%  —2.80 x 1074
Xp, M 0.63 x 1074 6.66 x 1074 Xp, M 0.04 x 10~* —2.04 x 1074
Xs1, E —1.66 x 1074 10.87 x 10~% Xs1, E —12.08 x 107*  —15.06 x 1074
—20% Zm Xs, P —21.02x107% —2042x107% —20%Zp Xs2, p 23.90 x 10~ 29.45 x 104
XB, B —0.53 x 1074 3.60 x 1074 XB, B 0.44 x 10~* —10.87 x 104
Xp B 0.17 x 10~* 0.34 x 1074 Xp B 4.08 x 10~* 425 x 1074
Xp, M 0.06 x 1074 2.36 x 1074 Xp, M 0.14 x 10~* 2.05 x 1074
Xs1, E —19.76 x 107*  —21.36 x 104 Xs1, E 7.74 x 1074 12.14 x 10~*
+20% Zg Xso, P —1827 x 107* 2255 x 10~* +20% Zg Xs2, P 714 x 1074 —4.99 x 1074
XB, B —1.31 x 1074 —2.25 x 10~* XB, B 0.74 x 10~* —4.80 x 1074
Xp B 14.94 x 10~* 20.05 x 1074 Xp B —381x107%  —4.04 x 1074
Xp, M 0.06 x 1074 —2.20 x 104 Xp, M 0.02 x 10~* —~1.96 x 1074
Xs1, E 15.34 x 10~% 13.96 x 10~% Xs1, E —11.39 x 107*  —16.51 x 1074
—20% Zg Xs2,p —699 x 107%  —29.64 x 107%*  —20% Zp Xs2, P —19.80 x 10~* 7.50 x 10~4
Xp, B 0.40 x 10~* 3.30 x 1074 Xp, B —0.28 x 1074 5.16 x 1074
Xp B ~529x 107 555 x 1074 Xp B 7.78 x 1074 10.40 x 104

5. Discussion

Based on the two DWDC systems studied, the TC-PQE scheme has been demonstrated
to be superior to the DTDC scheme. Although they employ the same number of temperature
measurements, the former can lead to not only greatly reduced steady-state deviations
in the controlled product purities but also substantially improved dynamic responses
and robustness capability. The superiority of the TC-PQE schemes can undoubtedly stem
from the fact that the PQE employed in its control loops not only provides very accurate
estimations of the product purities to be maintained but also has sensitive responses to the
manipulated variables. Admittedly, more calculating efforts are needed to optimize the
PQE than to derive the double temperature difference. However, because the performance
of the temperature inferential control system can be significantly improved by only paying
more computation efforts without increasing additional investment costs, the proposed
PQE still has a high performance-price ratio.

In addition, due to the fact that the structure of the PQE is general and the principle of
optimizing the PQE is simple, the possible application of the proposed PQE is obviously not
only limited to the operation of the Petlyuk and Kaibel DWDCs studied in the current work,
but also to the operation of the other types of distillation columns, such as the conventional
binary distillation column, the reactive distillation column, and the extractive distillation
column et al. Namely, the proposed PQE can be a general tool for the control of various
distillation columns. All of the above-mentioned advantages lead to the proposed PQE to
be a useful tool in the field of process control.

6. Conclusion

In the current article, a kind of simple but effective PQE is proposed to estimate the
controlled product purities for the control of the DWDC. It takes three stage temperatures
(T11, T2, and Ty3) as inputs and uses a linear sum of these three inputted stage temperatures
(¢ x Ty + B x Tpp + v X Ty3) as output. By means of a genetic algorithm using an
elitist preservation strategy, the locations of the three inputted stage temperatures and
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the values of «, 3, and y are carefully determined so that the resultant PQE can have not
only high estimation accuracy to the maintained product purity but also satisfy dynamic
characteristics. With reference to two DWDCs, i.e., one EPB Petlyuk DWDC and one
MEPB Kaibel DWDC, the effectiveness of the proposed PQE is assessed by comparing the
performance of the TC-PQE and DTDC scheme. According to the dynamic simulation
results obtained, the former is better than the latter because of not only the improved
dynamic performances but also the greatly reduced steady-state deviations in the controlled
product purities. This fully demonstrates the effectiveness of the proposed PQE.
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Abstract: Permanent magnet synchronous motor (PMSM) is a multi-variable, strongly coupled,
nonlinear complex system. It is usually difficult to establish an accurate mathematical model,
and the introduction of new complex algorithms will increase the difficulty of embedded code
development. In order to solve this problem, we establish the characteristic model of permanent
magnet synchronous motor in this paper, and the speed control scheme of the linear golden-section
adaptive control and integral compensation, which is adopted. Finally, using the model-based design
(MBD) method, how to build the simulink embedded code automatic generation model is introduced
in detail, and then we complete the PMSM speed control physical verification experiment. Simulation
and experimental results show that compared with traditional proportional-integral-derivative
(PID) control, the speed control accuracy of PMSM is improved about 3.8 times. Meanwhile, the
development method based on the model design can increase the PMSM control system physical
verification, and then improve the development efficiency.

Keywords: permanent magnet synchronous motor; characteristic model; linear golden-section
adaptive control; model-based design

1. Introduction

Permanent magnet synchronous motor (PMSM) has been widely used in automotive,
aerospace, and other fields in recent years due to its small size, light weight, and high
power density [1]. Because PMSM is a nonlinear, multi-variable, strongly coupled system,
coupled with factors such as the parameter changes during operation, it is difficult to
establish an accurate mathematical model. Therefore, in recent years the control of PMSM
has also become a hot research topic.

Direct torque control (DTC) and field-oriented control (FOC) are the most common ba-
sic methods at present for PMSM. The vector control system adopts traditional proportional-
integral (PI) control, which has a simple model and is easy to implement. Currently, it
is widely used in PMSM. However, traditional PI control cannot solve the contradiction
between overshoot and rapidity, and it is easily affected by parameter changes [2,3]. In
response to this problem, based on the vector control, there are a series of modern control
methods of PMSM. For example, the sliding-model variable structure control using the
sliding mode control is insensitive to parameters and has a fast response speed. These
two advantages improve the dynamic characteristics of the PMSM [4,5] but the control
accuracy is not too high due to the existence of chattering interval. Compared with the
traditional PI control, the proportional resonance control eliminates the coupling between
the d and g axis components, and the system implementation is more simple [6], but it still
cannot solve the contradiction between overshoot and rapidity. Fuzzy control does not
require an accurate mathematical model and has strong robustness [7,8], but it relies more
on control experience and expert knowledge. Although model predictive control and active
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disturbance rejection control can improve the speed control accuracy and dynamic perfor-
mance of the system [9-12], the algorithms are complex and not easy to implement quickly.
In [13], a backstepping sliding mode control based on a recurrent radial basis function
network (RBFN) for a PMSM is presented, with a novel combination of the backstepping
method and sliding mode control, eliminating the chattering effectively without losing the
precision. In [14], an online PID parameter adjustment control, combining model predictive
control and on-line fuzzy rule adjustment, is proposed. DTC is another common control
method for PMSM, but it has its drawbacks with the problem of large torque pulsation
particularly evident. In [15], a new DB-DTFC algorithm to solve the stator reference voltage
in a stator-flux-oriented coordinate system is proposed. In [16], an analytical motor model
taking the spatial harmonics and magnetic saturation characteristics of PMSM into account
by reconstructing the numerical solution of magnetic co-energy (MCE) from finite element
analysis (FEA) is proposed. In [17], a hybrid decision control strategy based on DNN
and DTC (direct torque control) is proposed. In [18], an Ant Colony Optimization (ACO)
algorithm was proposed to adjust the PID controller gains of the DTC control.

In the application of the characteristic model for PMSM, Literature [19] used the
golden-section of permanent magnet synchronous motor and maintained tracking control
of the integrated control method, but this paper did not consider the characteristic model
and the sensitivity of the golden-section control of the step signal problems, in the initial
stage. The result is that the initial stage has a larger amount of overshoot, and it is not
conducive to the stability of the system. Literature [20] used the nonlinear golden-section
method, and the introduction of the initial phase transition process gives the system obvious
improvement, but it does not spell out the coefficient values of the transition process and
the specific influence on the system, and using the nonlinear golden control method also
increases the complexity of the system. It is not conducive to the realization of the ascension
of the response speed and the actual system.

Based on these studies, this paper starts from the perspective of control accuracy and
engineering application. Firstly, characteristic modeling of the PMSM speed control system
is carried out, and then the parameters of the characteristic model are identified online
by the gradient method. Only linear golden-section controller and integral controller are
used to achieve stable tracking. The first-order inertial filter is introduced in the linear
golden-section controller as the starting method, and the influence of the filter coefficient on
the system is discussed. Finally, the paper introduces the model-based design method in the
controller, gives a detailed modeling method, and uses the DSP controller and servo driver
to carry out a physical verification test. Experimental results show that the method used in
this paper has a high control accuracy, and based on the model design method, can greatly
shorten the system verification development cycle, and can be applied to industrial control.

The main contributions to the paper are as follows:

e Based on the characteristic model theory, the rotational speed control characteristic
model of PMSM is built.

e Based on the characteristic model theory, a linear golden section and integral compen-
sation PMSM rotational speed adaptive model is built.

e Based on the model design method, the specific modeling method and the verification
process of the controller proposed in this paper are proposed.

e  The simulation and experiment results show that the proposed method has good
performance and is suitable for practical applications.

This paper is organized as follows. In Section 1, the introduction of the control method
of PMSM is given. In Section 2, the establishment process of the mathematical model and
characteristic model of the PMSM is described. In Section 3, the design of the speed adaptive
controller is described. In Section 4, the method of model-based design is described. In
Section 5, the simulation and experimental results are given. In Section 6, the detailed
conclusions and suggestions for further work are given.
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2. Modeling of PMSM
2.1. Mathematical Model of PMSM

Considering the complex relationship between different variables and the complex
motion law of permanent magnet synchronous motor, its dynamic mathematical model is
nonlinear and multivariate. Therefore, when considering the mathematical model of the
three-phase permanent magnet synchronous motor, the following conditions are assumed.

1. Ignore magnetic saturation and hysteresis loss, etc.;

2. Assuming the rotor adopts no damping winding, the external conditions change, and
the physical properties of the stator do not change;

3. The conductivity of the rotor permanent magnets and the internal rotor permeability
are assumed to be 0;

4. Itis assumed that the induced potential in the three-phase winding is a standard sine
wave during steady-state operation;

5. Ignore all spatial harmonics in the magnetic field;

6. The windings are distributed symmetrically, the windings turn’s number is the same,
and the displacement electrical angles between the axes are the same.

Based on the above conditions, the stator flux Equation of permanent magnet syn-
chronous motor in the two-phase rotating coordinate system is molded as:

Ya = Laig + ¢y 1
{ ¥ = Lgiy @

The voltage Equation is molded as:

. di
{ ug = Rsig + Ldﬁ — Wiy @

. di
ug = Rszq + Lq% + wipy

where, ¢, i and u represent flux linkage, current, and voltage respectively, i; is permanent
magnet flux, R is stator phase resistance, Lq and Lq are synchronous inductors of axis d
and g respectively, and w is angular velocity.

When the motor is running stably, assuming that the steady-state voltage and current
of d-axis and g-axis are respectively, and ignore the resistance voltage’s drop, the torque
Equation in the dg-reference frame is:

Tem = 15pu [tyiy + (La — Ly) i ©3)
The Equation of motion is:

1 1 dw
Tem = T, + —Bw + —J— 4
em L Dn Pn]dt ()

where, ] is the moment of inertia, w is the angular velocity, Tem is the electromagnetic torque,
11, is the load torque, py is the polar logarithm, B and is the viscous friction coefficient.

In the vector control system, the more application is i; = 0, at this point, the stator
current vector on direct axis component to 0, all the current is used for torque control.
The rotor magnetic field space vector is perpendicular to the magnetomotive stator force
space vector, the electromagnetic torque and the current stator form a first-order linear
function relationship, the counter electromotive force, and the same direction, the motor is
to achieve the highest efficiency. The size of torque can be controlled through control. In
this paper, surface mount PMSM is taken as the control object. For surface mount PMSM,
define L, = Ly = L the mathematical model under i; = 0 control mode is approximately

as follows: y v
g Rs: : Py 1
Tt = T Llg T PaWlg — W — Tl 5)
dﬂ_3p’1¢fi _Bw _ 1
a — 2] " J J
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According to Equation (5), the speed loop of the surface mount PMSM vector control
system has a linear relationship between the output speed and the g-axis current, the motor
speed can be controlled by control i;. Figure 1 shows a schematic diagram of the FOC
vector control system.

i T,
@ref lgre u a
® ® q te -
- - 2r/2s | up | SVPWMi——| Inverter
. _ u c
id iq
. 3s/2r >
lg ic
v
[Z] TN

d
= PMSM|

Figure 1. Diagram of FOC vector control system.

2.2. Characteristic Model of PMSM

According to Equation (5), PMSM can be seen as a time-varying linear time-invariant
system, let
do  w(k+1)—w(k)

a5~ T (6)
This is, -
w(k+1)+(?—1)w(k) - Z;lpfiq(k) —%JrAk )

In Equation (7), T is the sampling period, Ak is the discretization error. According to
the characteristic model theory, for a linear time-invariant system, under a certain sampling
period, the characteristic model can be described by a second-order time-varying difference
Equation for position holding or tracking control [21] as Equation (8):

y(k+1) = fi(k)y (k) + f2(k)y(k = 1) + go(k)u(k) + g1 (k)u(k —1) ®)

where, fi(k), f2(k), go(k) and g; (k) are the system parameters to be identified, y(k + n) is
the output of the system, and u(k + 1) is the input of the system. For the convenience of
control, the g1 (k)u(k — 1) term is discarded within the allowable error range, we can get
the characteristic model of PMSM by Equation (8) as Equation (9):

w(k) = fr(k)w(k =1) + fa(k)w(k = 2) + go(k)ig(k — 1) ©)

In Equation (9), f1(k), f2(k) and go(k) are the system parameters to be identified, w(k)
is the speed output value of the system at the moment of k, w(k — n) are the speed output
value of the system at the moment of k — n and i;(k — n) are the shaft current feedback
value of the system at the moment of k — n.

When the sampling time is small enough, the range of characteristic parameters is
fi(k) € (1,2], fa(k) € [-1,0)g0(k) < 1 for Equation (9), online identification of characteris-
tic parameters can be carried out according to the input and output values. In this paper,
the gradient method is adopted for identification.

p(k) = [w(k)w(k — 1wk —2)]"

10
0(k) = [fi(k) f(k)go (k)] 1o
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Then the identification Equation is [22]:

Ao (k) T

k) =0k—1)+ 77— X k)—¢" (k)o(k—1 11
() = 00k = 1) + oresag s % [w () — ¢ etk —1) (a1
where, A1 and A; is determined by the amount of interference and the speed of convergence.
Ingeneral, 0 < A1 <10 < Ay < 4.

3. Speed Adaptive Control Scheme

Based on the characteristic model, the first by the gradient method parameter online
identification characteristics, and then on the basis of the theory of the all-coefficient
adaptive into linear golden-section controller, to guarantee the stability of the output can
track the reference signal, the integral compensation controller, among them, the reference
signal using first-order low-pass filter processing. Meanwhile, the total output is limited to
prevent output saturation [23]. Figure 2 shows the overall speed adaptive control system
structure [24].

Tll

w. error ldre Ud
oy & . .
b
- - 2r/2s | u, |SVPWM 7| Inverter
1] parameter online 1 1 Golden Uq -
identification 12__, Section
190
id i'u
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v
[} R\
d
= PMS

Figure 2. Golden-section speed adaptive system structure diagram.

3.1. Input Signal Processing

For step-type speed signal, due to the large initial error, the output adjustment will be
too large, which will cause system oscillation and overshoot, and will also lead to motor
torque oscillation, which is not conducive to the stable operation of the motor and will
cause adverse effects on the life of the motor. In order to reduce overshoot and oscillation,
a first-order low-pass filter is introduced to smooth the step signal of the reference input.
The discretized first-order low-pass filtering Equation is:

wro (k) = awyi(k) + (1 — a)wro(k — 1) (12)

where, « is the filtering coefficient, wr, (k) is the filtered output value at the moment of
k, wro(k — 1) is the filtered output value at the moment of k—1, and wy;(k) is the input
sampling value at the moment of k.

The first-order low-pass filtering method uses this sampling value and the last filtering
output value to be weighted to obtain an effective filtering value so that the output has a
feedback effect on the input. Among them, the smaller the filtering coefficient, the smoother
the filtering result, but the sensitivity will be reduced; the larger the filtering coefficient, the
higher the sensitivity, but the filtering result will be unstable.

3.2. Linear Golden-Section Speed Adaptive Controller

Introducing the golden-section ratio into the control system constitutes the golden-
section control. In the characteristic model adaptive control theory, the identification
parameters are combined with the golden ratio, and the model parameters of the system are
identified online by observing the input and output data. According to Formula (9), a linear
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golden-section adaptive controller of the PMSM speed control system can be designed, and

the formula is: ) i
Uy (k) = —hfi (k)ei??(k) lerfiEk)e(k ~1) )

In Equation (13), I; = 0.382, I = 0.618 is the golden-section coefficient, and fl(k),
fa(k), $o(k) are the characteristic model coefficients identified online, e(k) is the speed error
at time k, e(k — 1) is the speed error at time k—1, ki, is the adjustable parameter, which
determines the stability and immunity of the system, and 0 < k1, < 1.

Based on Equation (13), the voltage control quantity of an axis g can be obtained, and a
relatively stable speed control system can be achieved through adjustment k;. However, the
system cannot reach the expected tracking value at this time. There is a certain steady-state
error, therefore, a compensator needs to be introduced.

3.3. Integral Compensator

The characteristic model and golden-section adaptive control system have a simple
structure and are easy to realize. Integral compensation also has the same characteristics
and is widely used. Therefore, this paper uses integral compensator as the voltage control
quantity of the second g-axis [25,26], denoted as the compensation Equation:

U; (k) = Uy (k — 1) + k1€(k) (14)

In Equation (14), U;(k) is integral compensation output value the time of k, Uy(k — 1)
is integral compensation output value the time of k—1, ki is the integral coefficient, and, the
total axis voltage control quantity is:

U, (k) = Ur (k) + Up(k) (15)

The whole control system has only two adjustable parameters, and the adjustment
range is determined, the overall structure is simple, and easy to achieve engineering.

4. PMSM Control System Based on Model Design
4.1. General Process of Model-Based Design

The traditional design is divided into four stages: requirement, design, implementa-
tion, and testing [27,28]. It has the disadvantages of low efficiency, high difficulty, and high
requirements, which is not conducive to verifying new algorithms. Therefore, model-based
design is introduced in this paper.

Compared with traditional design, model-based design connects the four stages and
synchronously promotes modeling and verification testing on a unified test platform,
which can reduce the migration process and enable engineers to focus on the research of
algorithms, greatly shorten the development cycle and reduce the development cost. The
general flow of model-based design is shown in Figure 3:

]
Demand Hardware platform
analysis model
; Model
System di
ystem destgn validation
Simulation and| Model
analysis optimization
Model System
discretization integration
L]

Figure 3. The general process of model-based design.
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4.2. DSP Peripheral Configuration Based on Model Design

MATLAB provides many hardware support packages, including TI C2000 processor
series, for the basic FOC system, which generally need ePWM module, ADC module, eQEP
module and interrupt system [29].

The ePWM module is used to generate three complementary PWM waves. The
configurable parameters include period, duty cycle, dead time, input polarity and external
trigger events, etc. Set the duty cycle as an external input, and calculate the duty cycle, and
then it can be linked to the ePWM input pin of the hardware. The external trigger event
sets to start ADC conversion, which means that when the bridge arm turns on, the current
value at this moment is collected.

The ADC module is used to configure the ADC value represented by the acquisition
current, select the corresponding channel, and set it to ePWMXA to trigger the conversion.
The data output type is set to uint16. Finally, the conversion completion interrupt needs to
be enabled, and the core program of the algorithm needs to be executed in the interrupt.

The eQEP module is used to configure and collect the encoder signal, and then obtain
the rotor position, direction, and speed information. For the quadrature photoelectric
encoder, the counting mode can be directly set to quadrature counting, which is equivalent
to 4 times the counting frequency of QEP, and then improves speed calculation accuracy.
In addition, the module also provides a flag pulse QEP_index, the flag bit will generate a
pulse for speed calculation every time the motor rotates one revolution.

4.3. Build PMSM Golden-Section Adaptive Code Generation Model

In this paper, the model-based design method is used to model and verify the golden-
section speed adaptive system. First, the characteristic model algorithm is simulated and
analyzed in simulink, and then the model is discretized and converted into an embedded
code model for modular testing. Finally, the system integration is carried out, and the
generated board file is directly downloaded to the corresponding DSP hardware to verify
the correctness and efficiency of the model algorithm.

In order to increase the program processing speed, it is necessary to perform fixed-
point processing on the core model, mainly processing the data collected by the ADC
and eQEP modules and some mathematical calculation modules. In order to acceler-
ate the processing speed of the program, fixed-point processing is needed for the core
model, mainly for the data collected by ADC, eQEP module, and part of the mathematical
calculation module.

For the acquisition of phase current, it is only necessary to collect AB two-phase
current. Since the ADC of C2000 series is unipolar, it cannot collect negative voltage signals.
Bipolar signals need to be biased, and the bias voltage is set to 1.65 V. The current signal
can be converted into a 0~3.3 V voltage signal that can be processed by the embedded
hardware, and then the collected data is shifted to the left by 6 bits to form a normalized
Q17 format, and the output data is set to fixdt (1,32,17). The current acquisition and data
conversion model is shown in Figure 4:

Qy=Qu=<<6 ] e < @D
VY = Vu * 26 convert =
Ey =Eu (sh 2 2
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Figure 4. Current acquisition model.

For obtaining rotor position and speed, it is divided into electrical Angle calculation
and speed calculation modules. The calculation formula of electrical Angle is:

./ N,
Npy = Nogp — (fix(xp5g) X Pn X R) (16)
ETheta = Neuxpn URXP”
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In Equation (16), Npy; is the number of counting pulses, Nggp is the number of encoder
pulses, p; is the number of motor poles, R is the number of encoder lines, ETheta is the
electrical Angle. Since the encoder has a correction angle when the motor is delivered,
which is the deviation between the center line of the rotor magnetic field and the zero point
of the encoder, the software correction is also required. The electrical Angle model after
adding correction and processing Q17 data format is shown in Figure 5:
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Figure 5. Electrical Angle calculation model.

The rotor speed is calculated by M-method, and the expression is:

Ge(k) - ee(k B 1)
foxT

In Equation (17), 6, is the electrical Angle of the rotor position, f; is the reference
frequency, and T is the sampling period. The speed calculation model is shown in Figure 6:

we(k) =

(17)
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Figure 6. Rotational speed calculation model.

Combining the phase current acquisition and rotor information acquisition models, the
FOC model of embedded automatic code generation is built as shown in Figure 7. On this
basis, the PI controller of the g-axis is replaced by the discrete model of the golden-section
adaptive method described in the paper, which constitutes the automatic code generation
model of the golden-section-based rotational speed adaptive control system as shown
in Figure 8.

™
’ ovig EPWM
la As 2w Alpha
ao— ) ﬂ’ m PWM scaling
0 > cirke Alpha g DVC g ref ,DVC C2833xePWM W2 out IN
Seta ¢ ¢ o w3
Qs f— fdb
pngle Park P
Theta TQmath
DMC
CO— " i - DVC L » 08 o Kiphal—pfua iDM T
Y
i i Qs ™
i desired D_, B 7 N b
- IQNmpyi32 b out 2 2
T b »pngle park 542 ——>" svGenba Tof )
- g P Saturation ’7

Figure 7. DSP automatic code generation model for FOC system.
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Figure 8. Golden-section speed adaptive code generation model.
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5. Simulation and Experimental Research

The control chip used in this paper is TMS320F28335, with a floating point processing
unit, and the motor is a surface mount low-voltage permanent magnet synchronous motor,
whose specific parameters are shown in Table 1. The actual hardware of the overall system
is shown in Figure 9. the speed sensor is an incremental photoelectric encoder, its model
is H40-6-0500VL, 500 pulses per circle, and maximum support speed is 8000 rpm. This
platform is used as the verification system to verify the PMSM'’s linear golden-section
rotational speed adaptive control system.

Table 1. PMSM parameters.

Parameter Value
Rated voltage (V) 36
Rated current (A) 4.6
Pole pairs 4
Phase resistance (QQ) 0.38
Phase inductance (mH) 1
Coefficient of viscous friction (N-m-s) 0.0001
Moment of inertia (kg-cmz) 0.0588
Magnetic flux amplitude (Wb) 0.11867
Rated torque (N) 0.318

Figure 9. PMSM hardware diagram.

5.1. Simulation Analysis
5.1.1. Influence of Filter Coefficient on the System

The golden-section speed adaptive control scheme is sensitive to step signals, so
first-order low-pass filtering is used to process the input reference signals. The filtering
coefficient has different influences on the system results. The reference speed is set at
1000 RPM and the simulation time is 0.1 s and Figures 10-13 show the speed response
curves under different values.

As can be seen from Figures 10-13, the larger « is, the shorter its adjustment time.
Meanwhile, the initial error is large, and the system oscillates. The smaller « is, the more
stable its speed tracking, and the smaller the error, but it will increase the system adjustment
time and reduce the adjustment sensitivity. Considering the stability and rapidity of the
system comprehensively, filter coefficient « = 0.002 is selected, and the speed error curve is
shown in Figure 14.
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Figure 10. Speed response curve when « = 0.01.
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Figure 11. Speed response curve when « = 0.005.
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Figure 12. Speed response curve when a = 0.002.

1200 T T T T T T T
1000
1002
1001
. - -
800 - e, V7 v v, - ]
999 v v
E 998
=
T 600 997 4
&
g 996
@
0.1 0.10020.10040.10060.1008 0.101
400 - 4
200 b
° . . . . . . . . .
0 002 004 006 008 01 012 014 016 018 02

t(s)

Figure 13. Speed response curve when « = 0.001.
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Figure 14. Speed error curve when « = 0.002.

5.1.2. Parameter Identification Results and Analysis

When the sampling time is small enough, the range of characteristic parameters
fi(k) € (1,2]f2(k) € [-1,0)g0(k) < 1, generally, takes the initial value of parameter
identification fi(k) = 2fa(k) = —1go(k) = 0.001. Set the simulation time to 0.1 s, the
reference speed to 1000 rpm, and the filter coefficient « = 0.002. Figures 15-17 show the
online parameter identification results of the second-order characteristic model. It can be
seen from the figure that the identification parameters have little change after steady-state
operation, which further indicates that the speed adaptive system has strong stability.
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Figure 15. Characteristic parameter identification curve of fi (k).
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Figure 17. Characteristic parameter identification curve of g (k).

5.1.3. Load Performance Analysis

In order to verify the anti-disturbance of the proposed method, a loading simulation
experiment was carried out on the system. The rated torque of the motor used was
0.318 N'm, the sudden load was set at 0.1 s, and the loading value was 0.1 N-m. Figure 18
shows the speed response curve, and Figure 19 shows the curve of torque. It can be seen
from the figure that in the process of steady-state operation, the impact of sudden load
on the system speed can be ignored, indicating that the proposed method has a high
anti-disturbance ability.
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Figure 19. Curve of torque for sudden loading.

5.2. Actual Product to Verify

Physical verification is the key link of model-based design, which determines the
feasibility of the proposed method. After the correct simulation verification, the core
algorithm needs to be discretized, and then the system motor in the simulation is replaced
by the actual motor feedback value which is combined with the hardware.

In this paper, the recursive parameter identification model, the golden-section model,
and the integral model are firstly discretized, and then the data is converted into per-unit
values. The reference value selects the rated value of the motor. The generated FOC
framework interface is connected, and finally, the model is compiled and downloaded to
the hardware core unit and optimized to complete the physical verification process. In
order to illustrate the performance superiority of the method proposed in this paper, the
golden-section controller with integral compensation based on the characteristic model is
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compared with the traditional PID, and the PMSM in Table 1 and the hardware system in
Figure 9 are used for verification, and the speed reference value is set to 1000 rpm. Figure 20
is the actual operation effect of the traditional PID and the method proposed in this paper.
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Figure 20. Actual operation effect of traditional PID and proposed method.

Figure 20 shows that the performance of the proposed method is significantly better
than that of traditional PID control. However, it is limited by hardware, such as encoder
accuracy, current sampling accuracy, etc. The error of actual operation is larger than that of
simulation, which can be improved by improving hardware performance.

In order to highlight the actual performance of the proposed method, settling time
and average volatility are introduced, where, average volatility is defined as the ratio of the
absolute value of the steady-state error to the reference value. Table 2 shows the running
results of the proposed method about linear golden-section control (LGSC), nonlinear
golden-section control (NGSC), and PID control. They were all carried out on the same
experimental platform with reference speed set to 1000 rpm and the frequency of the control
system was set to 20 KHz.

Table 2. Performance analysis of different control methods.

Method Settling Time/ms Average Volatility/%
LGSC 14 0.23
NGSC 35 0.43
PID 260 1.10

As can be seen from Table 2, our method has better performance than the results
of nonlinear golden-section control and traditional PID control. The proposed method
does not contain high-order terms, so it has fast regulation speed, which makes it superior
to NGSC and PID in rapidity. In terms of average volatility, for the same experimental
platform, after the motor enters steady-state operation, the average speed error of the
proposed method is 2.3 rpm, the average speed error of NGSC is 4.3 rpm, while the
traditional PID is as high as 11 rpm, which shows that the characteristic model and golden-
section control have advantages in control accuracy. In conclusion, the proposed method
has advantages in rapidity and accuracy.
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6. Conclusions

In view of the difficulty of establishing an accurate mathematical model for PMSM, and
the introduction of new algorithms increasing the difficulty of embedded code development,
this paper adopts the model-based design method on the basis of the characteristic model,
and introduces the linear golden-section and integral compensation controller. The speed
adaptive control of PMSM is carried out, and the simulation and physical verification tests
are carried out. In addition, the first-order low-pass filter is used to process the reference
signal, and the influence of different filter coefficients on the result is discussed. Finally, a
more suitable coefficient value is selected, which gives the system rapidity but also solves
the overshoot problem. Meanwhile, the model-based design method is used to verify the
proposed control scheme, and the performance comparison with traditional PID control
and nonlinear golden-section control is given. The experiment shows that compared with
traditional PID control, the speed control accuracy of PMSM is improved about 3.8 times.
In the future, we plan to reduce the order of the characteristic model and use the first-order
characteristic model to reduce the identification parameters and further improve the system
response speed under the premise of ensuring accuracy.
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Abstract: Nowadays, there is a great development in electric vehicle production and utilization. It
has no pollution, high efficiency, low noise, and low maintenance. However, the charging stations,
required to charge the electric vehicle batteries, impose high energy demand on the utility grid.
One way to overcome the stress on the grid is the utilization of renewable energy sources such as
photovoltaic energy. The utilization of standalone charging stations represents good support to
the utility grid. Nevertheless, the electrical design of these systems has different techniques and is
sometimes complex. This paper introduces a new simple analysis and design of a standalone charging
station powered by photovoltaic energy. Simple closed-form design equations are derived, for all the
system components. Case-study design calculations are presented for the proposed charging station.
Then, the system is modeled and simulated using Matlab/Simulink platform. Furthermore, an
experimental setup is built to verify the system physically. The experimental and simulation results
of the proposed system are matched with the design calculations. The results show that the charging
process of the electric vehicle battery is precisely steady for all the PV insolation disturbances. In
addition, the charging/discharging of the energy storage battery responds perfectly to store and
compensate for PV energy variations.

Keywords: electric vehicle; charging station; photovoltaic; maximum power point tracking

1. Introduction

Nowadays, classical internal combustion engine (ICE) vehicles are being replaced by
electric vehicles (EVs) [1,2]. In fact, the ICEs have many drawbacks that can be mitigated
by EVs. The EVs have negligible pollution, higher energy efficiency, lower noise, and lower
maintenance compared to the ICE. However, the charging process of the EV battery still
has many obstacles such as the charging time, the charging station’s infrastructure, and the
effect of these stations on the present electrical power system. The charging time can be
greatly reduced to minutes by utilizing fast charging techniques [3-5]. These techniques
represent large electrical loads on the utility grid and affect it adversely. Especially, when
there is a high number of charging stations connected simultaneously to the utility grid,
many problems would be generated such as excessive overload, voltage instability, and
voltage variation [6-8]. One of the solutions to these problems is the upgrading of the
power system but this will lead to high costs. Another better solution is the use of an
energy storage system (ESS) that can act as a buffer between the EV charging station (EVCS)
and the utility [9-12]. Nevertheless, the use of ESS will reduce slightly the stress on the
utility grid but the expected large number of EVCSs in the future is still a challenge.

The idea that the EV is an environmentally friendly vehicle could not be accepted if the
charging stations rely mainly on the grid power that is usually generated from fossil fuels.
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Hence, renewable energy sources must be utilized in EV charging stations to emphasize the
environmental impacts of the EV. Usually, renewable energy sources are not continuous, it
is intermittent. Hence, there is another use for the ESSs in resolving the discontinuity in
these sources.

The common renewable energy sources used for the EV charging stations are pho-
tovoltaic (PV), biogas, and wind systems [13,14]. The PV energy systems are simple and
have higher efficiency than the wind energy systems. Hence, PV energy is more attractive
for EV charging stations. Several research papers have been introduced for the PV-based
charging stations [15,16]. Ref. [17] has been proposed a high-power EV charging station
utilizing PV powered bidirectional charger. Nevertheless, the proposed system could not
permit AC charging. Ref. [18], has suggested an integrated PV panel using a multiport con-
verter for the EV charging station. However, the grid current is greatly distorted. Ref. [19]
has introduced a PV-powered grid-tied EV charger via a z-source converter. Though the
charger gave better performance, it is not suitable for standalone operation. Therefore, it
cannot provide EV charging in absence of a grid. A hybrid optimized management for the
ESS of a PV-powered EV station is discussed in [20]. Ref. [21] provides an optimization
study on the physical scheduling of the EV charging stations. Ref. [22] has presented a
PV-based charging station with an ESS to support the system during peak load. In Ref. [23],
a new energy management procedure was introduced for use with small EVs in urban en-
vironments. Another strategy, in [24], for the EV charging station power management was
proposed to reduce the power consumption from utility grid. Furthermore, the strategy
serves to store PV energy when the EV is not online with the utility grid. In Ref. [25], a 20
kW charging station for the EVs was designed and introduced using biogas.

In this paper, a new simple analysis and design of a standalone charging station
powered by photovoltaic energy. Based on the assumptions, new closed-form equations
are derived for the design purpose. The idea of the analysis and the assumptions are new.
Modeling, simulation, and experimental verification are carried out to justify the analysis
and the design procedure. Simple energy management is tested practically and simulated.
The proposed system includes PV panels, a lithium-ion battery representing the electric
vehicle EV, and a lead-acid battery representing the energy storage system. A bidirectional
converter is employed for charging/discharging the lead-acid battery and a unidirectional
converter is utilized for charging the electric vehicle. A new and simple analysis technique
is proposed. In addition, simple design equations are generated from the analysis. The
proposed system has been implemented physically and simulated using Matlab/Simulink
platform. A single-chip PIC18F4550 microcontroller is utilized to realize the operation of
the system. The system is tested successfully for 120 W level and it can be extended for a
higher power. Besides, it can be applied in urban and remote areas as well. The objectives
of this research are:

e Introducing a novel and simple analysis of the energy and power relations of the
charging station powered by photovoltaic energy. The analyses produce closed-form
equations for the power and energy of the different system components. In addition,
relations for the battery state of charge (SOC) and maximum stored energy of the ESS
are derived.

e  Designing the charging station components with the help of the derived equations in
the analysis part. The design includes the power electronic converters used. Further,
case study design calculations are provided.

e Simulating and practically implementing the proposed system. Hence, the system
performances are studied indicating the effect of solar energy variations on the
system response.

The paper structure is as follows: Section 2 presents the proposed system architecture.
Analysis and design of the charging station have been described in Section 3. Section 4
presents the charging converters modelling and design. The proposed control system
is shown in Section 5. Section 6 presents the proposed system design. The simulation
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and experimental results have been discussed in Section 7. Finally, Section 8 comes with
the conclusions.

2. The Proposed Charging Station Description

The architecture of the proposed EVCS system is shown in Figure 1. The EVCS system
is an off-grid type that is powered by solar energy. It is collected by a PV array that
generates electrical energy to the EVCS. The PV panel represents the main source of energy
for the charging station. However, the generated energy is not steady. It varies according to
the solar insolation level and other environmental issues. Hence, ESS batteries are usually
used to compensate for the problem of energy intermittence. The output terminals of
the PV are connected to a boost converter. Its function is to match the PV voltage level
to that of the DC bus and helps in utilizing the maximum power point tracking (MPPT)
condition of the PV panel. Two charging converters are connected to the DC bus namely
the EV charger and the energy storage converter. These converters are generally DC/DC
converters. However, the EV charger is a one quadrant buck converter that is used to
charge the EV battery (lithium-ion). It serves in regulating the charging process of the
EV battery. However, the energy storage converter is a two-quadrant DC/DC converter.
It is used to control the charge/discharge process of the storage battery (lead-acid). In
addition, it participates in regulating the DC bus voltage against the variations of the EV
load and insolation level. The modelling and theory of operation of these converters will
be explained in the next paragraphs.

EVCharge <
Controller <«

P‘ First Quadrant

Vi

2Pulses

- g

PI

Figure 1. The proposed PV-powered EVCS with the battery storage system.

3. Analysis and Design of the Charging Station

The electrical design of the EVSC means designing all electrical parts of the station such
as the PV array, the system converters, the DC bus voltage level, all passive components,
and the storage battery. Many aspects must be considered in designing the EVSC:

e The available solar energy on the site and the maximum permissible area for the
PV panels.
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e  The station power is related to the number of EVs to be charged simultaneously. The
charging rate is an important issue that affects the charging time. For fast charging,
the station should be capable of charging rates of 3 C to 5 C [26].

e  The size of the ESS depends on the available PV power and the demand load of
the EV.

As a first step for the design process, the relation among the input solar energy, the
output charging power to the EV, and the stored energy in the ESS must be studied. The
system power and energy relations will be studied in the next subsection.

3.1. Power and Energy Analysis of the System

In this section, the energy and power relations of the system are derived to help in the
design process. The assumptions used in this regard are:
e  The storage battery’s initial energy is “E;” in Wh.

e  The output power of the EV station “Pry” is constant.
e  The solar power “Pp,” of the PV panel changes with time according to:

Py = P’s”g" (36 - tz) )

where; “Pj.,” is the PV maximum power and is the time in hours. The relation is
sketched in Figure 2. The time axis origin is set at noon where the insolation level is
maximum. The period of solar energy is assumed to be 12 H starting at 6:00 a.m.

Iltll

12 T T T T T T T T T T T

\

Pmax

Ppv(100%)
o
&
T

Time (H)
Figure 2. The PV array power distribution for one day.
From the power balance principle and refer to the system power flow diagram shown

in Figure 3.
PEV:va_Pbat (2)

PLLEL

Figure 3. The system power flow diagram.
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Hence,
Puax (36— 2) — Ppy —6 < t <
Py — s (36 —t2) — Py —6 <t < 6 3)
—Pry 6 <t <18
where; “Py,;” is the instantaneous storage battery power. The average power of the storage
battery is assumed to be zero along one day period (T =24 h).

Hence,
T
/ Pyt = 0 )
0
Hence,
6 P 18
/[ ;16“ (36 — t2> — Ppyldt — /ngdt =0 (5)
-6 6
Pmax = 3PEV (6)

Battery state of charge and maximum stored energy
The battery energy-stored can be calculated through:

Euat = C+ [ Puust )

where; “C” is a constant.
The region (—6 < t < 6)
Substitute Equation (3) into Equation (7) and integrate:

13
Epgt = C+ Ppy | 2t — —
bat = C+ Py < 3 6) ®)
To get the constant “C”, we have that at t = —6 — Ep;; = E;. Using Equation (8):
C=E;+ 6Py O

The instantaneous battery energy is given by:

t3
Epst = Ei + Pry |:6 + 2t — 36] (10)

The final value of the energy at this region (¢ = 6):
Epatl—6 = Ei +12Pgy (11)

This value is the initial value for the next region.
The region (6 < t < 18)
From Equations (7) and (3):

Epat = C1 — Peyt (12)
where; “Cy” is constant. From Equations (11) and (12):
Cy =E; + 18Py (13)

Hence,
Epat = E; +18Ppy — Peyt (14)
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LS

The maximum stored energy occurs at ¢ = x as shown in Figure 3. It can be shown that
the maximum stored energy is given by:

2v/24
Epatlax = Ei +2Pev[3 + ——] (15)
From this analysis, if the EV power Pry is known, then using Equations (1), (6) and
(15) the PV power rating and the ESS size can be determined. Hence, the PV array area can

be calculated.

4. Charging Converters Modelling and Design

The proposed system has two charging converters. The EV charging converter is a
simple buck converter (first-quadrant converter). However, the energy storage battery is a
buck-boost converter (two-quadrant converter). The circuit diagrams of the converters are
shown in Figure 4. The operation, modeling, and analysis of the two-quadrant converter
include that of the first-quadrant converter. The continuous mode is assumed for the
converter operation. The converter comprised two IGBT’s (S1, Sp), two antiparallel diodes,
and an LC filter. The converter terminals are connected to the DC bus and the storage
battery. The battery’s internal voltage and resistance are represented by (E, r,). The
filter inductance is assumed to be large enough to preserve sufficient energy to charge or
discharge the battery. Hence, the discontinuous conduction operation mode is neglected.
The converter has two modes namely the buck mode and boost mode. The bidirectional
converter serves in the boost mode, when the switch S, is active and the switch S; acts as
a diode, for discharging the battery. However, it serves in the buck mode, when switch
S; is active and the switch S; acts as a diode, resulting in the battery charge mode. The
converter dynamic model in the state-space form is described as:

During buck operation:

x—[;;l} (16)
5('1 o 0 + X1 Yae 0
R EE I Y

where; (ij, v;) are the inductor current and the capacitor voltage, 1] represents the switch
S; action with PWM taking values from the set of {0:1}, (L, C) are inductance and the
capacitance of the filter, V;, is the DC bus voltage.
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(a) (b)

Figure 4. The system converters circuit diagram: (a) bidirectional converter, (b) buck converter.
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where; u; represents the switch S, action with PWM taking values from the set of {0:1}.
The filter inductor and capacitor design equations are [27]:

(1 —dyin) Ry Ey

Ao Tmin) S 1 < 1

2f L=< fAImin X Amax (19)
Almax)?
Lims = \/ Iy ar + (Blmax)” I;‘ax) (20)
(1 - dmin)

C> ——"~ 21
~ 8minL f2 @

where; (din, Amax) is the minimum and maximum duty cycle, R;; is the approximate
equivalent resistance of Li-ion battery, f is the switching frequency, (Al,iy, Alnayx) is the
minimum and maximum ripple currents, r is the minimum voltage ripple factor, and I|,,,,,
is the maximum battery current.

The DC bus voltage level is selected according to the charging state of the system as
the system converters operate in the buck mode. In this case, the DC bus voltage must
be greater than the converter output average voltage. On the other hand, the minimum
duty cycle and battery voltage variations affect the value of V.. These constraints can be
written as:

Vo—max > Vo > Vbd—min (22)
min n
where; (Vy_in, Vh—max) is the battery minimum and maximum terminal voltage, and dj, is
the nominal modulation index. The value of the DC capacitance affects greatly the DC bus
stability. Basically, the DC bus capacitor must support a certain voltage and power ripple
factor. The DC bus capacitance Cj. can be calculated from [28]:

_ 2Prated-Ax

= 23
dc Ar- Vjc i f ( )

where; (Ax, Ar)is the percentage ripple power and voltage; and P, is the rated power.

5. Control System

The controllers of the proposed system, shown in Figure 5, are the MPPT, the EV
charger, and the storage converter controller. The function of the MPPT controller is to
keep absorbing the peak power from the PV panel. It outputs the suitable duty ratio to the
boost converter that maintains the MPPT. However, the EV converter controller regulates
the charging of the EV. Finally, the battery storage converter controller is used to control
the DC bus voltage and ESS charge/discharge process.

Vb2 Is2
V2-ret K Tsooref K, |_|_
Kps + =L Kpa + s — —
+ + Ss

S

(a)

Figure 5. Cont.
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Figure 5. The proposed system controllers: (a) MPPT controller, (b) EV charge controller, and (c)

storage battery converter controller.

5.1. MPPT Controller

The MPPT controller is necessary to improve the PV system utilization. The algorithm
of the MPPT has been implemented using many approaches [29-32]. For simplicity, the
common technique called “perturb and observe” is utilized here. In this technique, a
perturb of the boost converter duty ratio is made and the PV voltage and current are
measured. After then, the power change is calculated then checked according to the flow
chart of Figure 6 [33]. The controller is adapted to generate the necessary duty ratio for the
boost converter switch to achieve MPPT conditions.

A

.

[ Sample I, (k),V,,(k) ]

Calculate
P,.(k)

Yes

A 4

Decrease duty Increase duty Decrease duty Increase duty
ratio ratio ratio ratio
! . . ’

A

(V,etk-1) =V, 00
P,,(k-1) =P, (k)
Figure 6. Perturb and Observe MPPT algorithm flowchart.

5.2. EV Conwverter Controller

The target of this controller is to regulate the charging process of the EV. There are
various control techniques such as pulse, constant voltage (CV), constant current (CC), and
constant current/constant voltage (CC/CV) techniques. Commonly, the (CC and CC/CV)
techniques are preferred for their low charging time. In our system, the (CC/CV) technique
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is utilized. A simple PI controller is adapted for this technique. The proportion and integral
gains of the PI controller are tuned using the Ziegler-Nichols method.

The experimental Ziegler-Nichols tuning algorithm can simply be summarized as the
following. First, the PI controller is reduced to only the proportional part with very low
proportional gain. Hence, remove the integral actions from the controller by setting it to
zero. The proportional gain is then increased until continuous oscillations in the output
signal are observed. Note that, when the oscillations occur, the controller should not be
hitting limits. After each gain increase, you may need to make a disturbance b changing
the setpoint to see if the loop oscillates. The oscillations occur at a critical proportional
gain (Kj) with an oscillation period (Tosc). By measuring the parameters Kjc and Tos, the
proportional and integral gains (K, K;) for the PI controller are adjusted as:

Kp = 0.35 Kpe (24)
K; =038 Kp/Tosc (25)

5.3. Battery Storage Converter Controller

The objective of this controller is to regulate the DC bus voltage at a constant reference
value. Consequently, charging and discharging the storage battery are adapted to serve
this function. In addition, the PI controller is adapted for this converter. In case that the
batteries are fully charged, the converter stops charging except for a small trickle current.

6. The Proposed System Design Calculations

According to the previous analysis, the system parameters can be calculated. Assume
that the proposed system data and parameters are listed in Table 1. The design calculations
are carried out as follows:

e  Design calculations for ESS

As the available PV panel is 120 W, the EV power can be determined from Equation (6).
Hence, using Equation (15) the ESS energy can be calculated. The charge capacity of the
ESS is 39 Ah. However, the nearest available standard is 65 Ah. Normally, the range of the
SOC of the ESS is from 20% to 95% [34].

e  Design calculations for EV converter filter

Let that Al,;, = 0.3 A, V. = 25V, and 1 = 0.02. Hence, substituting in Equation
(19), gives the range of inductance as 325 pH and 9375 puH. The standard inductance value
of 560 puH is chosen. Then, substituting in Equation (21), gives C > 363 pF. The standard
inductance value of 1000 uF is chosen.

e  Design calculations for Storage battery converter filter

Let that Al,;, = 1.3 A and applying the same procedure to the converter of storage
battery giving the range of inductance as 74 pH and 1329 pH. The standard inductance
value of 560 uH is chosen. Then, substituting in Equation (21), gives C > 446 uF. The
standard inductance value of 1000 uF is chosen.

Table 1. System Parameters.

Item Parameter Value
SC current Igc 8.82 A
PV OC voltage Vo 192V
MPPT power Pyppr 75 x 16 W
Type Lead Acid
ESS Battery Rating 65 Ah, 12V
Max. charging current 13A
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Table 1. Cont.

Item Parameter Value
Type Lithium-ion
Rating 6.5Ah,3.7V
EV Battery Max. charging current 3A
Max. discharging current 5A
L 560 pH
C 1000 uF
Cic 2200 uF
PWM carrier frequency 4kHz

7. Simulation and Experimental Results

The proposed system, shown in Figure 1, is simulated and implemented physically
to verify the paper idea. The parameters in Table 1 are used for both the simulation
and the experimental setup. The PV panel is the Copex module of model P120. It is a
polycrystalline type and has the specifications listed below. The EV battery is formed by
four Li-ion batteries connected in series. Its nominal voltage is 14.8 V, the fully charged
voltage is 17 V and its cut-off voltage is 12 V. The results are discussed in the following
paragraphs.

7.1. Simulation Results

The proposed system is simulated using Matlab/Simulink platform. The system
performances according to step changes in the solar irradiation of the PV panel are shown
in Figures 7 and 8. Figure 7a shows the irradiation level of solar energy. The DC bus voltage
tracks well the reference voltage (25 V), as shown in Figure 7b. The state of charge of the
lead-acid battery bank B, is shown in Figure 7c. At the first four seconds, the insolation is
>60%. Therefore, the generated PV power is enough to charge the EV battery and store
the reserve in the B,. However, the insolation at the remaining period is <60% which
is not enough to supply the energy to the EV. Hence, the storage battery discharges to
compensate for the drop in solar energy. The current of the battery tracks its reference
value generated by the DC bus voltage controller, as shown in Figure 7d. In addition,
the charging and discharging processes track and compensate for the irradiation level.
Figure 7e shows the voltage of the B, battery. Its voltage increases with charging and
decreases with discharging. The PV current is shown in Figure 7f. The current level is the
same as the MPPT conditions.

Figure 8a shows the irradiation level of solar energy. The EV current tracks well the
reference current generated by the charge controller, as shown in Figure 8b. Figure 8c
shows the voltage of the By battery. It is continuously charging. The state of charge of
the EV battery is shown in Figure 8d. Figure 8e,f show the PV power, the power of the
B, battery, and the EV battery power. At the first four seconds, the irradiation is >60%.
Therefore, the generated PV power is enough to charge the EV battery and store the reserve
in the B,. However, the insolation at the remaining period is <60% which is not enough
to supply the energy to the EV. Hence, the storage battery discharges to compensate for
the drop in solar energy. In addition, the charging and discharging processes track and
compensate for the irradiation level. Its voltage increases with charging and decreases with
discharging. The EV power is constant at all conditions, shown in Figure 8f.
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Figure 7. (a) PV irradiation level, (b) DC bus voltage, (c) state of charge of the lead-acid battery bank, (d) the lead-acid
battery current and reference current, (e) the lead-acid battery voltage (f) the PV current.
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Figure 8. (a) PV irradiation level, (b) the EV battery bank current and reference current, (c) the EV battery voltage, (d) state

of charge of the EV battery, (e) the PV and lead-acid battery power (f) the EV charging power.

7.2. Experimental Results

An experimental prototype is built, as shown in Figure 9, to verify the simulation
results of the proposed system. The prototype has the same parameters listed in Table 1.
A single-chip PIC18F4550 microcontroller, with a 16 MHz oscillator, is utilized to achieve
simultaneously five controllers. The five controllers utilize three timers of the microcon-
troller (TO, T1, and T2) and the PWM module of the microcontroller. The microcontroller
generates the control signals for the switches S1, Sy, S3, and S4. The switching frequency
is suitable for the converters and gives very good results. All the controllers are included
in a single chip microcontroller and all control signals are generated from this microcon-
troller. Therefore, the execution time of different sections in the codes forces the switching
frequency to be not so high. A drive circuit for each control signal is used to raise its level
voltage to a suitable level. However, the drive circuits invert the generated control signals,
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and this inversion is considered in the written code of all controllers. The five controllers
are described as follows:

e The boost converter controller

A perturb and observe maximum power point tracker is applied to achieve maxi-
mum power extraction of the PV panel. The microcontroller receives the PV voltage and
current, performs the perturb-observe algorithm, then generates the control signal to the
boost converter switch. This controller uses T2 and CCP modules are operating in the
PWM mode.

e  The DC bus voltage controller

The voltage of the DC bus is maintained constant during charging both batteries
in the sunshine day hours and during night hours (discharging lead-acid battery). The
controller gives the required lead-acid current in both modes of operation of the lead-acid
battery considering the maximum charging current and maximum discharging current of
the lead-acid battery.

e  The lead-acid battery voltage controller

During the constant voltage stage of charging the lead-acid battery, its voltage is
maintained at a slight value below the gassing voltage of the battery (14.4 V). During
discharging mode of the battery, its voltage starts to decrease. The battery voltage is
monitored so that the cut-off voltage should not be reached. This controller utilizes the
reference battery voltage which is generated by the previous controller and generates the
control signals to S; and Sy. This controller employs T1 and the interrupt module to achieve
its target.

e  The lithium-ion voltage and current controllers

The lithium-ion battery pack is charged using the constant current—constant voltage
charging method. The maximum allowable charging voltage and current of the lithium-ion
battery pack are controlled using the two controllers. The outer loop (voltage controller)
controls the battery voltage and generates the suitable battery current taking into consider-
ation the maximum charging current (6.5 A). The inner loop (current controller) generates
the control signal to S3. This controller employs TO and the interrupt module to realize
its target.

Lithium-Ion
Battery

Lead-Acid
Battery

Converters &
Drive Circuits

PIC18F4550

microcontroller

Figure 9. The experimental setup.
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The step response of the charge controller of the lithium-ion battery is illustrated in
Figure 10. The reference current is stepped at values of 3 A, 2 A, and 1 A. The voltage
controller of the battery at the same time keeps the battery voltage at the suitable level
corresponding to each current level. The corresponding control signal to Sz is shown. It is
noticed that the duty cycle of S3 decreases as the reference current decreases. On the other
side, the DC bus voltage is maintained constant.
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Figure 10. The experimental response of the EV controller: Chl: Control signal of Sz (5 V/div)
Ch2: Li-ion battery voltage (5 V/div.) Ch3: Li-ion battery current (4 A/div), Ch4: DC bus voltage
(5V/div).

Figure 11 shows the effects of disconnecting the PV panel. The figure presents DC bus
voltage, lead-acid battery voltage, lithium-ion battery voltage, and current. The lead-acid
battery current changes its direction at the instant of disconnection. The controller keeps
the DC bus voltage constant after the instant of disconnecting the PV panel where the
lead-acid battery operates in the boost mode in which it starts discharging and its voltage
slightly decreases. The charge controller of the lithium-ion battery keeps its level voltage
and current at the same values before disconnecting the PV panels.
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Figure 11. The system response upon disconnecting the PV: Chl: lead acid battery current (6 A/div)
Ch2: Li-ion battery voltage (5 V/div) Ch3: lead acid battery voltage (5 V/div), Ch4: Li-ion battery
current (4 A/div).
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Disconnecting and reconnecting the PV panel is illustrated in Figure 12a,b. The figures
give the DC bus voltage, lead-acid battery, and lithium-ion battery voltage. In Figure 12a,
the PV panel is disconnected and the lead-acid battery lonely charges the lithium-ion
battery. The DC bus voltage and lithium-ion battery voltage are kept at the original levels
while the slightly decreases. Figure 12b shows the reconnection of the PV panel in which
the two batteries are being charged and the lead-acid battery voltage slightly increases.

Tek ol @ Stop M Fos: 71,4005 SAVESREC Tek L. @ Stop i Pos; —4.000s ShYESREC

- 3 o

|  Action Action
WMM Save Image Save Image

— [ —— File File

| Format Format
JPEG JPEG
About About
Saving Saving

Images Images
=T

Select o . . : o Select
o4 Fulder : Folder

Ty
Save Save
TEKOOO3.JPG TEKOODA.JPG
. CH2 S.o0Y M 1.00s . CH2 s.00v I 1005

CH3 S.00y 3-Feb-21 0%:33 CHz 500 3-Feb-21 0536

(a) (b)
Figure 12. The system response upon: (a) connecting and (b) disconnecting the PV. Ch1: lead-acid battery voltage (5 V/div)
Ch2: DC bus voltage (5 V/div) Ch3: Li-ion battery voltage (5 V/div).

Figure 13a,b present the control signals of the switches S; through S4 during connecting
and disconnecting the PV, respectively. The experimental results are summarized in Table 2.
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Figure 13. Control signals from the microcontroller for the switches: (a) PV panel is connected, and the two batteries are
being charged, (b) PV panel is disconnected. S4 (CH1)—S1 (CH2)—S2 (CH3)—S3 (CH4).
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Table 2. The experimental results summary.

Variable Parameter Connecting the PV Disconnecting the PV
DC bus Voltage Soezl?;?’?i(;éof (;)) gg (4)1(;
ESS Battery Voltage Soe‘tllei ;?Ezzé?;)) 5’72 8
EV Battery Voltage Se‘{ﬁ; ?ﬁze(?;)) 8 Sl(i

8. Conclusions

An isolated EV charging station based on a PV energy source is proposed. The system
consists of PV panel, boost converter, ESS batteries, two DC/DC charging converters,
and an EV battery. The control system consists of three controllers named the MPPT,
the EV charger, and the storage converter controller. PI voltage and current controllers
are adapted to control charging/discharging of the ESS system and the EV charger as
well. The system is simulated and implemented physically. A single-chip PIC18F4550
microcontroller is utilized to realize the system controllers. New simple energy and power
analyses procedure has been introduced. Hence, closed-form equations have been derived
to help in the design phase. Complete design of the system, including the ESS size, the PV
rating, and the filter components, has been proposed. Simulation and experimental results
are very close and verify the effectiveness of the proposed system. At different insolation
levels, the results show that the charging process of the EV battery is steady without any
disturbance. However, the charging/discharging of the ESS battery responds perfectly
to store and compensate for PV energy variations. The current and voltage controllers of
the converters give good responses and track their references well. In addition, the MPPT
controller tracks the peak conditions of the PV precisely.
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Abstract: A Steam generator is a crucial device of a nuclear power plant. Control performance of the
steam generator level control system is key to its normal operation. To improve its performance, the
control system parameters should be optimized by utilizing a proper optimization method. Further-
more, the method’s efficiency is critical for its operability in the actual plant. However, the steam
generator level process is a complex process, with high nonlinearity and time-varying properties.
Traditional parameters tuning methods are experience-based, cumbersome, and time-consuming.
To address the challenge, a systemic data-driven optimization methodology based on the model-
free optimization with a revised simplex search method was proposed. Rather than the traditional
controller parameter tuning method, this method optimizes the control system directly by using
control performance measurements. To strengthen its efficiency, two critical modifications were
incorporated into the traditional simplex search method to form a knowledge-informed simplex
search based on historical gradient approximations. Firstly, with the help of the historical gradient
approximations, the revised method could sense the optimization direction more accurately and
accomplish the iteration step size tuning adaptively, significantly reducing the optimization cost.
Secondly, a revised iteration termination control strategy was developed and integrated to monitor
the optimization progress, which can promptly terminate the progress to avoid unnecessary itera-
tion costs. The effectiveness and the efficiency of the revised method were demonstrated through
simulation experiments.

Keywords: performance optimization; steam generator level control; knowledge-informed simplex
search method; historical iteration information; iteration termination control

1. Introduction

The steam generator (SG) is a critical component of the nuclear steam supply system
in the nuclear island, which transfers heat from the primary loop to the secondary loop to
produce steam [1]. Keeping the water level around preset programmed setpoints during
the plant operation is of great importance. The water level requirement violation may
jeopardize the plant’s availability and safety. It was reported that about 25% of emergency
shutdowns in the nuclear power plants were caused by poor control of the SG water level [2].
Hence, the performance of the steam generator level control is vital for plant safety, stability,
and economical operation. Meanwhile, achieving the expected performance consists of
a series of commissioning tests. The cost for a single test is high; thus, the efficiency of
the performance optimization is of great concern. The number of the commissioning
tests in optimization should be minimized. However, SG is a highly complex, nonlinear,
time-varying system with inverse dynamics [3,4]. One of the dynamic features of the SG is
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the “shrink and swell” phenomenon. With this phenomenon, the water level may react
temporarily in a reverse manner to water mass inventory changes. This complication
may be accentuated during the plant start-up or low turbine load [5]. As a result, the
performance optimization of the SG level control is challenging to accomplish.

For a nuclear power plant (NPP), the performance of the steam generator level con-
trol was greatly determined by several factors in different levels, including the process
characteristics, the control system structure, and the controller parameters. To a particular
steam generator, the process characteristics were relatively fixed. Once the structure of the
control system is determined, the controller parameters are the only vital factors left. In this
situation, the control system’s performance usually has a close but underlying relationship
with them. It is necessary to improve the performance by selecting the optimal settings effi-
ciently. However, as their relationship is difficult to be obtained, searching for the optimal
settings is usually experience-based, cumbersome, and time-consuming. There have been
increasing demands to develop advanced methods to enhance the optimization efficiency.

Different kinds of methodologies used to search for the optimal controller settings can
be summarized as below:

(1) Experience-based method

This type of method relies heavily on the engineers’ experience. It does not rely on
the controller performance model that it tries to search for the optimal settings directly
in a model-free way. It can be called “Primitive model-free methods”. These methods
may include trial and error, the design of experiments (DOE), and the expert system-
based control et al. They have the advantage of easy implementation. However, their
disadvantages are apparent: they rely heavily on the experience of operators or experts,
and they are usually cumbersome and time-consuming; moreover, they are challenging to
obtain the real optimal settings, only suboptimal settings can be achieved.

(2) Model-based optimization

As a mainstream way for system optimization, model-based optimization relies on a
performance model that relates the controller parameters and the control system perfor-
mance. However, for the control parameters optimization, the relationship was too difficult
to obtain, such that no accurate model could be built [6,7]. Nevertheless, the Proportional-
Integral-Derivative (PID) parameters tuning methods, such as the Ziegler—Nichols tuning
method, could be treated as an approximate model-based method in essence [8-10]. For
this method, the engineers should first obtain an accurate process model. Then a certain
tuning formula can be developed based on the model. Finally, the parameters can be chosen
according to the model coefficients and the formula. Hence, it can only provide relatively
poor settings. The reason lies in the following: firstly, building an accurate model is often
challenging; secondly, the formula is usually experience-dependent; thirdly, the parameter
settings obtained are usually suboptimal [11].

(3) Intelligent optimization without model

With the development of artificial intelligence technology, intelligent optimization
has gradually attracted more attention. For example, Wu et al. proposed to use a particle
swarm optimization algorithm for the controller parameters optimization of an Advanced
Passive pressurized water reactor-1000 (AP1000) plant [1]. The experimental results based
on the AP1000 SG model indicated that the algorithm could achieve better control perfor-
mance [1,12]. However, this algorithm needs a lot of batch experiments, which makes it
impossible for the online optimization at the actual NPP plant.

(4) Data-driven control methods

As the industrial processes become more and more complex, data-driven control has
emerged. The main approaches include iterative feedback tuning (IFT) [13,14], virtual
reference feedback tuning (VRFT) [15], and model-free adaptive control (MFAC) [16-18].
However, these methods mainly focus on the control strategy itself, and only covered
limited parameters. As a complex process, in the actual NPP plant commissioning, there
are various different kinds of parameters to be tuned, such as control logic parameters and
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time constants of the filters. Therefore, more general optimization methods in the upper
level for system optimization that could cover more types of parameters are still needed.

All the above methods have their disadvantages or limitations, which lead to the inef-
ficiency of the control performance optimization. A question emerged: is there a different
way to promote the efficiency of the control performance optimization, considering that, by
integrating the advantages of the above methods and avoiding their disadvantages, the
efficiency may be promoted? Data-driven methods are powerful techniques for complex
industrial automation processes [19]. Meanwhile, data-driven techniques have further stim-
ulated research and applications of monitoring, optimization, and control. The data-driven
method, integrating efficient optimization algorithms, becomes an attractive way [20-22].
Hence, an analogous philosophy, integrating feasible data-based optimization algorithms
without a prior model to formulate a data-driven optimization framework, is proposed to
address the optimization of complex systems.

Kong had proposed a systematic and efficient simultaneous perturbation stochastic
approximation (SPSA)-based optimization method for the steam generator level control
and the injection molding quality control [23-26]. However, as a model-free method, the
efficiency of the SPSA-based method still needs to be improved. Another selection was
the simplex search-based model-free optimization (MFO), which usually behaves better
than the SPSA at the low dimension circumstances. To improve the efficiency of the
simplex search method (SS) on the medium-voltage insulator quality control, a revised
simplex search method, knowledge-informed simplex search based on historical gradient
approximations (GK-SS), has been proposed [27]. Similar to the idea of knowledge-based
fault detection and diagnosis [28] and utilization of prior information [29], historical data
generated during the data-driven optimization will be mined and utilized. In order to
adapt to the characteristics of the control performance optimization problem and beef up
the optimization efficiency, two critical modifications were formulated to the SS. Firstly,
the historical-gradient approximations were utilized for the optimization search direction
compensation. Secondly, an improved iteration termination control strategy, which uses the
historical iteration information, was integrated to monitor the progress of the optimization.
The two modifications are integrated to form a revised simplex search-based data-driven
optimization methodology.

The remainder of this paper is organized as follows. Section 2 illustrates the per-
formance optimization problem for the SG level control system. Section 3 presents an
overview of the knowledge-informed optimization strategy, followed by the elementary
procedure of the revised GK-SS method. The modifications on the search mechanism and
the revised iteration termination control strategy are detailed. In Section 4, the simulation
platform of the steam generator is demonstrated. In Section 5, the revised GK-SS method is
applied to the performance optimization problem of the SG level control system. Based on
the experimental simulation results, a comprehensive discussion was carried out. Finally,
the conclusions are summarized.

2. Performance Optimization of the Steam Generator Level Control System

The general structure of the SG level control system in a pressurized water reactor
(PWR) can be summarized as shown in Figure 1. According to the PWR commissioning
practice, the main goal of the steam generator level control is to maintain the steam
generator water level around a preset setpoint with the least power plant commissioning
cost. To achieve the goal, the tuning process of the control system should be optimized.
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Figure 1. General structure of the steam generator (SG) level control system.

For a PWR plant, once the manufacturing of the steam generator and the control
structure of the level controller have been fixed, the control performance of the SG level
control system will mainly depend on the controller parameters. There is a close relationship
between the control performance and the controller parameters. Without loss of generality,
the mathematical relationship between the level control performance and the corresponding
controller parameters could be expressed abstractly as below:

Perf = f(X)+e, X =[xy, - x5]" (1)

where Perf represents the performance index to be optimized, X is an n-dimensional vector
representing the SG controller parameters, and x; (i = 1, - - - , n) is the ith element of X, 1 is
the dimension of the parameters, e represents the overall process performance uncertainty,
f(x) is the theoretical function between the performance and the controller parameters.
However, due to the high complexity and nonlinearity of the SG level process, the above
function is unable to obtain theoretically.

The performance optimization of the steam generator level control is, therefore, con-
verted to tune the controller parameters and search for the optimal settings. The mathemat-
ical formula of the optimization problem can be expressed as below:

max Per
1a f

st XeQ @
where Q) is the feasible region of the controller parameters. The schematic of the closed-loop
optimization process based on data-driven optimization can be summarized in Figure 2.
To construct the closed-loop optimization scheme, it is necessary to find a suitable
way to evaluate the control performance of the steam generator level control system. For a
control system, the regulation performance is often expressed by the control error obtained
under certain disturbances. Typical step load change can be chosen as the test scenario.
Typical control evaluation index can be expressed as below:

Tts "
1:/0 £ le(t)|" dt 3)

where the error is defined as e = ysp — y(t), ysp is the target and y(t) is the actual level
response. Ty is a preset time zone for the evaluation of transient performance of the
system. n and m are the index parameters, respectively. In this study, the Integral of Time
multiply by Absolute Error (ITAE) index was chosen. The ITAE is an index widely used
in control performance evaluation with n =1, m = 1 in Equation (3). As the magnitude of
the ITAE is huge, the logarithm of the ITAE was used to represent the control performance.
According to the characteristics of the ITAE, the smaller the ITAE index, the better the
control performance.
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Figure 2. Schematics of the data-driven optimization for the SG level control.

With the above evaluation index, the controller performance optimization problem
can be expressed as below:

m}}n —Perf~1= fT’st|e(t)|dt

0 )

s.t. X e

The performance is approximately represented by the evaluation index.

Furthermore, in the PWR commissioning practice, the efficiency of the above opti-
mization is a critical concern. The tuning process should be done as quickly as possible to
reduce the commissioning cost and reduce its adverse effects on the plant. A new efficiency
index, Optimization Efficiency index (OE), is defined. As a comprehensive efficiency in-
dex, it may integrate many aspects, such as experimental cost, time cost, labor cost and
performance control deviation et al. Based on the OE index, the performance optimization
may be reconstructed as a bi-level optimization problem. The mathematical formulation is
as below:

max OE
OptMethods
) T,
T i ©
st. X e OptMethods

where OptMethods is the available data-driven methods set, which satisfies the optimization
framework in Figure 2. The key in this study is to search for a suitable method with high
efficiency. Considering the plant commissioning practice, only the experimental cost was
included in the OE. A revised simplex search-based model-free optimization method was
thus proposed.

3. Revised Simplex Search-Based Data-Driven Optimization
3.1. Performance Optimization via Data-Driven Optimization

According to the characteristics of the optimization problem in Equation (2), the model-
free optimization methods could be incorporated for the optimization. The schematics of
the model-free optimization are shown in Figure 3. These methods usually achieve their
goal by pure historical iterative data. In the framework of the model-free optimization, the
data-driven optimization mechanism will iteratively adjust the parameters of the control
system to change the performance of the SG liquid level control system dynamically. The
optimization iteration process is a batch-by-batch process. The efficiency of the tuning
process will mainly depend on the optimization methods. This study adopts the simplex
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search method as the base method for its high efficiency in nonlinear system optimization.
It is a direct search method without explicit gradient information.

Initial Controller Test Scenarios
Parameters (Transient) Disturbances

© Steam generator NR
level response

Controller > Steam Generator >

Controller
Parameters!

Data-driven
—p

optimization 1 Level Process

Performance ¢
Evaluation

Level measurements

Figure 3. Framework of the model-free optimization (MFO).

However, the optimization cost is critical for a PWR plant’s commissioning, and
the simplex search method’s efficiency should be further improved. Hence, the feasible
directions for the performance efficiency promotion were analyzed as below. Figure 4
demonstrates a typical optimization trajectory under the traditional simplex search method.
To promote the performance efficiency of the optimization method, the possibilities for the
promotion were decomposed into two dimensions. For the first dimension, the optimization
could be improved to achieve a rapid descent in the first stage of the optimization. If
the optimization algorithms could be revised to accelerate its descent rate, the efficiency
would be improved. For the second dimension, as a data-driven optimization method, the
method usually cannot appropriately stop the optimization progress immediately. Thus,
the optimization often costs more on iterations with only a minor achievement. The minor
achievement is intolerable for the vast cost due to the additional iterations. Hence, if the
method could terminate timely and intelligently when the optimization progress traps into
the stagnation stage, the costs on the optimization could be reduced, and the efficiency thus
could be promoted.

Performance Efficiency
Decomposition
Dimension I Dimension I1

Rapid Descent  Timely Termination
I i

5.5 W
) :
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Figure 4. Decomposition of the directions for the performance efficiency promotion.

This study investigated both research dimensions for the simplex search-based model-
free optimization. Generally, as shown in Figure 5, the knowledge-guided mechanisms
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consist of two dimensions and three aspects. In Dimension I, considering that in the
iterative process of performance optimization, the optimization process will generate a
series of historical iterative process information containing specific process knowledge, in
the traditional MFO methods, this kind of information is not fully utilized. In this study,
the revised simplex search method may adopt the historical iteration points generated
during optimization to adjust the search descent rate. Two aspects were concerned. The
first aspect is the search direction of the optimization, with the second aspect being the
step size of the search operation. The detailed mechanisms will be demonstrated in the
following subsection. In Dimension II, the information of historical iteration points will
be incorporated to form a historical sequence, and the optimization progress will be
monitored and evaluated based on the sequence. Hence, the optimization progress could
be interrupted timely when the method detects itself falling into the stagnation stage.

Data-driven Optimization

Strategy
Guided mechanisms
Y Y
Search direction Search step size Optimization
progress control
Dim I: Descent Dim II: Termination

Figure 5. Historical information-guided mechanisms for the data-driven optimization.

From the idea of knowledge-informed optimization fused by iterative knowledge
during the optimization, a revised simplex search-based model-free optimization based on
the historical iteration information was formulated, and a feasible implementation scheme
was put forward.

3.2. Revised Simplex Search Strategy

The simplex search method is a gradient-free method that relies only on the function
evaluations [30]. Our team firstly proposed the initial revised simplex search method
(GK-SS) to promote the efficiency of the quality control of the medium voltage insula-
tor [27]. In this study, this method was transferred and revised further to adapt to the
new optimization occasion of the controller parameters optimization. Furthermore, the
GK-SS was reorganized based on the above ideas. The modifications for the traditional
simplex search were reorganized into two parts, representing different mechanisms on
efficiency promotion.

3.2.1. Procedure of the Traditional Simplex Search Method

The revised GK-SS was built based on the traditional Nelder-Mead method. The
procedure of the method is as follows (More detailed procedure may refer to [27]):

Step 1: Methodology initialization.

The coefficients of the methodology, {«, B, 7,4}, and the initial conditions Xj, are
determined in this stage. The initial conditions will be scaled into a normalized range and
represented as X;.

Step 2: Initial simplex construction.

The initial simplex is constructed obeying the following rule:

X1 = X1 +7e, X0 <50 s _ < _
{ Xiy1 = X1 —Ter, Xy, >50 Vi = Xipr k=100 (©)

where ey is a special column vector with 1 in the kth element and zeros in the other elements,
X1 is the (k + 1)th iteration point, and T represents the perturbation coefficient. With the
construction, n successive iteration points are generated based on the initial point, and the
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initial simplex is formed as V* = {Vf, Vs, VS +1} based on the n + 1 points. s is the
simplex iteration number with its initial value set to 0. The corresponding performance
response ITAE vector F* = {F}, F;,--- F5_, } is garnered by a series of experiments.

Step 3: Simplex Sorting.

The current simplex will be sorted according to their corresponding performance
index F°. The sorted simplex will be denoted as V** with the following relation:

B <B' <K <KL @)

Thus, Vi* is the vertex with the best response (with the smallest ITAE quality), V;* is
the vertex with the next-to-the-worst response, V% ; is the vertex with the worst response.
The simplex iteration number will be updated by s = s + 1.

Step 4: Reflection.

The reflection point V7, g will be generated as below:

The centroid of all the vertices except V" ; is expressed as:

Ve = (Z Vf*)/n ©

i=1

Conduct the experiments to evaluate the ITAE performance index F;, , at the reflection
point. If F;, 5 < F{*, the expansion operation should be executed; thus, the procedure goes
to Step 5. If F{* < F}, = Fy*, the procedure goes to Step 8. If F;, ;> F;*, the contraction
operation should be conducted, the procedure goes to Step 6.

Step 5: Expansion.

The expansion point Vg, is generated with the following expansion rule:

Vo = A =7)VZ+Vy, (10)

The experiment will be conducted and the ITAE performance index Fg,,, would be

evaluated. If ngp <F, % the expansion is successful, V;*H would be replaced by Vesxp.

Otherwise, the worst vertex with the highest ITAE would be substituted by the reflection
point. At last, the procedure goes to Step 8.

Step 6: Contraction.

The contraction point V; could be calculated as below:

cst = (1 - :B)Vcs + IBVr;ax/ref (11)

where Vé\ax/ref

of two modes: (i) inside contraction, (ii) outside contraction. The choice of the reference

Ve ax/re £ depends on the contraction mode.

Case 1: Inside contraction.

S =3 S __ Y/s* S _ sk .
When Fref z Fn+l’ let Vmax/‘ref - Vn+1' Fmax/ref - Fn+1’

evaluate the ITAE index F;;. If F; < F;% |, the contraction is accepted.

Case 2: Outside contraction.

When Fr’f* < Yrgf < F}i‘il, let Vr;ax/ref = erf, anax/ref = Ffef; conduct the experiments
to evaluate the ITAE index F. If F, < F;, fr the contraction is accepted.

is the reference point for the contraction. The contraction operation consists

conduct the experiments to

If the contraction is accepted, replace V;;% ; with V{; and go to Step 8. Otherwise, if the

contraction is refused, go to Step 7 for a shrink operation.
Step 7: Shrink.
The shrink operation is generated as below:

Vit = 1=V +oV", i=2, nt1 (12)
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The best vertex will be retained. All the vertices, except the best one, are updated
according to Equation (12). The ITAE performance indices of the updated vertices will be
measured and updated.

Step 8: Termination.

The termination module will judge the termination rule based on the revised iteration
termination control strategy.

The traditional simplex-search method was revised according to the knowledge-
informed idea in this study. A data-driven method, the GK-SS, was reformulated. The
GK-SS deals with the act of optimization as an entirety. The two key modifications are
detailed in the following subsections, respectively.

3.2.2. Search Mechanism Modification

The search mechanism was redesigned from the idea of Dimension I of the efficiency
promotion. The revised mechanism was conducive to the rapid descent of the optimization
process. To build a more efficient knowledge-informed mechanism, the traditional SS was
reviewed. The essence of the SS’s principle was further revealed and strengthened. The SSis
reshaped to construct a new quantity-quasi-gradient estimation from the above perspective.
With this new quantity, the quasi-historical gradient estimation information can be recorded
and utilized to improve the accuracy of the quasi-gradient estimations for the simplex
search method. Once the accuracy of the gradient estimations improved, the simplex-search
method’s efficiency would be enhanced accordingly. Figure 6. demonstrates the schematic
diagram of the quasi-gradient estimation compensation mechanism of the GK-SS. It can be
seen from the figure that the compensated search direction will approach the theoretical
steepest search direction with the help of the historical quasi-gradient estimations.

Historical-Knowledge-based

search direction

Current Compensated Search
Direction

Search Direction

Figure 6. Sketch of the compensation mechanism [27].

Hence, a specific simplex search mechanism was proposed, which incorporates the
historical quasi gradient estimations to facilitate the optimization. The quasi-gradient
estimation is expressed as follows:

Gi=Vin-WV (13)

where G is the estimated quasi-gradient for current simplex (EGCS) at the sth simplex.
The iteration strategy of the simplex search method is represented as below:

5ertex_new = Vcs - CG? (14)

where ¢ is the estimated step size of the method, which is determined by the status of the
current simplex.

To integrate the historical knowledge to compensate the gradient estimation accuracy
at the current simplex, the compensated composite gradient for the current simplex (CCG)
is defined as follows:

G = psG + (1-ps) G, Gl = G} (15)
where G is the CCG at the sth simplex, G5~ is the CCG at the (s — 1)th simplex, G! is the
CCG at the Ist simplex. p; is the gradient compensation coefficient at the sth simplex.
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The gradient compensation coefficient updating rule is as below:

~ Dpinit

= (16)

Ps = PF
where pr is an upper limit that a CCG approached, which is set to 0.5 by default, Ap;;; is
the initial deviation between pr and its lower limit, which is set to 0.2 by default, and 7 is
an exponential coefficient.

The original reflection operation, Equation (8), should be substituted as follows:

Vyer = V& —aG (17)

The expansion operation would be revised as below:

S

Vexp =1-7)VC+ I)/Vief =V:- “765 (18)

The outside contraction is as follows:

S

Voct =(1- .B)Vcs + ;BVief =V- “.Bég 19)
The inside contraction is as below:
Vi = (1= B)VE + BV = VE + BGE (20)

The quasi-gradient information is incorporated with the above modification, and
the revised mechanism is formulated. The different search mechanisms of the traditional
simplex-search and the revised method are illustrated and compared in Figure 7. The
revised GK-5S method is a typical knowledge-informed optimization strategy that utilizes
the historical quasi-gradient estimations to compensate for the search direction at each
simplex iteration. In a statistical sense, this strategy could significantly accelerate the search
rate of the optimization.

v(v)

Reflection

V

: ;‘m’nA[}] (VfH )

3

Current Compensated Search
Direction

V-T s R S Eeceatm dlisssannsasssasssssss ZE Current Quasi-Gradient Estimated
¢ Search Direction

s s+ B
I/.\'hn'n/i[2] (V; ) Expansion

Shrink

Figure 7. Optimization mechanisms of the knowledge-informed simplex search based on historical
gradient approximations (GK-SS) illustrated in a two-dimensional occasion [27].

3.2.3. Iteration Termination Control Modification

Data-driven optimization relies on commissioning experiments. Hence, from Dimen-
sion II, the efficiency may be promoted through timely termination of the optimization
progress. Usually, when the optimization progress goes into the stagnation zone, the im-
provement in the optimization becomes significantly slight. Too many experiments may
only lead to trivial promotion. To reduce the commissioning costs, proper termination crite-
ria should be developed. If the optimization progress could be monitored, the optimization
method may construct a proper termination rule to timely terminate the optimization. In
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this study, iteration termination control strategy was designed to take advantage of the
achievement estimation of the optimization process to discover the proper time to terminate
the optimization progress [23].

Figure 8 shows the framework of the revised iteration termination strategy. The
procedure can be divided into seven steps as follows:

Historic iteration function sequence updating

y

Relative optimality sequence updating

v

Smoothing tendency sequence updating

Iteration
optimization Smoothing termination sequence updating

Differential control sequence updating

v

ITteration termination factor calculation &
normalization

v

Termination?

Y

\ 4

Optimal Settings

Figure 8. Framework of the Iteration Termination Control.

Step 1: Historic iteration function sequence updating.

Historic iteration function sequence, Sy, is a self-increasing sequence storing the
function evaluations of all the historic iteration points. When a new iteration point is
generated, and the corresponding experiment is conducted, the evaluation of the ITAE
index will be recorded. Then, the Sequence Sy will grow with the new evaluation.

Step 2: Relative optimality sequence updating.

In this stage, the historic iteration function sequence will be sorted according to the
magnitude of the control performance index. The best index is gained and recorded
iteratively, and a relative optimality sequence, Sro, is updated sequentially with the current
best index.

SRo(i) = min(SH) (21)

where i is the current count number of the iterations.

Step 3: Smoothing tendency sequence updating.

The relative optimality sequence is further smoothed by a moving average method.
Then, the tendency sequence Sgr is obtained as below:

1y Sgo(k), iel, “(n+1));
Ssr(i) = = (22)
o . X Sro(k), i€[Mn+1), +oo).
k=i—A(n+1)—1

where 7 is the parameters dimension, A is the smoothing coefficient.
Step 4: Smoothing termination sequence updating.
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To obtain a more meaningful sequence, another smooth action is conducted further.
The termination sequence Stay, to be utilized for the termination control, is generated. It is
a monotonically decreasing sequence. Its formulation rule is defined as below:

%kg Sst(k), i€l n(n+1));
STM(Z) = 1 ii}](n+l)+l ' (23)
CESY) kgi Ssr(k), i€ [n(n+1), +oo).

Step 5: Differential control sequence updating.
The differential control sequence ASty, is formulated as below:

1Lie[l,n(n+1)]

Seat(i) — Searli — (n+1) +1),i € [p(n + 1), +eo] (24)

AStm(i) = {
Step 6: Iteration termination factor calculation & normalization.
To evaluate the relative progress of the optimization, the termination factor (i) is defined:

0,
(i) :{ AStm(i) - (25)

Stm (i)

It indicates the ratio of the control performance improvement at the current point.

However, the numerical range of this factor is too broad, which is highly related to
the specific problems and the optimization process at different times, so it may appear at
different scales when used to judge the status of the optimization process. In fact, in the
actual operation of the SG level control performance optimization, the termination factor
may vary quite sharply. It may deteriorate the function of the iteration termination control.
Hence, a further normalization mechanism was invented to cope with this challenge.

Considering the consistency of the judgment factor, the factors should be reformulated.
Each calculated factor is added to form a sequence; thus, a termination factor sequence S¢
is generated.

A new normalized sequence is defined as below:

_ ¢(k) — min(Sg)
max (Sg) —min(Sz)’

=1, i (26)

At each iteration, every element of the entire sequence will be recalculated, and the
sequence is scrolled.

Step 7: Termination criteria judgment.

When the current judgment factor is small enough, i.e., ¢(i) < ¢7 (¢ is the tolerance),
the progress at the current iteration is so slight that the termination criteria may be satis-
fied. However, to avoid the prematurity of optimization, further verification should be
conducted. The iteration terminate rule is defined as:

(6(i) <¢r)N(k = «xF) (27)

where «r is the repeating coefficient set by the engineers, « is a counter representing the
number of successive iterations that satisfies the former tolerance.

When Equation (27) is satisfied, the controller parameters optimization process will be
terminated. The optimal settings will be set on the controller for the SG level control.

The anatomy of the GK-SS, including the two modifications, is illustrated in Figure 9.
The primary mechanism of the GK-SS uses knowledge of historical quasi-gradient infor-
mation generated during the iteration of the simplices to predict more accurate search
directions and uses the historical iteration function evaluations to monitor the optimization
progress. The revised method leverages synergies across different mechanisms within
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the data-driven optimization strategy. With these two modifications, the efficiency of the
optimization would be enhanced.

Methodology
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Figure 9. Anatomy of the revised GK-SS.

4. Simulation Experimental Setup

Considering the feasibility of verifying the proposed methodology’s effectiveness
and efficiency, a simulation platform for the SG level control system was established. The
platform consists of the process model of the steam generator, the control scheme, and the
controller parameters.

The general structure of a steam generator is illustrated in Figure 10. A highly complex
and nonlinear system should adopt a suitable simplified model for the controller design. A
widely used simplified steam generator level model was proposed by Irving et al. [2] and
was adopted as the process model. The model captures the essential dynamics of the steam
generator and is widely used for the simulation and control of the steam generator level
process. The transfer function of the model is as follows:

Gs(s)
s 28
Tf2+4nT*2+2Tfls+szQe( ) (28)

1+ 1ms

Y(s) = ZH(Qels) ~ Quls)) (Qels) ~ Qu(s)) +

where Y (s) is the output of the model, which represents the narrow range water level of

the steam generator. Q. (s) and Q, (s) are the inputs to the steam generator, where Q (s)
represents the feed water rate and Qy (s) is the steam rate.
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Figure 10. Structure of the U-type steam generator.

In Equation (28), the output is comprised of three terms. The first term represents the
water level due to the total mass inventory in the steam generator. The second term repre-
sents the negative thermal effect of the “swell and shrinks” phenomenon. It produces an
unstable zero, which accounts for the non-minimum phase behavior of the steam generator.
The third term represents the mechanical oscillations caused by the feed water rate [31].

G1, Gy, G3, 71, T2, and T are the parameters of the steam generator model. G is the
magnitude of the mass capacity effects, G is the magnitude of the “swell and shrinks”
phenomenon, and Gz is the magnitude of the mechanical oscillation. 71, T, are the damping
time constants. T is the period of the mechanical oscillation. All these parameters are highly
related to the turbine load of the nuclear power plant. When the power level P (% Full
Power, % FP) varies, the parameters should be changed. To represent the SG with the full
power range, the model parameters at different power levels have been identified from
experimental data by Irving, E., and the identified parameters are given in Table 1.

Table 1. Parameters of the simplified steam generator model.

P (% FP) 5 15 30 50 100
Gy 0.058 0.058 0.058 0.058 0.058
Gy 9.63 4.46 1.83 1.05 0.47
G3 0.181 0.226 0.310 0.215 0.105
T 419 26.3 434 34.8 28.6
T 48.4 215 45 3.6 34
T 119.6 60.5 17.7 14.2 11.7
Qo (5) (kg/s) 57.4 180.8 381.7 660 1435

A three-element control system with a cascade PID control scheme was adopted to
achieve a suitable control target. The diagram of the control system is demonstrated
in Figure 11.
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Figure 11. Cascade Proportional-Integral-Derivative (PID)-based control scheme for the SG level control.

This three-element scheme takes the feedwater flow as the internal disturbance, treats
its signal as the second controlled variable, and regulates it through the vice-loop controller.
Meanwhile, the scheme takes the steam flow as the external disturbance and adds it to the
vice-loop controller in a feedforward way. With this architecture, the negative feedback of
feedwater flow disturbance reduces the system’s dynamics, while the feedforward of the
steam flow weakens the phenomenon of “swell and shrinks” effects; thus, the stability and
rapidity of the system operation could be improved.

However, the controller parameters of the cascade PID controller still have a significant
impact on the performance of the steam generator control system. To further promote
the performance of the steam generator control system, the controller parameters need to
be improved.

The cascade PID scheme consists of two independent PID controllers: the principal
regulator and the auxiliary regulator. Each PID controller has the control scheme as follows:

k
G(s) =kp+ ?I + kps (29)

where kp represents the proportion gain, k; represents the integral gain, kp represents the
derivative gain.

As the process and the architecture of the control system have been determined,
the system’s performance will be mainly affected by the parameters of the two PID con-
trollers. The PID parameters of the control system to be optimized can be defined as
X = [x1, X2, X3, X4, X5, X6] . As a particular industrial process, the NPP should be kept stable
during the PID parameters tuning process in the plant commission. Hence, the feasible
region of the PID parameters, determined by the recommendation of the plant design
specification and the engineers” experience, guarantee the system’s stability. As a result,
the performance optimization of the NPP control system is an optimization process on the
premise of the stability of the control system. Therefore, the stability of the control system,
as an implicit assumption, does not need to be further discussed in this paper. The feasible
region of the PID parameters in this study is shown in Table 2.

Table 2. Feasible regions of the cascade Proportional-Integral-Derivative (PID) control system.

Variable No. Description Low Limits Upper Limits
X1 kp of the principal regulator 0.077 0.3
X2 kr of the principal regulator 23 x 1074 23 x 1073
X3 kp of the principal regulator —0.6 2.65
X4 kp of the auxiliary regulator 1 1.5
X5 k; of the auxiliary regulator 0.3 0.8
Xg kp of the auxiliary regulator 0 0.5
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The above platform was built based on Simulink® v2021a. To search for the opti-
mal PID parameters, the proposed method was formulated and verified based on the
simulation platform.

A typical transient condition was adopted to verify the method at the same conditions.
For each simulation experiment, the nuclear power plant is firstly operated at the initial
condition for 100 s; then, the transient is actuated. After the actuation of the transient, the
nuclear power plant model will run for 1100 s to ensure the plant return to a new steady
state. The steam generator level response is recorded during the process, and the ITAE
index is calculated after each simulation. The results can be analyzed in the next section.

5. Results and Discussion

The revised simplex search-based MFO (GK-SS-based MFO) was conducted on the
above simulation platform. To verify the effectiveness of the improved method and its
efficiency relative to the traditional method, two groups of tests, including the effectiveness
test and the efficiency test, are designed, respectively, for the verification.

5.1. Effectiveness Test

Firstly, without loss of generality, a randomly initial point x; = [0.077, 0.0003, 0.2,
1, 0.5, 0]” was selected. The steam generator model was operated at 100%FP. The same
test condition was implemented on each iteration experiment in this test. The GK-SS
was conducted, and the optimization results were recorded. The optimization trajectory
represented by ITAE is demonstrated in Figure 12. It can be observed that the param-
eters tuning with a significant performance improvement had finished in a relatively
limited iteration number. With the GK-S5’s optimization process, the ITAE index con-
tinued to decline. The controller parameters were perturbed dynamically during the
tuning process, iteration by iteration. The trajectories of the controller parameters can
be seen in Figure 13. Finally, the optimized point achieved by the GK-55-based MFO
is xopt = [0.26, 0.0023, —0.4331, 1.4883, 0.8, 0.3047]7. To show the performance differences
between the initial guess x; and the optimized point Xopt, the level responses under the
two different settings are shown in Figure 14. From the figures, it can be seen clearly that a
significant improvement was obtained from x; to xopt with the help of the GK-SS.

—O0—GK-SS

ITAE (Ig)

8 L 1 L L L
5 10 15 20 25

Iteration Number

Figure 12. Iteration points trajectory of the revised simplex-search-based MFO.

The effectiveness of the iteration termination control was verified further. Another
initial point was selected. The termination factor was recorded and plotted. The trajectory
of the termination factor is demonstrated in Figure 15. It can be seen that the termination
factor firstly went up with the optimization descending process, then the factor went down
as it gradually entered the stagnation zone. The termination factor tolerance was set to
0.2. The optimization progress stopped in four successive iterations as the termination
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factor successively became smaller than the tolerance. A total of 24 iterations was spent on

this test.
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Figure 14. Level trajectories before and after the optimization.
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Figure 15. Trajectory of the termination factor.

To show the effectiveness from different initial points, three different initial points
were chosen randomly. The optimization trajectories are demonstrated in Figure 16. All the
optimization runs behaved similarly in the optimization tendency, in that the method was

effective from different initial points.
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Figure 16. Optimization trajectories from different initial points.

To show the effectiveness of the GK-SS on different operation conditions, two operation
scenarios under different power levels were selected—one case from the 100% FP, another
one from the 50% FP. The optimization trajectories are shown in Figure 17. It can be seen
clearly that the GK-SS behaved well under both scenarios.
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Figure 17. Level trajectories at the start and the end of the optimization.

According to the above tests, the effectiveness of the revised simplex-search-based
MFO was clearly demonstrated.

5.2. Efficiency Test

From the above tests, the revised method, GK-SS, was showcased to be effective on
the performance optimization of the SG level control system. However, the efficiency
improvement of the GK-SS relative to the traditional simplex search method should be
tested further. The same optimization test framework, a sequential Latin Hypercube
Sampling (LHS) strategy, proposed in [17], was incorporated. In the test framework, for
a single batch, the regular LHS is adopted, generating a sample of randomly distributed
initial points. Then, to investigate the method’s tendency with the enhancement of the
sample, the same LHS operation is repeated sequentially. A repeated number of LHS tests
were conducted to form a series of LHS sample tests to monitor the tendency. This kind
of design of experiments (DOE) may cover enough initial points that it will provide a
statistical result to show the relative efficiency of the GK-SS method.

In the test, the dimension of the process conditions was 6. Considering adopting a
reasonable level for the controller parameters, each parameter was equally divided into
ten levels. For a single LHS, ten independent sampling points were generated randomly.
To evaluate the performance of an optimization run objectively, the iteration number of
the transient process on performance optimization was selected as a critical index to show
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the efficiency of the method. The average iteration number was calculated to reflect the
relative performance of the two methods on each batch. In this test, the batch number of the
sequential design was set to 100, that is, 100 LHS batches with a total of 1000 optimization
runs. This quantity of the randomly selected initial points could provide enough samples
for the statistical analysis of the method’s performance.

For comparison, both the GK-SS and the SS were implemented, respectively. All the
experiments were carried out under identical test conditions, with only the difference in
the initial points. The results of every LHS batch were recorded and observed. The dot
diagram of the averaged iteration number for each LHS batch is shown in Figure 18a.
It can be seen from the figure that the average iteration number per LHS batch varied
considerably for both methods. However, it was observed that the iteration number of the
SS was significantly greater than the GK-SS. From the perspective of statistical view, the
accumulated averaged iteration number of the GK-5S is illustrated in Figure 18b. It can
be seen from the figure that the accumulated average iteration number of the GK-SS was
significantly decreased relative to the SS. The sequential LHS design provided an angle of
view to observe the trend of the performance indices with the increase of independent initial
points. Figure 18b showed the accumulated average iteration number trajectories of the GK-
SS and the SS. In the initial LHS batches, due to the limited coverage of the total samples,
it was shown that there were minor fluctuations in the trajectory. With the proceeding
of LHS batches, the number of samples covered increases gradually. Correspondingly,
the cumulative performance indices converged to a stable value gradually. The average
performance in the feasible region could exhibit convergence characteristics under the
cumulative effect, and the variability in the performance of the methods is thus eliminated.
This could reveal the relative performance between the two methods.
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Figure 18. Average iteration number distribution in the test: (a) dot diagram of the average iteration
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Although the GK-SS behaved better in the optimization efficiency, the optimization
results obtained by it may not be improved. Figure 19a shows the average optimal ITAE
index obtained of each batch for the SS and the GK-SS, and Figure 19b shows their accu-
mulated average optimal ITAE index. The trajectories indicated that the GK-SS behaved a
little worse than the SS on the final optimal outputs. However, the deficiency was so minor
that it still can be concluded that the two methods could obtain similar optimal results.
The deficiency phenomenon was reasonable, because the principle of the GK-SS lies in the
efficiency promotion to enhance the economy index on the iteration number, not in the
promotion of the optimal results. Considering that a little sacrifice of the optimality can be
exchanged for the improvement of the economy index, GK-SS is still an efficient method.
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ITAE index; (b) Accumulated averaged optimal ITAE index.

To sum up, the performance efficiency indices are demonstrated in Figure 20. Figure 20a
illustrates the average iteration number of the two methods. Downward trends in iteration
number statistics of the GK-5S relative to the traditional simplex search method suggested
that the revised method is relatively more efficient. It can be observed that the average
iteration number diminished significantly, with a reduction of 22.9%.
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Figure 20. Performance evaluation of GK-SS vs. traditional simplex search method (SS) by statistics.
(a) Averaged iteration number. (b) Superiority ratio by direct performance comparison.

Figure 20b demonstrates the performance statistics of the GK-SS relative to the tradi-
tional method. It can be seen that the GK-SS behaved better than the traditional method
in almost 63% of cases. Accordingly, the results showed that the revised method had
an appreciable effect on efficiency promotion. Hence, it was indicated that the GK-SS is
efficient for the performance optimization of the steam generator level control.

6. Conclusions

In this study, a revised simplex search method, GK-SS, was proposed to optimize the
performance of the steam generator level control system. With the data-driven optimization
scheme that we proposed, the GK-SS deals with the act of data-driven optimization entirely.
Hence, there are two critical modifications with the GK-SS-based data-driven method,
covering all the dimensions on the efficiency promotion of the data-driven method. With
the two modification mechanisms, the historical information generated in the optimization
progress was fully utilized to guide the search direction and monitor the optimization
progress. The simulation experiment indicated that the revised method could quickly
converge to the optimal parameter settings. Further, the deliberately designed statistical
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experiments also showcased that the revised method significantly fortified the efficiency of
the data-driven optimization method. Thus, it can be concluded that the revised simplex
search method was effective and efficient in controller parameters optimization of the SG
level control system. This method can be applied to other similar controller parameters
optimization problems in the process control of all kinds of nuclear power plants.
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Abbreviations

CCG compensated composite gradient for the current simplex

DOE design of experiments

EGCS  estimated quasi-gradient for current simplex

FP full power

GK-SS  knowledge-informed simplex search based on historical gradient approximations
ITAE  integral of time multiply by absolute error

LHS Latin hypercube sampling

MFO model-free optimization

NPP nuclear power plant

OE optimization efficiency index
PID Proportional-Integral-Derivative
PWR  pressurized water reactor

SG steam generator

SS simplex search method

SPSA  simultaneous perturbation stochastic approximation
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Abstract: Globally, wind power plays a leading role in the renewable energy industry. In order to
ensure the normal operation of a wind farm, the staff will regularly check the equipment of the wind
farm. However, manual inspection has some disadvantages, such as heavy workload, low efficiency
and easy misjudgment. In order to realize automation, intelligence and high efficiency of inspection
work, inspection robots are introduced into wind farms to replace manual inspections. Path planning
is the prerequisite for an intelligent inspection robot to complete inspection tasks. In order to ensure
that the robot can take the shortest path in the inspection process and avoid the detected obstacles at
the same time, a new path-planning algorithm is proposed. The path-planning algorithm is based on
the chaotic neural network and genetic algorithm. First, the chaotic neural network is used for the first
step of path planning. The planning results are encoded into chromosomes to replace the individuals
with the worst fitness in the genetic algorithm population. Then, according to the principle of survival
of the fittest, the population is selected, hybridized, varied and guided to cyclic evolution to obtain
the new path. The shortest path obtained by the algorithm can be used for the robot inspection of
the wind farms in remote areas. The results show that the proposed new algorithm can generate a
shorter inspection path than other algorithms.

Keywords: wind farms; inspection; path planning; chaotic neural network; genetic algorithm

1. Introduction

In recent years, power enterprises have been paying more attention to wind power
generation, developing new energy power generation and promoting the sustainable
development of the power generation industry [1,2]. Yet at the same time, the equipment
used by wind farms is prone to malfunction when large-scale wind farms are affected by
extreme operating environments, such as extremely high or low temperature, corrosion,
and strong high pressure. Equipment failure causes a huge economic loss. Patrol inspection
and maintenance of wind farms can reduce the probability of equipment failure, thereby
avoiding some economic losses.

With the development of intelligent technology, inspection robots have been widely
used at wind farms to complete inspection work. At present, wind farms have begun
to reduce their number of inspection personnel. By using inspection robots to carry out
intelligent inspections on the wind farm, inspection efficiency is improved and the safe
operation of the wind farm is guaranteed. Global path planning is a prerequisite for an
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intelligent inspection robot to complete inspection tasks. Therefore, it is of great significance
to study the global path planning of robot wind farm inspections.

Many scholars have discussed the path planning of wind farms for patrol robots and
proposed a variety of algorithms. Path planning is essentially a traveling salesman problem.
Generally, these algorithms can be divided into biology-based metaheuristic algorithms, physics-
based metaheuristic algorithms, group-based metaheuristic algorithms and so on. In addition,
there are hybrid algorithms that combine these methods [3,4], which are shown in Table 1.

Table 1. Classification of literature review on path planning.

Whether It Is a Hybrid
Optimization Algorithm

Time Main Research Work Algorithm cATEGORY

Liu et al. [5] used an ant colony algorithm to find the

optimal path for inspection robots. Through Metaheuristic methods based

No 2019 simulation analysis, the ant colony algorithm reduces on swarm
the time of shortest path searching, and increases the
success rate of finding the optimal path.
Dong et al. [6] proposed a path planning method for
an ultra—h1gh Vpltage sujbstatlon bas.ed on an ant Metaheuristic methods based
No 2021 colony optimization algorithm. Experimental results on swarm
show that the algorithm could significantly improve
the number of iterations.
In 2022, based on the improved biologically inspired
neural network algorithm, Chen et al. [7] proposed a
No 2022 method of multi-mobile robot cooperative full-area Metaheuristic methods based
coverage inspection. Simulation experiments verify on biology
the feasibility of the proposed multi-robot cooperative
inspection scheme.
He et gl. [8] proposed an 1mprove<.:1 genetic S}m}llat.ed Metaheuristic methods based
annealing algorithm. Compared with the optimization . L
Yes 2018 SN . on biology and metaheuristic
results of other path optimization algorithms, the methods based on phvsics
proposed algorithm can obtain better travel path. phy
Yuan et al..[9] proposed a robqt path-planning me.thod Metaheuristic methods based
based on simulated an annealing ant colony algorithm. .
Yes 2019 on swarm and metaheuristic

Simulation results show that the algorithm can quickly

plan the shortest and optimal inspection path. methods based on physics

For small-scale path-planning problems, a single algorithm [5-7] can quickly obtain
the optimal solution. However, it is difficult to cope with large-scale and complicated
structures. Therefore, the scholars proposed some hybrid algorithms. These algorithms
can find high-quality approximate solutions to solve road-planning problems, such as
hybrid algorithms based on genetic algorithms, analog annealing algorithms and other
algorithms [10].

For reference [8], high quality initial solutions of genetic algorithms can improve
problem-solving speed and even improve the quality of final solutions. For reference [9],
the ant colony algorithm has strong robustness. The ant colony algorithm has fewer
parameters and is easy to set up, so it is easy to apply to other combinatorial optimization
problems. The algorithms proposed in [8,9] all involve the simulated annealing algorithm.
However, the chaotic annealing mechanism of transient chaotic neural network (TCNN) is
better than the traditional analog annealing algorithm in regard to global search capabilities
and learning rates [11,12].

Based on the above discussions, we combine the advantages of genetic algorithms and
TCNN, propose a hybrid optimization algorithm, and apply it to the path planning of a
patrol robot. This algorithm can obtain a higher-quality path solution, thereby reducing the
costs of wind farm operation and maintenance. The main contributions are as follows:
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In order to optimize the patrol path of the wind farm in the remote area, a new
hybrid optimization algorithm based on the chaotic neural network and genetic algorithm
is proposed. To verify its effectiveness, the proposed algorithm is firstly applied to the
traveling salesman problem, then compared with other algorithms. The simulation results
show that the algorithm has better path search capabilities and can be extended to other
related engineering fields, such as path planning for wind farms.

In path planning for wind farms, if there are some obstacles between any two adjacent
wind farms that can be detoured around, the original distance is replaced with the detour
length. The proposed algorithm can obtain a shorter patrol path than other algorithms. In
this case, it is still an unconstrained problem.

In path planning for wind farms, if we consider the obstacles such as mountains and
rivers that cannot be detoured around, or other constrained conditions, such as the inability
of the patrol robot to move from one wind farm to the special wind farm, the model of path
planning is established, and the proposed algorithm also obtains a shorter patrol path than
other algorithms. In this case, it is, in essence, one constrained problem.

The content of this paper is arranged as follows: Section 2 introduces the patrol path
model of wind farms. Section 3 introduces a new hybrid optimization algorithm and
introduces the simulation experiment of the traveling salesman problem to verify the
effectiveness of the proposed algorithm. In Section 4, we apply the proposed algorithm
to the path planning for the patrol robot in remote areas. Section 5 summarizes the main
work of this paper.

2. The Model of Path Planning
2.1. Path Planning

A redundant inspection path will cause the problems of heavy workload and low
efficiency [13]. The location coordinates of each wind farm are known. A reasonable routing
planning scheme must meet the following conditions:

Condition (1): Path length problem. The patrol robot visits each wind farm at a fixed
position once, then returns to the original wind farm after the entire visit. Based on ensuring
the effective completion of the inspection task, the patrol robot selects the optimal forward
path to reduce the operation and maintenance cost of the wind farms.

Condition (2): If there is a barrier between the two wind farms, the robot can detour
around the barrier from the current wind farm to the next wind farm.

Condition (3): If there are obstacles that cannot be detoured around between the two
wind farms, the patrol robot will find other wind farms to ensure that the patrol task can
be completed.

2.2. Objective Function
2.2.1. Constraints

The function corresponding to condition (1) is as follows:

™
C1—7{

=

N N N
(gxzj—l)z"‘Z(inj_l)z} 1
=

j=1 i=1

where X9 = Xj;,, Xiy, +1 = Xi1, W is the coupling coefficient corresponding to the constrained
cost function. Condition (3) discussed in this paper is embodied in the form of algorithms.
For example,

0001
loo1o
P=10o 1 0 0

100 0

where p is the matrix that measures the obstacle between two points. p;; stands for path
condition from city i to city j, where 1 indicates that there is an obstacle, and 0 indicates that
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there is no obstacle. When the solution matrix dot multiplied by matrix p is 0, the scheme
satisfies condition (3). The case for condition (2) is described in Section 4.1.

2.2.2. Objective Function

The essence of the wind farms inspection problem is the path-planning problem. The
goal is to minimize the length of the patrol path. Assuming that the output x;; is the order j
of accessing the city i, the value of the output x;; is initialized randomly. x;; means that city
i is visited on the jth order. For example,

010
=11 0 0
0 01

where 1 indicates the arrival to the city, and 0 indicates no access to the city. x;» means city
1 is visited at the second time.
Then, the objective function corresponding to the problem is as follows:

N
lezz xk]+l+xk] 1)x1] zk"_ Z lej—l Z le]—l } (2)

i=1j=1k=1

where Wi is the coupling coefficient corresponding to the cost function of the path length,
and dj; is the distance between city i and city j, Xjo = Xju, Xin +1 = X;1, W2 is the coupling
coefficient corresponding to the constrained cost function.

3. The Proposed Hybrid Optimization Algorithm
3.1. Transient Chaotic Neural Network

Based on a Hopfield neural network, the self-feedback term with simulated annealing
mechanism is added, which is called the transient chaotic neural network (TCNN). The
dynamic equation is as follows:

yi(t+1) = ky;(t) +af g wijxj(t) + L] — zi(£)g(xi(t) — Io)
j=1j#i )
xi(t) = S1(yi(t)) = 1/[1 +exp(—yi(t)/¢)]
zi(t+1) = (1 - B)zi(t)

where y; (t) is the internal state of neurons, x; (t) is the output of neurons, k is the damping
factor of the neural diaphragm (0 < k < 1), « is a positive proportion parameter. It
represents the effect of energy function on chaotic dynamics, « € [0,0), € is the steepness
parameter of the activation function (e > 0), Iy is the positive parameter, z; () is the
self-feedback connection weight, f is the annealing attenuation factor of z; (t).

A positive Lyapunov exponent indicates that the model has chaotic characteristics, and
the larger the Lyapunov exponent, the stronger the degree of chaos. Lyapunov exponent is
defined as follows:

1 dy(t+1)
A= ,}gr;on 21 ‘ 0 ’ @)
Therefore, for the TCNN chaotic neuron model:
By(t+1) L) dSi)
e T a0 ) ©
where is , .
L) 281w 1 - 1(0(0) ©
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Set parameters: k =1, B = 0.02, [y = 0.65, z (0) = 0.8, « = 0.07, ¢ = 0.05. The inverse
bifurcation diagram and Lyapunov exponent time evolution diagram of the TCNN are
shown in Figures 1 and 2, respectively.
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Figure 1. Inverted bifurcation diagram.
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Figure 2. Lyapunov exponent diagram.

It can be seen from Figures 1 and 2 that in the early stage of the evolution of the
TCNN model, z; () takes a larger initial value, and the model is chaotic. Since z; (t) decays
continuously with time until it is 0, the model undergoes an inverse bifurcation transition
and degenerates to a Hopfield neural network (HNN) with gradient convergent. The model
finally converges to the stable point to obtain the optimal solution [14].

The mechanism of the TCNN is to map the objective function of the problem into
the energy function of the network and then evolve the dynamics of the network into
the process of the objective function. When the network converges to the stable point,
the corresponding neuron output is the optimal/suboptimal solution to the problem.
According to the following principles of TCNN:

dyi o _8£
E a axi (7)

Kwok and Smith [15] proposed a modified energy function as follows:

1 N N
E(t)=Epop+H=-% L %

N 1 N xXi(t) -1
wixi(Hx(t) — L () + £ X [ fH(E)dE
i=1,i#] j=1,j#i i=1 =1

®)
+H(xi, wl-j, IZ)

wherei,j =1,2,---,N, N is the number of neurons, x; () is the output of the ith neuron at

time £, I; is the threshold of the ith neuron, and Wj; is the connection weight between neuron

i and neuron j, T; is the time constant of the ith neuron, f~!(e) is the inverse function of
the activation function, and H is the additional energy term. H represents the energy value
of the self-feedback term, and its selection form determines the variation characteristics of
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chaotic dynamics. The variation characteristics of different chaotic dynamics will obtain
different CNN models.

3.2. Genetic Algorithm

The genetic algorithm (GA) is a population intelligent meta-heuristic algorithm, which
is similar to evolution theory. The process of the genetic algorithm is as follows: firstly, a
population is initialized to determine the individual size of the population and the chro-
mosome of each individual in the population; secondly, the learning model is established
according to the learning object, and the iteration times of the algorithm are determined;
thirdly, the chromosome information of all individuals in the population is changed through
selection, crossover, variation and changes in the information of all individual chromo-
somes in the population. Among them, we use the roulette method to select individuals to
enter the next generation; Finally, when the number of iterations of the algorithm reaches
designated number of iterations, the solution with the highest fitness function value is the
global solution [16,17].

3.3. New Hybrid Optimization Algorithm

Genetic algorithms have strong path-planning ability, and they are extensively used
in practical engineering. However, they have some shortcomings, such as partial search
capability and poor convergence performance. These shortcomings hinder the promotion
and application of genetic algorithms.

The transient chaotic neural network has ergodicity and pseudo-randomness of chaos.
It can improve the problem of HNN falling into local minimum value. Therefore, the
optimization result obtained by transient chaotic neural network is better than that obtained
by HNN [18]. However, no matter how slow the annealing speed of TCNN may be, it may
not converge to the global optimum [19].

With the continuous increase of complexity, a single algorithm has exhibited limitations
in its convergence and solving speed. Therefore, the mixing learning strategy used in
combination with multiple algorithms has gradually become a new research hotspot [20,21].
The algorithm proposed in this paper is a hybrid optimization algorithm for combining
transient chaotic neural networks with a genetic algorithm. The algorithm flow is as follows:

Step 1: The appropriate TCNN parameters and the maximum number of iterations are
selected. Set parameters of TCNN: memory constant k = 1, positive proportion parameter
« = 0.07, positive parameter I = 0.65, initial annealing value z (0) = 0.8, annealing attenua-
tion factor B = 0.008, Sigmoid steepness parameter ¢ = 0.05. The initial state of a network is
randomly selected.

Step 2: Run the TCNN dynamics Equation (1).

Step 3: Judge whether the discrete output of the network is an effective solution. The
judging rules are as follows.

Every row and every column of a valid solution has only one 1. The valid solution is a
binary square matrix. This rule indicates that each city traversed is visited once.

If the discrete output of the network is not an effective solution, turn to Step 2. If the
discrete output of the network is an effective solution, calculate the value of the energy
function corresponding to the discrete output. If the energy function value does not change
for a number of iterations, turn to Step 4, otherwise, turn to Step 2.

Step 4: The fitness of the effective solution obtained by Step 3 is compared to the fitness
of the worst individual in the genetic algorithm. If the fitness of the effective solution is
better, encode and express the obtained effective solution as a chromosome, and replace
the least adaptable individuals in the genetic algorithm’s initial population.

Step 5: Evaluate the fitness of the individual corresponding to each chromosome.

Step 6: According to the principle that the higher the fitness is, the greater the selection
probability is, select two individuals from the population as the parents, apply a crossover
operation on the chromosomes of the parents to produce the offspring. Repeat Step 5 and
Step 6 until the optimal solution is obtained.
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The flow chart of the optimization algorithm is shown in Figure 3.
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Figure 3. Algorithm flow chart.
3.4. The Simulation of Travelling Salesman Problem (TSP)

In this section, the simulation experiment of the travelling salesman problem is used
to verify whether the proposed hybrid algorithm has better route-planning ability. The
travelling salesman problem (TSP) is a typical NP problem, and it is often used to test the
optimization performance of an algorithm. If the algorithm has a better search capability, it
can be extended to the actual industrial scene.

It is assumed that there are N cities with known locations and mutual distance. A
closed path is sought. Each city in the closed path is visited once. After accessing all cities,
the traveler goes back to the starting city; thus, a closed path is formed. Among all closed
paths, we adopt the proposed hybrid optimization algorithm to search for the closed path
with the shortest distance.

3.4.1. TSP of 75 Cities

Select 75 cities to normalize the coordinates. See Appendix A for normalized coordi-
nates. In many references, the ideal shortest path for this instance is 5.434474 [22].
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It is assumed that the output x;; of neurons is the order j of visiting city i. The value of
the neuron output x;; is randomly initialized. The objective function of TSP is Equation (1).
From Equation (3), the internal state dynamics equation of TCNN neurons describing the
model is as follows:

N

yij(t+1) = ky;;(t) — z(8) (x;j(t) — Io) +a{— Wi [ L dig(xxj1(t) + xx,j-1(8))]

N v ©)

W[ ¥ xip(f) + T xgi(8)] + Wa}

I£j ki

The selection parameters are as follows: k=1, « = 0.07, § =0.08, Iy = 0.65, z (0) = 0.8,

e=0.05,W; =1, Wy =1, P, = 0.8, P, = 0.07. The sum of distances in this problem is used as

the fitness function to measure whether the solution is optimized. The optimized path is
shown in Figure 4.

TSP solution

0.91 7

57 o
4
56 4\)?
3 66,
3
5 § OF
3

0.8 1

Figure 4. Optimal path of 75 cities (Note: yellow five-pointed star 65 indicates the starting city, green
five-pointed star 63 indicates the second city).

The parameters in Equation (9) determine the number of legal paths of the algorithm.
The more legal paths the algorithm obtains, the more efficient it is to obtain the optimal
path. The number of legal paths varies with parameters as shown in Tables 2-8. The
parameter corresponding to the maximum number of valid paths is selected.

Table 2. The number of legal paths varies with «.

The Value of & Number of Valid Paths n
0<wa<0.03 0<n<25
0.03 <a <0.05 30<n <60
0.06 <« <0.08 80 <n <100
0.09<a<0.1 30<n <50
011 <a<0.13 0<n<10
a>0.13 n=0
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Table 3. The number of legal paths varies with B.

The Value of Number of Valid Paths n

0.001 < B < 0.004 0<n<15
0.005 < B < 0.007 30<n <70
0.008 < 8 < 0.009 80 <n <100
0.01<p<0.02 30<n <50
0.025< 5 <0.04 0<n<10

04<p<1 n=0
Table 4. The number of legal paths varies with I.
The Value of I, Number of Valid Paths n
0<Iy<0.1 0<n<15
0.1<Iy<045 30<n <75
0.45 < Iy < 0.65 80 <n <100
0.65<1y <0.75 30<n <40
075<Ip <08 0<n<10
08<Ip<1 n=0
Table 5. The number of legal paths varies with z (0).

The Value of z (0) Number of Valid Paths n
0<z(0)<0.3 0<n<20
03<z(0)<0.6 30<n <50
0.6<z(0)<0.8 80 <n <100
0.8<z(0) <09 45 <n <60
09<z(0)<1 10<n <30

z(0)>1 n=0
Table 6. The number of legal paths varies with e.

The Value of ¢ Number of Valid Paths n
0<e<0.02 0<n<30
0.02<¢e<0.04 40 <n <60
0.04<e<0.1 80 <n <100
01<e<0.3 20<n <30
03<e<0.5 10<n <30

e>0.5 n=0

Table 7. The number of legal paths varies with P.

The Value of P, Algorithm Optimization Performance
P.<0.4 The speed of producing new individuals is slow
0.4 <P:.<0.99 Obtain the optimal solution
P:>0.99 The excellent pattern of population is easily destroyed

Tables 7 and 8 give the influence of parameters in genetic algorithm on the optimization
effect [23]. In different simulation experiments, different values of P, and P, have different
effects on the optimization performance of the algorithm. Therefore, the parameters
corresponding to the best optimal result of the algorithm are selected.
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Table 8. The number of legal paths varies with P,.

The Value of P, Algorithm Optimization Performance
The ability to generate new individuals and inhibit
Py <0.01 premature phenomenon will be poor, which will affect the
optimization performance of the algorithm.
001<P, <01 Obtain the optimal solution
More new individuals can be generated, and many good
Py >01 patterns may be destroyed. The performance of the genetic

algorithm is similar to that of a random search algorithm.

In order to reflect the fairness of experimental simulation, we added the element of
optimization rate. The lower the optimization rate, the closer the path-planning scheme
calculated by the algorithm is to the ideal scheme. The formula of optimization rate is [22]

real solution — optimal solution
optimal solution

Optimization rate =

In the simulation experiment, 100 independent experiments are set and each indepen-
dent experiment is iterated 3000 times. In our proposed method, the first 3000 iterations are
the path-planning process of the TCNN, and the last 300 iterations are the path-planning
process of the genetic algorithm. The simulation results are shown in Table 9. As can be seen
from Table 9, there is a 0.000026 difference between the TSP shortest path result obtained by
our proposed algorithm and the known optimal TSP path result. Under the condition that
each city is visited once, the average operation time of our proposed algorithm is relatively
shorter and the path optimization result is better.

Table 9. Comparison of TSP City Travel Business Problem (75 cities).

Operation Results Average
Best Results Worst Result Average Time Optimization

Algorithm Rate
Grey Wolf Optimizer (GWO) 9.5523 15.0516 56.619 s 75.77%
Firefly Algorithm (FA) 7.1349 7.0772 159.6186 s 31.29%

Ant Colony Algorithm (ACA) 5.6281 6.5804 107.784 s 3.56%
Genetic algorithm (GA) 6.0926 6.9553 77.56 s 12.11%
TCNN 6.124 8.9322 26.545 s 12.69%

proposed algorithm 5.4345 6.2969 3394 s ~0

Note: k=1, 2 =0.07, =0.08, Iy = 0.65,z (0) = 0.8, ¢ =0.05, W; =1, W =1, P. = 0.8, P, = 0.07.

3.4.2. TSP of Other Cities

In order to further test the optimization ability of the model for medium-large scale
problems, TSP of 50,100 and 1000 cities are selected.

Select 50 cities to normalize the coordinates. See Appendix B for normalized co-
ordinates. The ideal shortest path for these 50 cities” TSP is 5.4604.

In the simulation experiment, 150 independent experiments are set and each indepen-
dent experiment is iterated 2500 times. In our proposed method, the first 2500 iterations are
the path-planning process of the TCNN, and the last 500 iterations are the path-planning
process of the genetic algorithm. The simulation results are shown in Table 10.

As can be seen from Table 10, there is a 0.1196 difference between the TSP shortest path
result obtained by our proposed algorithm and the known optimal TSP path result. Under
the condition that each city is visited once, the average operation time of our proposed
algorithm is relatively shorter and the path optimization result is better.

Select 100 cities to normalize the coordinates. See Appendix C for normalized co-
ordinates. The ideal shortest path for these 100 cities” TSP is 7.9782.
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Table 10. Comparison of TSP City Travel Business Problem (50 cities).

Operation Results Average
Best Results Worst Result Average Time Optimization
Algorithm Rate
Grey Wolf Optimizer (GWO) 7.4258 8.4002 34.87 s 35.99%
Firefly Algorithm (FA) 7.30 11.38 120.1204 s 33.69%
Ant Colony Algorithm (ACA) 5.58 7.204 90.435 s 2.19%
Genetic algorithm (GA) 5.7495 7.6771 64.608 s 5.29%
TCNN 6.3398 7.153 21.7s 16.11%
proposed algorithm 5.5551 6.6146 28.94s 1.73%

Note: k=1, 2 =0.06, =0.08,1p =0.5,z (0) =0.8, e =0.04, W, =1, W, =1, P. = 0.65, P,,, = 0.06.

In the simulation experiment, 150 independent experiments are set and each indepen-
dent experiment is iterated 3000 times. In our proposed method, the first 3000 iterations are
the path-planning process of the TCNN, and the last 300 iterations are the path-planning
process of the genetic algorithm. The simulation results are shown in Table 11.

Table 11. Comparison of TSP City Travel Business Problem (100 cities).

Operation Results Average
Best Results Worst Result Average Time Optimization
Algorithm Rate
Grey Wolf Optimizer (GWO) 17.6394 20.1142 76.809 s 94.45%
Firefly Algorithm (FA) 14.65 27.03 2905.2109 s 58.56%
Ant Colony Algorithm (ACA) 8.1728 16.0399 115314 s 2.44%
Genetic algorithm (GA) 8.6926 13.4465 99.79 s 8.96%
TCNN 16.7864 19.0772 58.545 s 72.8%
proposed algorithm 8.0345 10.2969 66.94 s 0.71%

Note: k=1, 2 =0.08, =0.09,Ip =0.65,z (0)=0.8,e=0.08, W; =1, W, =1, P. = 0.85, P;;, = 0.09.

As can be seen from Table 11, there is a 0.0563 difference between the TSP shortest path
result obtained by our proposed algorithm and the known optimal TSP path result. Under
the condition that each city is visited once, the average operation time of our proposed
algorithm is relatively shorter and the path optimization result is better.

Select 1000 cities to normalize the coordinates. See Appendix D for normalized coordinates.

In the simulation experiment, 150 independent experiments are set and each indepen-
dent experiment is iterated 3500 times. In our proposed method, the first 3500 iterations are
the path-planning process of the TCNN, and the last 500 iterations are the path-planning
process of the genetic algorithm. The simulation results are shown in Table 12.

Table 12. Comparison of TSP City Travel Business Problem (1000 cities).

Operation Results

Best Results Worst Result Average Time
Algorithm
Grey Wolf Optimizer (GWO) 421.7637 482.7657 690.728 s
Firefly Algorithm (FA) 328.65 437.03 11,322.9213 s
Ant Colony Algorithm (ACA) 265.5747 328.1901 915.314 s
Genetic algorithm (GA) 287.3142 326.639 444598 s
TCNN 331.8651 349.1945 271.265 s
proposed algorithm 251.0795 279.5731 300.807 s

Note: k=1,2=0.08, =0.09,[p =0.65,z (0)=0.8,e=0.1, W; =1, Wp =1, P. =0.95, P, =0.1.

Under the condition that each city is visited once, the average operation time of our
proposed algorithm is relatively shorter and the path optimization result is better.

It can be seen from Tables 9-12 that the algorithm in this paper has the best path-
planning effect and a short operation time. Although the operation time of the TCNN
is shorter than that of our proposed algorithm, its patrol path is much longer than that
of our proposed algorithm. The actual operation and maintenance cost of the TCNN
will be higher than that of our proposed algorithm. This will reduce the efficiency of
wind farm inspection planning. Compared with the TCNN and the genetic algorithm,
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the experimental results of our algorithm are significantly improved. This shows that
the hybrid optimization algorithm improves the ability to jump out of local minima. The
initial population quality generated by the hybrid algorithm is significantly better than
that generated by the completely random population. From Tables 9-12, it can be seen that
the path scheme obtained by our proposed algorithm is closer to the best solution. The
proposed algorithm is feasible and effective.

By setting the number of iterations, we can obtain the scheme that is closest to the
optimized path, as shown in Tables 9-12. In addition, in the simulation experiments of trav-
eling salesman problem in different cities, we added two groups of instances respectively.
To further make the algorithms comparable, each algorithm is run for the same amount
of time to compare the metric “% Improvement”. The experimental results are shown
in Tables 13-15. The Improvement can reflect the effect of the optimization algorithm.
The higher the value of improvement is, the better the optimization performance is. The
formula of Improvement is defined as:

Initial path length — Optimize path length
Initial path length

Improvement =

Table 13. “Improvement” of different instances for 75 cities (The running time is 110s).

% Improvement

Instance 1 Instance 2 Instance 3
Algorithm

Grey Wolf Optimizer (GWO) 52.696% 54.47% 57.64%
Firefly Algorithm (FA) 17.42% 18.74% 18.97%
Ant Colony Algorithm (ACA) 18.41% 18.92% 19.62%
Genetic algorithm (GA) 76.79% 79.67% 79.51%
TCNN 45.24% 47.31% 48.54%
proposed algorithm 79.65% 80.99% 82.35%

Table 14. “Improvement” of different instances for 50 cities (The running time is 100s).

% Improvement

Instance 1 Instance 2 Instance 3
Algorithm

Grey Wolf Optimizer (GWO) 55.40% 57.89% 47.71%
Firefly Algorithm (FA) 20.20% 21.38% 19.42%
Ant Colony Algorithm (ACA) 16.74% 17.66% 12.91%
Genetic algorithm (GA) 70.26% 77.34% 69.22%
TCNN 49.10% 53.47% 47.81%
proposed algorithm 77.09% 79.03% 76.45%

Table 15. “Improvement” of different instances for 100 cities (The running time is 150 s).

% Improvement

Instance 1 Instance 2 Instance 3
Algorithm

Grey Wolf Optimizer (GWO) 54.63% 52.31% 53.36%
Firefly Algorithm (FA) 19.58% 16.52% 17.34%
Ant Colony Algorithm (ACA) 20.16% 17.99% 18.67%
Genetic algorithm (GA) 81.48% 78.75% 79.26%
TCNN 53.45% 50.78% 51.48%
proposed algorithm 84.52% 81.96% 82.49%

It can be seen from Tables 13-15 that compared to other algorithms, our proposed
algorithm has a higher improvement value. It shows that our algorithm has the best
optimization performance.

3.4.3. Friedman Test
The Friedman test was introduced to further verify the best results of the algorithms.
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D1, Dy, D3 and Dy are used to represent the datasets corresponding to the traveling
salesman problem for 50 cities, 75 cities, 100 cities and 1000 cities, respectively. According
to the previous experiments, the test results of each algorithm on each dataset are ranked
from best to worst. If the test performance of the algorithm is the same, the sequence value
is bisected. The obtained algorithm comparison sequence values are shown in Table 16.

Table 16. The obtained algorithm comparison sequence values.

Data Set Proposed Algorithm TCNN GA ACA FA GWO
D, 1 4 3 2 5 6
D, 4 3 2 5 6
Ds 1 5 3 2 4 6
Dy 1 5 3 2 4 6
The average sequence value 1 4.5 3 2 4.5 6

The Friedman test is used to determine whether these algorithms all perform equally.
Let r; denote the average sequence value of the ith algorithm. The variable 7, is as follows:

k—1 12N ¢ k+1.2 12N & k(k+1)*
WS e LT ) Tkt 4 ) 0
The variable TF is as follows:
(N—-1)12
= 11
K N(k—1)—1a (1)

where 1r follows the F distribution with degrees of freedom (k — 1) and (k — 1)(N — 1).
Table 17 shows some commonly used critical values of 7.

Table 17. Commonly used critical values for F-test.

a=0.1
Number of Data Number of Algorithms k

Sets N 2 3 4 5 6 7 8 9 10
4 5538 3.463 2.813 2.480 2.273 2.130 2.023 1.940 1.874
5 4.545 3.113 2.606 2.333 2.158 2.035 1.943 1.870 1.811
8 3.589 2.726 2.365 2.157 2.019 1.919 1.843 1.782 1.733
10 3.360 2.624 2.299 2.108 1.980 1.886 1.814 1.757 1.710
15 3.102 2.503 2.219 2.048 1.931 1.845 1.779 1.726 1.682
20 2.990 2.448 2.182 2.020 1.909 1.826 1.762 1.711 1.668

If the performance of the algorithms is significantly different, a “follow-up test” should
be carried out to further distinguish the performance of each algorithm. The Nemenyi test
is commonly used.

The Nemenyi test calculates the critical range of the difference in mean serial values.
The critical range is defined as follows.

k(k+1)

CD =g, N

(12)

Table 18 shows the g, values commonly used for a = 0.1. If the difference between
the average sequence values of the two algorithms exceeds the critical range CD, the
assumption that the performance of the two algorithms is the same is denied with corre-
sponding confidence.
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Table 18. g, values commonly used in Nemenyi test.

Number of Algorithms k
2 3 4 5 6 7 8 9 10
0.1 1.645 2.052 2.291 2.459 2.589 2.693 2.780 2.855 2.920

According to Equations (11) and (12), we calculated Tr = 102.26. According to Table 17,
when Tr is greater than a = 0.1, the critical value of F-test is 2.273. Therefore, the assumption
that all algorithms perform equally is rejected. Using the Nemenyi test, we found in Table 18
that g9 g5 = 2.589 when k = 6, and the critical range CD = 3.42096 was calculated according
to Equation (13).

The above test comparison can be visually shown with the Friedman test figure.
According to the sequence value results in Table 17, Figure 5 can be drawn. In the figure,
the vertical axis shows each algorithm, and the horizontal axis is the average sequence. For
each algorithm, a dot displays its average sequence value. The horizontal line with the dot
as the center indicates the size of the critical range. According to Figure 5, if the horizontal
lines of the two algorithms overlap, it means that there is no significant difference between
the two algorithms; otherwise, there is a significant difference between the two algorithms.

Proposed algorithm [ ——8&——
TCNN r —_—
GA r ©
ACA r —_—
FA r —_—
GWO r _

Figure 5. Friedman test figure.

From Figure 5, it can be easily seen that the proposed algorithm significantly outper-
forms the TCNN algorithm, FA algorithm and GWO algorithm, because their horizontal
line segments have no overlapping regions.

4. The Application of Path Planning for Patrol Robot

Select the actual locations of the 30 wind farms in remote areas to normalize the coor-
dinates, and the values are: (0.41,0.94), (0.37, 0.84), (0.54, 0.67), (0.25, 0.62), (0.07, 0.64), (0.02,
0.99), (0.68, 0.58), (0.71, 0.44), (0.54, 0.62), (0.83, 0.69), (0.64, 0.60), (0.18, 0.54), (0.22, 0.60),
(0.83, 0.46), (0.91, 0.38), (0.25, 0.38), (0.24, 0.42), (0.58, 0.69), (0.71, 0.71), (0.74, 0.78), (0.87,
0.76), (0.18, 0.40), (0.13, 0.40), (0.82, 0.07), (0.62, 0.32), (0.58, 0.35), (0.45, 0.21), (0.41, 0.26),
(0.44, 0.35), (0.04, 0.50). In this section, simulation experiments are conducted for conditions
(2) and (3) to verify the performance of the hybrid optimization algorithm proposed.

The path-planning diagram is shown in Figure 6.
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Figure 6. The path-planning diagram.

The experimental computer is configured with Inter Intel (R) Core (TM) I5-8300H CPU
@ 2.30GHz and NVIDIA GTX 1050Ti 4G video memory (Beijing, China). The simulation
calculation is carried out on MATLAB 2017 platform. The robot obtains the planned path
offline from the wind farm inspection auxiliary intelligent system. The system uses the
algorithm proposed in this paper to formulate the optimal path scheme for wind farm
inspection and eliminate the scheme with non-detour obstacles. From the starting point of
the planned path, the robot moves along the planned offline path for inspection.

The wind farm belongs to a time-varying environment to some extent, and there may
be detour obstacles on the planned path in a certain period of time. Even for the optimal
offline path planning, it is difficult to fully consider all obstacles in the robot path plan.
Therefore, sensor technology is also needed to track the obstacles in the path of the robot in
real time.

Sensing technology is applied to path planning, which can effectively make up for the
unavoidable obstacles in offline path planning. Through position sensors and speed sensors,
the robot can obtain its own trajectory and information about surrounding obstacles, and
calculate the ideal path to avoid encountering obstacles. The robot only needs to offset the
shortest distance without touching the obstacle. When the robot bypasses an obstacle, it
returns to the planned path offline and resumes the original inspection path.

When there are devious obstacles, the system adopts the grid method to adjust the
forward direction. The concrete principle of the grid method is as follows.

Since the environment is known, the number of obstacles and the location of obstacles
are known. The workspace of the robot is set as a two-dimensional plane, denoted as SG.
The upper left corner of SG is the two-dimensional plane coordinate origin. The horizontal
direction of the origin to the right is the positive direction of the X-axis of the coordinate
plane, and the vertical direction of the origin is the positive direction of the Y-axis of the
coordinate plane. The maximum range that the mobile robot can move in the horizontal
direction X and vertical direction Y are denoted as Xjj,r and Y,y respectively. The
environment model obtained through MATLAB programming is shown in Figure 7, where
obstacle grids are represented in black and free grids are represented in white.

In this paper, the grid is represented by serial number method. In the constructed raster
map, each raster is numbered separately from left to right and from top to bottom, where “0”
represents the start point of the robot path and “63” represents the end point of the path. The
serial number of the raster model was coded by MATLAB, as shown in Figure 8.

0

0 1 2 3 4 5 6 7 8

Figure 7. Environmental model represented by raster method.
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Figure 8. The correspondence between raster coordinates and serial numbers.

In Figure 7, coordinates corresponding to grids and serial numbers corresponding
to grids are mapped one by one. The cartesian coordinates of serial number P(i,j) can be
expressed as follows:

(13)

X(i, j) = mod(P(i, ),8) + 0.5
Y(i,j) = ﬂoor(@) +0.5

where mod denotes the remainder operation and floor denotes the rounding down opera-
tion. When calculating the fitness of each path individual, the serial number is transformed
into cartesian coordinates.

As shown in Figure 9, a feasible path of the mobile robot is taken as an individual and
represented by cartesian coordinates. The robot inspects from point 0 to point 63. These
coordinates are {(0.5,0.5), (1.5,1.5), (1.5,2.5), (1.5,3.5), (1.5/4.5), (2.5,5.5), (3.5,5.5), (4.5,5.5),
(5.5,5.5), (6.5,6.5), (7.5,7.5)}. If the raster number method is used, the path can be expressed
as [091011 1221 29 37 45 54 63].

0

0 1 2 3 4 5 6 7 8

Figure 9. Path diagram.

4.1. Condition (2): Obstacles That Can Be Detoured

In order to improve the complexity of the actual environment and make the algorithm
more practical, the simulation test environment is modified based on the existing grid
graph. Here, we consider condition (2) in Section 2.1.

When there are some detour obstacles between two wind farms, the straight-line
distance can be replaced by the detour distance during robot inspection. The constrained
problem is transformed into an unconstrained problem.

The path-planning simulation environment is an 8 x 8 grid environment. Figure 10
shows the path of robot inspection when there are obstacles between wind farms 8 and 9. The
yellow point is the starting point, the blue point is the target point, and the path is the red line.
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9

Figure 10. The path image generated by the proposed algorithm.

If we set up one barrier between wind farm 8 and wind farm 9, one barrier between
wind farm 25 and wind farm 26, one barrier between wind farm 1 and wind farm 6, and one
barrier between wind farm 3 and wind farm 9, the comparison of the hybrid optimization
algorithm, heuristic algorithm, and TCNN algorithm in the routing results of wind farms
in 30 remote areas is shown in Table 19.

Table 19. Comparison of wind farm path inspection results with detour obstacles.

Operation Results

Best Results Worst Result Average Time
Algorithm

Grey Wolf Optimizer (GWO) 7.1136 9.8808 18.219 s
Firefly Algorithm (FA) 5.2821 7.6176 86.3244 s

Ant Colony Algorithm (ACA) 4.7551 6.7835 30.939 s
Genetic algorithm (GA) 4.8965 5.0656 46.053 s

TCNN 4.9696 5.8965 23.354 s

proposed algorithm 4.5366 4.7446 22.09s

Note: k=1, 2 =0.07, 3 =0.08,[p = 0.6,z (0) =0.8, ¢ = 0.06, W, =1, Wy =1, P, = 0.85, P,,, = 0.07.

In the simulation experiment, 200 independent experiments are set and each indepen-
dent experiment is iterated 2000 times. In our proposed method, the first 2000 iterations are
the path-planning process of the TCNN, and the last 200 iterations are the path-planning
process of the genetic algorithm. The simulation results are shown in Table 19. From
Table 19, the optimization algorithm in this paper is better than meta-heuristic algorithms
such as the genetic algorithm and the TCNN. Therefore, it has better global search ability.

4.2. Condition (3): Obstacles That Cannot Be Detoured

Considering the actual route of remote wind farms, for example, the two wind farms
are separated by the Yangtze River, the patrol path cannot only consider the straight-line
distance. It is assumed that there are some mountains between the 8th wind farm and
the 9th wind farm, there are some rivers between the 25th wind farm and the 26th wind
farm, there are some rivers between the 1st wind farm and the 6th wind farm, and there
are some mountains between the 3rd wind farm and the 9th wind farm. This means that
inspection robots cannot directly move from one wind farm to the next special wind farm.
The positions of wind farms are shown in Figure 11.
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Figure 11. Location of remote wind farms. The green line represents mountains and the blue line
represents rivers.

The energy function of the problem is Equation (3).
From Equation (3), the internal state dynamics equation of TCNN neurons describing
the model is Equation (9).

(1) The first step of feasible path is obtained by Equation (14), and the selected parameters
are as follows: k=1, « =0.07,  =0.008, [y = 0.65,z (0) = 0.8, ¢ =0.05, W1 =1, Wp = 1.

(2) Ina genetic algorithm, the crossover probability is 0.5, the variation probability is 0.05,
and the fitness function takes the reciprocal of the path length.

200 independent experiments were conducted to optimize the patrol path of wind
farms in remote areas by using the new algorithm and each independent experiment is
iterated 2200 times. The path length of the TCNN, the genetic algorithm and our proposed
method changes with the number of iterations, as shown in Figure 12.

6.51,

=)

TCNN
X ——— The proposed method

T

Genetic algorithm

o L

4 . . . . )
0 440 880 1320 1760 2200

The length of the path

W
T
gl

The number of iterations

Figure 12. Solution of path planning.

In our proposed method, the first 2000 iterations are the path-planning process of the
TCNN, and the last 200 iterations are the path-planning process of the genetic algorithm.
As can be seen from Figure 12, our hybrid optimization algorithm has better optimization
ability than a single algorithm.

The results of the path planning are shown in Figure 13. The yellow five-pointed star
in Figure 8 represents the starting point.The shortest path length of the proposed hybrid
optimization algorithm for patrol inspection is 4.5755.
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Figure 13. The results of path planning (Note: The yellow star represents the starting point).
Since the patrol path from 15 is the shortest, this can be set as their starting point.
The comparison of the hybrid optimization algorithm, genetic algorithm and TCNN

algorithm in the path planning of 30 wind farms in remote areas is shown in Table 20. From
Table 20, our proposed algorithm is better than other algorithms.

Table 20. Comparison of wind farm path inspection results with non-detour obstacles.

Operation Results

Best Results Worst Result Average Time
Algorithm

Grey Wolf Optimizer (GWO) 7.1525 8.9197 1042 s

Firefly Algorithm (FA) 5.0085 7.6565 65.2261 s

Ant Colony Algorithm (ACA) 4.793 6.8224 22939 s
Genetic algorithm (GA) 4.9354 5.1454 39.77 s

TCNN 5.321 6.4954 17.616 s

proposed algorithm 4.5755 4.7835 21.768 s

Note: k=1, 2 =0.07, =0.08,Ip = 0.55,z (0) =0.8, e =0.06, W; =1, W, =1, P, = 0.8, P, = 0.07.

It can be seen from Tables 19 and 20 that the algorithm in this paper has the best
path-panning effect and a short operation time. Although the operation time of the TCNN
is shorter than that of our proposed algorithm, its patrol path is much longer than that of
our proposed algorithm. The actual operation and maintenance cost of the TCNN will be
higher than that of our proposed algorithm. Compared with the TCNN and the genetic
algorithm, the experimental results of our algorithm are significantly improved. This shows
that the initial population quality generated by the hybrid algorithm is significantly better
than that generated by the completely random population. Therefore, the path scheme
obtained by our proposed algorithm is closer to the best solution. The proposed algorithm
is feasible and effective.

5. Conclusions

Global path planning is a prerequisite for robot inspection of wind farms. The design
and implementation of global path planning is beneficial to the development, application
and commercial promotion of wind farm inspection robots. In order to reduce the inspection
cost of wind farms in remote areas, a hybrid optimization algorithm is proposed based on
a chaotic neural network algorithm and a traditional genetic algorithm. The algorithm is
applied to the path planning of wind farms for patrol robots. This algorithm has better
search performance and shorter running time than a heuristic algorithm based on TSP and
TCNN, and thus, has higher application value.

However, there are still some shortcomings that can be further studied.

(1) The hybrid algorithms proposed in this paper are based on theoretical analysis and
simulation. We could consider more possible influencing factors for modeling and
apply our hybrid algorithm to the actual project.
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(2) This paper refers to the patrol path planning of a single robot. We could deeply study
the collaborative scheduling of multiple robots to improve the efficiency of wind
farm inspection.
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Appendix A

Select the actual locations of the 75 cities in remote areas to normalize the coordinates,
and the values are: (0.48,0.21), (0.52,0.26), (0.55,0.50), (0.50,0.50), (0.41,0.46), (0.51,0.42),
(0.55,0.45), (0.38,0.33), (0.33,0.34), (0.45,0.35), (0.40,0.37), (0.50,0.30), (0.55,0.34), (0.54,0.38),
(0.26,0.13), (0.15,0.05), (0.21,0.48), (0.29,0.39), (0.33,0.44), (0.15,0.14), (0.16,0.19), (0.12,0.17),
(0.50,0.40), (0.22,0.53), (0.21,0.36), (0.20,0.30), (0.26,0.29), (0.40,0.20), (0.36,0.26), (0.62,0.48),
(0.67,0.41), (0.62,0.35), (0.65,0.27), (0.62,0.24), (0.55,0.20), (0.35,0.51), (0.30,0.50), (0.45,0.42),
(0.21,0.45), (0.36,0.06), (0.06,0.25), (0.11,0.28), (0.26,0.59), (0.30,0.60), (0.22,0.22), (0.27,0.24),
(0.30,0.20), (0.35,0.16), (0.54,0.10), (0.50,0.15), (0.44,0.13), (0.35,0.60), (0.40,0.60), (0.40,0.66),
(0.31,0.76), (0.47,0.66), (0.50,0.70), (0.57,0.72), (0.55,0.65), (0.02,0.38), (0.07,0.43), (0.09,0.56),
(0.15,0.56), (0.10,0.70), (0.17,0.64), (0.55,0.57), (0.62,0.57), (0.70,0.64), (0.64,0.04), (0.59,0.05),
(0.50,0.04), (0.60,0.15), (0.66,0.14), (0.66,0.08), (0.43,0.26).

Two additional sets of normalized coordinates for 75 cities will be uploaded as attach-
ments for spatial reasons.

Appendix B

Select the actual locations of the 50 cities in remote areas to normalize the coordinates,
and the values are: (0.41,0.94), (0.37,0.84), (0.54,0.67), (0.25,0.62), (0.07,0.64), (0.02,0.99),
(0.68,0.58), (0.71,0.44), (0.54,0.62), (0.83,0.69), (0.64,0.60), (0.18,0.54), (0.22,0.60), (0.83,0.46),
(0.91,0.38), (0.25,0.38), (0.24,0.42), (0.58,0.69), (0.71,0.71), (0.74,0.78), (0.87,0.76), (0.18,0.40),
(0.13,0.40), (0.82,0.07), (0.62,0.32) (0.58,0.35), (0.45,0.21), (0.41,0.26), (0.44,0.35), (0.04,0.50),
(0.48,0.21), (0.52,0.26), (0.55,0.50), (0.50,0.50), (0.41,0.46), (0.51,0.42), (0.55,0.45), (0.38,0.33),
(0.33,0.34), (0.45,0.35),(0.40,0.37), (0.50,0.30), (0.55,0.34), (0.54,0.38), (0.26,0.13), (0.15,0.05),
(0.21,0.48), (0.29,0.39), (0.33,0.44), (0.15,0.14).

Two additional sets of normalized coordinates for 50 cities will be uploaded as attach-
ments for spatial reasons.

Appendix C

Select the actual locations of the 100 cities in remote areas to normalize the coordinates,
and the values are: (0.48, 0.21), (0.52, 0.26), (0.55, 0.50), (0.50, 0.50), (0.41, 0.46), (0.51,
0.42), (0.55, 0.45), (0.38, 0.33), (0.33, 0.34), (0.45, 0.35), (0.40, 0.37), (0.50, 0.30), (0.55, 0.34),
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(0.54, 0.38), (0.26, 0.13), (0.15, 0.05), (0.21, 0.48). (0.29, 0.39), (0.33, 0.44), (0.15, 0.14), (0.16,
0.19), (0.12, 0.17), (0.50, 0.40), (0.22, 0.53), (0.21, 0.36), (0.20, 0.30). (0.26, 0.29), (0.40, 0.20),
(0.36, 0.26), (0.62, 0.48), (0.67, 0.41), (0.62, 0.35), (0.65, 0.27), (0.62, 0.24), (0.55, 0.20). (0.35,
0.51), (0.30, 0.50), (0.45, 0.42), (0.21, 0.45), (0.36, 0.06), (0.06, 0.25), (0.11, 0.28), (0.26, 0.59),
(0.30, 0.60). (0.22, 0.22), (0.27, 0.24), (0.30, 0.20), (0.35, 0.16), (0.54, 0.10), (0.50, 0.15), (0.44,
0.13), (0.35, 0.60), (0.40, 0.60). (0.40, 0.66), (0.31, 0.76), (0.47, 0.66), (0.50, 0.70), (0.57, 0.72),
(0.55, 0.65), (0.02, 0.38), (0.07, 0.43), (0.09, 0.56), (0.15, 0.56), (0.10, 0.70), (0.17, 0.64), (0.55,
0.57), (0.62, 0.57), (0.70, 0.64), (0.64, 0.04), (0.59, 0.05), (0.50, 0.04). (0.60, 0.15), (0.66, 0.14),
(0.66, 0.08), (0.43, 0.26), (0.10,0.10), (0.90,0.50), (0.90,0.10), (0.45,0.90), (0.90,0.80), (0.70,0.90),
(0.10,0.45), (0.45,0.10), (0.40,0.44), (0.24,0.15), (0.17,0.23), (0.23,0.71), (0.51,0.94), (0.87,0.65),
(0.68,0.52), (0.84,0.36), (0.66,0.25), (0.61,0.26), (0.91,0.45), (0.83,0.72), (0.16,0.82), (0.66,0.10),
(0.79,0.79), (0.82,0.70), (0.22,0.98).

Two additional sets of normalized coordinates for 100 cities will be uploaded as
attachments for spatial reasons.

Appendix D

Select the actual locations of the 1000 cities in remote areas to normalize the coordinates.
Due to space reasons, the coordinates will be uploaded as an attachment.
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Abstract: During the material removal stage in stone rough processing, milling type has been widely
explored, which, however, may cause time and material consumption, as well as substantial stress
for the environment. To improve the material removal rate and waste reuse rate in the rough
processing stage for three-dimensional stone products with a special shape, in this paper, circular
saw disc cutting is explored to cut a convex polyhedron out of a blank box, which approaches a
target product. Unlike milling optimization, this problem cannot be well solved by mathematical
methods, which have to be solved by geometrical methods instead. An automatic block cutting
strategy is proposed intuitively by considering a series of geometrical optimization approaches
for the first time. To obtain a big removal block, constructing cutting planes based on convex
vertices is uniquely proposed. Specifically, the removal vertices (the maximum thickness of material
removal) are searched based on the octree algorithm, and the cutting plane is constructed based
on this thickness to guarantee a relatively big removal block. Moreover, to minimize the cutting
time, the geometrical characteristics of the intersecting convex polygon of the cutting plane with the
convex polyhedron are analyzed, accompanied by the constraints of the guillotine cutting mode. The
optimization algorithm determining the cutting path is presented with a feed direction accompanied
by the shortest cutting stroke, which confirms the shortest cutting time. From the big removal block
and shortest cutting time, the suboptimal solution of the average material removal rate (the ratio of
material removal volume to cutting time) is generated. Finally, the simulation is carried out on a
blank box to approach a bounding sphere both on MATLAB and the Vericut platform. In this case
study, for the removal of 85% of material with 19 cuts, the proposed cutting strategy achieves five
times higher the average material removal rate than that of one higher milling capacity case.

Keywords: block cutting; data reconstruction; convex polyhedron (CPH); convex polygon (CPG);
path optimization; average material removal rate (AMRR)

1. Introduction

The stone processing industry has adverse effects on the environment, economy and
sustainability. Stone processing causes heavy pollution from dust and CO, emissions, and
high water and energy consumption, which brings tremendous pressure and threats to
the ecological environment, especially in natural stone mining areas [1]. On the other
hand, with the development of modern civilized society, the stone industry is indispensable
and has become increasingly important. Moreover, the demands and varieties of stone
products are increasing day by day. Therefore, the demand for the stone industry puts
forward higher requirements for stone processing, especially in the rough processing stage.
Building a green manufacturing system and process scheme, developing energy-saving
and emission reduction optimization technologies and improving the processing efficiency
of the stone industry have attracted more and more attention recently [1,2].
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In the machining process of special-shaped stone products, the traditional rough
processing adopts diamond wire sawing or circular sawing for simple tasks [2,3], or con-
ventional milling for simple tasks [4], or automatic milling for complex tasks [5] with
a diamond grinding wheel, etc., but such processing modes cannot realize automation
completely, or are accompanied by low waste utilization, a large processing time, high
consumption and serious tool wear even for straight cuts. Although the milling process
has reflected automation to some extent, a large amount of dust will be generated in the
machining process. The above mentioned processes can often not meet the needs of green
manufacturing and high-efficiency machining in the rough machining stage.

For a material removal optimization strategy, the analysis methods of different ma-
chining tools are completely different. Owning to the distinct advantages of having a big
cutting depth and high cutting linear velocity, the diamond circular saw blade is widely
used in the stone cutting process, which provides a possible way to achieve efficient green
processing [1,6]. It is noted that circular saws are known to likely be the cheapest and
fastest motorized saw available [7,8]. With the development of the multi axis linkage
technology of machining machinery, the applications of 5-6 axis NC machine tools and
robots, some interesting results have been reported in recent years on the material removal
method during the rough machining process using circular saw blades. In [1], an energy
consumption prediction model of the stone sawing process of a circular saw was proposed.
By predicting the power and energy consumption in the whole sawing process, the optimal
scheme considering the variable material removal rate (MRR) could be discussed for stone
processing to achieve energy saving and emission reduction. In [8], a technique to cut
freeform curves with a flexible circular saw was addressed by setting the width of the
cutting edge larger than the width of the saw body to ensure there was no friction between
the machined surface and the saw body while cutting. Moreover, cutting any polygon
down to an inner complex nonconvex shape was achieved by a sequence of straight cuts
with linear-time algorithms in [9], where the cuttability of a small saw and large saw was
analyzed attentively. Ref. [10] studied the algorithm for cutting polyhedral shapes with
a hot wire cutter, utilizing computational geometry techniques to solve the problems of
lines and segments in the cutting process. Particularly used in recent years when fabri-
cating freeform geometries, in order to find collision-free tangential cutting directions, a
conservative algorithm for line cutting with a wire cutter was presented by [11], which
provided advanced techniques to remove large amounts of material. Exploring the material
cutting of 2D or 3D geometric shapes, in [12], an approximation algorithm for cutting
out convex polygons was presented, which can cut convex polygons from the plane at a
minimum cost by designing an optimal cutting sequence. Their algorithm can achieve
a constant approximation ratio of the paper diameter to the polygon diameter. On the
basis of [12], in [13], an approximate algorithm for cutting out a convex polyhedron from
a sphere was surveyed, in which several approximate algorithms were discussed to find
the plane sequence with the minimum cutting cost. Ref. [14] proposed a method of 3D
curved block cutting analysis by utilizing the advantages of topology and computational
geometry in geological solid modeling, where 3D curved blocks were formed with less
calculation and memory. These studies not only provide feasibility for a stone cutting plan
with a diamond circular saw, but also provide a geometrical analysis method for solving
the geometrical characteristics of block cutting optimization strategies to some extent.

Despite some of the new algorithms and analysis methods being investigated in [11,14],
to the best of our knowledge, the theoretical research available on the optimization strategies
of block sawing with a circular saw blade for special-shaped stone in the rough machining
stage is currently sparse. This is due to the need to touch upon the convex polyhedron
(CPH) reconstruction techniques of computational geometry and computer graphics, and
the constraints of cutter head feeding along a straight line in the cutting process. The
geometric challenges have also been stated for multi axis machining including the material
properties, tools shapes, accessibility, collision detection, etc. [11]. Although line cutting [11]
was an available new and flexible style for automatic block cutting, the cutting technique
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was completely different from saw disc cutting. Consequently, these studies have motivated
us to find out more about block cutting optimization. According to the characteristics of the
stone rough machining stage, making full use of the advantages of the diamond circular saw
and taking into account the average material removal rate (AMRR) as the cost, we propose a
cutting optimization strategy for special-shaped stone blocks with a large material removal
amount and a short cutting time, so as to automatically realize removing materials with
high efficiency while ensuring energy saving and emission reduction.

The main contributions in this study can be summarized as follows: (i) In order to
automatically obtain a set of relatively optimal cutting planes to ensure a big removal block
for each cutting, the method of constructing a cutting plane (CP), in turn, is proposed
according to the geometrical characteristic of the CPH in space and with the data recon-
struction of the CPH, where the octree algorithm is used to search for the removal vertices
of the CPH for each cutting to reduce the amount of calculation. (ii) Except for the cutting
of a big block, another key point is to reduce the cutting time, whose optimization model is
thus established. The convex polygon (CPG) generated by the intersection of the CP with
the parent CPH is analyzed, where the optimization objective and optimization algorithm
for determining the feed direction and starting point of the cutting path are addressed to
produce the shortest cutting time. From (i) and (ii), the suboptimal solution of the AMRR
for block cutting is obtained.

Cutting strategies with a circular saw will play a particularly important role not only in
3D stone processing but also in wood, metal and harder diamond 3D processing. This strategy
may be not very satisfactory, nevertheless, which leads us to explore more feasible geometric
techniques for efficient 3D cutting, whether for convex or nonconvex polyhedrons.

The rest of this paper is organized as follows: In Section 2, preliminary information
regarding the block cutting mechanism is described. Section 3 addresses the reconstruction
description of the CPH with vertex—face information. Section 4 investigates the scheme to
design cuttable big blocks by constructing the CP. In Section 5, the cutting time optimization
method is presented by considering the geometrical analysis of the cutting path. Before the
conclusion in Section 7, validation studies are addressed in Section 6.

2. Preliminaries: Block Cutting Mechanism

The definitions of the symbols and units used are shown in Table 1.

Table 1. Nomenclature.

Symbols Quantity Unit Symbols Quantity Unit
0 Blank box / P Vertex set of /
0 (Blank workpiece) cst intersetion CPG
Qi1 Parent CPH / S; The ith intersection CPG
Q; Child CPH / T Homogeneous /
transformation matrix
Qm Final CPH / R Radius of sawblade mm
Removal block by the . .
Qyi ith cutting / vy Feeding speed mm/min
T Cutting plane / V,i The ith material mm?3
removal volume
TT; The ith CP / T; The ith cutting time min
P4 Vertex set of Q; 1 / 144 Width of CPG mm
P, Removal vertex set of / L Cutting path mm,/min

the ith cutting

In the rough machining process of removing materials, due to the significant differ-
ences in shape between the original blank and the final product, rapidly removing most
of the extra materials on the original blank to form a rough blank has become one of the
most important processes. For any 3D special-shaped product, in the rough machining
stage of removing materials, it can be representatively wrapped as a compact bounding
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sphere (BS) or bounding ellipsoid (BE) to perform further cutting exploration. A BS or BE is
selected depending on the 3D shape of the special-shaped product. If the product is a thin,
long shape we would choose the corresponding blank box and a BE as a target to perform
the rough cutting, conversely, for a short, round shape we would choose a BS. We would
hope not to have any unnecessary material consumption. For instance, in Figure 1, the 3D
symmetrical penguin and its BS are shown simultaneously.

Figure 1. 3D penguin and its BS.

Hence, when confirming the machining allowance, this paper considers the compact
BS to be a typical target shape for the rough cutting of a blank CPH (a blank box), Qo, which
reflects the oriented bounding box (OBB) of the BS This guarantees the efficient removal
of the extra materials without overcutting and excessive material consumption. In the
blank CPH cutting, we need to design the optimal cutting strategy to cut out the final CPH,
Qum, from Q to approximate the target BS, as shown in the cutting schematic diagram
in Figure 2, thus satisfying the characteristics of the circular saw processing. To solve
this problem, the cutting process should be analyzed and monitored, not only combining
the theory from computational geometry and computer graphics, but also taking into
account the technique of the processing plan and design, which may bring complexity
and challenges to the design and implementation of the cutting strategy. If 77; denotes the
ith CP, the cutting optimization process reflects a series of optimization processes of 7;
intersections with the CPH and the optimization process of each cutting path. The problem
of the material removal following cutting can be described as follows:

e  Reconstruction description of the CPH: During a continuous block cutting process,
it is inevitable to be confronted with the problem of the CPH reconstruction and
intersection calculation between a plane and the CPH combining with computational
geometry. Therefore, it is important but challenging to update the CPH information
including removal vertices, intersection vertices, intersection faces and updated faces
using an appropriate, available data structure. We hope these can be efficiently imple-
mented to carry out dynamic data storage so that any queries about the workpiece
during the cutting process can be answered with the need for less data and calculation.
Meanwhile, the visual image of the live cutting can be displayed to demonstrate the
reconstruction of the CPH after each cutting.

e  Design cuttable big blocks: For block cutting, aiming for the highest efficiency for the
removal of <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>