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Preface to ”Crystal Indentation Hardness”

The first known test machines for measuring the indentation hardness of engineering materials were

developed in the middle of the nineteenth century, but it was not until the start of the twentieth century

that indentation testing became widespread. This was because quality control of certain manufactured

goods required that the strength of every item mass-produced in a factory had to be determined,

and this could only be achieved by using a nondestructive testing technique. Also, an emphasis

on the science aspects of the topic started in the mid-twentieth century. The subject has received

expanded interest in modern times, especially with the advent of nanoindentation hardness testing.

Now the complete elastic, plastic and, when appropriate, cracking behaviors of crystals are readily

determined using suitable indentation testing procedures. Contact mechanics, dislocation observation

and modeling, and indentation fracture mechanics analyses are available for the interpretation of

measurements.

The present editorial and collection of review and research articles are intended to provide an

impression of the current status of hardness testing methods and the types of analyses applied to the

interpretation of the measurements. Diverse crystal types have been investigated, including results for

both the softest (organic) and hardest (covalently bonded) structures. Point loading and continuous

force-displacement measurements are reported for the range from nano- to macro-dimensional scales.

Atomic modeling calculations are presented.

We editors hope that the current sampling of articles will spur the interest of readers, and that they

will be successful in their own research efforts to achieve further progress on the topic.

The editors express appreciation to the current authors for the valuable contribution of their diverse

articles and express the same appreciation to the reviewers of the articles who have done a great service

in more than several instances to help with the explication of the reported hardness measurements

and their analyses. Very importantly, we co-editors express our appreciation to Ms. Xin Guo and her

Crystals journal team for their considerable support and guidance provided all through the duration

of our bringing the present Special Issue effort to fruition as a Crystals e-book.

Ronald W. Armstrong, Stephen M. Walley and Wayne L. Elban 
Special Issue Editors
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Abstract: There is expanded interest in the long-standing subject of the hardness properties of
materials. A major part of such interest is due to the advent of nanoindentation hardness testing
systems which have made available orders of magnitude increases in load and displacement
measuring capabilities achieved in a continuously recorded test procedure. The new results have
been smoothly merged with other advances in conventional hardness testing and with parallel
developments in improved model descriptions of both elastic contact mechanics and dislocation
mechanisms operative in the understanding of crystal plasticity and fracturing behaviors. No crystal
is either too soft or too hard to prevent the determination of its elastic, plastic and cracking properties
under a suitable probing indenter. A sampling of the wealth of measurements and reported analyses
associated with the topic on a wide variety of materials are presented in the current Special Issue.

Keywords: crystal hardness; nanoindentations; dislocations; contact mechanics; indentation
plasticity; plastic anisotropy; stress–strain characterizations; indentation fracture mechanics

1. Introduction

The concept of material hardness has been tracked historically by Walley starting from biblical
time and proceeding until the 1950s, with pictorial emphasis given to the earliest 19th century design
of testing machines and accumulated measurements [1]. Walley’s review leads up to David Tabor
setting a new course via science connection with his seminal 1951 book The Hardness of Metals [2] and
further leading, for example, to a later 1973 conference proceedings on The Science of Hardness Testing
and Its Research Applications [3]. The subject has gained increased importance with the relatively recent
advent of orders of magnitude greater force and displacement measuring capabilities available with
modern nano-indentation test systems. A review was presented in 2013 of the complete elastic, plastic
and, when appropriate, cracking behaviors that can be monitored for crystals, polycrystals, composites
and amorphous materials under suitable probing indentation [4]. A substantial reference list was
included in the review of conferences and books produced until that time. As will be seen in the
current updated collection of research and review articles, no crystal can be too soft or too hard within
its environment to escape measurement with a suitable probing indenter applied using appropriate
test conditions.

2. Continuous Indentation Testing

The original application of the hardness test corresponded to the obtainment of a single reference
point for measurement of an applied load and resultant plastic deformation. Much has been
made, and continues to be made, of correlating the measurement with some aspect of the same
material unidirectional stress–strain behavior beginning from historical association with the ultimate

Crystals 2017, 7, 21 1 www.mdpi.com/journal/crystals
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tensile stress. In like manner, current achievements of continuous indentation load–deformation
measurements, particularly obtained with nanoindentation test instruments, are being developed
to describe the full material indentation-based stress–strain behavior. Figure 1 provides an example
in which a number of measurements are compared. The hardness stress is load divided by contact
area; and, the hardness strain is based on a spherical-tipped indenter and evaluated in terms of
the surface-projected indentation diameter, d, divided by the actual or effective ball diameter, D [5].
The terminal open circle points on the dashed and solid elastic loading lines are computed for indicated
D values on the basis of an indentation fracture mechanics description, as will be described. Pathak
and Kalidindi have given an updated description of such nanoindentation stress–strain curves [6].
Here, a brief preview is given of information currently available from point-by-point measurements
made conventionally or from continuous load/penetration measurements.

Figure 1. Hardness-based stress–strain description of indentation test measurements. The hardness
stress is load divided by the projected area of contact; and, the hardness strain is the projected contact
diameter divided by the actual or effective ball diameter of the indenter tip [5]. The solid experimental
(ball test) and dashed linear dependencies are computed in accordance with a Hertzian description;
and, the Vickers hardness numbers are plotted on the abscissa scale at a position corresponding to the
indenter diagonal, d = 0.375D.

2.1. Continuous Load–Deformation Measurements

The NaCl crystal (solid curve) hardness stress–strain measurement shown in Figure 1 was
obtained on indenting an {001} crystal surface with a 6.35 mm ball in a standard compression
test. Such measurments are made much easier with the naturally-rounded tips of nanometer- or
micrometer-scale indenter tips in nano-test indentation systems. Figure 2 shows an example elastic
loading/unloading behavior recorded for nanoindentation of a {0001} sapphire crystal surface [7].
The nonlinear dependence on penetration depth, h, may be employed to determine the effective elastic
modulus for a known tip diameter in accordance with the Hertzian relationship:

2
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E* = [{(1 − νB)/EB} + {(1 − νS)/ES}]−1 = (3
√

2/4)(P/D1/2)h−3/2 (1)

In Equation (1), νB, EB and νS, ES are Poisson’s ratio and Young’s modulus for ball and specimen,
respectively, P is load, and again, D is (effective) ball diameter. As indicated in Figure 2, the value of
E* can be determined from fit to the indentation loading curve if D for the rounded indenter tip is
known. Dub, Brazhkin, Novikov, Tolmachova et al. have reported similar measurements on sapphire
and stishovite single crystals [8]. Elastic modulus determinations for aluminum have been reported for
both micro- and nano-scale test systems [9,10]. Solhjoo and Vakis have provided a molecular dynamics
assessment of surface roughness on E* determinations [11]. The initial loading method compares with
an alternative method of determining E* from an unloading curve after small plastic deformation [12].

Figure 2. Continuous load/unload curve for nanoindentation of a (0001) sapphire crystal surface [7].

2.2. Crystal Plasticity

The omnipresent elastic loading is eventually interrupted moreso sooner than later by the so-called
“pop-in” initiation of crystal plasticity. An example is shown in Figure 3 for the ambient temperature
nanoindentation of several different body-centered cubic (bcc) tantalum crystal surfaces [13]. Beyond
the higher hardness of the (001) crystal surface, one might note the rapid hardening at the end of
the pop-in displacement and the indication of greater strain hardening within the hardened (001)
indentation region.

Figure 3. Nanoindentation load–penetration curves obtained with impressing a (rounded point)
Berkovich tri-pyramidal indenter into various tantalum (111), (011) and (001) crystal surfaces [13].

3
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Such measurements as shown in Figure 3 have provided valuable information for dislocation
mechanics modeling of the crystal deformation behavior, particularly in connection with determining
the theoretical shear stress required for dislocation nucleation within a zone below the indentation.
Ruestes, Stukowski, Tang, Tramontina et al. have reported on atomic simulation of dislocation creation
at nanoindentations in tantalum crystals, including the occurrence of deformation twinning [14].
Alhafez, Ruestes, Gao and Urbassek have investigated nanoindentations made in hexagonal
close-packed (hcp) crystal surfaces [15]. A standard (elongated) Knoop indenter system is often
employed to evaluate the plastic anisotropy of both ductile and brittle crystal materials [16].

2.3. Crystal Cracking

There are two main aspects of indentation-induced (cleavage) cracking determinations that are of
interest: (1) investigation of dislocation mechanism(s) for crack formation; and (2) specification of the
indentation fracture mechanics stress intensity for crack propagation.

2.3.1. Crack Formation

Figure 4 provides an example of crack formation at a crystallographically-aligned diamond
pyramid indentation impressed into an ammonium perchlorate (AP) {210} crystal surface [17].
The top-side cleavage crack has been generated by sessile dislocations reacted at the intersections
of the indicated juxtaposed {111} slip planes, in the same manner reported for cracking at similar
indentations put into {001} MgO crystal surfaces and originally proposed for cleavage crack formation
in α-iron and other bcc metals [4]. Close examination of the reflected optical image gives an indication
that the crack has formed in the valley between otherwise raised surface regions on either side of the
indentation. Such “piling up” results from secondary slip occurring to accommodate the primary
indentation-forming displacement [4].

 

Figure 4. {001} cleavage crack produced by Cottrell-type dislocation reaction at a diamond pyramid
indentation impressed into a {210} ammonium perchlorate (AP), NH4ClO4, crystal surface [17].

2.3.2. Indentation Fracture Mechanics

An example of elastic, plastic and cracking hardness measurements spanning load and size
characterizations for nano- to micro-scale indentations and cracking is shown in Figure 5 [18].
The left-side linear solid and dashed line is the computed Hertzian dependence for elastic behavior,

4
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following a P ~d3 dependence. The next broad band containing filled circle, triangle and square points
applies for the determination of the hardness dependence, with di being the indentation diagonal
length and is shown to approximate, at higher P value, to a P ~di

2 dependence. The open symbols
correspond to the shift of the load and diagonal measurements to an effective ball diameter result.
The furthest right-side measurements are for an indentation fracture mechanics assessment applied
to crack extensions following a theoretical P ~dC

3/2 dependence. The figure indicates that plasticity
precedes cracking, in line with other results shown in Figure 1 that also show that cracking requires a
higher load at smaller effective ball sizes. Wan, H.; Shen, Y.; Chen, Q. and Chen, Y. have elaborated
on the plastic ‘damage’ preceding such cracking produced in silicon crystals with different type
indenters [19]. Vodenitcharova, Borrero-López and Hofffman described the related cracking associated
with scratching along different directions on {100} silicon crystal wafers [20]. The hardness literature
shows such Griffith-based crack analyses to be widely employed for characterizing the cracking
behavior of brittle ceramic and glass materials.

Figure 5. The load, P, versus elastic, d, plastic, di, or crack extent, dc, dependence for cracking of silicon
crystal surfaces indented with various sharp indenters [18].

3. Applications

Particular attention was given to example hardness aspects of surface films and coatings in
the previous review [4]. Here, we mention, first, an important hardness connection with material
compaction behaviors that arise for softer organic crystals relating to pharmaceutical tableting [21]
and formulated energetic material processing [5]. Research effort on the former topic has been carried
on to investigating temperature [22] and strain rate [23] influences on molecular crystal hardness.
In the latter energetic crystal case, a recent report on hardness and molecular dynamics aspects of RDX
(cyclotrimethylenetrinitramine) crystals has dealt with concern for their mechanical and tribological
properties [24].

5
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Beyond the referenced-above consideration of hardness-determined elastic deformation behavior
of sapphire, its hardness properties have been investigated to relate with abrasive wear resistance [25].
Tribological concern has been with chemomechanical aspects of sapphire crystal, polycrystal ZnO
coating and other ceramic material hardness properties [26]. In addition, there are interesting optical
(cathodoluminescence) properties associated with dislocation zones at nanoindentations in ZnO
crystals [27].

3.1. Polycrystals, Polyphases and Amorphous Phases

Particular attention was also directed in [4] to relating hardness properties between individual
crystals and their polycrystalline counterparts. The connection was reasonably shown to be
well-established in the so-called Hall–Petch (H–P) relationship for hardness:

H = H0 + kH�
−1/2 (2)

In Equation (2), H is Meyers hardness, P/(πd2/4); H0 is the single crystal hardness; kH is a
microstructural stress intensity; and � is average (crystal) grain diameter, generally measured on a line
intercept basis. Other hardness values are easily related to the Meyer hardness.

Equation (2) is related to the same type equation for the true compressive (or tensile) stress
(σε)–true strain (ε) behavior for which kH ≈ 3kε. Recent estimations have been reported for H–P k
values determined for steel materials through nanoindentation measurements [28]. In line with the
H–P model description, the obstacle presented to slip penetrations by grain boundaries has been
investigated in the bcc metals case by Soer, Aifantis and De Hosson [29] and more recently in (hcp)
α-titanium via high resolution X-ray and electron microscope methods [30]. Related hardness and
grain size dependent scratch results have been reported for polycrystalline copper [31]. The influence
of H–P strengthening of polycrystalline diamond has been described [32] and also for cubic boron
nitride via nanotwinned (boundary) strengthening [33].

An important crystal size-dependent connection has been made with composite WC–Co cermet
material for which indentations made on the individual components were known to follow separate
H–P dependencies [34]. A recent report on the system has been made by Roa, Jimenez–Pique, Verge,
Tarragó et al. [35]; see Figure 6. In related work, Roa et al. have determined an intermediate kH for the
combined deformation of phases [36]. Zhang, Wang and Dai have employed nanoindentation testing
to investigate the rate dependence of plastic flow in metallic glass materials [37].

Figure 6. Berkovich nanoindentations made within the WC particle and Co binder phases of the
composite cermet material [35].

3.2. Hardness as a Test Probe

In this concluding section, we return to reference [3] in which Gilman pointed to the important use
of local hardness testing as a strength microprobe [38] and was able to correlate hardness with a number

6
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of material properties such as yield strength, elastic modulus, glide activation energy and energy gap
density for a variety of crystals. The advent of nanoindentation testing has given greater meaning
to such probe capability. Emphasis was given previously in [4] to connection with probe aspects of
atomic force microscopy for which a new tip fabrication procedure has recently been reported [39].
Another recent application has been to investigate the strain hardening surrounding larger Rockwell
indentations made in electrodeposited nanocrystalline nickel material with different grain sizes [40].
Additional examples include (1) investigating shear banding in metallic glass materials [41]; and,
nano-probing of diffusion-controlled deformation on a copper crystal surface [42] and on different
surfaces of ZnO crystals [43].

4. Summary

An editorial introduction to the Special Issue on crystal indentation hardness has been presented
by the authors while building upon their previous review entitled Elastic, Plastic and Cracking Aspects of
the Hardness of Materials [4]. The wide variation in currently referenced journals gives an indication
of the broad interest in the subject. Hopefully, the more recent referenced reports will be viewed as
indicating an expanded interest in the topic of crystal hardness testing, particularly as provided in this
sampling of important measurements and analyses stemming from current attention being given to all
aspects of nanoindentation hardness testing.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Indentation as a method to characterize materials has a history of more than 117 years.
However, to date, it is still the most popular way to measure the mechanical properties of various
materials at microscale and nanoscale. This review summarizes the background and the basic
principle of processing by indentation. It is demonstrated that indentation is an effective and efficient
method to identify mechanical properties, such as hardness, Young’s modulus, etc., of materials
at smaller scale, when the traditional tensile tests could not be applied. The review also describes
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1. Introduction

Indentation tests were first performed by a Swedish iron mill’s technical manager Brinell who used
spherical balls from hardened steel ball bearings or made of cemented tungsten carbide as indenters to
measure the plastic properties of materials in 1900 [1–4]. Brinell’s testing approach is schematically
shown in Figure 1a. Brinell also proposed the following formula to determine the hardness

HB = 2P
πD(D−√

D2−d2)
(1)

here HB is the Brinell hardness; P is the load; D is the diameter of the ball indenter and d is the diameter
of residual area of the impression.

Brinell’s work was then followed and improved by Meyer in 1908 [5]. In his work, the hardness
(H) is calculated by the load (P) divided by the projected area (A), namely

H =
P
A

(2)

In 1922, the Vickers test was carried out and commercialized by the Firth-Vickers company [6].
A square-based pyramid diamond indenter with a 136◦ semi-angle was used instead of a ball indenter,
as shown in Figure 1b. The Vickers hardness (HV) is defined as the load divided by the surface area of
the impression, namely

HV = 1.8544 P
d2

V
(3)

where dV is the length of diagonal of the surface area.
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Figure 1. Commonly used methods of indentation hardness tests: (a) spherical indenter (Brinell and
Meyer); (b) diamond pyramid (Vickers) [7]. Reproduced with permission from Ian M. Hutchings,
Journal of Materials Research; published by Cambridge University Press, 2009.

The Brinell, Meyer and Vickers methods were then widely used in the metallurgical and
engineering industries in the early 20th century since indentation tests offered simplicity, low-cost and
high speed compared with conventional tensile testing. No special shape or extra fabrication of sample
is required for indentation tests except for a simple sample with a flat surface. In addition, several
indentation tests could be quickly performed on a small area without destroying the whole sample.

Another significant finding is that the hardness is load-dependent, which was proposed by
Meyer through ball indentation experiments on a wide range of metals [7]. For a given ball size, the
diameter of the impression after unloading was found to be related to the applied load by the following
empirical relationship:

P = Cdn (4)

here P is the applied load; C is a constant of proportionality; the exponent n is the well-known Meyer
index and d is the diameter of the residual area of the impression after unloading. When the n-value
is less than 2, according to Equations (2) and (4), the hardness increases with decreasing the load.
While the n-value is larger than 2, the hardness decreases with decreasing the load. If the Meyer index
equals to 2, the hardness is a constant, namely load-independent. For most metals that can be work
hardened by the indentation process, n > 2 [7]. Therefore, the Meyer index has been found to be
strongly dependent on the work hardening of the tested material and to be independent of the size of
the ball indenter [5]. Meyer [5] also found that the same hardness using balls of different diameters
could be obtained only if the indentations were geometrically similar, namely with the same ratio d/D.

Tabor’s work [8] performed in 1948 represents a landmark in the understanding of the indentation
process. He qualitatively described the procedure how an indentation by a ball initially led to elastic
deformation, then to plastic flow associating with work hardening, and final on removal of the load to
elastic recovery. In 1951, Tabor [1] had proven that the indentation hardness (H) could be related to the
yield stress (σ) of the material by an equation based on the theory of indentation of a rigid perfectly
plastic solid, namely

H = Cσ (5)

where C is a constant, which depends on the geometry of the indenters. For the strain-hardened
materials and the materials which consequently have no definite yield stress, the stress measured at
a representative strain εr can be used as σ [9]. The representative strain denotes the strain at where the
corresponding stress can be regarded as the yield stress during tensile deformation for the materials
without definite yield stress. The value of the representative strain is relevant to the geometry of the
indenter. For instance, εr ≈ 0.08 for a Vickers diamond indenter.

Tabor [7] started taking an interest in the indentation response of polymers and of macroscopically
brittle materials in the studies of their frictions. In the following couple of years, Tabor and
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King [10] reported the method of estimating the yield pressure on polyethylene, PMMA (Polymethyl
methacrylate), PTFE (Polytetrafluoroethylene), and halocarbon polymer via Vickers hardness
measurements. Subsequently, Pascoe and Tabor [11] reported a range of polymers obeyed Meyer’s
laws. The single-crystal rock salt was also investigated by King and Tabor [12] with Vickers
indentations, by which, they found the values of yield stress from the indentation matched well
with the compression experiments.

In 1960s, indentation at high temperature was investigated by Atkins and Tabor [13]. They studied
the mechanical properties of single crystals of MgO at temperatures of 600 ◦C to 1700 ◦C via the mutual
indentation hardness technique. It was found that the short-time hardness decreased when the
temperature increased.

Conventional indentation tests have the length scale of the penetration in microns or millimetres.
In the mid-1970s, the indentation technique was applied to measure the hardness of small volumes
of material, such as thin film. The length scale of the penetration is usually in nanometres.
Therefore, this new technique is called nanoindentation. Apart from the penetration length scale, the
distinguishing feature of nanoindentation testing is the indirect measurement of the contact area [14].
In conventional indentation tests, the contact area is directly measured from the residual impression
area. In nanoindentation test, the residual impression area is too small to be directly measured.
Therefore, the contact area is determined by the measured penetration depth in nanoindentation.

Since 1980s, especially after 1990s, extensive experimental studies of nanoindentation have been
performed on many different types of materials. This review will provide the systematic description
of indentation study of materials via both experimental and numerical methods. The contents of
this article can be summarized as follows. The first section provides the background necessary for
understanding the mechanics of indentation and hence for understanding its applications in materials
science. The second part reviews methods of mechanical properties characterization and measurement
and follows with application to experimental measurement reported in the literature. Next, we discuss
the numerical study of deformation mechanism of materials induced by indentation. We follow with
a comprehensive review of the models involved in texture and indentation size effect prediction,
ranging in length scale from the meso- and micro- to the nanoscale, and a critical assessment of
their performance.

2. Nanoindentation Facilities

The most famous manufacturers of nanoindentation equipment include Keysight Technologies
(Santa Rosa, CA, USA), Micro Materials Ltd. (Wrexham, UK), Fischer-Cripps Laboratories Pty Ltd.
(Killarney Heights, Australia), Hysitron Inc. (Eden Prairie, MN, USA), and Anton Paar (Ashland,
VA, USA). The iconic products of these manufacturers are shown in Figure 2. The working theories of
different representative instruments are given in Figure 3. All of these instruments include three principal
parts, namely indenter, load application, and capacitive sensor for measuring the displacements of the
indenter. For instance, in Figure 3a, the load is applied by an electromagnetic coil which is connected
to the indenter shaft by a series of leaf springs. The deflection of the springs is a measure of the load
applied to the indenter, and the displacement usually can be measured by a capacitive sensor.

 

Figure 2. Cont.

12



Crystals 2017, 7, 258

 

Figure 2. Commercial representative indentation instruments: (a) Nano-Indenter XP (Keysight
Technologies); (b) Ultra-Micro-Indentation System (IBIS); (c) TS-75-TriboScope (Hysitron);
(d) Table-Topnanoindentation (Anton Paar).

Figure 3. Sketches of the representative indentation instruments: (a) Nano-Indenter; (b) The
Ultra-Micro-Indentation System (UMIS); (c) TriboScope; (d) The Nano-Hardness Tester (NHT) [15].

The indenter is conventionally made of diamond which has been ground to shape and sintered
in a stainless steel chuck. The frequently used shapes of indenter are shown in Figure 4a–f [16].
The conical indenter has a sharp, self-similar geometry. Normally, the cone angle is either 60◦ or 90◦,
and the tip radii are 0.7, 1, 2, 5, 10, 20, 50, 100 and 200 μm [16]. The applications of conical indenter
are extensive, including scratch testing, wear testing, nano-scale 3D imaging capturing and tensile,
and compression tests on MEMS (Microelectromechanical systems). Berkovich indenter is the most
frequently used indenter for indentation tests. The most noticeable feature of Berkovich indenter is that
it is a three-sided pyramid which can be ground to a point, making it easy to maintain a self-similar
geometry to micro-scale or nano-scale. The radius is about 150 nm when it is new and will become
250 nm 12 months later. The applications of Berkovich indenter are much more extensive, such as
bulk materials tests, thin films tests, polymers tests, scratch testing, wear testing, MEMS tests and in
situ imaging. The Vickers indenter is a four-sided pyramid and suitable for measuring mechanical
properties on the very small scale, such as nano-scale as the line of conjunction at the tip limits the
sharpness of tip for determination of hardness for very shallow indentation. The recommended
applications include bulk materials tests, films and foils tests, scratch testing and wear testing.
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Figure 4. Shapes of different indenters: (a) Conical indenter; (b) Berkovich indenter; (c) Vickers
indenter; (d) Knoop indenter; (e) Cube-corner indenter; (f) Spherical indenter [16].

The Knoop indenter is originally designed for hard metals. It is also can be used to probe
anisotropy in sample surface. The Cube-corner indenter is a three-sided pyramid with mutually
perpendicular faces, which is like the corner of a cube. The sharpness of the cube corner produces
much higher stresses and strains in the area in contact with the indenter, thus makes it capable of
producing very small and well-defined cracks around imprint in brittle materials. The toughness at
microscale or nanoscale can be investigated via these induced fine cracks. Meanwhile, the Cube-corner
indenter is fairly fragile and easily broken. The spherical indenter can be used to examine yielding
and work hardening theoretically. Moreover, the elastic-plastic transition can also be investigated.
The reason is, the contact stresses with spherical indenter are initially small and produce only elastic
deformation, and with increasing indentation depth, a transition from elastic to plastic deformation
can be captured. The parameters of all these indenters are listed in Table 1. Here, A denotes the
projected area; R represents the contact radius of the indent pressed by spherical indenter; hp is the
contact indentation depth; θ represents the semi angle of indenters; a is the effective cone angle and β

denotes the geometry correction factor.

Table 1. Parameters of different indenters [17].

Indenter Type Projected Area Semi Angle (θ)
Effective Cone

Angle (a)
Intercept

Factor
Geometry Correction

Factor (β)

Sphere A ≈ π2Rhp N/A N/A 0.75 1
Berkovich A = 3hp

2tan2θ 65.3◦ 70.2996◦ 0.75 1.034
Vickers A = 4hp

2tan2θ 68◦ 70.32◦ 0.75 1.012
Knoop A = 2hp

2tanθ1tanθ2 θ1 = 86.25◦ θ2 = 65◦ 77.64◦ 0.75 1.012
Cube-corner A = 3hp

2tan2θ 35.26◦ 42.28◦ 0.75 1.034
Conical A = πhp

2tan2a a a 0.72 1

3. Application of Nanoindentation in Materials

In 1992, Oliver and Pharr [18] proposed a method to measure the Young’s modulus based on the
indentation load-displacement curve, which was frequently used until now. Subsequently, they [19]
provided a update of how to implement the method to make the most accurate measurents as well as
the discussion of its limitations. Kucharski and Mroz [20] presented a new procedure for determining
the plastic stress—strain curve by means of a cyclic spherical indentation test in 2007, which constitutes
an ground-breaking improvement with respect to the traditional method. Kruzic et al. [21] improved
the indentation techniques of evaluating the fracture toughness of biomaterials and hard human bones
although accurately measuring the fracture toughness of brittle materials can be quite challenging.
The fracture toughness can be obtained directly from indent crack length measurements, as shown
in Figure 5.
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Figure 5. Indentation site on the transverse section of human cortical bone. Images are of
(a) as-indented; (b) dehydrated; (c) ESEM (environmental scanning electron microscope) and (d) SEM.
The bottom corner of the indentation; (e) shows a crack with 1 = 10 μm, which is one of the two cracks
emanated from indent corners among 30 corners. High-magnification imaging of the top right corner;
(f) revealed that no cracks were generated from this indent corner [21]. Reproduced with permission
from J.J. Kruzic et al., Journal of the Mechanical Behavior of Biomedical Materials; published by
Elsevier, 2009.

Huber and Tsakmakis [22] proposed that nanoindentation tests can be used to identify effects of
kinematic hardening on the material response. They also indicated that the identification may rely on
the measurement of the opening of the hysteresis loop produced in the indentation load-displacement
curve as shown in Figure 6. It is obvious that each material has a unique opening diagram indicating
the corresponding effect of kinematic hardening.

Figure 6. Opening of experimental measured hysteresis loops [22]. Reproduced with permission from
N. Huber et al., Mechanics of Materials; published by Elsevier, 1998.

Durban and Masri [23] in 2007 found that the nanoindentation test data with conical indenter
over a range of cone angles can be used to reconstruct the axial stress-strain curve. Mata et al. [24]
modified the previous hardness formulation within the elastic-plastic transition derived for solids by
Hill [25] in 1950 and Marsh [26] in 1964 as it did not exhibit strain hardening.

Application of nanoindentation tests to determine the mechanical properties of surface coatings is
another milestone. Normally, the investigations of the mechanical properties of the coatings are
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difficult as the traditional compression and tensile tests are unable to apply well at very small
scales. Rodriguez et al. [27] performed depth sensing indentation in plasma sprayed Al2O3–13% TiO2

nano-coatings in order to determine the Young’s modulus and hardness. It was found the mechanical
properties were dramatically enhanced in the nanostructured coating compared to the conventional
one, which is shown in Figure 7. Swain, Menčík and their coworkers [28,29] investigated the application
of five approximation functions (linear, exponential, reciprocal exponential, Gao’s, and the Doerner
and Nix functions) for determining the Elastic modulus of thin homogeneous films. By conducting
various experimental testes, they found that generally the Gao analytical function is able to predict
the indentation response of film/substrate composites. For determining the thin film modulus from
experimental data, satisfactory results can also be obtained with the exponential function, while
linear function can only be used for thick films where the relative depths of penetration are small.
For determing the hardness of thin films, Jönsson and Hogmark [30] built a physical model which was
verified for chromium films on four different substrate materials.

Figure 7. Young’s modulus and hardness vs. total penetration depth for both coatings [27]. Reproduced
with permission from J. Rodriguez et al., Acta Materialia; published by Elsevier, 2009.

Thin water film was studied by Opitz et al. [31] in 2003. It was believed that the thin water films
which covered most of the micro-scale and nano-scale surfaces could be particularly important for
microelectromechanical systems (MEMS) and the upcoming nanoelectromechanical systems (NEMS),
as they played a critical role in defining the micro- and nano-tribological properties of a system.
Kim et al. [32] presented a nanoindentation method to measure the Poisson’s ratio of thin films
for MEMS applications. In their test, a double-ring-shaped sample was designed to conduct the
measurement of the Poisson’s ratio as shown in Figure 8. The load-deflection data of the double
ring sample after nano-indenter loading was analysed to obtain the Poisson’s ratio. Lou et al. [33]
investigated the mechanical behaviour of LIGA (an acronym of the German words “lithographie,
galvanoformung, abformung”) nickel MEMS structures which were developed for applications in
micro-switches and accelerometers via the nanoindentaion method. Both Berkovich and Cube-corner
indenter were used to conduct the nanoindentation tests and study the effects of residual indentation
depth on the hardness of LIGA Ni MEMS structures between the mico-scale and nano-scales. Almost no
apparent size dependence has been found for LIGA Ni films indented by a Berkovich indenter.
In contrary, the hardness dramatically increased with decreasing residual indent depth for films
indented by the Cube-corner indenter.
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Figure 8. Top view of the double ring sample [32]. Reproduced with permission from
Jong-Hoon Kim et al., Sensors and Actuators A: Physical; published by Elsevier, 2003.

Indentation tests were also used to evaluate adhesion strength of the thermal barrier coatings
(TBCs) which were used to improve the performance and efficiency of advanced gas turbines [34–38].
Interfacial strength was one of the most important properties in TBCs, and traditional tensile method
was found to be restricted due to the size dependence. Yamazaki et al. [39] used the indentation
method to investigate the interfacial strength of TBC which was subjected to thermal cycle fatigue.
An indent was made directly at the interface on the polished surface of the sample as shown in Figure 9.
The crack length and the diagonal length of the indentation were measured using SEM right after
indentation as shown in Figure 10. The typical interfacial crack initiated by the indentation test in
Figure 10a showed the crack mainly propagated in the ceramic top coat near the interface. Even after
500 thermal cycles with the formation and growth of TGO (thermally grown oxide) layer shown in
Figure 10b, the crack propagated only in the ceramic top coat too.

Figure 9. Schematic illustration of the instrumented indentation test equipment [39]. Reproduced with
permission from S. Kuga et al., Procedia Engineering; published by Elsevier, 2011.

 

Figure 10. Typical interfacial cracks initiated by the indentation test: (a) for 0 thermal cycles
(As-sprayed); (b) after 500 cycles [39]. Reproduced with permission from S. Kuga et al., Procedia
Engineering; published by Elsevier, 2011.
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The dependence of nanoindentation piling-up patterns and of micro-textures on the
crystallographic orientation was studied by Wang et al. [40] using high purity copper single crystal with
three different initial orientations. The indentation tests were performed on a Hysitron nanoindentation
setup using a conical indenter to avoid symmetries. The results are shown in Figure 11. Four-, two-,
and sixfold symmetrical piling-up patterns were captured on the surface of (001), (011) and (111) initial
oriented single crystal, individually, which could be explained in terms of the strong crystallographic
anisotropy of the out-of-plane displacements around the indenter.

 
Figure 11. Experimentally observed contour plots of the pile-up patterns on (a) (001), (b) (011)
and (c) (111) oriented copper single crystal surfaces after indentation with a conical indenter [40].
Reproduced with permission from Y. Wang et al., Acta Materialia; published by Elsevier, 2004.

With the development of focused ion beam milling of site-specific electron transparent foils, the
investigation of cross-sections of nanoindentations with the transmission electron microscope (TEM)
or electron backscatter diffraction has recently become feasible [41]. Lloyd [42] and his colleagues
combined nanoindentation and TEM to survey the deformation behaviour in a range of single crystal
materials with different resistances to dislocation flow as shown in Figure 12. The principal deformation
models included phase transformation (silicon and germanium), twinning (gallium arsenide and
germanium at 400 ◦C), lattice rotations (spinel), shear (spinel), lattice rotations (copper) and lattice
rotations and densification (TiN/NbN multilayers). Generally, the residual impresses were sectioned
through the tip of the indent with the thin foil normal approximately parallel to either [110] or [100]
zone axis.

Figure 12. (a) Schematic illustrating how the indents were sectioned in the FIB to allow examination
with a TEM; (b) Secondary electron FIB image of the final stages of preparation of a thin foil through
a 50 mN indent in silicon [42]. Reproduced with permission from S.J. Lloyd et al., Proceedings of the
Royal Society A; published by The Royal Society, 2005.
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The indents in (001) silicon at loads of 30 mN and 60 mN are shown in Figure 13. It was found
a transformed region was under the area of the Berkovich indenter in both cases, and a crack was
originating at the base of the transformed region in the case of 60 mN.

 
Figure 13. Bright field images of indents in silicon formed with loads of (a) 30 mN and (b) 60 mN.
The structure is observed here after the load has been removed, allowing the high-pressure phase to
transform back to a mixture of other structures [43]. Reproduced with permission from S.J. Lloyd et al.,
Philosophical Magazine A; published by Taylor & Francis, 2002.

Shear bands were captured in spinel crystals, which are shown in Figures 14 and 15. It was
found the shear band spacing increased with increasing distance from the indent tip, and the spacing
on the steep side of the indent was a little smaller for the large load. Lloyd [43] concluded that the
increase of the shear band spacing with distance far away from the indenter tip indicated there was
a limit to the amount of displacement occurring through any shear band due to strain hardening.
Consequently, a high concentration of shear bands was close to the indenter tip where had the largest
vertical displacements, while a low density of slip bands was sufficient to accommodate the relatively
small vertical displacement in the region far away from the indenter tip.
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Figure 14. (a) Bright field image of an 80 mN indent in spinel with an inset diffraction pattern; (b) Bright
field image of a 60 mN indent in spinel showing the region of shear bands under the indent more
clearly; (c) Schematic illustrating the principle components of the deformation pattern in spinel [42].
Reproduced with permission from S.J. Lloyd et al., Proceedings of the Royal Society A; published by
The Royal Society, 2005.

Figure 15. Slip band spacing in spinel as a function of distance from the indenter tip (see Figure 14b) for
the 50 mN and 80 mN indents. The error in measurement of the shear band spacing is approximately
10 nm [42]. Reproduced with permission from S.J. Lloyd et al., Proceedings of the Royal Society A;
published by The Royal Society, 2005.

Lattice rotation angles around an axis perpendicular to the [110] zone axis were investigated [42]
and are shown in Figure 16. It was found the rotations only occurred in the region immediately below
the indent impression. The greatest rotations were quite near the indent tip and the magnitude of
rotation angles decreased significantly with the increasing distance from the indent tip along the
surface on the shallow side.
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Figure 16. (a) Bright field image of a 50 mN indent in spinel with lattice rotations (in degrees) at
selected positions indicated; (b,c) are dark field images of the surface of the same indent taken using
streaks from either side of the 004 reflection [42]. Reproduced with permission from S.J. Lloyd et al.,
Proceedings of the Royal Society A; published by The Royal Society, 2005.

The indentation-induced plastic zones below indentations in copper single crystals, with depths
ranging from 250 nm to 250 μm, were examined by Rester et al. [44] via the implementation of focussed
ion beam (FIB) and electron backscatter diffraction (EBSD) techniques. Two or three distinguishable
regimes shown in Figure 17 were captured by analysing scanned orientation micrographs. Meanwhile,
the changes in the evolution of the microstructure were reflected in the hardness curve shown in
Figure 18. Regime α described the impression which is smaller than 300 nm, in which no significant
orientation changes are observed by EBSD (Figure 17a). Regime β describes the indentation depth
between 300 nm and 30 μm, which is characterized by regions having noticeable changes of the
orientation (Figure 17c,d). It was also found that the orientation differences increase with growing
indentation depth in this regime. Regime γ is associated with indentation depth larger than 30 μm
exhibiting a typical substructure of FCC (face centered cubic) single crystal of pure metals during
indentation. Therefore, Rester et al. [44] concluded that the hardness of a material varies with the
size of the indent impression and the source size becomes the dominant effect only for very small
impressions (i.e., in regime α).

 

Figure 17. Cont.
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Figure 17. Misorientation maps of indentations in copper for loads of (a–d) 0.5, 1, 10, 300 mN; (e) 10 N
and (f) 100 N [44]. Reproduced with permission from M. Rester et al., Scripta Materialia; published by
Elsevier, 2008.

Figure 18. Logarithmic plot of the hardness versus the indentation depth for loads ranging from 40 μN
to 100 N. The arrows mark the hardness values of imprints investigated in course of this work [44].
Reproduced with permission from M. Rester et al., Scripta Materialia; published by Elsevier, 2008.

Zaafarani et al. [45] investigated texture and microstructure below a conical nano-indent in a
(111) oriented Cu single crystal using 3D EBSD. The tests were performed using a joint high-resolution
field emission scanning electron microscopy/electron backscatter diffraction (EBSD) set-up coupled
with serial sectioning in a focused ion beam system in the form of a cross-beam 3D crystal orientation
microscope (3D EBSD) as shown in Figure 19.

The EBSD tests conducted in sets of subsequent
(
112

)
cross-section planes exhibited a pronounced

deformation-induced 3D patterning of the lattice rotations below and around the indent, which are
shown in Figure 20.
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Figure 19. Cont.

Figure 19. (a) Joint high-resolution field emission SEM/electron backscatter diffraction (EBSD) set-up
together with a focussed ion beam (FIB) system in the form of a cross-beam 3D crystal orientation
microscope for conducting 3D EBSD measurements by serial sectioning (Zeiss); (b) Schematic of the
joint FIB/EBSD set-up; (c) Schematic of the FIB sectioning geometry [45]. Reproduced with permission
from N. Zaafarani et al., Acta Materialia; published by Elsevier, 2006.
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Figure 20. Rotation angles and rotation directions in the (112) plane [45]. Reproduced with permission
from N. Zaafarani et al., Acta Materialia; published by Elsevier, 2006.

4. Nanoindentation Size Effect of Materials

Over the past several decades, with the development of new technologies, people felt that it was
very important to understand how materials perform at small scales because the mechanical properties
are significantly different from those at macro-scales. Therefore, a great number of researchers became
interested in micro- and nano-scale deformation phenomena which also made them try to look for
a new method to examine these physical phenomena at ever-decreasing length scales. In the field
of the mechanical behaviour of materials, one of the more interesting small-scale phenomena is an
increase in yield or flow strength that is often observed when the size of the test sample is reduced
to micro-meter and sub-micrometer dimensions [46]. Pharr et al. [46] believed such size-dependent
increases in strength were due to unique deformation phenomena which could be observed only when
the sample dimensions approached the average dislocation spacing and when plastic deformation was
controlled by a limited number of defects.

In the metal micro-forming process, grain size, grain orientation and material’s dimension are the
important influence factors for the material’s deformation. It is reported that when the dimension of
the material is downscaled to a much smaller scale, the mechanical properties are significantly different
from those on the macro-scale, which is called ‘size effect’ [47]. Size effect is an interesting and important
topic for the development of micro-forming technologies. Recently, numerous experiments have shown
that metallic materials display noticeable size effects once the size of non-uniform plastic deformation
zone associated their characteristic length size are on the order of microns [47]. Fleck et al. [48] found
a dramatic increase of plastic work hardening when the wire’s diameter decreased from 170 μm to
12 μm via doing thin copper wire’s torsion experiments. Stolken and Evans [49] observed that the
plastic work hardening increased significantly when the nickel beam thickness was decreased from
50 μm to 12.5 μm while doing a micro-bend test. Gau et al. [50] found that the conventional concept of
spring-back cannot be applied on brass sheet metal when its thickness is less than 350 μm by studying
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the spring-back behaviour of brass in micro-sheet forming. Geiger et al. [51] and Kals and Eckstein [52]
have conducted compression tests, tension tests, and bending tests, respectively, in order to study
how the material properties change due to size effect. Saotome et al. [53] carried out investigations in
micro-deep drawing, and found that the relative punch diameter (punch diameter related to the sheet
thickness) has a significant influence on the limit draw ratios (LDR).

The indentation size effect (ISE) is often observed for materials that are indented with
geometrically self-similar indenters like pyramidal or conical tips (see Figure 21) [46]. In general, the
hardness, H, defined as the load on the indenter normalized with the projected contact area of the
hardness impression (see Figure 21), should be independent of the depth of penetration, h. However,
over the past 60 years, it was observed that there were significant variations of hardness with respect
to penetration depth, especially when the depths decreased to less than a few micro-meters [54–60].
In addition, two types of indentation size effects have been reported. One is the normal ISE (the
tip is pyramidal or conical)—the hardness increases with decreasing penetration depths, according
to the expression “smaller is stronger” (see Figure 21). Another one is the reverse ISE (the tip is
spherical) [55,56,61], which displayed that the hardness decreases with increasing depths. However,
for the reverse ISE, it was observed that the hardness also increases with the decreasing of tip radius.
The reverse ISE is thought to be derived from testing artefacts such as vibration in the testing system
or problems with accurate imaging and measuring the sizes of hardness impressions at dimensions
approaching the limits of optical microscopy [46].

Although classical descriptions of the ISE show a decrease in hardness for increasing indentation
depth (Figure 22), recently new experiments [62] have shown that after the initial decrease, hardness
increases with increasing indentation depth. After this increase, eventually the hardness decreases
with increasing indentation (Figure 23). This phenomenon is very prominent for copper, but not
noticeable for aluminium.

(a) 

(b) 

Figure 21. Indentation size effect (ISE) (a) for geometrically self-similar indenters such as a conical
or pyramidal tip (b) [46]. Reproduced with permission from George M. Pharr et al., Proceedings of
Annual Review of Materials Research; published by Annual Reviews, 2010.
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Figure 22. Visualization of the ISE: hardness decreases with increasing indentation depth for
cold-worked polycrystalline copper [62]. Reproduced with permission from G.Z. Voyiadjis et al.,
Acta Mechanica; published by Springer, 2010.

Figure 23. Visualization of the ISE with the incorporated hardening effect. For h < h1, hardness
decreases, for h1 < h < h2, hardness increases and for h > h2, hardness decreases again [62]. Reproduced
with permission from G.Z. Voyiadjis et al., Acta Mechanica; published by Springer, 2010.

There are different theories to explain ISE. The most popular theory is based on strain gradient
plasticity which is a class of continuum theories aimed to bridge the gap between classical plasticity
and dislocation. This theory assumes that the flow stress of metals depend on the density of statistically
stored dislocations (SSD) which relate to effective strain, and the density of the geometrically necessary
dislocations (GND) which relate to the strain gradient. Dislocations are generated, moved and stored
during the process of plastic deformation. The process of storing dislocation is also a process of strain
hardening. It is assumed that dislocations become stored because they either accumulate by randomly
trapping each other or they are required for compatible deformation of various parts of the material.
When they randomly trap each other, they are often known as the statistically stored dislocation [63],
whereas when they are required for the compatibility purpose, they are often called geometrically
necessary dislocations and related to the gradient of plastic shear strain in a material [63,64].

The most famous strain gradient plasticity model for nanoindentation was proposed by Nix and
Gao [65] in 1998. It has been assumed that plastic deformation of the surface is accompanied by the
generation of dislocation loops below the surface, which are contained in an approximately hemispherical
volume below the region in contact, as shown schematically in Figure 24. The deformation is self-similar
and the angle (θ) between the conical indentation tip and indented surface remains constant.
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Figure 24. Model of geometrically necessary dislocation for a conical indent: (a) Sample being indented
by a rigid conical indenter; (b) Deformation loops created during indentation process [62]. Reproduced
with permission from G.Z. Voyiadjis et al., Acta Mechanica; published by Springer, 2010.

The angle θ can be calculated by

tan(θ) =
h
a
=

bG

LG
, LG =

bGa
h

(6)

where h is the residual plastic depth, and a is the contact radius, and bG is Burger’s vector. The number
of geometrically necessary dislocation loops is h/bG. S is the spacing between individual slip steps on
the indentation surface, as shown in Figure 24. Assume that λ is the total length of the injected loops,
thus between r and r + dr we have

d λ = 2πr
dr
S

= 2πr
h
ba

dr (7)

which after integration from 0 to a gives the total length of dislocation loops,

λ =
∫ a

0

h
ba

2πrdr =
πha

b
(8)

The model assumes that the dislocations are distributed uniformly in a hemispherical volume with
the contact radius.Thus, we have V = 2πa3/3, and therefore the density of geometrically necessary
dislocation is

ρG =
λ

V
=

3
2bh

tan2θ (9)

Taylor hardening model has been used to find the shear strength which can be used to measure
the deformation resistance:

τ = αμb
√

ρT = αμb
√

ρG + ρS (10)

where τ is the resolved shear stress, μ is the shear modulus, b is the Burgers vector and α is a constant
which is usually in the range 0.3–0.6 for FCC metals [66]. Here, they note that ρS does not depend on
the depth of indentation. Rather it depends on the average strain in the indentation, which is related
to the shape of the indenter (tan(θ)). They also assume that the von Mises flow rule applies and that
Tabor’ factor of 3 can be used to convert the equivalent flow stress to hardness:

σ =
√

3τ, H = 3σ (11)

According to these relations the hardness can be expressed by as:

H
H0

=

√
1 +

h∗

h
(12)

where
H0 = 3

√
3 αμb

√
ρS (13)
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is the macroscopic hardness from the statistically stored dislocations alone, in the absence of any
geometrically necessary dislocations, and

h∗ = 81
2

bα2tan2θ(
μ

H0
)

2
(14)

is a length scale for the depth dependence of hardness.
From Equation (12), it can be seen that the indentation hardness H is related only to indentation

depth h as h∗ and H0 are material constants which can be obtained by fitting the experimental results.
After Nix and Gao [67], many other researchers continue to observe ISE through experiments and

simulations. Most of them explained the size effect via the strain gradient theory (Ma and Clarke [68],
Fleck et al. [48], Nix and Gao [65], Poole et al. [69], Stelmashenko et al. [70], Gao et al. [71,72], Acharya
and Bassani [73], Huang et al. [74], and Gurtin [75]). They believed that ISE must have a relationship
with the strain gradient as the geometrically necessary dislocation density ρG is usually related to an
effective strain gradient η as

ρG =
2η

b
(15)

According to Equation (9), strain gradient was inversely proportional to the indentation depth h,
which meant strain gradient should be larger at the shallow depth.

However, Demir, Raabe and Zaafarani [76] expressed a different theory about ISE. They thought
as ρG is the GND density that is required to accommodate a curvature ω, the crystallographic
misorientation between two neighboring points can be used as an approximate measure for the
GNDs as shown in the following equation:

ρG =
ω

b
(16)

According to Equations (15) and (16), the size dependence of indentation hardness has been
associated with strain gradients which exist in the lattice through GNDs. Thus, these researchers
decided to directly measure lattice rotations below indents with the aim of quantifying the
density of these defects. For this purpose they performed an experiment using a tomographic
high-resolution electron backscatter diffraction orientation microscope in conjunction with a focused
ion beam instrument to map the orientation distribution below four nanoindents of different depths.
Unfortunately, the experimental result contradicted the commonly expected inverse relationship
between the indentation depth and the density of the GNDs. In terms of GND-based strain gradient
theories, larger GND densities should appear at shallow indentation depth, not at a deep one.
But their experiment showed an opposite trend that the total GND density below the indents reduces
with decreasing indentation depth. According to the experimental results, they concluded that the
explanation size-dependent material strengthening effects by using average density measure for GNDs
was not sufficient to understand the indentation size effect.

Kiener [57] investigated Nix-Gao model with the cross-sectional EBSD method and proposed
that Nix-Gao model’s physical basis was still under debate, and its validity cannot be addressed
alone with load versus displacement characteristics. There were two assumptions with respect to the
Nix-Gao model, hemispherical plastic zone and self-similarity of the evolving deformation structure.
However, according to the EBSD observation shown in Figure 17, it is clear that the true plastic
deformed zone deviates from the assumption of a half-sphere. Other reports indicated that there were
differently shaped deformation areas, depending on the indenter geometry [45,77,78]. Regarding the
self-similarity, based on the Nix-Gao model, the strain gradient induced by the indenter should be
determined solely by the indenter geometry. Therefore, it should be constant for self-similar indenter
shapes, which means the observed misorientations should depend only on the indenter angle and not
on the indent size. However, the observations for Vickers indents in copper and tungsten displayed
that the maximum misorientation was along the indent flanks for different sizes, as shown in Figure 25.
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Furthermore, Nix-Gao model assumed that GNDs would accommodate the impression geometry
at very low indentation depth for metallic materials with no pre-existing defects, such as single-crystal
metals without any deformation. Subsequently, it was generally accepted that ISE would not exist
in materials with pre-existing high dislocation densities, such as ultrafine-grained materials [79] and
amorphous materials. However, recently Smedskjare [80] and Liu et al. [81] found ISE existing in oxide
glasses and photonic crystals, respectively. Obviously, all of these materials are not crystalline metallic
materials. Therefore, it is concluded that ISE may commonly exist in natural materials, not only in
crystalline materials.

 
Figure 25. Maximum misorientation angle measured along the flanks of the indent for different sized
Vickers indents into fcc copper (closed squares) and bcc tungsten (open squares) [82,83]. Reproduced
with permission from D. Kiener et al., JOM; published by Springer, 2009.

Meyer’s law is another widely used method to describe ISE. For the indenters which have ideal
geometry, the relationship between the test load and the resultant indentation diagonal length curve
could be obtained from [67]

P = C·dn (17)

where P is the load, d is the diagonal length of impression, C is the material/indenter constant and n
is the Meyer index due to the curvature of the curve. Since d is proportional to the contact depth hc

which in turn is proportional to the indentation depth h, Equation (17) could be expressed as follows:

P = C′·hn (18)

where C′ is constant and h is the indentation depth.
Fischer-Cripps [84] mentioned that if the plastic zone was fully developed (beyond elastic-plastic

transition point), the load-displacement (P-h) curve of the loading section could be related to the square
of the displacement (P = C′h2). As for the loading stage of the P-h curve in the elastic-plastic field.
Sakai [85] stated that the load is proportional to the square of the indentation depth. According to
Equatoion (17), if n = 2, the materials shows no ISE. But if n < 2, the materials shows ISE and this case
was confirmed by different materials [86,87].

Considering aforementioned facts, Ebisu and Horibe [67] analyzed the relationship between
the P-h curve and ISE behaviour in their experiments by differentiating the P-h curves of the three
samples. They found that for single 8Y-FSZ (8 mol %Y2O3–ZrO2 single crystal) in the load range of
200–1900 mN, the index n calculated from the P-h curve was 1.873, which suggests that single 8Y-FSZ
showed ISE behaviour. They also found this ISE result agreed well with the experimental results of
another report [88] in which the hardness decreased as the indentation increased between the load
range of 100–2000 mN. The same procedure was conducted in the 12Ce-TZP P-h curve and they found
n = 1.808 within the load range 200–1900 mN. It also was consistent with the results (ISE behaviour)
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from zirconia ceramics [88,89]. However, for fused quartz, index n = 1.961 calculated from P-h curve
in the load range of 200–1900 mN meant that this material showed almost no ISE behaviour [67].
This agreed with Oliver and Pharr’s report [18] which stated that quartz showed very little indentation
size effect.

Kolemen [90] conducted the same experiments with superconductors, which showed a apparent
ISE. He then concluded that for hard materials like brittle ceramics at low indentation loads, n is
significantly less than 2. According to Onitsch [82], n lied between 1 and 1.6 for hard materials and
higher than 1.6 for soft materials.

However, Peng et al. [91] pointed out the correlation between n and C seemed to be of little
significance for understanding the ISE, as their previous study has showed that the best-fit value of
the Meyer’s law coefficient C depended on the unit system used for recording the experimental data
and completely different trends of n versus C may be observed in different unit systems [92] as shown
in Figure 26.

Figure 26. Variation of Meyer’s law coefficient C with Meyer’s exponent n. Note that completely different
trends are observed when different unit systems were used for recording the experimental data [92].
Reproduced with permission from JianghongGong et al., Proceedings of Journal of the European
Ceramic Society; published by Elsevier, 2000.

The first unit system used is P in Newton (N) and d in millimeter (mm) and the second is P in
gram (g) and d in micrometer (mm). As can be seen from Figure 26, completely different trends of
n versus A were observed in different unit systems. Similar conclusions were reported by Li and
Bradt [93] when they analyzed the experimental data on single crystals. Therefore, they concluded
that a particular care should be taken when analyzing the microstructural effects on the measured
hardness based on Meyer’s power law.

It should be noted that only n plays an important role in determining ISE in Meyer’s law and it is
not necessary to consider the variation of Meyer’s law coefficient C. Although numerous researchers
used Meyer’s law to analyse ISE, all of them just fit the whole P-h curve. In fact, the P-h curve can be
fitted separately from the ISE-boundary which is shown as in Figure 27. In the left side of ISE-boundary
an n-value smaller than 2 can be obtained, while an n-value of about 2 can be achieved in the right side.
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Figure 27. Schematic plot of the ISE behaviour [90]. Reproduced with permission from
U. Kölemen et al., Journal of alloys and compounds; published by Elsevier, 2006.

Some other factors may influence the ISE, which include: inadequate measurement capabilities
of extremely small indents [94], presence of oxides or chemical contamination on the surface [95],
indenter-sample friction [96], and increased dominance of edge effects with shallow indents [68].

Elmustafa and Stone [97] proposed a vast number of hypotheses to explain the ISE, including:
friction, and lack of measurement capabilities, and surface layers, oxides, chemical contamination and
dislocation mechanisms. To calculate the hardness for the nanoindentation measurements, indents
were imaged in calibrated optical and scanning electron microscopes. However, because of the
inaccuracies inherent to “optical” method, they did not just rely on them alone. In addition, they used
contact stiffness as a method to determine indirectly the projected contact area. Interestingly, the two
methods agreed very well.

Elmustafa et al. [97] conducted experiments using alpha brass and aluminium as samples. It has
been found that the oxide on a fresh surface of alpha brass is less than 5 nm thick, while the oxide
thickness on an aluminium surface is only 1–3 nm [98]. For Elmustafa et al.’s experiment, the smallest
indents were approximately 0.3 um across or 60 times larger in lateral dimensions than the oxide
thickness. Therefore, the oxide layer would not greatly affect the hardness.

The indenter piling-up or sinking-in was also seen as a factor that influences ISE. McElhaney et al. [99]
did numerous experiments and found that the indenter piling up and sinking in had a huge effect on
the micro-indentation hardness. However, after very careful examination, they found the indentation
hardness still displayed strong dependence on the penetration depth. This observation displayed that
the indenter piling up and sinking in cannot explain the depth-dependent indentation hardness alone.

Loading rate was raised as another influence factor for ISE because usually materials tended
to display larger a plastic work hardening at a large strain rate (loading rate) [100]. The strain rate

in the indented material should be proportional to the ratio
.
h
h , where

.
h is the rate of change of the

indentation depth and h is the indentation depth. It is not hard to understand that for a constant rate
of indentation depth (

.
h = constant), the strain rate should be very huge at the initial penetration.

However, Lilleodden [101] performed indentation test at a constant ratio
.
h
h and still observed the

phenomenon of ISE.
Indenter tip radius was regarded as another factor which affected ISE. However, McElhaney et al. [99]

and Huang et al. [102] found that the sharp indenter tip radius less than 100 nm had definitely no influence
on the micron and sub-micron scale indentation, which indicated that indenter tip radius cannot be used
to explain the ISE observed in the indentation test with sharp indenters.
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5. Simulations of Mechanical Behaviours of Materials Undergoing Nanoindentation

5.1. Conventional Finite Element Method (FEM) Simulations

Lee and Kobayashi’s work [103] was the first to conduct the finite element simulation (FEM) of
indentation in 1969. Plane strain and axisymmetric flat punch indentation was simulated to study
the development of the plastic zone, the load-displacement relationships, and the stress and strain
distributions during continued loading, taking into account the changes of the punch friction and
sample dimensions. However, problems such as the accuracy of the solutions and the efficiency of the
computation still existed. Then three years later, Lee and his colleagues [83] performed another finite
element simulation of indentation using ball indenter, and compared all the results with their own
experiments for heat-treated SAE4340 steel. It was found that the simulated load-displacement curve,
plastic zone development and indentation pressure were in good agreement with the experimental
observations. In addition, by calculating the mean effective strains with FEM, the representative strains
defined by Tabor were found to be equal to the mean effective strains of the plastic zone under the
indenters shown in Figure 28.

Figure 28. Strain contours and elastic-plastic boundaries under the load of (a) 978 kg; (b) 1423 kg;
(c) 2224 kg and (d) 3000 kg (—FEM; —-experiment) [83]. Reproduced with permission from
C.H. Lee et al., International Journal of Mechanical Sciences; published by Elsevier, 1972.

Bhattacharya and Nix [104] performed elastoplastic FEM simulations of nanoindentation using
conical indenter to study the elastic and plastic properties of materials on a sub-micro scale under the
conditions of frictionless and completely adhesive contact. The simulated load-displacement curves for
nickel and silicon were compared with experimental results as shown in Figures 29 and 30, respectively.
It was concluded that the FEM is suitable to simulate nanoindentation behaviour at a sub-micro scale
for different types of materials. Bhattacharya and Nix [105] then investigated the relationship between
Young’s modulus and yield strength, and concluded from FEM simulation that the shapes of the plastic
zones for an elastic-plastic bulk material under a conical indenter depend strongly on the ratio E/σy

(Young’s modulus/yield stress) with a fixed indenter angle as shown in Figure 31.
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Figure 29. Comparison between the results from the present Finite Element Method (FEM) analysis
and those from Pethica et al. [106] on indentation of nickel [104]. Reproduced with permission from
A.K. Bhattacharya et al., International Journal of Solids and Structures; published by Elsevier, 1988.

Figure 30. Comparison between the results from the present FEM analysis and those
from Pethica et al. [106] on indentation of silicon [104]. Reproduced with permission from
A.K. Bhattacharya et al., International Journal of Solids and Structures; published by Elsevier, 1988.

Figure 31. Comparison of the yield zones at a particular indenter angle of 136◦ for various E/σy, ratios
for a depth of indentation of 203 nm [105]. Reproduced with permission from A.K. Bhattacharya et al.,
International Journal of Solids and Structures; published by Elsevier, 1991.

Subsequently, FEM nanoindentation simulation of thin films [107–110], stress distribution [111–113],
hardness [114–116], friction effects [109,117], brittle cracking behaviour [118–120] and coatings [121,122]
were extensively developed.

Furthermore, recently Maier et al. [123–125] proposed an inverse analysis method to identify
elastic-plastic material parameters via FEM indentation simulation, and their proposed methodology
was validated using “pseudo-experimental” (computer generated) data with and without noise.
Chen et al. [126] proposed two alternative indentation techniques to effectively distinguish elastoplastic
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properties of the mystical materials which have distinct elastoplastic properties yet they yield almost
identical indentation behaviors, even when the indenter angle is varied in a large range

Most of the researchers thought the conventional plasticity theory cannot be used to
explain ISE because its constitutive models possess no intrinsic (internal) material lengths.
However, Storakers et al. [127] did observe the reversed ISE through simulation by using
a parabola-shaped indenter.

5.2. Crystal Plasticity FEM Simulation

The evolution of crystallographic texture and grain lattice rotation under the indentation has not
been well understood. This work must be done through the crystal plasticity based simulation.

Casals and Forest [128] investigated the anisotropy in the contact response of FCC and HCP
(hexagonal closest-packed) single crystal via simulating spherical indentation experiments of bulk
single crystals and thin films on hard substrates. Their simulations predicted that the plastic zone
beneath the indenter preferentially grew along the slip system directions as shown in Figures 32 and 33.
Consequently, in coated thin film systems, a prominent localization of plastic deformation occurred
at those specific regions where slip system directions intersected the substrate. Meanwhile, these
specific areas were prone to crack nucleation in terms of accumulative plastic damage. Therefore,
the identification of these areas was meaningful for the prediction of potential delamination and
failure of the coatings. Casals et al. [129] also used three-dimensional crystal plasticity finite element
simulations to examine Vickers and Berkovich indentation experiments of strain-hardened copper.
The results showed that the simulation was in a good agreement with experimental observations with
respect to hardness, load-displacement curves, material piling up and sinking in development at the
contact boundary.

Figure 32. Details of the indentation-induced plastic zone in the simulations concerning face centered
cubic (FCC) copper crystals. (a,c,e) correspond to the (001), (011) and (111) indented planes of bulk
crystals. (b,d,f) correspond to their thin film counterparts. Plastic zone is assessed by considering the
total acumulated plastic strain variable. White arrows point to the specific locations where high plastic
strain localization occurs within the coating-substrate interface. Penetration depth in the figures is
hs = 3.5 μm [128]. Reproduced with permission from O. Casals et al., Computational Materials Science;
published by Elsevier, 2009.
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Figure 33. Details of the indentation-induced plastic zone in the simulations concerning hexagonal
closest-packed (HCP) zinc crystals. (a,c) correspond to the basal and prismatic indented planes of bulk
crystals. (b,d) correspond to their thin film counterparts. White arrows point to the specific locations
where high plastic strain localization occurs within the coating-substrate interface. Penetration depth
in the figures is hs = 3.5 μm [128]. Reproduced with permission from O. Casals et al., Computational
Materials Science; published by Elsevier, 2009.

Alcala et al. [130] analysed Vickers and Berkovich indentation behaviour via extensive crystal
plasticity finite element simulation by recourse to the Bassani and Wu hardening model for pure
FCC crystals. The simulated results have been used to illustrate the impact of the crystallographic
orientation, as shown in Figure 34. It was clear that the irregular appearance of pyramidal indentations
was governed by the crystallography of FCC crystals on the indented surface.

Figure 34. Imprint morphologies for Vickers indentation in the (001) plane for different orientations
(rotations) of the tip. (a) The slip directions at the surface coincide with the edges of the indenter
(arrows indicate development of pincushion effects); (b) The slip directions coincide with the sides of
the indenter; (c) Intermediate orientation to those described in (a,b) [130]. Reproduced with permission
from J. Alcala et al., Journal of the Mechanics and Physics of Solids; published by Elsevier, 2008.
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Liu et al. [131] implemented crystal plasticity constitutive model initially developed by
Peirce et al. [132] in a finite element code Abaqus/Explicit to study the material behaviour
of nanoindentation on (001) oriented surface of single crystal copper. All of the appropriate
meso-plastic parameters used in the hardening model was determined by fitting the simulated
load-displacement curves to the experimental data. Their studies demonstrated that the combined
nanoindentation/CPFEM simulation approach for determining meso-plasitc model parameters works
reasonably well from micro level to the macro level as shown in Figure 35. They also investigated
the orientation effects in nanoindentation of single crystal copper [133]. Simulated load-displacement
curves were found to be in agreement with those from experimental tests as shown in Figure 36.
Meanwhile, two-, three-, and four-fold symmetric piling-up patterns were observed on (011), (111),
and (100) oriented surface with respect to CPFEM simulation. The anisotropic nature of the surface
topographies around the imprints in different crystallographic orientations of the single crystal copper
samples then were related to the active slip systems and local texture variations. Wang et al. [40] had
similar observations while performing a 3D elastic-viscoplastic crystal plasticity finite element method
simulation to study the dependence of nanoindentation piling-up patterns. Their simulation showed
that the piling-up patterns on the surface of (001)-, (011)- and (111)-oriented single crystal copper had
four-, two-, and sixfold symmetry, respectively. All the simulated piling-up patterns were in agreement
with those from the experiments. The explanations of the anisotropic surface profiles were also related
to the active slip systems and local texture variations.

Figure 35. (a) Results of FEM simulations showing the variation of the indentation force, F with indent
diameter, 2a for different indenter radii, R; (b) Results of indentation experiments showing the variation
of the indentation force, F with indent diameter, 2a for different indenter radii, R [131]. Reproduced
with permission from Y. Liu et al., Journal of the Mechanics and Physics of Solids; published by
Elsevier, 2005.
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Figure 36. Comparisons between numerical and experimental load-displacement curves on copper
samples of different crystallographic orientations made with a spherical indenter (tip radius 3.4 μm):
(a) (100) plane; (b) (011) plane and (c) (111) plane [133]. Reproduced with permission from Y. Liu et al.,
International Journal of Plasticity; published by Elsevier, 2008.

Zaafarani et al. [45] carried out the 3D elastic-viscoplastic crystal plasticity finite element
simulations with the same geometry of indenter and boundary conditions as those from experiments.
Their CPFEM simulations predicted a similar pattern for the absolute orientation changes as the
experiments as shown in Figure 37. However, it was found that the simulations over-emphasized
the magnitude of the rotation field tangent to the indenter relative to that directly below the indenter
tip. The reason was then found to be due to edge effects at the contact zone and milling-induced
curvature caused by ion beam so that no complete EBSD mapping could be made up to the actual
contact interface [134].
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Figure 37. Rotation maps for a set of successive (112) sections perpendicular to the (111) indentation
plane (surface plane perpendicular to the plane presented) with different spacing to the actual
indent [45]. The images on the left-hand side (a–h) were obtained from viscoplastic crystal plasticity
simulations. The corresponding maps on the right-hand side (i–p) were determined via EBSD
measurements in succeeding planes prepared by serial FIB sectioning. The color code shows the
magnitude of the orientation change relative to the initial crystal orientation without indicating the
rotation axis or rotation direction. Scaling is identical for all diagrams. Reproduced with permission
from N. Zaafarani et al., Acta Materialia; published by Elsevier, 2006.

Eidel [135] simulated pyramidal micro-indentation on the (001) surface of Ni-base superalloy
single crystal with three different azimuthal orientations of the pyramidal indenter. The numerical
piling-up patterns were compared with the experimental results. It was found that the resultant
material piling-up was insensitive to different azimuthal orientations of the pyramidal indenter as
shown in Figure 38. The reason could be due to the piling-up formation determined by crystallographic
processes rather than by the stress distribution pattern, induced under the non-isotropic pyramidal
indenter. He then also found that the piling-up was independent of the indenter shape (sphere or
pyramid) and the elastic anisotropy, which further confirmed that only the geometry of the slip systems
in the (001) oriented crystal governed piling-up, whereas stress concentrations introduced by different
indenter shapes, by the azimuthal orientation of a pyramidal indenter and also by the characteristics
of the elasticity law, had no significant influence.

Liu et al. [136] simulated indentation process of single-crystal aluminium with three different
initial orientations via using three-sided Berkovich indenter, and all the numerical load-displacement
curves and pile-up patterns from CPFEM have been validated by experimental observations, as shown
in Figures 39–41. CPFEM simulation was also used to explain the anisotropic feature of pile-up
patterns for different single crystals in details [137,138]. Recently, indentation on severely deformed
materials [139] and bicrystalline ones [139] were also investigated via CPFEM modelling.
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Figure 38. Pyramidal indentation experiments into (001) FCC CMSX-4. Left: experiment (SEM);
right: simulation with isolines of height, uz (μm), for azimuthal orientation angle θ = 0◦, 22.5◦, 45◦ in
row 1–3. In the coordinate system, X-, Y-, Z-axes each represent h001i directions. The white stains in
the experimental indentation craters are debris from sputtering [135]. Reproduced with permission
from Y. Liu et al., International Journal of Plasticity; published by Elsevier, 2008.
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Figure 39. Comparisons between numerical and experimental load-displacement curves for
single-crystal Al samples: (a) (001); (b) (101) and (c) (111) surfaces [136].

Figure 40. Atomic-force microscopy (AFM) images of the indent impressions made on a single-crystal
Al workpiece with a Berkovich indenter (tip radius 200 nm) at different crystallographic orientations:
(a) (001), (b) (101) and (c) (111) surfaces [136].
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Figure 41. Simulated images of the indent impressions on a single-crystal Al workpiece with
a Berkovich indenter (tip radius 200 nm) at different crystallographic orientations: (a) (001); (b) (101)
and (c) (111) surfaces [136].
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6. Conclusions

Nanoindentation is the most popular method to investigate the mechanical properties of materials
at mico- and nanoscale. The key advantage of this technology is its convenience and applicability
on a very small sample where normal tensile test cannot be applied. A vast number of experiments
have been conducted to investigate different characters during indentation deformation, including
hardness, Young’s modulus, load-displacement curve, ISE, piling up and sinking in, cracks, texture
evolution and lattice rotation and so on. Meanwhile, a wide range of materials were studied, such as
metals, ceramics, rubbers, human bones, coatings, etc.

Indentation size effect has been extensively studied by numerous researchers. Among all of these
researchers, Nix and Gao has proposed a strain gradient model which was believed to be the best way
to simulate and explain ISE in the past. However, it has been found that the main assumptions for
that model are in conflict with the experimental observations. Other potential influence factors, such
as inadequate measurement capabilities of extremely small indents, presence of oxides or chemical
contamination on the surface, indenter-sample friction, increased dominance of edge effects with
shallow indents and tip radius have been eventually proven to be ineffective in determining the ISE.
Therefore, the mechanism of ISE needs to be further investigated and discussed.

The conventional FEM has been used to study the indentation process on materials and to predict
their hardness, stress distribution, friction effects, Young’s Modulus, load-displacement curves, and
brittle cracking behaviour and so on. However, the anisotropic characters of materials could not
be taken into account in the conventional FEM. Therefore, Crystal plasticity FEM (CPFEM) which
considers the lattice rotation and the plastic slip as the key deformation mechanism has been used to
simulate the texture evolution of materials during indentation deformation. All the numerical results
can be accurately validated by comparing with experimental observations. In addition, CPFEM is also
the best candidate to investigate the deformation mechanism of materials at smaller scale.
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Abstract: The improved Johnson inclusion core model of indentation by conical and pyramidal
indenters in which indenter is elastically deformed and a specimen is elastoplastically deformed
under von Mises yield condition, was used for determination of mechanical properties of materials
with different types of interatomic bond and different crystalline structures. This model enables us to
determine approximately the Tabor parameter C = HM/YS (where HM is the Meyer hardness and
YS is the yield stress of the specimen), size of the elastoplastic zone in the specimen, effective apex
angle of the indenter under load, and effective angle of the indent after unloading. It was shown that
the Tabor parameter and the size of elastoplastic deformation zone increase monotonically with the
increase of the plasticity characteristic δH, which is determined in indentation experiments using
the early elaborated by the several authors of this article method. The corresponding analytical
dependencies were obtained and their physical nature is discussed. For the materials studied in this
work, the Tabor parameter ranges from 1 to 4. At the same time, for structural metallic alloys its value
is between 2.8 and 3.1 in agreement with the results obtained by Tabor. A very simple technique
developed in this article allows one to determine from the standard indentation test not only the
hardness of a material but also its yield stress and plasticity. This makes the indentation test results
significantly more informative.

Keywords: mechanical properties; hardness; indentation; plasticity

1. Introduction

The study of mechanical properties of materials by the method of local loading with a rigid
indenter is extensively used in practice. In indentation the Meyer hardness HM = P/S (where P is
the load on the indenter and S is the projection area of the hardness indent on the initial surface
of the specimen) has a precise physical meaning of the average pressure under indenter and is
usually determined.

Indentation models which describe theoretically the indentation process with the aim to determine
other mechanical properties, particularly the yield stress of material YS, were proposed long ago and
many times [1,2]. Among the developed models, the Johnson inclusion core model is the most
successful [3,4].

The details of these investigations and historical information on this problem up to 1969 are
presented in [3]. Thereafter, the concept of the inclusion core model was checked and investigated in
many works (see, e.g., [5–9]). In [10], executed with the participation of several authors of this article,
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Johnson’s model has been improved to describe the process of continuous indentation, in which not
only the sample, but also the indenter undergoes elastic-plastic deformation. In this improved model
the elastic compression of the inclusion core under the indenter is taken into account for the first time,
as well as the change in the apex angle of the indenter in the deformation process. In [10] for the
description of such indentation process the system of five equations was derived, which has been
used to study the deformation of diamond during indentation by the diamond indenter. In this paper,
the model [10] is simplified for the case where only the sample is deformed elastically-plastically,
and the indenter is deformed elastically. The advantages of the model [10] are preserved in this paper by
taking into account the compression of the core under indenter and the change of the indenter shape as
a result of elastic deformation. Simplification of the model [10] reduced the number of equations from
five to three (see the system of Equations (26) in [10] and the system (1) in this article). The system (1)
is used in this study to analyze the deformation process during indentation of materials with different
types of interatomic bonds and various crystalline structures, to establish the functional relationship
between the Tabor parameter C [11] and the plasticity of the material (C = HM/YS, where HM is the
Meyer hardness and Ys is the yield stress of the specimen), as well as for development of the simple
method for determination of the yield stress as a result of standard determination of hardness.

2. Theoretical Background. Scheme and Equations of the Improved Model

Figure 1 shows a scheme in a spherical coordinate system 0rθψ of a model of contact interaction
of a conical indenter and specimen, in which a hydrostatic core of radius c forms. The non-deformed
indenter is shown by a dashed line, and the following notations are used: ψ is the angle between the
surface of the indenter and the indenter axis xi under load; 0 ≤ r ≤ c is the region of the core; c ≤ r ≤ bS
is the spherical layer of the specimen where elastoplastic deformations occurred; r ≥ bS is the region of
elastic deformation of the specimen. Strains are assumed to be sufficiently small.

c  

r
iγ  ψ  

0  

ix  

indenter  

specimen  
undeformed 

indenter
 

core  

P

P

Sb  

Figure 1. Scheme of interaction of an indenter and a specimen under a load P in a spherical coordinate
system 0rθψ, HM = P/(πc2).

Dislocation approach to the mechanism of deformation during indentation is being developed
intensively ([12–18], etc.). In the framework of the dislocation theory, the zone of elastoplastic
deformation with the radius bS is the zone with a sharp increase in the dislocation density around the
indentation imprint with a symmetry center at the very point 0 in Figure 1. Dislocations are nucleated
near the indenter and move in the radial directions to the boundaries of the elastoplastic zone under
the action of shear stress, caused by the load on indenter [19]. The comparison of calculated values of
bS with the experimental data is given in the Section 3.6.

During continuous penetration of the elastic indenter, the core increases at the expense of the
elastoplastic zone of the specimen. This proceeds on its boundary, where the material of this zone is
compressed by the pressure of the core, which exceeds the pressure in the elastoplastic zone (in passing
the boundary of the core, the jump of pressure and volume strain is observed; shear stresses, which
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are absent in the hydrostatic core, also change abruptly). During such penetration, the material of the
elastoplastic zone is additionally densified on the boundary of the core by a pressure ΔpS = 2YS/3
(caused by the jump of pressure ΔpS on this boundary) and joined to the material of the core.

As mentioned above, this model has three transcendental equations for three unknown quantities:
yield stress YS, the relative size of the elastoplastic zone x = bS/c and z = cot ψ:⎧⎪⎪⎨⎪⎪⎩

z = cot ψ = cot γi − 2HM/E∗
i , (1a)

(1 − θSYS) ·
(

x3 − αS

)
= zβS/YS, (1b)

(2/3 + 2 ln x)− HM/YS = 0, (1c)

where the notation αS = 2(1−2νS)
3(1−νS)

, βS = ES
6(1−νS)

, θS = 2(1−2νS)
ES

and E∗
i = Ei

1−ν2
i

is used, E is the Young’s

modulus, ν is the Poisson’s ratio, γi is the angle between the surface and the axis xi of the conical
non-deformed indenter. Subscripts i and s correspond to the indenter and specimen, respectively.
The solution of this system for unknowns (z, x, YS) determines approximately the stress-strain state of
the specimen in accord with the proposed model. As it is seen from Equation (1c) the Tabor constant

C = HM/YS = 2/3 + 2ln x, (2)

The system of Equations (1) takes into account the elastic compressibility during formation of the
core, and, thus, the proposed model develops the model considered in [3,4]. Equation (1a) corresponds
to Equation (17) of the work [10] at γiR = γi, Equation (1b) corresponds to the first equation of the
system (26) of the work [10], and Equation (1c) corresponds to the fourth equation of the system (26) of
the work [10].

The influence of compressibility during formation of the core, as it follows from [10] is determined
by the value of θSYS. This value increases with increase in the ratio YS/ES and with decrease in the
Poisson’s ratio ν. The evaluation of θSYS shows that the ratio YS/ES can attain 0.1 for covalent crystals,
and θSYS becomes substantial as compared to 1. For the same crystals, ν has a minimum value, which
is particularly small for diamond (ν = 0.07). Diamond was not investigated in the present work because
its deformation is purely elastic at room temperature. Features of the diamond deformation during
indentation by diamond indenter are considered in [10]. However, we can evaluate the quantity YS /ES
on the basis of the Meyer hardness of diamond at room temperature HM = 150 GPa [20] assuming that,
as for high-hardness ceramics, for diamond, YS ≈ HM. For diamond and for the value E = 1200 GPa,
we obtain θSYS ≈ 0.23, i.e., the compressibility of the deformation core is particularly substantial for
diamond and high-hardness ceramic materials. For metals, at YS/ES ≈ 0.002, and if ν = 0.35, the value
of θSYS = 0.001, is much smaller than 1, and taking into account the compressibility of the material
during formation of the core hardly influences on the obtained results.

For the residual conical indent in the specimen, the effective angle γSR after its elastic unloading
has the value ([10], Equation (16))

cot γSR = cot ψ − 2HM(1 − ν2
S)/ES, (3)

where the term 2HM(1 − ν2
S)/ES takes account of the elastic recovery of angle ψ and elastic deflection

component of the specimen surface.
The considered model was elaborated for the case of penetration of a cone with an apex angle 2γi.

The following relations between the apex angles of equivalent conical and pyramidal (trihedral and
tetrahedral) indenters were proposed in [10],

cot γi =
√

π cot γV/2 =
4
√

π2/27 cot γB, (4)

where γi, γV, γB are the apex angles of conical, tetrahedral (e.g., Vickers indenters, γV = 68◦), and
trihedral (e.g., Berkovich indenters, γB = 65◦) indenters, respectively.
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3. Results and Discussion

3.1. Comparative Analysis of the Deformation Process during Indentation of Materials with Different Types of
Interatomic Bond and Different Crystalline Structures

In this work, results of measurement of the Vickers microhardness obtained by the authors,
a substantial part of which was published [18,21–25], were used. For most presented results,
the load on the indenter was close to 2 N. For the analysis of features of deformation in indentation,
we chose unalloyed polycrystalline and single-crystalline metals with FCC, BCC, and HCP lattices;
a number of intermetallics (Al3Ti, Al61Cr12Ti27, and Al66Mn11Ti23); single-crystals of refractory
carbides (WC, NbC, TiC, ZrC, and SiC), covalent crystals of Si and Ge, and partially covalent Al2O3

and LaB6; amorphous alloys (Fe83B17, Fe40Ni38Mo4B18, and Co50Ni10Fe5Si12B17) and quasicrystals
(Al63Cu25Fe12 and Al70Pd20Mn10). An investigation was also performed for steel with 0.45% C and
5083 aluminum alloy.

The characteristics of the studied materials are presented in Table 1. The microhardness HM
was calculated from the value of HV (HM = 1.08 HV). In calculations for the diamond indenter,
Ei = 1200 GPa and νi = 0.07 were taken.

Table 1. Mechanical characteristics of materials (Meyer hardness HM, Young modulus ES, and Poisson’s
ratio νS) and characteristics calculated according to the core indentation model (Tabor parameter C,
yield stress YS, plasticity characteristic δH, relative size of elastoplastic zone x, apex angle of indenter
under load ψ, and relaxed effective apex angle of a hardness indent γSR).

Materials HM, GPa ES, GPa νS C = HM/Ys Ys, GPa δH x = bS/c ψ, deg. γSR, deg.

FCC metals

Al 0.173 71 0.35 4.02 0.043 0.99 5.33 68.01 68.12
Au 0.270 78 0.42 3.86 0.07 0.99 4.84 68.02 68.27
Cu 0.486 130 0.343 3.74 0.13 0.98 4.47 68.04 68.32
Ni 0.648 210 0.29 3.81 0.17 0.98 4.68 68.05 68.29

BCC metals

Cr 1.404 298 0.31 3.42 0.41 0.97 3.98 68.10 68.47
Ta 0.972 185 0.342 3.35 0.29 0.97 3.88 68.07 68.48
V 0.864 127 0.365 3.20 0.27 0.97 3.54 68.06 68.58

Mo (111) 1.998 324 0.293 3.17 0.63 0.96 3.52 68.14 68.64
Nb 0.972 104 0.397 2.94 0.33 0.96 3.16 68.07 68.76
Fe 1.512 211 0.28 3.02 0.50 0.95 3.29 68.11 68.69

W (001) 4.320 420 0.28 2.73 1.58 0.92 2.80 68.31 69.15

HCP metals

Ti 1.112 120 0.36 2.93 0.38 0.95 3.09 68.08 68.79
Zr 1.156 98 0.38 2.75 0.42 0.95 2.83 68.08 68.97
Re 3.024 466 0.26 3.09 0.63 0.95 3.38 68.22 68.75
Mg 0.324 44.7 0.291 2.94 0.11 0.95 3.3 68.02 68.60
Be 1.620 318 0.024 3.05 0.53 0.94 3.35 68.12 68.56
Co 1.836 211 0.32 2.91 0.63 0.94 3.10 68.13 68.82

Intermetallics
(IM)

Al66Mn11Ti23 (IM3) 2.203 168 0.19 2.42 0.91 0.87 2.42 68.16 69.27
Al61Cr12Ti27 (IM2) 3.456 178 0.19 2.08 1.66 0.81 2.03 68.25 69.90

Al3Ti (IM1) 5.335 156 0.30 1.67 3.19 0.76 1.65 68.38 71.16

Metallic glasses
(MG)

Fe40Ni38Mo4B18 (MG2) 7.992 152 0.30 1.25 6.39 0.62 1.34 68.58 72.90
Co50Ni10Fe5Si12B17 (MG3) 9.288 167 0.30 1.19 7.80 0.60 1.30 68.67 73.25

Fe83B17 (MG1) 10.044 171 0.30 1.14 8.84 0.58 1.26 68.73 73.58

Quasicrystalls
(QC)

Al70Pd20Mn10 (QC2) 7.560 200 0.28 1.55 4.88 0.71 1.55 68.54 71.67
Al63Cu25Fe12 (QC1) 8.024 113 0.28 0.97 8.30 0.48 1.16 68.58 74.54

Refractory
compounds

WC (0001) 18.036 700 0.31 1.89 9.56 0.81 1.84 69.31 71.40
NbC (100) 25.920 550 0.21 1.22 21.26 0.54 1.32 69.89 74.02
LaB6 (001) 23.220 439 0.20 1.13 20.51 0.50 1.26 69.69 74.34
TiC (100) 25.920 465 0.191 1.08 24.07 0.46 1.23 69.89 74.83
ZrC (100) 23.760 410 0.196 1.06 22.48 0.46 1.22 69.73 74.85

Al2O3 (0001) 22.032 323 0.23 0.94 23.40 0.41 1.15 69.60 75.56
α-SiC (0001) 32.400 457 0.22 0.87 37.24 0.36 1.11 70.38 76.77

Covalent
crystals

Ge (111) 7.776 130 0.21 1.10 7.06 0.49 1.24 68.56 73.75
Si (111) 11.340 160 0.22 0.96 11.84 0.42 1.16 68.82 74.99

Industrial alloys Steel 0.45%C 1.890 204 0.285 2.74 0.69 0.93 2.79 68.14 68.88
Al alloy #5083 1.030 70.1 0.33 2.51 0.41 0.91 2.49 68.07 69.23

The analysis of the deformation process in microindentation was performed on the basis of
the developed inclusion core model of indentation with the use of the system of Equations (1).
The parameter z was calculated from Equation (1a), and then the system of Equations (1b) and
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(1c) was solved to determine the yield strength YS and the relative size of the elastoplastic zone in the
specimen x = bS/c.

The apex angle of the equivalent conical indenter under load ψ was calculated by the relation
z = cot ψ. The apex angle of the conical hardness indent in the specimen after unloading of the indenter
γSR was calculated by Equation (3).

In accordance with [10,21], the mean plastic strain on the contact area of the indenter and specimen
εp in the direction of the force P applied to the indenter was calculated by Equation (5), the elastic
strain εE, corresponding to the elastic deflection component of the specimen surface, was computed
by (6), and the total strain εt was calculated by (7)

εp = lnsinγSR = − ln
√

1 + cot2 γSR < 0, (5)

εe = −(1 + νS)(1 − 2νS)HM/ES, (6)

εt = εe + εp. (7)

The plasticity characteristic δH (introduced in [18]) was evaluated by formula (8) in Section 3.2.1.
The obtained results are presented in Table 1, in which groups of materials are located in the order of
decreasing plasticity characteristic δH. It is seen, that the Tabor parameter C decreases simultaneously
with a decrease δH within each group of materials of Table 1, and at the comparison of values C and δH
of the different groups.

For the most plastic materials with a FCC lattice, C = 3.8–4. For metals with BCC and HCP
structures, C ≈ 3, which corresponds to the Tabor concept [11].

Among the other studied materials, intermetallic compounds have values of C ≈ 2, that are close
to those for metals.

Among the studied refractory compounds, the lowest value of C, even smaller than 1, is observed
for SiC and Al2O3. These crystals also have the smallest plasticity.

Among refractory compounds, carbide WC, as is known [24,25], is distinguished by increased
plasticity δH = 0.81, and, for it, C = 1.89, that is higher than for other refractory compounds. For covalent
crystals Si and Ge, C ≈ 1. At the same time Ge has a somewhat higher plasticity and higher
value of C. However, it should be taken into account that, in these crystals, indentation leads to
the semiconductor–metal phase transition [26,27], which complicates the discussion of results obtained
for them.

In view of the established correlation of the Tabor parameter C with the plasticity characteristic
δH, it seems reasonable to consider the relation of these characteristics more thoroughly to elucidate
the physical nature of the Tabor parameter C. The relation between C and δH seems to be particularly
interesting because both these characteristics relate the hardness to the mechanical properties of
the material, namely, to the yield strength (Tabor parameter C) and to the plasticity of the material
(plasticity characteristic δH).

3.2. Relation between the Tabor Parameter C = HM/YS and Plasticity Characteristic δH

3.2.1. Plasticity Characteristic δH Determined by Indentation

In modern physics plasticity is determined by the tendency of a material to undergo residual
deformation under load [28,29].

The frequently used plasticity characteristics (elongation of a specimen to fracture δ and its
reduction of the area to fracture Ψ) do not correspond to the physical definition of plasticity and must
be considered only as convenient technological tests [18,21,30], which can be used for only metals
having some elongation to fracture. For a large number of modern materials, the value δ = 0 and
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cannot characterize their mechanical behavior. The plasticity characteristic satisfying the physical
definition of plasticity was proposed in [18] in the form of the dimensionless parameter

δ* = εp/εt = 1 − εe/εt, (8)

where εp, εe, and εt are, respectively, the plastic, elastic, and total strain, and εt = εp + εe.
The considered plasticity characteristic δ* can be determined in any methods of mechanical tests

(tension, compression, and bending) and, as shown in [18,21], in indentation.
It is seen from expression (8) that δ* depends on the total strain εt, which follows directly from the

definition of plasticity δ* presented above.
Since the plasticity δ* depends on the strain εt, a comparison of the plasticity of different materials

should be performed at a representative strain εt ≈ const. In tensile test, in the first stages of loading,
εt = εe, and plastic strain is absent, i.e., the material does not retain a part of strain after unloading.
For this reason representative strain εt must be sufficiently large (7%–10%). It is natural that, in the
case of standard tensile and compression test methods, this characteristic can be determined only
for sufficiently plastic metals. At the same time, the condition εt ≈ const is automatically fulfilled in
indentation of materials using a pyramidal indenter, e.g., a tetrahedral Vickers pyramid or trihedral
Berkovich pyramid, and the degree of total strain under these indenters lies in the interval indicated
above (εt ≈ 7.6% for a tetrahedral Vickers indenter, and εt ≈ 9.8% for a trihedral Berkovich indenter).

During indentation, the small volume of the deformed material and a specific character of strain
fields decrease the susceptibility to macroscopic fracture. This enables one to determine the hardness
and plasticity characteristic for most materials even at cryogenic temperatures.

In [18,21] it was shown that, for a pyramidal indenter, the plasticity characteristic can be
determined in indentation in the form

δH = 1 − HM
ES · εt

(
1 − νS − 2ν2

S

)
. (9)

In particular, for a Vickers indenter, taking into account that HV = HM sin γi, γi = 68◦,
and εt = 7.6%, we have

δH = 1 − 14, 3 ·
(

1 − νS − 2ν2
S

)
HV/ES, (10)

The introduction of the plasticity characteristic δH made it possible to classify practically all
(plastic and brittle materials in standard mechanical tests) on the basis of their plasticity [18,21,22].
A dependence of δH on the temperature, strain rate, and structural factors has been
established [18,21,30]. It was possible to introduce the notion of theoretical plasticity for perfect
crystals in which theoretical strength is attained [30]. It was experimentally shown that there exists
a critical value of the plasticity characteristic δH cr ∼= 0.9. At smaller values of δH, the plasticity in tensile
tests is δ = 0 or has a very low value. The plasticity characteristic δH is fairly extensively used in works
of different authors (e.g., [31–33]).

The values of the plasticity characteristic δH for the materials studied in the present work are
presented in Table 1, which enables us to compare them with the Tabor parameter C.

Consider the theoretical relation between C and δH. It follows from Equation (2) that the parameter
C is completely determined by the relative size of the elastoplastic zone x = bS/c. This is why we first
calculate the relation between x and the plasticity characteristic δH.
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3.2.2. Relation between the Relative Size of the Elastoplastic Zone x = bS/c and the Plasticity
Characteristic δH

As noted in Section 2, for metals, the quantity θSYS can be neglected as compared to 1 in
Equation (1b). Substituting YS from (1c) into (1b), we find the following equation for the determination
of x for metals:

x3 − αS =
ESz

( 2
3 + 2 ln x

)
6(1 − νS)HM

, (11)

where αS = 2(1−2νS)
3(1−νS)

.
Determining HM/ES from (10) and substituting its value into (11), for the Vickers indenter we get

the following explicit dependence of δH on the relative size of the elastoplastic deformation zone x:

δH = 1 − 2, 21z
( 2

3 + 2 ln x
)

x3 − αS
λS, (12)

where λS =
1−νS−2ν2

S
1−νS

= 1 − 2 ν2
S

1−νS
.

It follows from Equation (12) and Figure 2 that δH is predominantly determined by the quantity x,
but the parameters z and λS exert some influence on the relation between δH and x. For metals, the
parameter z is practically equal to z ≈ cot γi because the angle ψ for them differs very slightly from
an angle γi = 68◦ (see Table 1). Therefore, it can be assumed that z ≈ const. However, the parameter λS
varies somewhat for metals having different values of Poisson’s ratio νS, which leads to an insignificant
scatter of experimental results relative to the averaged curve in Figure 2.
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Figure 2. Relation between the plasticity characteristic δH and the relative size of the elastoplastic
deformation zone x. Curve was constructed on the basis of Equation (12) for z = 0.38 and νS = 0.27.

For metals the results of calculation of δH by (10) and (12) practically coincide.
Formula (12) was used for the calculation of the dependence x(δH) shown in Figure 2. In this case,

the values of the parameters z and νS were varied. The smallest mean square error equal to 0.06%
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was obtained for z = 0.38 and νS = 0.27. Thus, it was shown that Equation (12) with the values of the
parameters z = 0.38 and νS = 0.27 can be used with an accuracy sufficient for practice not only for
metals, but also for other materials studied in the work.

The experimental data and theoretical curve shown in Figure 2 indicate that the relative size of
the elastoplastic deformation zone during indentation x = bS/c is mainly determined by the plasticity
characteristic δH. The value of x increases monotonically with increasing δH. In this case, x changes
from values close to 1 for ceramic materials to x = 5.33 for aluminum.

3.2.3. Yield Strength YS and Tabor Parameter HM/YS in the Considered Model

Figure 3 shows the relation between the Tabor parameter C = HM/YS and plasticity characteristic
δH. It is seen that the experimental dots for all studied materials lie on practically one curve.
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Figure 3. Relation between the Tabor parameter C = HM/YS and the plasticity characteristic δH. Curve
was constructed on the basis of Equation (13) for z = 0.38 and νS = 0.27.

To calculate the theoretical dependence C(δH) for the studied materials shown in Figure 3,
formulas (1c) and (12) were used. We obtained the next Equation:

δH = 1 − 2, 21zCλS
exp(1, 5C − 1)− αS

, (13)

It is seen from Figure 3 that this equation satisfactorily describes the experimental results.
It should also be noted that, by analogy with δH cr, the notion of the critical value of the Tabor

parameter Ccr = HM/YS ≈ 2.6 can be introduced. As is seen in Figure 3, this value corresponds to
δH cr = 0.9. Therefore, only for C > 2.6, the materials have a substantial macroscopic plasticity in
tensile tests.

3.3. Physical Nature of Increase of the Tabor Parameter C = HM/YS with Increase in the Plasticity δH

During indentation of low-plasticity materials, the elastoplastic deformation zone is small and
its radius bS exceeds slightly the radius of the penetrated indent c. In this case, C ≈ 1 and HM ≈ YS.
However, as shown in the present work, with increase in the plasticity δH, the size of the elastoplastic
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deformation zone increases substantially, and, in most plastic materials, the value of bS/c increases to
more than 5. Therefore, during penetration of an indenter into plastic materials, deformation occurs
not only under the indenter, but also in a hemisphere with a radius bS, exceeding substantially the
radius of the hardness indent c. In order for the plastic deformation to occur on a large hemisphere,
the pressure P = HM on the contact area of the indenter and specimen must exceed substantially the
yield strength YS. The higher ductility of the material, the greater the size of elastic-plastic deformation
zone and, hence, the pressure P and the Tabor parameter C should be higher. The mathematical relation
between C = HM/YS and the plasticity characteristic δH is described by Equation (13) and is shown in
Figure 3.

3.4. Relaxed Effective Apex Angle of a Hardness Indent γSR and Apex Angle of an Indenter under Load ψ

It is seen from Table 1 and Figure 4 that the relaxed apex angle of the hardness indent γSR can be
much larger than the corresponding angle of the indenter γi = 68◦. As is seen in Figure 4, the value
of γSR correlates with the plasticity characteristic δH and can be described by the linear equation
γSR = 80.64 − 12.55 δH. The correlation between γSR and δH shows once again the fundamental
character of the plasticity characteristics δH.

It is obvious from Table 1 that, for metals, the value of the apex angle of indenter under load ψ

differs very slightly from the value of γi. However, for high-hardness materials ψ can exceed 70◦.
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Figure 4. Dependence of the relaxed apex angle of a hardness indent γSR on the plasticity characteristic δH.

3.5. Simple Method of Determination of the Tabor Parameter C = HM/YS and Yield Strength YS from the
Hardness HM Determined with a Pyramidal Indenter

The results presented above enable us to propose a very simple method of determination of the
Tabor parameter C and yield strength YS from the hardness HM determined with a Vickers indenter.
In this method, the plasticity characteristic δH is calculated by the simple formula (12), the Tabor
parameter C is determined from the curve shown in Figure 3 or calculated by Equation (13), and the
yield strength is calculated by the formula YS = HM/C. The simplicity of the described technique
makes it possible to use it extensively in indentation by the Vickers method. The authors think that
the determination of the plasticity characteristic δH and yield strength YS raises significantly the
informativeness and efficiency of the indentation technique. It should be noted that the simplified
calculation of the Tabor parameter C and yield strength YS can also be carried out in the case of
measuring the hardness HM by a trihedral Berkovich indenter. In this case, for the determination of
the plasticity characteristic δH, it is necessary to use relation (9) at εt ≈ 9.8%.
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3.6. Experimental Check of the Values of the Tabor Parameter C = HM/YS and the Radius of Elastoplastic
Zone bS.

As is seen from Figure 3 and Table 1, the value of the Tabor parameter C changes quite strongly
for different materials. Why did the parameter C range from 2.8 to 3.1 in the Tabor tests? This can be
explained by the fact that Tabor tested structural metallic alloys. These alloys are usually hardened by
alloying and heat treatment, but hardening is limited by the necessity to have good plasticity, which
is measured as elongation to fracture δ, and usually δ ≈ 10%–20% for these alloys. According to the
data of the authors of the present paper, such values of δ corresponds to the plasticity characteristic
δH = 0.93 − 0.95. According to Figure 3, at this value of δH, the Tabor parameter C is actually equal to
2.8–3.1 for different materials.

In a number of earlier performed works (e.g., [3–6]), it was shown that for ceramic materials the
Tabor parameter C approaches 1 as in the present work.

It follows from Figure 3 and Table 1 that materials with a plasticity characteristic lower than that
for metals (δH < 0.9: intermetallics, refractory compounds, quasicrystals, metallic glasses etc.) must
also be characterized by a lower value of C = HM/YS. An experimental check of the values of C for
these materials is complicated (or practically impossible) because of their insufficiently high plasticity
in compression tests for the determination of YS at a total strain εt ≈ 7.6%. However, the values of
C for these materials obtained in the present paper are fairly predictable because the values of the
plasticity characteristic δH and the relative size of the elastoplastic deformation zone bS/c for them are
intermediate between those for metals and ceramics.

It seemed reasonable to check the high value C ≈ 4 for pure aluminum, as a representative of the
most plastic metals with a FCC lattice.

For this purpose, we prepared specimens of aluminum of 99.98% purity for uniaxial compression
tests. The specimens had a diameter d = 5 mm and a height h = 6 mm. They were prepared from
a commercial ingot and annealed in vacuum at a temperature of 400 ◦C for 1 h. The mean grain size
was equal to 93 μm. The yield stress σ = YS in compression to εt ≈ 7.6% was equal to 41 MPa. As is
seen from Table 1, the hardness is HM = 173 MPa. Therefore, Cexp = HM/σ7.6% = 4.2, which confirms the
high value of the parameter C for aluminum, which even somewhat exceeds the value calculated using
the developed model C ≈ 4.02. In this case, for the studied aluminum, δH = 0.99, which, according to
Figure 3 and Equation (13), corresponds to C ≈ 4–4.2.

The experimental check of the values of the Tabor parameter C by the uniaxial compression
test method was also performed for 5083 aluminum alloy and carbon steel containing 0.45% C.
These materials were tested in the as-delivered state. The obtained results are presented in Table 2.
It is seen that the values of the yield strength YS and Tabor parameter C obtained by the indentation
method (with calculation by Equations (1) and (2)) agree well with those obtained in mechanical tests.
The values of C and δH for these materials are also shown in Figure 3 and coincide satisfactorily with
the calculated curve C = f (δH).

Table 2. Results of compression mechanical tests (yield stress at tension (εt = 7.6%) Y7.6%, the value of
Cexp in tension test).

Material Y7.6%, GPa Cexp

Al 0.041 4.21
Al alloy #5083 0.373 2.76
Steel 0.45%C 0.64 2.95

For comparison of the actual size of the elastoplastic deformation zone with the calculated value
of bS, results of the work [34], in which dislocation rosettes around indentation were investigated for
Mo (001) single crystal by etch pits method, were used. Additionally, in the present work, dislocation
rosettes around indentation made at 300 ◦C were investigated. In Figure 5 the circles with radius bS
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are plotted on dislocation rosettes around the indentations. At the room temperature (Figure 5a) the
anisotropy of the dislocation velocity in different crystallographic directions is observed, but at 300 ◦C
such anisotropy is absent (Figure 5b). It is seen, that in both cases, the calculated values of bS are in
satisfactory agreement with the average values of the areas in which plastic deformation has occurred
and dislocation density has increased.

 
(a) 

 
(b) 

Figure 5. Dislocations around indentation print for single crystal Mo (001), revealed by etch pits
method. The circles with radius bS are plotted on dislocation rosettes: (a) t = 20 ◦C, HM = 1.998 GPa,
bS = 47.7 μm [34]; (b) t = 300 ◦C, HM = 1.026 GPa, bS = 87.2 μm, present work.

4. Conclusions

1. The developed inclusion core model of indentation by conical and pyramidal indenters makes
it possible to carry out an analysis of the mechanical behavior of materials in indentation with the
determination of the Tabor parameter C = HM/YS, yield strength YS, relative size of the elastoplastic
deformation zone under an indenter bS/c (see Figure 1), effective angle of a relaxed hardness indent γSR,
and effective angle of an indenter under load ψ. In this case, for the first time, the elastic compressibility
of the deformation core is taken into account. An analysis of the mechanical behavior in the indentation
of materials with different types of interatomic bond and different crystalline structures has been
carried out using the developed model.

2. It has been shown that the main quantities of the developed indentation model (the Tabor
relation C = HM/YS and relative size of the elastoplastic deformation zone bS/c) correlate precisely
with the determined in indentation plasticity characteristic δH = plastic strain/total strain, which was
introduced in [18]. The Tabor parameter C and the size of the elastoplastic deformation zone bS/c
increase monotonically with increasing plasticity characteristics δH. The Tabor parameter ranges from 1
for ceramic materials to 3.8–4.0 for the most plastic FCC metals. In structural metallic alloys, combining
a high strength with an elongation at fracture δ = 10%–20% (which corresponds to δH = 0.93–0.95),
C = 2.8–3.1, which agrees with the results obtained by Tabor. The relative size of the elastoplastic
deformation zone bS/c changes from 1 for ceramic materials to 5.3 for aluminum. The calculated size of
bS is in the satisfactory agreement with the average values of the area in which plastic deformation
under indenter is occurred and dislocation density is increased.

3. On the basis of the developed inclusion core model of indentation, analytical expressions
relating C and bS/c to the plasticity characteristic δH have been obtained. These expressions agree
sufficiently well with the obtained experimental results and make it possible to calculate C and bS/c
from the value of the plasticity characteristic δH. To determine more exactly all parameters, it is
necessary to solve the system (1) of three equations with three unknowns.
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4. The physical nature of increase of the Tabor parameter C = HM/YS with increasing plasticity
is explained by the fact that with increase in the plasticity, the elastoplastic deformation zone bS/c
increases and bS can substantially exceed the radius of the hardness indent c. This is why the pressure
P = HM on an area of radius c must provide plastic deformation not only under the indenter, but also
in a hemisphere of radius bS. Naturally, in this case, the pressure P must be substantially higher than
the yield strength YS.

5. It has been shown that it is reasonable to introduce the notion of the critical value of the Tabor
parameter Ccr = 2.6. Only at C > 2.6, materials have substantial macroscopic plasticity in tensile tests.

6. A very simple technique of determination of the Tabor parameter C = HM/YS and yield
strength YS from results of standard indentation has been proposed. In this technique, the plasticity
characteristic δH is determined by the simple formula (10), and the Tabor parameter is determined
from the calibration plot C = f(δH) shown in Figure 3. The yield strength YS is calculated by the formula
YS = HM/C.

7. Thus, the inclusion core model of indentation developed in the present work and the earlier
proposed technique of determination of the plasticity δH enable us to calculate both the yield strength
and plasticity characteristic from the value of the hardness HM and elastic characteristics of the
material. The authors think that the determination of the plasticity characteristic δH and yield strength
YS make the indentation technique substantially more informative and efficient.
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Abstract: This review covers areas where our understanding of the mechanisms underlying
nanoindentation has been increased by atomistic studies of the nanoindentation process. While such
studies have been performed now for more than 20 years, recent investigations have demonstrated
that the peculiar features of nanoplasticity generated during indentation can be analyzed in
considerable detail by this technique. Topics covered include: nucleation of dislocations in ideal
crystals, effect of surface orientation, effect of crystallography (fcc, bcc, hcp), effect of surface and bulk
damage on plasticity, nanocrystalline samples, and multiple (sequential) indentation. In addition
we discuss related features, such as the influence of tip geometry on the indentation and the role of
adhesive forces, and how pre-existing plasticity affects nanoindentation.

Keywords: nanoindentation; molecular dynamics; hardness

1. Introduction

Nanoindentation is a technique commonly used to provide information about the elastic modulus
and hardness of materials [1,2]. This technique has provided insights into a broad range of material
properties; as examples we mention the indentation cracking of brittle thin films on brittle substrates [3];
the fracture toughness, adhesion and mechanical properties of dielectric thin films [4]; the strain
hardening and recovery in a bulk metallic glass [5]; the phase transformation of titanium dioxide
thin films produced by filtered arc deposition [6]; superhard materials [7]; and even the investigation
of biomaterials, such as the mechanical properties of human enamel [8]. Nanoindentation testing
has become of wide-spread use when modern modern experimental testing methods were combined
with the Oliver-Pharr [9] analysis. Further applications of this method are found in the investigation
of the deformation mechanics of nanoparticles, micro- and nanopillars, microbeams, micro- and
nanofibers, membranes, and nanofilms; this wide variety of structures are ubiquitous to the field of
nanotechnology [10].

Nanoindentation is intimately related to the problem of contact between two bodies, where an
indenter exerts force on a material. Contact mechanics involves all the spatial scales, from atomistic to
continuum, and many temporal scales, ranging from the period of atomic vibrations to the duration of
contact. It also comprises complex mechanisms such as many-body interactions, plasticity, heating
and even phase transformations. Luan and Robbins [11] showed that a nanoscale contact is governed
by atomistic phenomena and that it is frequent to find plastic deformation in the form of dislocation
nucleation on the surface or the flattening of asperities [12]. The scale of these phenomena render their
in situ experimental observation extremely difficult and that is the reason why computational tools
help on the elucidation of the deformation mechanisms taking place.
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The understanding of the deformation mechanisms during nanoindentation at the atomic scale has
gained considerably from atomistic simulations [13]. Among the landmark contributions we mention
the paper by Landman et al. [14] which helped to understand the jump-to-contact phenomenon during
indentation. The contribution by Hoover et al. [15] showed that the predicted hardness was strongly
influenced by the interatomic potential, temperature, and indenter speed used in the simulations.
Harrison et al. [16] published simulation results of nanoindentation on the diamond (111) surface and
found a fracture mode of stress relaxation under the indenter. Sinnott et al. [17] performed atomistic
simulations of the nanometer-scale indentation of amorphous-carbon thin films providing qualitative
insight into the mechanical deformation processes that take place during indentation, and quantitative
predictions that compare well with experimental data.

Later Kelchner et al. [18] performed molecular dynamics (MD) simulations of spherical
indentation in Au, and since then MD simulations have been extensively applied to study plasticity
mechanisms during indentation processes. This paper reviews some of the most relevant contributions
to nanoindentation that were made possible by atomistic simulations.

In a previous review [19] we gave an introduction to the methods used in atomistic simulation of
nanoindentation, and in the analysis and interpretation of such simulations. A remarkable outcome of
such simulations is the possibility to identify all features (peaks, load drops, etc.) of the load-depth
curve with the underlying plastic changes in the material, i.e., with the generation of dislocations,
their reaction, or the emission of dislocation loops. Thus in particular the nucleation of dislocations
underneath the indent tip, the dissociation of prismatic loops from the network adherent to the indent
pit, and the generation of pile-up surrounding the pit has been studied in detail. In the present review
we do not want to repeat this analysis, but rather focus on recent advances obtained after the writing
of our last review [19]. It thus exemplifies that the field of atomistic modeling of nanoindentation is
both active and continues obtaining relevant results and insights.

The topics covered in this review include ideal crystals, effect of surface orientation and
crystallography (Section 2), the effect of surface and bulk defects on plasticity (Section 3), multiple
indentation (Section 4), the effect of the tip modeling (Section 5) and the role of adhesive forces and tip
wetting (Section 6). Finally we conclude on current challenges in the field (Section 7).

2. Ideal Crystals, Effect of Surface Orientation and Crystallography

2.1. Fcc Metals

Due to the abundance of fcc metals and the technological applications of some of them, metals with
this structure were the first to be studied. The homogeneous nucleation and structure of dislocations in
fcc metals under indentation was first studied by Kelchner et al. [18] and later by Van Vliet et al. [20]
and Lee et al. [21]. The heterogeneous nucleation of dislocations at surface steps was first studied by
Zimmerman et al. [22].

Dislocation slip in fcc crystals occurs along the close-packed plane, that is a plane of type {111}.
The primary glide system in this material class is the 〈110〉{111} system. Immediately after nucleation,
shear loops are formed that tend to attach to the indenter surface. Depending on the generalized
stacking fault energies (SFEs), dislocations in fcc metals dissociate and form partials that are
accompanied by stacking fault planes. The reaction of dislocations can generate prismatic loops
that transport material away from the surface into the substrate. Depending on the surface orientation,
if glide vectors 〈110〉 are available that lie parallel to the surface—such as for a (111) surface—V-shaped
loops are formed at the surface that are free to glide out of the high-stress indentation zone [23–26].

Li et al. [27] studied nanoindentation of Au and found good agreement of the yield strength of
the single-indexed surfaces with experiment. In addition, they alloyed 5% of Zr, Cu and Ti to their
Au crystal. They demonstrated that the difference of unstable and stable SFE—rather than the stable
SFE itself—is a good indicator of the strength of alloys. This difference corresponds to the nucleation
barrier for defects, and exhibits a strong correlation with the hardness of the alloys.
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The size effect in nanoindentation was explored by Begau et al. [28]. With increasing
indentation depth the dislocation density increased. Similar findings were obtained later in [29] for a
single-crystalline (sc) Ni thin film, showing that indentation hardness decreases with indentation depth.

2.2. Bcc Metals

Prismatic loops are also formed in bcc metals, as was observed by Hagelaar et al. [30] during
nanoindentation in tungsten. Upon indentation on a (111) surface loop generation was associated with
shear stresses in their atomistic indenter. Considering tantalum as a model bcc material, Alcalá and
co-workers [31] have shown that nanocontact plasticity occurs by the nucleation and propagation of
twin and stacking fault bands driven by a combination of shear stresses and pressure. They suggested
that dislocations appear after a thermally assisted twin annihilation and mentioned that this mechanism
is common to other bcc metals.

Remington et al. [32] presented a comprehensive nanoindentation MD study of Ta single crystals
along the three principal crystallographic orientations. They reported that after the formation and
annihilation of planar defects similar to the ones reported by Alcalá et al. [31], shear loops form
and propagate along 〈111〉 directions. Consistent with bcc slip systems, the shear loops grow by the
advance of their edge components while the screw components undergo limited cross-slip. Eventually
the screw segments may annihilate each other since they have dislocation lines with opposite signs,
and a prismatic loop is pinched off [32,33].

Figure 1 presents a side view of the indentation of a (001) Ta single crystal by an 8 nm diameter
spherical indenter to a penetration of 5 nm, and a detailed view of a prismatic loop produced in the
process. The loop is formed of several dislocation segments in several slip planes pertaining to slip
systems with the same slip direction. For methodological details, the reader is referred to reference [33].

Figure 1. Prismatic loop formation in bcc Ta, see text. Original contribution of the authors.
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Twinning may play a role in the plasticity of several bcc metals. Goel et al. [34] investigated the role
of twinning during the nanoindentation of Ta, finding evidence for a significant twinning anisotropy.

2.3. Hcp Metals

While nanoindentation in fcc and bcc metals has been characterized fairly well using MD
simulation, little work has been published on the indentation of hcp metals, and only recently. Most of
these studies are concerned with Mg [35–37], while Lu et al. [38] indent into Zr. In a comparative study,
Alhafez et al. [39] simulated Mg, Ti, Zr in three different orientations; they found that here the surface
crystallography plays a comparatively larger role than in the fcc and bcc materials. The reason is that
the anisotropy of the crystal (unequal a and c axes) makes slip in the pertinent directions differ more
pronouncedly than in the cubic crystal classes. In other words, slip by basal and prismatic or pyramidal
dislocations shows more variety than in the fcc and bcc crystals. Figure 2 exemplifies the dislocation
network generated by indentation in an hcp metal, Ti. Dislocations are dominated by the partials
b = 1

3 〈1̄100〉, while the perfect b = 1
3 〈2̄110〉 dislocations occur more rarely. Prismatic dislocation

loops are emitted abundantly, leading to quite extended plastic zones. Figure 2 thus demonstrates
the influence of surface orientation on the density of the network and the direction and intensity of
loop emission.

Figure 2. Dislocation networks generated for indentation into Ti. (a) Basal plane, (b) first prismatic
plane, (c) second prismatic plane. Dislocations with Burgers vector 1

3 〈2̄110〉 are colored dark red,
1
6 〈2̄203〉 orange, 1

2 〈0001〉 white, and 1
3 〈1̄10〉 blue. The deformed surface and other defects are colored

yellow. Original contribution of the authors.

2.4. Si

Non-metals have been investigated with less systematics than metals. An exception is provided
by the important material Si. Already in our previous report [19] we mentioned a number of studies
on Si [40–42]. Research in this material is still very active as is evidenced by the large number of recent
publications [43–48].

All studies indicate that phase transformation—in particular to the amorphous state—contributes
strongly to plasticity. An important issue concerns the the question in how far dislocations take part in
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the plasticity. Here a comparative study of indentation into Si [46] showed that the Stillinger-Weber
potential [49] produces considerably more dislocations than the Tersoff potential [50], confirming
earlier studies. The exact nature of the phases created is under discussion; but it seems that—at least
for the Stillinger-Weber potential—the beta-tin phase is not formed, but the bct5 phase [45]. These
results were recently corroborated and extended [47]. Already previously Mylvaganam and Zhang [44]
studied the effect of crystal orientation on the formation of bct-5 silicon, using the Tersoff potential.

The nature of the plastic yield in Si is still under discussion [51]. While simulations using
the Stillinger-Weber potential [49] determine dislocation nucleation and amorphization are the
key contributors to plasticity [52], simulations with the Tersoff potential [50] find the solid-solid
transformation to the beta-tin phase as initiator of the plastic yield [41].

Abrams et al. [48] use the Tersoff potential [50] to understand the influence of crystalline and
amorphous phase transitions in Si on the extrusion behavior on the surface. They find that formation
of the crystalline Si-III phase can be identified by a pop-in in the force-depth curve which is absent
under amorphization; both phase transformations lead to material extrusion to the surface.

Du et al. [43] report a temperature effect in nanoindentation between 10 and 300 K; with plastic
indentation depth increasing and hardness decreasing when temperature increases. In addition they
find an influence of the temperature on the crystalline solid-solid transformations occurring under the
Tersoff potential.

A recent review of machining of Si was provided by Goel et al. [53], including information on
indentation [42]; these are based on simulations using the so-called analytical bond order potential by
Erhart and Albe [54]. They emphasize the high pressures obtained in the indentation zone, which may
reach up to 10 GPa in their example and are responsible for the phase transformations. In comparison,
the temperatures reached in the zone are appreciable only when the indentation velocity exceeds
several ten m/s; this will not be relevant for indentation experiments.

It must be concluded that the mechanism of plastic yield in Si is dominated or at least strongly
influenced by phase transformations.

2.5. Other Materials

Richter et al. [55] applied the molecular dynamics technique to study the nanoindentation of
graphite and diamond to support their experimental studies, giving an atomistic description of the
indentation process.

Szlufarska et al. [56] performed molecular dynamics simulation of indentation of nano-crystalline
silicon carbide predicting a crossover from intergranular continuous deformation to intragrain discrete
deformation at a critical indentation depth. Walsh et al. [57] relied on MD simulations to probe silicon
nitride films reporting amorphization and cracking with a marked anisotropy.

Energetic materials can also be studied by molecular dynamics simulations, as shown by
Chen et al. [58] who used MD simulations with reactive force fields to study nanoindentation of
cyclotrimethylenetrintramine (RDX) by a diamond indenter. They report on significant heating of the
substrate in the vicinity of the indenter, resulting in the release of molecular fragments and migration
of these molecules on the indenter surfaces.

Recently also the indentation of Cu-Zr metallic glasses was attempted [59–61]. The hardness was
found to increase with Cu content. Pop-in events in the load-depth curve and plastic yield were related
to shear band formation.

Comparatively little work was devoted to indentation into composites. Feng et al. [62] investigated
indentation into a nanocomposite formed of WC and Co layers. Special attention was paid on the action
of the semi-coherent interface; it was found that it triggers dislocation generation in Co, enhancing the
ductility. Indentation directly on a heterointerface, formed of Al and Si crystallites, was performed
in [63]. Here enhanced dislocation mobility of the Si dislocations, mediated by the nearby interface,
was reported.
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Recently, also high-entropy alloys were studied [64]. For an FeCrCuAlN alloy a high hardness
of 15.4 GPa is found which is claimed to be due to the low SFE and the dense atomic arrangement in
the slip plane of this alloy. Further atomistic indentation studies were devoted to c-BN [65], γTi-Al
alloy [66], and (001) oriented strontium titanate [67].

3. Effect of Surface and Bulk Defects on Plasticity

The response of grain boundaries (GBs) and their role in the mechanical response under
indentation has attracted much attention [68,69]. Feichtinger et al. [70] performed atomistic simulations
of nanoindentation on nanocrystalline (nc) Au with grain diameters of 5 and 12 nm and found GBs
acting as dislocation sinks and also observed GB sliding. Ma and Yang [71] observed heterogeneous
nucleation of dislocations at GBs in nc Cu. Hasnaoui et al. [72] found that for cases where the indenter
size is smaller than the grain size in nc Au, GBs not only act as dislocations sinks, but that they can
also reflect or emit dislocations, depending on their local structure and stress distribution. Jang and
Farkas [73] studied the interaction of lattice dislocations with a grain boundary during nanoindentation
of Ni and found dislocation transmission across GBs.

Liu et al. [74] explored the grain size effect in nc Ni with grain sizes ranging from 5 nm to
40 nm and found inverse Hall-Petch effect for the whole range, grain boundary absorption and
that the area of the plastic zone generated is strongly dependent on the GB density. However,
Huang et al. [75] only found inverse Hall-Petch effect for grain sizes below 7 nm in nc Cu. In addition
they reported stress-induced grain growth as well as grain rotation as the cause for grain coarsening
under indentation.

More recently Li et al. [76] studied the effect of grain size on the nanoindentation of Cu. They used
both nc and nanotwinned (nt) Cu and compared to the indentation of an sc Cu specimen. They report
a strong influence of dislocation interactions with GBs and with twin boundaries (TBs), respectively,
which depend in size on the grain size and twin lamella thickness. In the nt Cu sample, in particular,
plasticity is dominated by twinning/detwinning rather than by dislocation nucleation and motion.

Voyiadjis and Yaghoobi [77] explored the role of grain boundary on the source of size effects
using bi-crystal Ni thin films and large scale MD simulations showing that the size effects mechanism
influenced by GBs changes from dislocation nucleation and source exhaustion to the forest hardening
mechanism as the grain size increases. Guleryuz and Mesarovic [78] studied low angle twist and
asymmetric tilt boundaries in Cu and found nucleation of dislocations at GBs together with GB sliding.
Talaei et al. [79] explored grain boundary effects on nanoindentation of Fe bicrystal.

Dupont and Sansoz [80] found significant softening of a nc-Al specimen under indentation which
was caused by GB movement and grain rotation. In that simulation they used an indenter (R = 15 nm)
that was larger than the average grain size (5 nm); the simulation was performed using a coupled
atomistic-continuum approach.

The effect of GBs in bcc materials seems not to have been explored by MD simulation up to
now, while simulations using gradient plasticity theory are available [81], where the size effects
were studied.

Figure 3 shows the indentation of a (100) Fe single crystal with pre-existing defects (vacancies,
divacancies, voids, and dislocations). Dislocations depicted in green correspond to a Burgers vector
1
2{111}, while pink ones correspond to {100} dislocations. The indentation point is just above a region
where several dislocations meet. The strain gradient applied by the indenter promotes the movement
of pre-existing dislocations in that zone and the nucleation of new dislocations that react with the
former. Upon removal of the indenter, there is significant dislocation retraction and annihilation
leading to a considerable modification of the dislocation forest in the region affected by the indenter,
without apparent changes farther away.
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Figure 3. Sequence of indentation and release in a Fe sample with pre-existing defects, see text. Original
contribution of the authors.

Esqué-de los Ojos et al. [82] studied the mechanical response under nanoscale spherical
indentation employing MD simulations on single crystalline copper with an array of voids.
Their simulations revealed that, for a given porosity fraction, the mechanical behavior of fcc metals
with smaller pores differs more significantly from the behavior of the bulk, fully-dense counterpart.
This effect is more pronounced for smaller voids than for bigger voids and is ascribed to the increase of
the overall surface area as the pore size is reduced while the porosity fraction is kept constant, together
with the reduced coordination number of the atoms located at the pores edges.

Ukwatta and Achuthan [83] studied the role of existing dislocations on the incipient plasticity
under nanoindentation. To this end, they introduced edge dislocations into a Cu sample. They reported
that the interaction between pre-existing and newly formed dislocations has a significant influence on
the incipient plasticity, in particular by inducing cross-slip.

The influence of surface defects on the indentation has been investigated only rarely. Here surface
roughness, surface steps, vacancy or adatom islands, or in general nanostructured surfaces may be
of interest. The influence of adatom islands on the indentation process has been investigated for
the example of Cu [84]; only central indent points were considered. It was found that the results
are determined by the ratio of the indenter contact radius, ac, to the radius of the adatom island, s.
Small adatom islands, s  ac, are pushed into the substrate and then transported away by prismatic
loops. After the initial load drop accompanying this event, indentation proceeds as for a flat surface.
If the island size matches that of the indenter, s ∼= ac, dislocations are generated below the island
step edges and remain pinned there; dislocation activity remains localized under the island. In this
size-matched case, the surface is weakest and yields first. Finally, if s � ac, the influence of the adatom
island vanishes.
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4. Multiple (Sequential, Cyclic) Indentation

In 2002, Van Vliet and Suresh [85] pointed out the lack of direct and in situ studies of the evolution
of damage at surfaces subjected to cyclic contact loading on the atomic level and performed simulations
of cyclic indentation using the bubble-raft model [86], observing the homogeneous nucleation of
dislocations beneath the indenter and showing that there is a contact-fatigue response under cyclic
indentation that is different from monotonic response. Zarudi et al. [87] studied the microstructure
evolution of monocrystalline Si during cyclic microindentations. Molecular dynamics simulation of
repeated indentation started with the work of Komvopoulos and Yan [88], investigating the evolution of
deformation and heating in an fcc model crystal with indentation cycles. Later, Cheong and Zhang [89]
used MD to study the effect of repeated nano-indentations on the deformation in monocrystalline
silicon. Some years later Shiari and Miller [90] performed cyclic indentation of aluminum single
crystals at the nanoscale by means of a multiscale 2D approach, using an atomistic model calculated
using the molecular dynamics method for the contact region and a continuum model for regions away
from it.

Cordill et al. [91] performed coupled experiments and MD simulations to study the response of
Ni under oscillatory dynamic nanoindentation, coining the Nano-Jackhammer effect, a combination of
dislocation nucleation and strain rate sensitivity caused by indentation with a superimposed dynamic
oscillation. Deng and Schuh [92] performed MD simulations of nanoindentation and cyclic loading in
a Cu-Zr metallic glass, showing hardening effects and attributed this response to confined plasticity
and stiffening in regions initially preferred for yielding, requiring higher applied loads for triggering
secondary plasticity events. Imran et al. [93] used MD to explore the response of a Ni single crystal
subjected to multiple loading-unloading nanoindentation cycles, observing that an increase in the
number of loading/unloading cycles reduces the maximum load and hardness of the Ni substrate and
attributed this effect to the decrease in recovery force due to defects and dislocations produced after
each indentation cycle. Salehinia et al. [94] performed repeated indentation in Nb/NbC multilayers
using molecular dynamics simulations showing that the damage produced by the first indentation
has a significant effect on the strength and the ductility of Nb/NbC nanolaminates as measured by
subsequent indentations.

Wang, Yan and Li [95] conducted a mesoscopic examination of cyclic hardening in metallic glass by
combining finite-element-method simulations coupled with kinetic Monte Carlo, finding that the yield
load of the metallic glass increases after cyclic indentation in the microplastic regime. More recently,
Zhao et al. [61] performed an investigation on the hardening behavior of a Cu-Zr metallic glass under
cyclic indentation loading via molecular dynamics simulation revealing that the cycling hardening has
a dependence on the cyclic indentation amplitudes so that with higher cyclic indentation amplitudes,
the hardening behavior is more pronounced.

5. Tip Geometry

On the nanoscale all tips are blunt (rounded). Available nanoindenter tips may reach nowadays
radii as small as R = 10 nm [96,97]. Indeed most simulations have been performed for spherical tips,
and occasionally for conospherical tips.

Still, it may be found useful to investigate the effect of tip shape on the indentation process.
There are at least two reasons for this: (i) indentation into single crystals is governed by crystal
plasticity, and the governing rules are similar in the nano- and microworld; (ii) available macroscopic
laws may thus be tested in the nanoscale.

We exemplify the indentation with a Vickers indenter in Figure 4. Clearly, the imprint shape
and surrounding pile-up reflect the shape of the Vickers indenter. On the other hand, the dense
dislocation network developing below the surface is typical also of other indenter geometries with a
large opening angle.
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(a) (b)

Figure 4. Indentation with a Vickers indenter into an Fe (100) surface. (a) Indent pit. (b) Dislocation
network. Original contribution of the authors.

A more thorough study of the influence of the indenter shape was performed in [98] for the case
of sc Fe. While this study focused on scratching, also the indentation process was included in the
simulation. Systematic results could be obtained for indentation with a conical tip in dependence of the
cone semi-apex angle β. The indentation hardness increased with β; this feature could be rationalized
by the increasing complexity of the dislocation network beneath the indenter. For the case of the
Fe (100) surface studied, the hardness increase measured 30%, if β changed from 30◦ to 70◦.

The behavior of a Berkovich indenter agreed well with that of a cone with β = 70◦; this angle
agrees with the so-called equivalent cone angle of the Berkovich indenter [1,99]. The indentation
behavior of a sphere shows, however, only poor agreement with the indentation of a cone with the
corresponding equivalent cone angle, which in this case depends on the indentation depth. This
missing agreement was attributed to the fact that cone and pyramid are self-similar structures, while
the sphere is not.

6. Role of Adhesive Forces and Tip Wetting

Unlike in large-scale nanoindentation behavior, adhesion between indenter and substrate may
play a significant role in nanocontact mechanics. Adhesion and tip wetting can be very pronounced at
the nanoscale, with large surface area to volume ratio, clean surface and ultra high vacuum conditions.
Molecular dynamics simulations of nanoindentation showed some of their potential in this area with
the pioneering work of Landman et al. [14], showing metallic bonding and substrate-to-tip atom
transfer (also known as the tip-wetting or jump-to-contact phenomenon) as a result of the need of
optimization of the interaction energy. The high surface energies associated with clean metal surfaces
can lead to strong attractive forces between surfaces close to contact, and these forces can become
stronger in certain environmental conditions such as ultra-high vacuum. If the attraction is strong
enough, surface atoms jump from the surface to the tip. Adhesion forces also play a role in retraction;
as the tip retracts from the sample, a connective neck of atoms forms between the substrate and the tip.
MD simulations also suggested that material transfer usually occurs during contact separation [30].
A similar phenomenon was found by Oliver et al. [100] when they performed one-to-one spatially
matched experiment and atomistic simulations of nanometre-scale indentation; they reported that
many features of the experiment were correctly reproduced by MD simulations, in some cases only
when an atomically rough indenter rather than a smooth repulsive-potential indenter is used, tip
wetting being one of these features. Paul et al. [101] highlighted the need to further explore the role of
adhesive forces and tip wetting, ranging from the mechanisms of substrate-to-tip material transfer to
electronic transport properties.

69



Crystals 2017, 7, 293

Tavazza et al. [102–104] used density-functional theory to study the details of the interaction
of a diamond tip with a Ni surface. They found that the chemical interaction between the two
materials leads to the formation of new ordered phases—comparable to a nickel carbide—at the
contact area. This influences the substrate surface, but has also consequences for the wear of the tip,
since substrate material is transferred to it. They argue that for the detailed investigation of such
chemical changes quantum mechanical methods are necessary. In [102] this study is extended to
oxidized and hydrogenated Ni surfaces; while O at the surface leads to similar results as a bare Ni
surface, the presence of H reduces material transfer to the tip.

Figure 5 exemplifies the effect of adhesive forces between a diamond indenter (radius 10 nm) and
an Fe (100) surface. A Morse potential with a well depth of 95 meV was assumed to act between C
and Fe atoms [105]. We see that the indenter extracts some substrate material after retraction from
the surface; this is identified by the red-colored atoms decorating the retracted tip. The pit size is
smaller for the case of the adhesive interaction where the atoms move with the indenter upwards
during unload.
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Figure 5. Comparison of indentation with a repulsive and an attractive diamond indenter into a Fe
(100) surface. (a) Load-depth curve. (b) Contact pressure. (c) Pile-up after retraction of the indenter.
Original contribution of the authors.

The load-depth curve shows a clear minimum when the indenter approaches the surface due
to the mutual attraction, and forces are lower than in the purely repulsive scenario during the
entire indentation process. However, adhesive effects are even larger upon pit retraction. The final
hardness—that is the contact pressure after full indentation—is, however, nearly the same in the
repulsive and in the attractive case.
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7. Conclusions

This report on recent results in the field of MD simulation of nanoindentation demonstrates the
high level of activity in this field. Seemingly a simple process—a tip is pushed in a material leading to
plastic deformation—still many details are unclear, and MD simulation seems a promising technique
to further the understanding of this process. Of particular interest of the nanoindentation technique is
its capability of creating localized plasticity.

Our review identified the fields in which further simulations efforts are required to advance our
understanding of localized plasticity even further. While the effect of GBs and TBs on dislocation
activity has already been studied to some extent [106], the response of nc metals and more generally
defective materials—containing preexisting vacancies, dislocations, steps, ledges, etc.—needs further
clarification. Also effects of surface roughness, nanostructured surfaces or of hard inclusions appear
not to have been modeled up to now and requires clarification.
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Abstract: We review the recently developed models for load fluctuations in the displacement
controlled mode and displacement jumps in the load controlled mode of indentation. To do this,
we devise a method for calculating plastic contribution to load drops and displacement jumps
by setting-up a system of coupled nonlinear time evolution equations for the mobile and forest
dislocation densities by including relevant dislocation mechanisms. These equations are then coupled
to the equation defining constant displacement rate or load rate. The model for the displacement
controlled mode using a spherical indenter predicts all the generic features of nanoindentation such as
the elastic branch followed by several force drops of decreasing magnitudes and residual indentation
depth after unloading. The stress corresponding to the elastic force maximum is close to the yield
stress of an ideal solid. The predicted numbers for all the quantities match experiments on single
crystals of Au using a spherical indenter. We extend the approach to model the load controlled
nanoindentation experiments that employ a Berkovich indenter. We first identify the dislocation
mechanisms contributing to different regions of the F− z curve as a first step for obtaining a good fit to
a given experimental F − z curve. This is done by studying the influence of the parameters associated
with various dislocation mechanisms on the model F − z curves. The study also demonstrates that
the model predicts all the generic features of nanoindentation such as the existence of an initial elastic
branch followed by several displacement jumps of decreasing magnitudes and residual plasticity
after unloading for a range of model parameter values. Furthermore, an optimized set of parameter
values can be easily determined that give a good fit to the experimental load–displacement curves
for Al single crystals of (110) and (133) orientations. Our model also predicts the indentation size
effect in a region where the displacement jumps disappear. The good agreement of the results of the
models with experiments supports our view that the present approach can be used as an alternate
method to simulations. The approach also provides insights into several open questions.

Keywords: plastic deformation; dislocation mechanisms; nonlinear dynamical approach; intermittent
plastic flow; indentation hardness

1. Introduction

The fact that mechanical properties of small volume systems are different from the bulk has been
evident in a number of early studies. For instance, the high strength of whiskers is due to the absence
of dislocations [1,2]. Similarly, the grain boundary strengthening mechanism is due to the fact that
dislocation motion is limited by the grain size, and the dynamic friction (wear) is controlled by the
plastic deformation of micrometer or sub-micrometer asperities [3]. There has been a spurt of activity
in size dependent studies on plastic deformation of small volume systems in the last three decades due
to technological importance as well as the scientific challenges it offers. For instance, intermittent flow
is observed when the diameter of micrometer rods are below a certain value while it is smooth when it
is large implying the instability manifests when the aspect ratio is reduced [4–6]. Similar intermittent
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plastic flow in the form of load fluctuations or displacement jumps is reported when the indentation
depth is less than 100 nm both in thin and bulk samples [7–12]. Thus, nanoindentation experiments fall
into the class of experiments where plastic instability manifests due to small deformed volume [7–12].

Traditionally, two modes of nanoindentation experiments are employed, namely, load/force
controlled (LC) mode or displacement controlled (DC) mode [7,9,11,13–15]. In both modes, experiments
measure the force response of the sample (to the applied force) as a function of indentation depth.
While several load drops of decreasing magnitudes are seen in the DC mode experiments [7,9,11,13–15],
several displacement jumps of decreasing magnitudes are seen beyond the elastic limit in the LC mode
experiments [10,12,14,16,17]. The maximum load on the elastic branch is close to the theoretical yield
stress. In both modes, residual plasticity is seen after unloading the indenter. While the presence of
surface defects, oxide coatings, precipitates, etc. complicate the interpretation of the results, careful
and controlled experiments on well-prepared single crystals have demonstrated that the above generic
features are reproducible [11,14,15,18]. Since the deformed volume prior to the onset of intermittent
plastic flow is a few nm3, the standard explanation for the high yield strength is the low probability of
finding dislocations in such small deformed volumes. The sequence of load drops in the DC mode and
displacement jumps in the LC mode beyond the elastic branch have been considered as signatures of
instabilities triggered by bursts of plasticity.

Three distinct types of studies have provided much insight into the nanoindentation process,
namely, bubble raft indentation[10], colloidal crystals, which are soft matter equivalent of the crystalline
phase [19], and in situ transmission electron microscope studies. The latter, in particular, has been
useful in visualizing the dislocation nucleation mechanism in real materials [20]. Finally, considerable
theoretical understanding has come from various types of simulation studies such as molecular
dynamics (MD) simulations [21–26], dislocation dynamics simulations and multiscale modeling
simulations (using MD together with dislocation dynamics simulations) [26]. While there are a number
of MD simulations for the DC mode, there are no simulations of any kind that predict displacement jumps
reported in the LC mode experiments.

However, a serious limitation of these simulations is the limited size of the simulated volumes and
short time scales used. More importantly, the indentation rates are often several orders of magnitude higher
than those in experiments, raising questions of relevance of these simulations to real materials [23,27].
Furthermore, simulation approaches cannot employ experimental parameters such as the indentation rates
or the geometrical parameters defining the indenter, thickness of the sample, etc. As a result, the predicted
values of load, indentation depth, etc. differ considerably from those reported by experiments.

The above limitations of simulation methods prompted us to develop an alternate framework that
has the ability to adopt laboratory time and length scales to predict numbers that agree with experiments.
The purpose of this paper is to review the recently introduced dynamical approach and the models
that predict the results for the DC and LC mode nanoindentation experiments [28,29]. The approach is
based on our previous experience in modeling a significantly more complex spatio-temporal instability,
namely, the Portevin–Le Chatelier (PLC) effect seen in bulk samples of dilute alloys under constant
strain rate conditions [30–34]. The approach is applicable to ideal single crystals without any kind
of defects.

Our approach to nanoindentation is based on two observations. First, the sequence of load
drops (in the DC mode) and the sequence of displacement jumps (in the LC mode) seen beyond the
elastic branch are triggered by collective dislocation activity. Second, the intermittent deformation
is a signature of an instability. The most suitable mathematical platform for describing instabilities
and collective behavior of constituent entities is nonlinear dynamics. Furthermore, since the basic
defects contributing to plastic flow are dislocations, a proper description of collective dislocation
behavior demands that we include all the relevant dislocation mechanisms contributing to the bursts
of plasticity. On the basis of these observations, we recently developed a novel approach [28,29] by
combining the power of nonlinear dynamics with a method for calculating the plastic contribution to
the indentation depth. The latter is calculated by developing time evolution equations for the mobile
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and forest dislocation densities based on the knowledge of the dislocation mechanisms contributing
to plastic flow [28,29]. In addition, the approach allows us to employ experimental indentation rates,
the geometrical parameters defining the indenter, thickness of the film, etc. The efficacy of the approach
is illustrated by developing a model for the DC mode nanoindentation experiments (carried out using
a spherical indenter) [28]. The model predicts all the generic features of the DC mode with numbers
matching experimental results on single crystals of gold [11,15]. We have also developed a model for
predicting the displacement jumps in the LC mode indentation even though the exercise is even more
challenging due to the conceptual difficulty in enforcing a constant load rate during displacement
jumps. Indeed, this difficulty appears to be the reason for a complete absence of any kind of simulations
to explain the displacement jumps in the LC mode. Since we plan to get a good fit to the experimental
F − z plots [12], we first study the influence of the parameters associated with dislocation mechanisms
on the model F − z curves with a view to identify the dislocation mechanisms that control different
regions of the F − z curve. The study further demonstrates that the model predicts all the generic
features of nanoindentation such as the existence of an initial elastic branch followed by several
displacement jumps of decreasing magnitudes and residual plasticity after unloading for a range of
values of model parameters associated with the dislocation mechanisms. This also helps us to obtain optimized
parameter values that give a good fit to the experimental load–displacement curves for Al single
crystals of (110) and (133) orientations [12]. While hardness is not well defined at nanometer scales
where displacement jumps dominate, for larger indentation depths where intermittency disappears,
the hardness decreases with depth. Thus, indentation size effect is also predicted. These results also
justify our expectation that the present approach can be used as an alternate method to simulations in
modeling nanoindentation instabilities. These studies also provide insights into several open questions
related to the collective behavior of dislocations: (a) Which dislocation mechanisms determine the
first and subsequent load drops or displacement jumps? (b) Can all load drops and displacement
jumps be explained on the basis of a common physical and mathematical mechanism? (c) What
physical and mathematical mechanisms contribute to the decreasing magnitudes of the load drops or
displacement jumps?

2. Insights from Simulations on Nanoindentation

At the outset, it must be mentioned that, apart from bubble raft simulation [10], only MD
simulations predict load drops in DC mode of nanoindentation. There are no MD simulations (or any
other for that matter) for the displacement jumps in the LC mode. In general, simulation methods
have always served the purpose of understanding dislocation mechanisms underlying the evolution
of complex dislocation microstructures in various dislocation mediated plasticity. The purpose of this
section is to briefly summarize the results of MD simulations and multiscale modeling method, and
discuss their advantages and limitations.

In the context of simulating the DC mode nanoindentation instability, MD simulations have
played an important role in providing a good understanding of initial stages of plastic deformation.
However, because of the limited volume that can be simulated, subsequent evolution of the plastic zone
becomes prohibitive as indentation proceeds. This has motivated researchers to develop a multi-scale
modeling method that uses MD results as a starting point for understanding further evolution of
dislocation microstructure using discrete dislocation dynamical (DDD) simulations in conjunction
with finite element methods (FEM).

The suitability of these simulations depends on the stage of evolution of dislocation microstructure
that is being targeted. Here, we note that the load drops manifest at a few tens of nm scale
corresponding to the initial stages of dislocation microstructure. Furthermore, the initial indented
volume prior to the onset of plasticity is of the order of 10 nm3. On the other hand, typical dislocation
density in a well grown single crystals is ∼1010/m2. Thus, the probability of finding a dislocation is
close to zero. The nucleated dislocation loops act as the trigger for the pop-in events and therefore
represent elastic to plastic transition. Then, MD simulations are best suited for this initial stages of
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deformation. The typical size of the simulated volume is a few million atoms. However, they are
clearly not suitable for simulations when describing further development of plastic zone (beyond say
50 nm). A multi-scale method has been developed by Chang et al. [26] that incorporates MD results
into discrete dislocation dynamic(DDD) simulations in conjunction with finite element methods to
take into account the boundary conditions relevant for the loading condition.

There are a number of MD simulations that capture the evolution of dislocation microstructure to
various degrees [21,23–26]. Features that emerge from these simulations include the nucleation
of dislocation loops, their expansion and interaction, detachment from the source, and their
propagation [26].

Almost all studies use a spherical indenter, which is modeled using a repulsive potential. Different
kinds of potentials have been used (to simulate the desired crystal) in MD simulations. Typical large
MD simulations use a million atoms and the radius of the indenter can range from about 0.8 nm
to 15 nm [21,23–26]. Typical rates of indentation are ∼0.1 Å/step with each step typically a few ps
duration required to attain minimum energy configuration. Typical indentation depths are about 10 Å
and the force is ∼0.1 μN to a few μN.

For illustration, we use the results of Van Vliet et al. [23]. These authors use Ercolessi–Adamssi
potential to simulate Aluminum. The load–displacement curve with several load drops is shown
in Figure 1a. Due to the inherent advantage of MD simulations, dislocation activity (see Figure 9
of Ref. [23]) can be correlated with the load drops in the load–displacement curve. As can be seen,
nucleation occurs at 20 nN, which corresponds to a nucleation stress of σm ∼ 3.4 GPa. The glide
loops expand along {111} planes. In addition to nucleation, other dislocation mechanisms the authors
realize are the formation of sessile locks, cross-slip, and propagation after detachment from the
source. The maximum depth of indentation is 20 Å. One can also notice small scale fluctuations
in the load–displacement curve, an effect well known in MD simulations, even in the context of
MD simulations of equilibrium properties. Such fluctuations tend to smooth out as the system size
is increased.

In the following, we briefly summarize the results of the multi-scale modeling approach due to
Change et al. [26]. To begin with, we briefly recall their MD results. They use an Embedded-atom
method type of interatomic potential typical to several other MD simulations. The authors use a
repulsive sphere that is pressed into the sample at a rate of 0.1 Å at each step of a few ps duration.
The top surface is traction-free and the atoms located on the bottom surface are fixed. Periodic
boundary conditions are applied in the direction perpendicular to the indentation axis. Figure 1b
shows the load–displacement curve with several pop-in events. The first load drop has been identified
with the nucleation of three prismatic interstitial dislocation loops. The nucleation occurs at 1 nm and
subsequent evolution of dislocation microstructure with indentation depth consists of expansion of
the loops, their multiplication followed by detachment from the surface (see Figure 2a–f of Ref. [26]).

The DDD simulations employed by the authors use an Edge-screw code with an FEM solver.
The FEM is used to compute the highly heterogeneous stresses during the indentation process.
The information about nucleation of dislocation loops seen in MD simulation are incorporated by a set
of rules that specify the shape of loops and position of the loops to be introduced in the simulation cell.
The imposed displacement rate determines the number of loops introduced. The load–displacement
curve using a spherical indenter of radius R = 150 nm is shown in Figure 2. The figure shows the total
load, load contribution from dislocations and the MD result extrapolated to the maximum depth of
100 nm. The evolution of dislocation microstructure becomes increasingly complex as illustrated in
Figure 3a–d. For details, see Chang et al. [26].
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(a)

Figure 1. (a) Load–displacement curve obtained using MD simulations. Reproduced with permission
from Van Vliet et al. [23]; (b) load–displacement curve obtained using MD simulations. Reproduced
with permission from H-J. Chang et al. [26].
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Figure 2. Load–displacement curve from DDD simulations using a spherical indenter of radius
R = 150 nm. Region I is elastic, region II obtained from the DDD simulations is seen to follow the MD
results and region III corresponds to the evolution beyond the MD region. Reproduced with permission
from Chang et al. [26].

(a) (b)

(c) (d)

Figure 3. Dislocation microstructure evolution obtained from DDD simulations of Chang et al. (a)
Nucleation of prismatic dislocation loops at early stages of indentation process. (b) Propagation of
nucleated dislocation loops followed by initial stages of multiplication. (c), (d) Further multiplication
of dislocations and formation of junctions. Reproduced with permission from Chang et al. [26].
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As can be seen, a major advantage of the MD simulations is their ability to include a range of
dislocation mechanisms starting from the nucleation of dislocations, their multiplication, formation
of locks, junctions, propagation of loops, etc. [21,23–26]. Note that these dislocation mechanisms are all
used in our model. The most obvious limitation of MD simulations is the limited volume they can
simulate. This also means that the maximum radius of a spherical indenter is also limited. This also
means that the predicted depths at which nucleation occurs is typically 6–10 Å significantly smaller
than 65 Å in experiments [11,15]. One other important limitation is the length and time scales that
are inherent to the small scale simulations. The relaxation time scale to attain the minimum energy
configuration is typically a few ps. This coupled with the fact that the loading rates are a fraction of
an Å means that the imposed displacement ∼m/s. This is at least 108 orders higher than that used in
experiments by Kiely et al., who use 0.5 Å/s [11,15]. On the other hand, while DDD simulations are
useful in tracking further development of dislocation microstructure, these simulations do not model
the intermittent region. These limitations prompted us to devise an alternate framework that can use
experimental conditions such as the imposed rates, geometrical parameters defining the indenter and
other experimental parameters.

3. Background Material

This review specifically targets two most popular quasi-static modes of indentation, namely,
the displacement controlled indentation where imposed displacement is increased at a constant
rate and load controlled mode where the load is increased at a constant rate. These two modes of
indentation are primarily chosen because the equations governing the DC and LC modes take a simple
form compared to the dynamic loading mode, not considered here. The simplicity of these equations
helps us establish a good correlation between imposed rates and plastic response of the material. In
addition, for each of these modes of indentation, we can use different types of indenters. Here, we
consider (a) spherical indenter for the DC mode with a view to compare the model results with those
of Kiely et al. [11,15]), and (b) Berkovich indenter in the LC mode so as to compare our model results
with Gouldstone et al. [12]. Here, we consider a single crystal without surface defects, inclusions,
precipitates, etc. (Other complications in nanoindentation such as pile-up and sink-in effects are
beyond the scope of our approach.). We begin by collecting relevant background material.

In our approach, the indentation depth z measured from the undeformed surface z = 0 is a
dynamical variable, i.e., a variable that evolves with time. The total indentation depth z is the sum of
elastic indentation depth ze and plastic depth zp. Then,

z = ze + zp. (1)

The elastic depth is essentially known since it is governed by the indenter specific load–depth
expression. However, calculating the plastic displacement zp has been the obstacle for developing any
nanoindentation model. The strength of our approach is that it provides a way of calculating zp by
first calculating the plastic strain rate ε̇p(t) using the Orowan equation [35]. This also means that we
use strain as a fundamental variable that can be calculated. Noting that plastic deformation occurs
within the sample of thickness T, we define the strain variable ε = z

T . Then, we have the total strain
ε = εe + εp, where εe and εp refer, respectively, to the elastic and plastic components of the strain.
Taking the time derivative, we have

ε̇ =
ż
T

=
że

T
+

żp

T
= ε̇e + ε̇p. (2)

Then, Equation (1) takes the form

z = ze + T
∫

ε̇P(t)dt. (3)
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Note that z is well defined for any T. The plastic strain rate itself is given by the Orowan
expression [35]

ε̇p(t) = bV(σ)ρm(t). (4)

Here, b is the magnitude of the Burgers vector, V(σ) is the mean velocity of dislocations, ρm the
mobile dislocation density and σ the stress. It is clear that this requires calculating ρm as a function
of time. This is obtained by developing the time evolution equations for the mobile ρm and forest ρ f
densities and coupling them to equations defining the DC or the LC modes of indentation.

Note that Equation (4) is a function of stress. Therefore, σ must be expressed as a function of the
load F and area A supporting the load since both evolve with time during indentation. This requires
expressions for the load F(z) and area A(z) as a function of z. Both are indenter specific.

3.1. Displacement Controlled Indentation Using a Spherical Indenter

Since we plan to address nanoindentation experiments on single crystals of Au carried out in
the DC mode using a spherical indenter [11,15], we first recall a few equations. Consider a spherical
indenter of radius R. Then, force response of a sample is given by the Hertzian expression

F =
4
3

E∗R1/2z3/2
e . (5)

Here, E∗ is the effective modulus of the indenter and the sample given by

1
E∗ =

1 − ν2
s

Es
+

1 − ν2
i

Ei
, (6)

where ν and E refer to the Poisson’s ratio and Young’s modulus of the sample s and indenter i.
Pile-up and sink-in effects are routinely seen in indentation experiments. In terms of material

property, pile-up or sink-in effects depend on the ratio of the elastic modulus to the yield tress and
strain hardening property of the material [13]. Pile-up is characterized by larger contact area compared
to the ideal case while a sink-in effect is characterized by a smaller contact area. Thus, ze

zec
, the ratio

of the indentation depth ze measured from z = 0 to the contact depth zec , is taken as a measure of
pile-up or sink-in effects. Thus, area–depth relations are usually expressed in terms of contact depth
zec measured from the contact point.

The area expression for a spherical indenter is given by

AH(ze) = πRzec . (7)

Note that Equations (5) and (7) are equations obtained in mechanical equilibrium and therefore
do not have any time dependence at this point. However, once these equations are used in equations
governing the loading condition and evolution equations for dislocation densities, they acquire
time dependence.

Now, consider a spherical indenter of radius R driven into a sample of thickness T at a rate ṙ (m/s).
Rearranging Equation (2) and substituting, ż = ṙ and żp = Tε̇p, the machine equation corresponding
to the DC mode nanoindentation reads

że = ṙ − Tε̇p. (8)

Note that this equation is applicable to any indenter. For a spherical indenter of radius R used by
Kiely et al. [11,15], we can express ze in terms of F. Then, Equation (8) takes the form

d
dt
[

3F
4E∗R1/2 ]

2/3 = ṙ − Tε̇p. (9)

This equation is the force response of a sample subjected to constant displacement rate.
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3.2. Load Controlled Indentation Using a Berkovich Indenter

Now, consider the LC mode nanoindentation using a Berkovich indenter with a view to compare
our model results with the LC mode experiments on single crystals of Al that employs a Berkovich
indenter [12]. Since our equations are functions of stress, the first step is to adopt phenomenological
expressions for the load the area supporting the load as functions of indentation depth for a Berkovich
indenter. Here, we use the phenomenological expression for the load [12] given by

F = 2.189E∗[1 − 0.21νs − 0.01ν2
s − 0.41ν3

s ]z
2
e = CE∗z2

e . (10)

Unlike Equation (7), the area function for a non-ideal Berkovich indenter is complicated due to
the complicated geometry of the blunted the tip of the indenter [36–39]. Several expressions have
been suggested in the literature for the area of a non-ideal Berkovich indenter. The most general
form is the power law expression A = ∑n=0 cnz2/2n

[37]. The calibrated shape of the tip of the
indenter can be approximated by a spherical shape with a nominal radius R determined by SEM
measurements [23,38,39]. Here, we follow Bei et al. The area of a blunted Berkovich indenter is taken
to be sum of the area of an ideal Berkovich indenter and the area of a spherical indenter of radius
R. Using the area of a sharp Berkovich indenter given by AB = 24.54z2

ec , the area function of a real
Berkovich intender is given by

A(zec) = 24.54z2
ec + 2πRzec . (11)

Bei et al. [38] show that Equation (11) fits the measured area closely for Cr3Si single crystals.
The geometry of the indenter also provides a relationship between ze and the depth from the contact
point zec , i.e., ze = ze(zec) [38]. A linear relation between ze and zec , i.e., ze = szec holds for the range of
indentation depths used in nanoindentation studies.

While Equations (7) and (11) strictly hold in the elastic region only, we assume that they hold
over the entire duration of indentation that includes the elasto-plastic region. i.e., A(ze) → A(ze + zp).
Indeed, in MD simulations, the measured area increases in steps at each burst of plasticity (see [23]).
This assumption is further supported by the fact that the load increases after every load drop or
displacement jump. This can only happen if the area supporting the load increases abruptly to make
contact with the indenter surface after every load drop or displacement jump.

For the LC mode of indentation, the equation for a constant load rate is given by

dF(z)
dt

= Ḟ0 = constant, (12)

where Ḟ0 is the constant load rate. (In experiments, the maximum desired load is achieved in a
predetermined number of steps.) This equation is valid for any indenter. For the Berkovich indenter,
the expression for the load given by Equation (10) is used.

It is worthwhile to comment on the possible influence of the pile-up or sink-in effects on the
properties addressed in present context of intermittent indentation process. It is clear that, since the area
supporting the load is larger (pile-up) or smaller (sink-in) than the ideal case and the area expression
is a function of zec , the pile-up or sink-in effects are incorporated in the scale factor, s in ze = szec .
However, the measured area (or equivalently the scale factor s) is seldom given in experiments on
nanoindentation instabilities. Thus, one needs to use a judicious choice of s. Since the focus of the
work is in formulating a theoretical basis for describing the two (DC and LC mode) nanoindentation
instabilities, any judicious choice of the scale factor, s that accounts for all aspects relating to intermittent
indentation process is adequate. We shall later comment on hardness calculation in the two modes
of nanoindentation instabilities. However, since pile-up or sink-in effects require spatial degrees of
freedom for their characterization, calculating pile-up or sink-in effects independently is beyond the
scope of our approach since our approach does not include spatial degrees of freedom.
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4. Dynamical Approach to Modeling Nanoindentation Instabilities

The basic premise of our approach is that specimen or volume averaged dislocation densities are
adequate to describe the measured load-indentation depth curves. This is based on the observation
that experimental load–displacement curves are also specimen averages of the dislocation activity in
the sample. For the same reason, experimental F − z curves do not have any information about the
inhomogeneous nature of the plastic deformation occurring within the sample. Thus, as long as we
include all relevant dislocation mechanisms contributing to bursts of plasticity, it should be possible to
model the time development of the load and indentation depth.

Further support for this premise comes from the fact that similar time evolution equations for the
volume averaged dislocation densities have been effectively used in the literature to explain the temporal
aspects of several spatio-temporal plastic deformation instabilities and patterns [30,32,34,40–43]. For example,
the ’storage recovery’ model for the evolution of the forest dislocation density (with respect to shear
strain or time) has been used to obtain good insight into several characteristic features of dislocation
cell pattern seen in stage III deformation of F.C.C materials [40]. The equation successfully predicts
a number of experimental results such as the saturation stress, the hardening rate in the stage II, etc.
Similarly, the temporal aspects of the PLC effect manifesting in the form of three types of serrations
found with increasing strain rate has been well captured by the Ananthakrishna (AK) model that uses
three types of volume averaged dislocation densities (see, for instance, Refs. [30,32,41,42]). Similar
volume averaged dislocation densities have also been used to explain the stress–strain curve for
a smooth yield phenomenon in the context of acoustic emission [34]. The same type of approach
has been used to explain the inverse power law dependence of the yield stress on the diameter of
nano-pillars [43]. All these phenomena are spatio-temporal in nature, yet using time dependent equations
have proved quite effective in predicting the salient features. While this kind of mean field approach is
not common in the plasticity area, it is routinely used in several areas of physics, chemistry and
engineering [44,45].

General Form of Time Evolution Equations for Dislocation Densities

Following our earlier publications [28–30,32–34,41,46], we develop the time evolution equations
for the mobile ρm and forest ρ f densities based on relevant dislocation mechanisms contributing to
the plastic flow. Dislocation mechanisms can be broadly categorized into dislocation production and
transformation mechanisms. The former includes dislocation nucleation and multiplication. (In our
model, all mechanisms leading to the line length increase are regarded as dislocation multiplication
processes). Furthermore, since the sample is expected to be dislocation free within the initial indented
nanometer volume, nucleation of dislocation loops has to occur before their multiplication. A few
simulations [16,21,23,26] also show detachment of the loops from the source followed by their
propagation to the boundary (see Figure 9 of Ref. [23] and Figure 5 of Ref. [26].). Each of these
dislocation mechanisms can only be activated beyond a certain threshold stress. We denote the
threshold stresses for nucleation, multiplication and propagation, respectively, by σn, σm and σp.
The rate of nucleation of dislocations per unit area is given by νn

πb2 exp (σ/σn). For the sake of simplicity,
we assume that a single loop is nucleated, i.e., νn

πb2 = 1.
The rate of multiplication of dislocations is traditionally written as θVm(σ)ρm, where Vm(σ)

represents the average velocity of dislocations [47] and θ the inverse of an appropriate length
scale [28,30]. Commonly used phenomenological expressions [28,29,48] are

Vm(σ) = V0exp[
σ − hρ1/2

f

σm

]
, (13)

and

Vm(σ) = V0
[σ − hρ1/2

f

σm

]m. (14)
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In Equations (13) and (14), hρ1/2
f is the back stress with h = αGb, α∼0.3 and G is the shear

modulus. In Equation (14), m is the velocity exponent. We shall use Equation (13), for the DC mode
experiments using a Spherical indenter and Equation (14) for the LC mode where a Berkovich indenter
is used.

In time sequence, detachment of dislocations from their source and their subsequent propagation
to the boundary follows dislocation multiplication. The rate of propagation of dislocation loops is
proportional to the time required for dislocations of velocity vp(σ) to reach the boundary taken to
be located at z = T. Then, νp =

vp
T . We shall also assume that vp(σ) obeys a power law of the

form vp = vp0 [
σ
σp
]p, where p is an exponent. Then, νp =

vp0
T [ σ

σp
]p = νp0 [

σ
σp
]p. Note that vp(σ) is the

propagation velocity of dislocations through an undeformed part of the specimen. Therefore, p is
necessarily different from the exponent m in Vm(σ).

As dislocations multiply, they begin to interact with each other to form junctions. As discussed in
a number of earlier publications, two distinct types of short range interactions can be identified that
act as the source for the growth of the forest density ρ f . These act as loss terms to the mobile density
ρm [28,30,33,34,42,49]. When two dislocations moving in nearby glide planes approach a minimum
distance (typically a few nanometers), they can form dipoles. The corresponding loss term to ρm is
βρ2

m. Then, βρ2
m is a source (storage) term for the growth of ρ f . Here, β is a ’rate constant’ that has the

dimension of the area covered per unit time. A mobile dislocation can annihilate a forest dislocation.
This is represented by f βρmρ f . The parameter f is a dimensionless constant typically ∼10−2–10.
This is a common loss term for both ρm and ρ f . Finally, unlike the dipole source term that has a fixed
short range interaction of a few nanometers, there is another source term for ρ f whose interaction range
evolves with deformation. This happens when dislocations moving in different glide planes intersect
each other to form junctions. This can be written as Λρmρ f . Here, Λ refers to the mean separation
between the junctions that also evolves with deformation (or time) since ρ f itself evolves with time.
Noting that the mean distance between the forest dislocations is proportional to 1/ρ1/2

f , we may write

Λ = δρ−1/2
f . Here, δ is taken to be a constant. Then, the loss term for ρm is δρmρ1/2

f . Clearly, this is a
gain term to ρ f . (δ has the dimension of velocity.) This storage term represents the forest mechanism.
The storage and recovery terms (δρmρ1/2

f and f βρmρ f , respectively) are the only mechanisms used in
the storage-recovery model (except for the difference in the notation) [40]. Collecting the loss and gain
terms for ρm and ρ f , the time evolution equations can be written as

ρ̇m =
νn

πb2 exp
σ

σn
+ θVm(σ)ρm − νp0 ρm

[ σ

σp

]p − βρ2
m − δρmρ1/2

f − f βρmρ f , (15)

ρ̇ f = βρ2
m − f βρmρ f + δρmρ1/2

f . (16)

The first two terms in Equation (15) refer respectively to the nucleation and multiplication of
dislocations. The third term represents loss to the boundary due to propagation of dislocations.
The next three terms are the dislocation transformation terms. Note also that, unlike the common loss
term f βρmρ f in Equation (15) and (16), βρ2

m and δρmρ1/2
f are the storage terms for the forest density

that contribute to the growth of ρ f . Thus, a competition between the parameters f β corresponding
to the common loss term, and the parameters corresponding to storage terms, β and δ, control the
relative magnitudes of ρm and ρ f .

5. A Dislocation Dynamical Model for Load Fluctuations Using a Spherical Indenter

We now recast the general form of Equations (15) and (16) suitable for the DC mode indentation
using a spherical indenter [28] and compare the predicted results with the results for single crystals of
gold [11,15]. This means that we use Equation (13) for Vm(σ) and express σ = F/AH in Equations (15)
and (16) using Equations (5) and (7). A few comments are in order at this point. Indentation is carried
out on Au samples that have high E∗/σy ratio. Therefore, one expects pile-up effects are seen. However,
micrograph Figure 1b of Ref. [11,15] shows a mild pile-up effect. The pile-up effect is reflected in
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the increased area (with respect to an ideal spherical indenter) given by AH = πRzec in terms of
contact depth zec . However, no information is available about the measured area or the scale factor s
in ze = szec . Moreover, intermittent indentation process is seen until the maximum depth of 25 nm
where hardness is ill defined as we shall see. For these reasons, we have used s = 1 in the following
calculations. However, it must be stated that the basic results and conclusion remain valid for any s.

Then, the evolution equations for ρm and ρ f for the Hertzian indenter of radius R take the form

dρm

dt
= νn

πb2 exp
F

πR[ze+zp ]
σn

+ θV0ρmexp
F

πR[ze+zp ]
−hρ1/2

f

σm
− βρ2

m − f βρmρ f − δρmρ1/2
f

− νp0ρm

[ F
πR[ze+zp ]

σp

]p
,

(17)

dρ f
dt = βρ2

m − f βρmρ f + δρmρ1/2
f . (18)

These equations are coupled to the machine equation (Equation (9)) expressed in terms of load
and area. Then, we have

d
dt

[
3F

4E∗R1/2T3/2

]2/3
=

ṙ
T
− bρmV0exp

{ F
πR[ze + zp]σm

}
. (19)

Equations (17) and (18) and Equation (19) constitute a coupled set of nonlinear equations for the
nanoindentation problem.

5.1. Estimation of Parameters

Since there are several parameters, we begin by summarizing the estimated values of all the
parameters detailed in Refs. [28,29]. Note that the model parameters can be classified as experimental
and theoretical. As mentioned in the Introduction, since we work at laboratory (length and time) scales,
we can directly adopt experimental parameters such as indentation rate ṙ, R, T, E∗, b and h. For the
present case, we use the experimental parameters used in Ref. [11] corresponding to the gold samples.
For this case, the imposed experimental displacement rate is 0.5 Å/s while the imposed rate in MD
simulations are several orders higher [21–26].

The model has several theoretical parameters. A comment is desirable in this context.
In dislocation based plasticity models, the number of parameters is determined by the number of
dislocation mechanisms required to model the phenomenon. Thus, the more complex the phenomenon,
the more the number of dislocation mechanisms and the more the number of parameters. For instance,
the AK model [30,32,33,46,50] for the complex spatio-temporal PLC instability has ten parameters.
Even in simple models such as the storage recovery model [40] and the model for plastic deformation
of micro-pillars [43], there are three and six respectively. In the present case, we have ten parameters
corresponding to six dislocation mechanisms [28,29].

Now, consider estimating the theoretical parameters θV0, f β, δ and νp0 . Estimation of the
parameter values for the two nanoindentation models has been carried out in detail in Refs. [28,29].
Very briefly, θV0 is the basic time scale for the growth of the mobile dislocation density that determines
the plastic flow. We set θV0 = 1 to ensure that it matches the experimental time scale. (Here we use
V0∼10−6 m/s and θ∼106/m). The three threshold stresses σn, σm and σp are fixed based on the basis
of other studies or on physical grounds. The nucleation threshold is known to be σn∼E∗/10. Similarly,
the threshold for multiplication of dislocations is typically σm∼E∗/300. As for the propagation
threshold σp, since the propagation can only occur after dislocation multiplication, we assume σm < σp.
The upper limit of the velocity prefactor vp0 in the expression for propagation velocity is limited by V0.
While the exponent value p is not known, we fix it to be p = 1.

As for the parameters f β and δ, we have demonstrated that the orders of magnitudes of these
two parameters are determined once the asymptotic (long time) values of the two densities are given
or vice versa [28,29]. See Ref. [28,29] for details.
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A further requirement on the allowed ranges of parameter values is that Equations (17)–(19)
should exhibit an instability. Since these equations form a coupled set of nonlinear equations, such
equations often exhibit instabilities for a domain of values of the model parameters. As demonstrated
in Ref. [28], the stability matrix corresponding to the steady state of Equations (17)–(19) exhibits a pair
of complex conjugate roots with a negative real part. Thus, the DC mode nanoindentation is a transient
instability rather than a true instability. Indeed, this is the underlying mathematical mechanism for the
decreasing magnitudes of the load drops. (See also Appendix of Ref. [28]). The instability domain
of parameter values has been determined numerically. The analysis shows that the instability occurs
over a wide range of values of the parameters [28]. In general, the physically relevant values of the
parameters form only a small subset of the instability domain. The precise values of the parameters
used in the our calculation are given in the Table 1.

Table 1. Parameter values used for the model. The experimental parameters used are drawn from
experiments on single crystals of Au [11].

E∗ (GPa) σn (GPa) σp (GPa) σm (GPa) v0 (m/s)

75 7.5 1.91 0.955 10−6

ṙ (Å/s) R = T (Å) δ (m/s) β (m2/s) f

0.5 1075 3.92 × 10−6 10−13 2.5

5.2. Results

Equations (17)–(19) have been solved using an adaptive time step Runge–Kutta solver (ODE15S
MATLAB, (MathWorks, Natick, MA, USA)) with initial conditions ρm = 0 and ρ f = 0 consistent
with the absence of dislocations in the indentation volume. Using the parameters given in Table
1, we calculate the load as a function of indentation depth. A plot of F − z is shown in Figure 4a.
The loading run is shown by the blue curve and the unloading run by the red curve. It is clear that a
large load drop is seen after the initial Hertzian response. The load maximum on the Hertzian branch
is F = 15.1 μN and the first load drop is ∼10.6 μN. These values are close to the experimental values of
15 μN and 10 μN, respectively [11]. Subsequent load drops show a decreasing trend as in experiments.
The corresponding stress as a function of z is shown in Figure 4b. The maximum stress on the Hertzian
branch is ≈7.5 GPa (see Figure 4b), the same as used in experiment [11].
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Figure 4. (a) Plots of load as a function of z for the loading (blue) and unloading (red) runs;
(b) corresponding plot of stress. Parameters used are given in the Table 1, after [28].
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Our approach automatically allows us to calculate ρm and ρ f as a function of time or as a function
of depth. Two features are evident from the plot of ρm − z shown in Figure 5a. First, the nature of
ρm is of burst type with the bursts occurring at each load drop with successive bursts decreasing
rapidly from an initial high value of ∼7 × 1013/m2. Second, the duration of the bursts is very short
with the durations of the successive bursts increasing concomitantly. The large magnitudes of ρm bursts
together with their short durations are the characteristic features of collective behavior of dislocations. Another
conclusion that can be drawn is that collective effects become weaker with successive load drops
and are eventually lost as is clear from the decreasing magnitudes and increasing durations of the
bursts of ρm. In contrast, the corresponding forest density ρ f increases in steps (not shown, see
Figure 2b of [28]). The magnitude of the steps decrease with z, eventually reaching a near saturation
level. The positions of these steps are found to be well correlated with the positions of the ρm bursts.
The stepped increasing nature of ρ f and their decreasing magnitudes is due to the fact that a large
part of ρm bursts are transformed to ρ f . This also implies depletion of the peak heights of ρm and
consequent decrease of the stepped growth of ρ f .
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Figure 5. (a) Plot of ρm verses z. Inset in (a) shows bursts of ρm beyond the second; (b) plot of log(ε̇p)
as a function of z. Continuous line corresponds to ṙ/T = 4.65 × 10−4s−1. Parameters used are given in
the Table 1, after [28].

Now, consider the physical mechanism underlying the load drops. To understand this, we have
calculated the plastic strain rate ε̇p as a function depth. This is shown in Figure 5b. As can be seen,
these bursts of ε̇ occurs whenever ε̇p exceeds ṙ

T , the imposed rate. It may also be noted that these
bursts are well correlated with the bursts of ρm as should be expected. The decreasing peak heights of
ρm or the load drops or ε̇p is not due to the increasing back stress, but due to the depletion of ρm as the
indentation proceeds (see for details Ref. [28]).

Since our approach is based on dislocation mechanisms contributing to plastic flow, we can
calculate the residual indentation depth by unloading the indenter from any point on the F − z curve.
When the indenter is unloaded beyond the first force drop, we find that the residual indentation depth,
and consequently the residual imprint area is finite, another important feature of nanoindentation
experiments. The red curve in Figure 4a shows the unloading curve of the indenter from the point
marked • (after the fifth force drop). The residual imprint area is πa2∼18.78 × 10−16 m2, a value
comparable to the estimated residual contact area (from Figure 2a of Ref. [11]). Note however that
the values of residual indentation depth zpr at the bottom of a load drop and the top of the following
loading branch are nearly the same, but their load values are different. In contrast, zpr is different for
points on the top and bottom of a load drop. Thus, assuming hardness is defined as the ratio of the
load to the residual imprint area, hardness assumes two values and therefore is not well defined in
the intermittent region. As a consequence, pile-up or sink-in effects are not relevant in the region of
intermittent nanoindentation.
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5.3. Summary and Discussion

In summary, we have demonstrated that the model not only predicts all the generic features of
nanoindentation but also predicts numbers that match the experimentally measured load, stress, depth
of indentation, the maximum stress on the Hertzian branch and residual plasticity under unloading.
The good match between the numbers predicted by model and experiments can be attributed partly to
the fact that our approach allows for a direct adoption of experimental parameters such as ṙ, R, T, b, E∗

and h = αGb and partly to the fact that we have included all the relevant dislocation mechanisms
contributing to the intermittent indentation process. Indeed, the strength of our approach lies in
providing an innovative method for calculating zp from the evolution equations for ρm (and ρ f )
through the Orowan expression for the plastic strain rate.

Our model also provides insight into the physical and mathematical origin of the decreasing
magnitudes of the load drops, a feature seen in experiments and in our model. This feature is not
due to the back stress σb = αGbρ1/2

f since the peak value of ρ f ranges from ∼5 to ∼7 × 1013 m−2

giving σb∼40–47 MPa. At a physical level, this is purely due to the fact that every time there is a
burst of ρm, much of it is transformed to ρ f depleting ρm as indentation proceeds. Note also that
there is no reverse transformation of ρ f to ρm. Such a reverse transformation is improbable due to
the high stress required to break the junction. At a mathematical level, nanoindentation is a transient
instability. The physical consequence of this is reflected in the decreasing magnitudes of bursts of ρm

and consequent load drops.

6. A Dislocation Dynamical Model for Displacement Jumps Using a Berkovich Indenter

For the LC mode indentation, we plan to address experimental results on Al single crystals using
a Berkovich indenter. For this, we use appropriate expressions for the velocity of dislocation, the load,
and the area specific to Berkovich indenter in Equations (15) and (16). For this case, we use the velocity
expression given by Equation (14). Then, using this and Equations (10) and (11) in Equations (15) and
(16), we obtain the evolution equations:

ρ̇m = νn
πb2 exp

[
z2

ec
σn

C‘E∗
[

α1(zec+(zp/s))2+α2(zec+(zp/s))
] ]+ θV0ρm

[ C‘E∗z2
ec

[α1(zec+zp/s)2+α2(zec+zp/s)]
−hρ1/2

f

σm

]m

− νp0 ρm

[
z2

ec
σp

C‘E∗ [α1

(
zec+zp/s

)2
+α2(zec+zp/s)]

]p − βρ2
m − δρmρ1/2

f − f βρmρ f ,
(20)

ρ̇ f = βρ2
m − f βρmρ f + δρmρ1/2

f . (21)

Using the scale factor s between ze and zec , Equation (12) takes the form

d(C‘E∗zec
2)

dt
= Ḟ0. (22)

Note that we have assumed that the area-depth relation holds for the elasto-plastic region,
i.e., A(z) = A(zec + zpc), where zpc is the contact depth contribution from plastic deformation.

The contribution arising from the plastic displacement zp is calculated by integrating

żp = TbV0ρm

[ C‘E∗z2
ec

[α1(zec+zp/s)2+α2(zec+zp/s)] − hρ1/2
f

σm

]m
. (23)

Note that we have used zpc = zp/s. Using the value of νs = 0.33 in Equation (10) and using the
value of s = 1.6 obtained by using Equation (8) of Ref. [38], we get C‘ = 5.12704.

Equations (20)–(23) constitute a coupled set of nonlinear ordinary differential equations for the
LC mode nanoindentation problem. Such equations often exhibit instabilities for a domain of values of
the model parameters. (See also Appendix of Ref. [28] where details of the stability analysis are given).

89



Crystals 2018, 8, 200

In the present case, the instability domain of parameter values has been determined numerically.
This shows that the instability occurs over a wide range of values of the parameters [29]. In general,
the physically relevant values of the parameters form only a small subset of the instability domain.
In the following, we briefly summarize the range of physically allowed values determined in Ref. [29].

6.1. Estimation of Parameters

As in the case of the DC mode indentation model [28], we adopt experimental parameters such
as E∗, Ḟ0, R, b, T and h = αGb and other shape parameters defining the Berkovich indenter geometry
for single crystals of Aluminum [12]. The ranges of the parameters have been determined in our
earlier publications [28,29] and is listed in Table 2. Very briefly, the nucleation stress σn∼E∗/10,
the multiplication stress σm∼E∗/300 − E∗/100, the propagation stress σp < σm. Parameter ranges of
β, δ and f have been determined along the lines mentioned for the DC mode in Section 5.1.

Recall that, for the LC mode, we have used the power law expression for the dislocation
velocities given by Equation (14). This contains another parameter, namely, the velocity exponent m.
This expression has been suggested on the basis of fits of dislocation velocities for bulk specimens
subject to various loading conditions such as tensile and pulse loading using transmission electron
microscopy, etch-pit technique, and slip line cinematography. (See Figure 19 of Ref. [48]). Under
these conditions, stress is nearly uniform within the sample. Equation (14) is valid for single and
groups of dislocations. Since the value of m depends on the material, the allowed range of values
of m is difficult to estimate on physical grounds, particularly when conditions of deformation are
very different (as for nanoindentation) from the conditions where it is measured. On the other hand,
often, an inverse correspondence of the velocity exponent m with strain rate exponent n in n = [ dlnσ

dlnε̇ ]

is suggested. For single crystals of Al, the value of n is ∼0.02 or less. This implies that the range of
values of the velocity exponent m can be as high as 50. However, this correspondence breaks down
in nanoindentation experiments at indentation depths ∼50 nm where displacement jumps dominate.
Moreover, at such small length scales, it is well known that the yield stress increases rapidly, which is
also suggestive of the fact that m values for bulk may not be valid for small indentation depth. In view
of this, we have used m to range from 2–15.

Similarly, the exponent p (in the expression for velocity of propagation) is taken to be in the range
from 1–10. However, p turns out to be an insensitive parameter. The range of values of the parameters
are listed in Table 2.

Interestingly, it is possible to calculate the depth at which nucleation occurs given σm and R the
nominal radius of the blunted tip of the indenter or vice versa [29]. This is given by

zec(tn)
[
1 − σn

E∗
24.54
s2C

]
=

2πR
s2C

σn

E∗ . (24)

(Here, s = 1.6.) Thus, the maximum elastic indentation depth ze(tn) with nucleation occurring at time
tn is completely determined by σn/E∗ and R or vice versa. Note that this statement is independent of the
mode of deformation. Thus, Equation (24) allows determination of either σn or ze(tn) given the other
assuming R is given by experiments. For example, if we use σn/E∗ = 1/10 and R = 40 nm (taken from
Ref. [12]), we get zn = 14.9 nm (see Table 2). Furthermore, given a value of σn, we can use ze(tn) in
Equation (10) to determine F. Then, Equation (12) determines the time t = tn at which the nucleation
occurs. Thus, both F and ze(tn) are also uniquely determined by Equation (24).

We can take the arguments further to show that the first displacement jump is controlled by[
(σn/σm)

]m. To do this, we note that dislocations are nucleated only when the stress σ exceeds the
nucleation stress σn. On the other hand, the magnitude of the displacement jump or load drop is
directly controlled by [σn/σm]mρm(t = tn), where ρm(t = tn) is the dislocation density at the nucleation
point. Note that we have made use of the fact at nucleation σ = σn and that σn is much larger than
σm. Therefore,

[
(σn/σm)

]m determines the magnitude of the first displacement jump or vice versa.

90



Crystals 2018, 8, 200

However, since σn is already determined, σm and m are completely determined by the magnitude of
the first displacement jump. (See Ref. [29] for details.)

One interesting consequence of this is that the first displacement jump (or load drop) can only
exist provided the elastic branch exists or nucleation should occur prior to the jump. This can be seen
by noting that the factor [σn/σm]mρm(t = tn) that controls the magnitude of the first displacement
jump decreases as we decrease σn and eventually vanishes as σn → 0. (Note that the elastic branch
gets shorter and shorter is equivalent to σn → 0.)

Table 2. Range of parameter values in the model equations using Berkovich indenter keeping the
nominal tip radius R = 40 nm and σn = 7.0 GPa.

E∗ (GPa) σm (GPa) σp (GPa) Ḟ0 (μN/s)

73.7 0.7 − 1.0 σm − 6.5 0.3

vp0 (m/s) β (m2/s) δ (m/s) f

10−9–5 × 10−6 10−13 (0.01–4) × 10−6 10−2–10

6.2. Results

Equations (20)–(23) are solved using adaptive step Runge–Kutta solver (MATLAB ‘ODE 15s’)
with initial conditions ρm = 0 and ρ f = 0 to mimic the absence of dislocations in the indented volume.

6.3. Influence of Parameter Variation on the Model Force–Displacement Curves

The two main objectives, namely, to build a model for the LC mode indentation that would
predict all the generic features of the LC mode experiments and to examine the ability of the model to
provide a good fit to a given experimental load–displacement data require that we first identify the
dislocation mechanisms (or equivalently the corresponding rate constants) controlling the different
regions of the load–displacement curve. Towards this end, we begin by investigating the influence of
each of these parameters on the model F − z curves. Recognizing that it is a multi-parameter space,
it is convenient to fix the parameters at specific values (for instance, those listed in Table 3) and study
the influence of each of the parameters on the model F − z curve. The study helps us to evaluate the
relative importance of various dislocation mechanisms. In addition, the general trends of the influence
of the parameters on the model F − z curves would also be helpful to obtain an optimized set of
parameters that provides a good fit to a given experimental F − z curve.

Table 3. Optimized parameter values used for obtaining the best fit with the experimental
load–displacement curve for single crystals of (110) orientation [12]. Other parameters are fixed at
σn = 7.0 GPa, σm = 0.91 GPa and m = 11. Although the parameters σp, vp0 and p have little influence on
the model F − z curves, the values cited are the values used for numerical fit with the experiment.

σp (GPa) vp0 (m/s) p β (m2/s) δ (m/s) f

1.5 4 × 10−7 4 10−13 1.58 × 10−6 10

Recall that the analysis reported in the previous section demonstrates that σn can be taken to be
fixed. Thus, we first consider the influence of σm on the model F − z curve with all other parameters
fixed as in Table 3. (Note that σm and m together specifies the dislocation multiplication mechanism.
Therefore, while studying the influence of one, the other must be held fixed). Noting that, for small
volume systems, σm is larger than the bulk value, we have varied σm from ∼E∗/100 to E∗/70. Plots
of the F − z curves for E∗/σm = 105, 92, 82 and 74, are shown in Figure 6a. It is clear that increasing
σm decreases the magnitude of the first displacement jump and also the secondary jumps. More
importantly, the model F − z curves for all values of σm exhibit displacement jumps of decreasing magnitudes,
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a characteristic feature of the LC mode indentation. Note that the load remains practically constant
during the first displacement jump.

Now, consider the influence of the velocity exponent m on the model F − z curve. Plots of F − z
curves for m = 4, 8, 10 and 12 are shown in Figure 6b. The figure shows that the higher the value of m,
the larger is the first displacement jump while the subsequent displacement jumps decrease marginally.

Note also that increasing σm and increasing m have the opposite effect on the magnitude of the
first displacement jump. This feature can be easily understood by noting that the first displacement
jump is determined by [ σn

σm
]m. Clearly, as σm increases, the factor [ σn

σm
]m decreases while it increases

with increasing m values. The opposing influence of σm and m on the model F − z curves turns out to be very
helpful in obtaining the optimal values of σm and m that match the magnitude of the first displacement jump for
a given experimental data, in particular while fitting the experimental plots of single crystals of Al.

We have also examined the influence of δ (in the range δ = 0.06 to 3.16 × 10−6 m/s ) for a range
of f values in the interval 10−2 to 10. (Note that we can vary the product f β or vary f keeping β fixed).
For small f , say 0.01 (or 0.1), as we vary δ, the model F − z curves exhibit several displacement jumps
of decreasing magnitudes as can be seen in Figure 6c. Similarly, we have studied the influence of f
on the model F − z curve keeping δ fixed in the range δ = 0.06 to 3.16 × 10−6 m/s . Plots of the F − z
curves for various value of f are shown in Figure 6d. Again, all model F − z curves exhibit several
displacement jumps of decreasing magnitudes. Furthermore, this study also shows that while larger
values of δ lead to more rapid increase in the load after each displacement jump, larger f leads to
larger displacement jumps with smaller load increase. Note the opposing trends of the influence of f
and δ on the F − z curves.

On the other hand, several other parameters σp, p and νp0 have very little influence on the model
F − z curves. This is fortuitous considering the fact that these parameters were difficult to estimate.

In conclusion, the study of the influence of the parameters on the model F − z curve demonstrates
that for a wide range of values of the parameters, the model F − z curves capture the characteristic features of
the LC mode nanoindentation. In addition, the study determines the relative importance of different
dislocation mechanisms, or equivalently, the relative importance of the corresponding parameters on
the nanoindentation process.
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Figure 6. Variation of one parameter keeping other parameters fixed as in Table 3. The direction of
the arrow in each of these plots represents increasing values of the parameters. (a) plots of load as a
function of z for σm/E∗ = 1/105, 1/92, 1/82 and 1/74; (b) plots of F − z curves for velocity exponent
m = 4, 8, 10, 12; (c) plots of F − z curves for four values of δ = (0.06, 0.158, 0.32, 3.16) × 10−6 m/s
keeping f = 0.01; (d) plots of F − z curves for f = 0.01, 5, 10 for δ = 1.58 × 10−6 m/s, after [29].
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6.4. Determination of Optimal Parameter Values for Best Fit to Experimental Load–Displacement Curve

The results of the previous section will now be used to obtain an optimized set of parameters that
give best fit to the desired experimental load–displacement curve. The following four results from
the previous section will be used for this purpose: (a) There is a range of values of the parameters
in the instability domain for which the model F − z curves exhibit all the characteristic features of
experimental F − z curves. This also implies that one should expect to find an optimized set of
parameters within this range that fit the experimental data; (b) The study identifies three dislocation
mechanisms contributing to the load–displacement curve in a sequential way. The maximum elastic
depth ze(tn) at which the nucleation occurs is determined by Equation (24). The nucleation stress σn is
determined by the maximum elastic depth zn or vice versa; (c) The magnitude of the first displacement
jump is determined by [σn/σm]m. However, since σn is already determined, σm and m are completely
determined by the magnitude of the first displacement jump; and (d) The rest of the F − z curve with
multiple displacement jumps is determined by f and δ given the maximum experimental load and
indentation depth.

We shall use this information to fit the load–displacement curve for single crystals of Al for (110)
orientation [12]. In experiments, the thickness of the samples used are 400, 600 and 1000 nm, and the
radius of the indenters used are 50, 100, 150 nm. For the (110) case, we have used T = 400 nm and
R = 40 nm. To do this, we shall use the following data extracted from the experimental F − z curve
(Figure 7 of Ref. [12]) to determine the optimal parameters for the best fit. The maximum depth on the
elastic branch is ze(tn) ≈ 14 nm and the first displacement jump of Δz1 ≈ 33 nm. The maximum load
and maximum displacement are respectively Fmax ≈ 44 μN and zmax ≈ 60 nm. Using ze(tn) ≈ 14 nm
(and R = 40 nm) in Equation (24) gives the nucleation stress σn = 7.0 GPa. Now, consider finding
the optimal values of σm and m. Noting that increasing σm decreases the first displacement jump and
increasing m increases the magnitude of the first displacement jump, and using Δz1 ∼ 33 nm gives
σm = 0.91 GPa and m = 11. (Indeed, a careful perusal of the plots shown in Figure 6a,b also suggest
value close to these values). These values give a good fit to the experimental F − z curve until the
end of the first displacement jump as is clear from Figure 7a. (Model F − z curve is shown by the
continuous line. Points marked • in the figure are experimental points extracted from Figure 7 of
Ref. [12].)

We now consider getting a good fit to the rest of the experimental curve until Fmax ≈ 44 μN
and zmax ≈ 60 nm. Recall that the portion of the F − z curve beyond the first displacement jump is
controlled by f and δ, and therefore we need to find the optimized values of f and δ subject to the
condition that the model Fmax and zmax match closely the experimental values. To do this, we use the
fact that δ and f have opposing influence on the model F − z curve. Then, the values of f and δ that
satisfy this condition are listed in Table 3.

Figure 7a shows the model F − z curve (continuous curve) obtained by using the optimized
parameter values along with the experimental points •. It is clear from the figure that the experimental
points fall on the predicted curve except for the last few nanometers. The magnitudes of the successive
displacement jumps decrease and so do the magnitudes of the load steps. Note also that the predicted
load remains practically constant during the first displacement jump unlike in experiments where it
decreases from 29.5 to 28.5 μN [12]. The latter can be attributed to the inability to enforce constant load
rate in experiments during the displacement jump.

Following the above procedure, we have also attempted to get the best fit to the experimental
F − z curve for Al single crystals of (133) orientation. Both the model F − z curve (continuous curve)
and experimental points • are shown in Figure 7b. As can be seen, the fit is very good. Thus, the model
captures not just the generic features of the experimental F − z curve for a range of parameter values, the model
F − z curve corresponding to the optimized parameter values provide very good fit to the experimental data.
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Figure 7. (a) plot of model F− z curve (continuous curve) for Al single crystal of (110) orientation along
with experimental points (•) extracted from Ref. [12], after [29]; (b) plot of F − z curve (continuous
curve) t for Al single crystal of (133) orientation along with experimental points (•) [12]. Original
contribution of the authors.

Our approach allows us to compute the stress as a function of time or indentation depth. This is
shown in Figure 8a corresponding to the (110) orientation. As can be seen, the maximum stress on
the elastic branch ∼ 7.1 GPa is close to the theoretical strength of the material. Thereafter, the stress
relaxes largely during the first displacement jump. However, it must be noted that this relaxation
occurs in a short duration of time, which also corresponds to the duration of the first displacement
jump. Subsequently, the stress relaxation slows down eventually reaching the asymptotic value of
∼1 GPa. Note that this value is higher than the multiplication threshold stress σm = 0.91 GPa.
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Figure 8. (a) Plot of stress as a function of z corresponding to the (110) orientation corresponding
to Figure 4a; (b) plot of ρm as a function of time corresponding to Figure 4a. The inset in (b) shows
secondary bursts on an expanded scale. Note that the first burst of ρm is nearly 50 times the second,
after [29].

As emphasized earlier, the first displacement jump beyond the elastic branch is triggered by the
abrupt multiplication of the nucleated dislocations. Figure 8b shows the plot of the mobile density
as a function of time. As can be seen, the first burst is large (ρm ∼ 2.5 × 1014/m2) and its duration
is short. The magnitudes of successive bursts decrease rapidly to a value 2.3 × 1011 m−2 with their
durations increasing as is clear from the inset of Figure 8b. These features are characteristic features of
collective dislocation activity. The decreasing magnitudes of the ρm bursts and increasing duration of
these bursts clearly suggests that collective effects become weak and eventually disappear in the region
where displacement jumps disappear. From a physical point of view, the decreasing magnitudes of
the burst of ρm is caused by the common loss term, f βρmρ f that depletes both ρm and ρ f while the
storage terms βρ2

m and δρ1/2
f ρm depletes ρm. The net effect is that both ρm and ρ f decrease to their

asymptotic values.
Since our approach is based on dislocation mechanisms, we can calculate the residual indentation

depth by unloading the indenter. This also allows us to calculate the hardness as the ratio of the
load to residual imprint area. However, experimental load-depth plots for Al are limited to depths
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where displacement jumps dominate and therefore hardness is not well defined. On the other hand,
model calculation can be performed for indentation depths where displacement jumps disappear.
Hardness in this regime is shown in Figure 9a. It is clear that hardness decreases as a function of depth.
In experiments, small pile-up is visible in the micrograph shown in Figure 9 of Ref. [12]. However,
the authors do not report hardness and therefore no comparison is possible. We emphasize that the
decreasing trend of H is not altered for other values of s. Thus, our model predicts the indentation-size
effect as well. The asymptotic values of H = 1.98 GPa is almost twice the stress at large z (see Figure 8a).

Here, a few comments are in order on the existing models for hardness and our own radically
different approach for calculating hardness. All traditional models of hardness are based on extending
the Taylor relation for hardness to include the additional resistance arising from geometrically
necessary dislocations (GNDs). The Nix–Gao model and its variants are based on Taylor relation,
and therefore these models do not calculate hardness as a function of indentation depth, because, this
amounts to calculating the density of geometrically necessary dislocations (GNDs) and statistically
stored dislocations (SSDs) as a function of indentation depth. Indeed, these models use GNDs and
SSDs (or equivalently asymptotic hardness and the slope of hardness as a function of indentation
depth) as fitting parameters to experimental data.

We have recently extended our approach to calculate hardness as a function of indentation
depth from small depths ∼nm to few μm [51]. While the traditional models are based on Taylor
relation for flow stress, a property that reflects the resistance to dislocation motion, our approach
relies on calculating residual indentation depth, a property that is a measure of ease of dislocation
motion. Our model includes GNDs in addition to mobile and forest dislocations (or equivalently SSDs).
The model [51] predicts all the characteristic features of hardness such as the decreasing nature of hardness
with increasing depths, square of the hardness scaling inversely with indentation depth larger than 150 nm
and its deviation for smaller depths. In addition, we have obtained good fits to the two widely cited
hardness data for strain hardened polycrystalline Cu [52] and single crystals of Silver [53]. To the best
of our knowledge, this is the first indentation size effect model that calculates hardness as a function of
indentation depth independently.
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Figure 9. (a) Hardness calculated by unloading the indenter from points that have nearly the same
load values but two distinct values of zpr and points that have two distinct values of the load for nearly

the same value of zpr; (b) plot of dA(z)
dt as a function of time. The red line corresponds to the rate of area

increase due to applied force rate Ḟ0
σm

= 3.3 × 10−16/m2. The inset shows that the A increases in steps,
after [29].

6.5. Physical and Mathematical Mechanisms for the Pop-in Events

One important feature of the LC mode nanoindentation is the existence of several displacement
jumps of decreasing magnitudes. While the origin of displacement jumps is attributed to bursts of
plasticity, explaining the decreasing magnitudes of the displacement jumps quantitatively has remained
a puzzle. Clearly, this feature can be addressed within the scope of our model since the displacement
jumps are controlled by bursts of ρm. Recall that studies on the influence of the parameters on the
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model F − z curves (Section 6.3) has demonstrated that three different dislocation mechanisms operate
in a time sequence. The initial elastic branch is controlled by nucleation of dislocations while the first
displacement jump is controlled by the multiplication of the nucleated dislocations. On the other
hand, the subsequent displacement jumps of decreasing magnitudes are controlled by the storage and
recovery dislocation mechanisms. While the magnitudes of the displacement jumps are determined by
the magnitudes of ρm bursts, these themselves decrease. The latter is due to the fact that a large part of
every ρm burst is transformed to ρ f . Furthermore, noting that the stress relaxes largely during the first
displacement jump, the magnitudes of subsequent bursts of ρm are determined by the excess stress
above σm. Then, the decreasing over stress leads to decreasing magnitudes of the secondary ρm bursts.
This in turn implies decreasing magnitudes of the displacement jumps. This explanation should be
contrasted with the one suggested in the literature, namely, increasing back stress. This is not the case
since the back stress σb = αGbρ1/2

f is ∼25 MPa even when ρ f assumes a peak value of ∼3 × 1013/m2.

6.6. Common Mechanism Underlying All Displacement Jumps

Recall that, in the DC mode of indentation, the load drops occur whenever the plastic displacement
rate żp exceeds the applied displacement rate ṙ as is clear from the Equation (19). The equation explains
all load drops on the same footing. However, an equivalent mechanism is absent for the case of the
LC mode nanoindentation. In view of this, we attempt to explain all displacement jumps on the basis
of a common dynamical mechanism. Some insight can be obtained by examining the stress plot in
Figure 8a together with the F − z plot in Figure 7a. Figure 8a shows that the stress relaxes mostly
during the first pop-in event itself, eventually reaching its asymptotic value of ∼1 GPa. However,
this value is larger than the dislocation multiplication stress σm = 0.91 GPa. Since the stress remains
higher than σm even after the first displacement jump, one should expect a continuous increase in ρm

or equivalently a continuous increase in zp. In contrast, Figure 7a shows that the load increases quite
sharply beyond the first displacement jump suggesting a dominant elastic contribution. This raises a
question as to why the load should increase in a near elastic manner when the stress remains higher
than σm? As we shall see, this question is also relevant for subsequent displacement jumps.

To see this, recall that both load and area evolve with time. The area increase can occur either
due to imposed loading rate or due to plastic displacement rate. However, the time scales of these
two processes are very different. While the load increases linearly, the rate of area increase Ȧ arising
from plastic deformation can be very short as is clear from the short time scale of ρm bursts. From a
dynamical point of view, this observation suggests that, while the underlying dislocation mechanisms
for the first and secondary displacement jumps are different, we can describe all displacement jumps
as resulting from a competition between the two well separated time scales, namely, the slow time
scale corresponding to Ḟ0 and the fast time scale corresponding to ρm bursts. The rate of area change
arising from imposed load rate Ḟ0 is given Ḟ0

σm
, where σm is a natural choice for converting the applied

load rate to the rate of area increase. Figure 9b shows a plot of Ȧ(z) as a function of time, which
increases in bursts due to ρm bursts. Also shown is the rate of area increase due to applied load rate
Ḟ0
σm

= constant (red line). It is clear that, whenever Ȧ(z) overshoots Ḟ0
σm

, we see a displacement jump
(triggered by bursts of ρm) that is almost fully plastic. Otherwise, the elastic component dominates
over the plastic contribution. This feature is very similar to the mechanism underlying the force drops in the
DC mode of indentation where a force drop occurs whenever the plastic displacement rate exceeds the applied
displacement rate. Note that the duration of the first burst of Ȧ(z) (due to the first burst of ρm) is very
short while the durations of the subsequent bursts get longer and longer until the magnitudes of Ȧ(z)
and Ḟ0

σm
are comparable. Figure 9b can also be used to obtain quantitative estimates of the magnitudes

of the load steps seen in Figure 7a. (See Ref. [29] for details.)
The above analysis demonstrates that the mathematical mechanism causing the instability is a result of

a competition between the slow applied time scale corresponding to load rate (strictly Ḟ0
σm

) and another fast time
scale corresponding to Ȧ(z)(controlled by bursts of ρm). The existence of one slow loading time scale and
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one fast time scale of response are typical of all relaxational oscillations (see Refs. [30,44,45]). However,
in the present case, the instability is a transient one as is clear from the decreasing magnitudes of the
displacement jumps and load steps. The analysis also demonstrates that imposing a constant load rate
would be sufficient to trigger displacement jumps provided it is much larger than the short duration
of ρm bursts. However, in experiments, enforcing constant force rate condition during displacement
jumps may not be easy due to finite response time of the machine.

6.7. Conclusions

In summary, the model for the LC mode nanoindentation predicts all the generic features such as
the existence of an elastic branch followed by several displacement jumps of decreasing magnitudes,
and residual plasticity under unloading for a range of values of the parameters. Furthermore, the predicted
values of the load, the magnitudes of displacement jumps, etc. are also similar to those seen in
experiments. The study of the influence of the parameters on the model F − z curves show that the
elastic depth is determined by σn/E∗ and the magnitude of the first displacement jump is controlled
by the ratio of the nucleation stress to the multiplication stress, more precisely (σm/σn)m. Subsequent
displacement jumps are controlled by the storage and recovery mechanisms. This identification
also allows us to determine the optimized parameters that fit closely the experimental F − z curves
corresponding to single crystals of Al for (110) and (133) orientations.

Even though the underlying dislocation mechanisms for the first and subsequent jumps are
different, we have demonstrated explicitly that all displacement jumps result whenever the short
duration bursts of area increase due to plastic deformation exceed the slow rate of area increase due
to applied load rate. Otherwise, elastic response dominates. Note that the short duration of bursts
of ρm is also a signature of collective behavior of dislocations. The mathematical mechanism for the
instability is attributed to the competition between the slow time scale corresponding to the load rate
and the fast time scale corresponding to bursts of mobile density. More specifically, the decreasing
magnitudes of the displacement jumps or the load steps are signatures of transient nature of the
instability. The underlying physical mechanism for decreasing magnitudes of the displacement jumps
is the depletion of the mobile density that transforms to the forest density during the short duration of
ρm bursts.

7. General Conclusions on the Dynamical Approach to Nanoindentation

The present dynamical approach has been developed as an alternate approach to simulations with
a view to overcome their inherent limitations. While these methods have been routinely used due to
their ability to include a range of dislocation mechanisms [21–26], this advantage is offset by the serious
limitations due to the short time scales inherent to several simulations and their inability to adopt
experimental parameters, particularly the imposed rate of deformation. Consequently, the predicted
numbers differ considerably from those reported by experiments. Our idea is to develop an alternate
method to overcome the above limitations by devising a method that employs experimental parameters
such as the rates, the geometrical parameters defining the geometry of the indenter, thickness of the
film, etc., to predict numbers that match the experiments. The fact that the load drops or displacement
jumps are signatures of an instability arising from collective dislocation activity motivated us to
use nonlinear dynamics to model the nanoindentation instabilities. This also means that a natural
interpretation of the dislocation densities used in the model is that they represent collective modes of
the plastic deformation (as in the case of the AK model for the PLC effect).

The fact that the two models predict all the generic features with the predicted numbers matching
those from experiments is clearly a support for both the dynamical approach and the dislocation
mechanisms used. In this context, the success of the models in predicting all the generic features along
with good fits to the two experimental data sets must be viewed against the background of the absence
of simulations of any kind for the LC mode nanoindentation experiments. The fact that the model
F − z curves exhibit the characteristic features of the experiments for a range of parameter values can
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only be attributed to the fact that our approach allows for a direct adoption of the experimental parameters.
More importantly, the strength of our approach lies in providing an innovative method for calculating
the contribution from plastic deformation to the total indentation depth using the time evolution
equations for ρm and ρ f . Note that obtaining a good fit to experiments requires that we match the model
time and length scales with those in experiments. Noting that the total indentation depth is the sum of
the elastic and plastic contributions, this match has been accomplished by demanding that the basic
time scale for the growth of mobile density (that determines the extent of plastic deformation) matches
the experimental time scale, i.e., we demand θV0 is set to unity. (Note that imposed deformation such
as the displacement rate or load rate or strain rate, are measured per second). This allows us to match
the model zmax with that in experiment. Note that matching model Fmax with that in experiment is
straightforward since it is determined by load-elastic depth expression. Thus, our approach provides a
consistent scheme to match the model time scale and length scale with those of the experiments. Note
that the maximum depth is essentially determined by the plastic contribution to the depth.

One important consequence of our ability to calculate the plastic contribution to the indentation
depth is that for larger depths where the load drops or displacement jumps disappear, the model
predicts that hardness decreases with depth. Indeed, since our model uses dislocation density for the
calculation of plastic contribution, our method provides a way to describe indentation size effect and
constitutes an alternate approach to the strain gradient theories [54–57].

This kind of dislocation density based approach opens-up the possibility of studying
nanoindentation on experimental length and time scales that cannot be achieved in finer scales
simulation techniques. Furthermore, unlike simulations that require heavy computational resources,
the model equations can be solved on a desktop computer.

The results predicted by the models for the DC mode and LC mode nanoindentation, in particular,
the good fit to the two experimental load–displacement curves for the LC mode indentation where
no simulations exist, clearly supports our view that the proposed method can be used as an alternate
approach to simulation methods. This view is further supported by the success of the recent dislocation
mechanism based dynamical model for calculating hardness as a function of indentation depth.
The Indentation size effect model predicts all characteristic features of hardness in addition to providing
good fits to the two widely used hardness data on cold worked polycrystalline Cu [52] and single
crystals of Ag [53].

The approach may be criticized for ignoring the spatially inhomogeneous nature of the
deformation. (Note that, although the indentation depth z is used as a dynamical variable, the
model does not explicitly include spatial degrees of freedom.) Therefore, it might come as a surprise
that, despite the absence of spatial degrees of freedom in the model, the model F − z curve matches the
experimental data very well. To appreciate this, it is important to recognize that dislocation densities
used here represent the spatial/sample averages over the indented volume. They also represent
collective dislocation modes that are responsible for load drops or displacement jumps. Much the
same way, all experimentally measured quantities such as the force, stress, depth of indentation,
residual plasticity under unloading, etc. are also the volume averages of the dislocation activity in
the sample. Since both theoretically computed and experimentally measured quantities represent
sample averages, the good match is not all that surprising. Moreover, it is well known that averages are
quite insensitive to the details of the distribution. This statement is applicable to spatial averages as
well. However, if spatial degrees of freedom are introduced, displacement jumps will exhibit some
stochasticity, i.e., displacement jumps as well as the steps on force will be different in different runs.
This is a general result in dynamical systems that has been well illustrated in the case of the PLC effect
(see Ref. [30,33] and in particular Figure 2.1a of Ref. [42]). Inclusion of spatial degrees of freedom for
the present problem is nontrivial since this involves a moving boundary that goes by the name Stefan’s
problem in mathematics. Finally, it would be interesting to explore the possibility of using the current
approach along with finite element methods that calculate the stress distribution under the indenter.
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This then would allow the possibility of obtaining spatial distribution of the dislocation activity in
the sample.
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Abstract: Nanoindentation is a well-stablished experiment to study the mechanical properties
of materials at the small length scales of micro and nano. Unlike the conventional indentation
experiments, the nanoindentation response of the material depends on the corresponding length
scales, such as indentation depth, which is commonly termed the size effect. In the current work,
first, the conventional experimental observations and theoretical models of the size effect during
nanoindentation are reviewed in the case of crystalline metals, which are the focus of the current
work. Next, the recent advancements in the visualization of the dislocation structure during the
nanoindentation experiment is discussed, and the observed underlying mechanisms of the size effect
are addressed. Finally, the recent computer simulations using molecular dynamics are reviewed as a
powerful tool to investigate the nanoindentation experiment and its governing mechanisms of the
size effect.

Keywords: nanoindentation; size effect; atomistic simulation; dislocation; grain boundary

1. Introduction

The size effect in material science is the variation of material properties as the sample characteristic
length changes. In the current work, the focus is on the size effect on the nanoindentation response
of crystalline metals. Nanoindentation is a well-stablished experiment to investigate the mechanical
properties of material samples of small volumes. During the nanoindentation, a very hard tip is
pressed into the sample, and the variation of load versus the penetration depth is recorded. In the
case of nanoindentation, the dependency of material hardness on the corresponding characteristic
length is termed as the size effect. The underlying mechanism of the size effect during nanoindentation
depends on the material nature. In the case of crystalline metals, the size effect is governed by
the dislocation-based mechanisms. The nanoindentation size effects in other materials such as
ceramics, amorphous metals, polymers and semiconductor materials are controlled by cracking,
non-dislocation-based mechanisms, shear transformation zones and phase transformations [1–4].

A very common size effect during the nanoindentation occurs in the case of the geometrically
self-similar indenter tips. The conventional plasticity predicts that the hardness should be independent
of the penetration depth. Experimental results, however, have shown that the hardness is a function
of indentation depth, which is commonly termed as the indentation size effect [4–22]. The common
size effect is the increase in hardness by decreasing the indentation depth. Most of the size effect
studies support this trend. However, few studies have shown the inverse size effects in which as
the indentation depth decreases, the hardness also decreases, which is commonly termed as inverse
size effects [4–7,9,10,23]. However, the inverse size effect is commonly attributed to the artifacts of
the experiment such as instrument vibration and the error in contact area measurements [4,8–10].
In addition to the size effect during the nanoindentation using a geometrically self-similar tip, another

Crystals 2017, 7, 321 102 www.mdpi.com/journal/crystals



Crystals 2017, 7, 321

indentation size effect occurs in the case of a spherical indenter tip. However, the characteristic length
of this size effect is the indenter radius itself in a way that the hardness increases as the tip radius
decreases [14–18].

Besides the experimental observations, computer simulations have greatly contributed to
the investigation of the response of materials during nanoindentation. The common modeling
methods are finite element [24–41], crystal plasticity [42–50], discrete dislocation dynamics [51–62],
the quasicontinuum method [63–76] and molecular dynamics (MD) [77–88]. Going down from
simulations with larger length scales, i.e., finite element, to that of the smallest length scales, i.e., MD,
the simulation accuracy increases while the required resources hugely increases. The most accurate
method to model the nanoindentation experiment and investigate the underlying physics of the
indentation size effect is to model the sample as a cluster of atoms using MD simulation. Accordingly,
the MD simulation of nanoindentation can be envisaged as a pseudo-nanoindentation experiment in
which the sample is modeled with the accuracy down to the atomic scale.

In the current review, the focus is on the nanoindentation size effect in crystalline metals, in which
the deformation mechanisms are governed by the nucleation and evolution of the dislocation network.
The size effect trend in which the hardness increases as the indentation depth decreases is considered
in the current review. The aim of this study is to address recent advancements in experiments and
atomistic simulation to capture the underlying mechanisms of the size effect during nanoindentation.
To do so, first, the classical experimental observations and theoretical models of size effects during
nanoindentation are reviewed. Next, the interaction of size effects during nanoindentation with the
effects of grain size is summarized. The recent advancements for nanoindentation experiments with
the focus on various methods of dislocation density measurement are then reviewed. Advanced size
effect models, which have been proposed based on the recent experimental observations, are addressed
here. Finally, the atomistic simulation of nanoindentation is introduced as a powerful tool to
investigate the underlying mechanisms of the size effect during nanoindentation. The dislocation
nucleation and evolution pattern observed during the MD simulation of nanoindentation are also
summarized. The details and methodology of atomistic simulations, however, are beyond the scope of
the current work.

2. Classical Experimental Observations and Theoretical Models

The older generation of size effect observations during indentation have been reported usually
as the variation of hardness versus the indentation load (see, e.g., Mott, [5]) during the Vickers
microhardness experiment, which has a square-based diamond pyramid. In the early stages of the size
effect observations, however, the observed trends have been attributed to the experimental artifacts
such as sample surface preparation or indenter tip imperfections. Advancing the nanoindentation
techniques and load and depth sensing instruments, however, the obtained results show that the
indentation size effects are not artifacts of the experiment, and it has underlying physical mechanisms.
Figure 1 shows the common size effect trend for several nanoindentation experiments available in the
literature in which the hardness increases as the indentation depth decreases. In Figure 1, for each set
of experiments, the hardness is normalized using the hardness value at large indentation depths H0,
at which the hardness becomes independent of the indentation depth. To unravel the governing
mechanisms of the size effect during nanoindentation, the concept of geometrically necessary
dislocations (GNDs), which was introduced by Ashby [89], has been commonly adopted [11–14,90].
Ashby [89] stated that dislocations could be categorized into two groups. The first one, which is called
geometrically necessary dislocations (GNDs), is formed to sustain the imposed displacement for the
sake of compatibility. The second type, which is called statistically stored dislocations (SSDs), is a
group of dislocations trapping each other in a random way. The model proposed by Nix and Gao [13]
is a milestone in this family of models in which they predicted the size effect during nanoindentation
using a conical tip (Figure 2). In Figure 2, the SSDs are excluded; however, they contribute to the
indentation hardness. During the nanoindentation, the compatibility of deformation between the
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sample and indenter is guaranteed by the nucleation and movement of GNDs. Accordingly, the total
length of GNDs λG can be obtained based on the indentation depth h, contact radius ap, Burgers vector
of GNDs b and indenter geometry as follows (Nix and Gao [13]):

λG =
∫ ap

0

2πrh
bap

dr =
πaph

b
=

πa2
p tan(θ)

b
(1)

where tan(θ) = h/ap. In the next step, Nix and Gao [13] assumed that the plastic zone is a hemisphere
with the radius of ap. Accordingly, the density of GNDs ρG can be described as follows:

ρG =
λG

V
=

3h
2ba2

p
=

3
2bh

tan2(θ) (2)

where V is the volume of the plastic zone.

 

Figure 1. Size effect during nanoindentation. The original experimental data have been reported
by De Guzman [12], Ma and Clarke [91], Poole et al. [92], McElhaney et al. [93], Nix and Gao [13],
Lim and Chaudhri [15], Liu and Ngan [94], Swadener [14], Bull [20], McLaughlin and Clegg [95] and
Rester et al. [96].
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Nix and Gao [13] further neglected the interaction between SSDs and GNDs and assumed that
the total dislocation density ρ is simply the summation of SSDs and GNDs densities, i.e., ρ = ρS + ρG,
where ρS and ρG are the SSD and GND densities, respectively. Finally, the Taylor hardening model
relates the dislocation density ρ to the indentation hardness H as follows [13]:

H = 3
√

3αGb
√

ρ = 3
√

3αGb
√

ρG + ρS (3)

where G is the shear modulus and α is a material constant. Accordingly, the variation of hardness
versus the indentation depth can be defined as follows:

H
H0

=

√
1 +

h∗
h

(4)

where H0 is the hardness due to SSDs and h* is the characteristic length that governs the dependency
of the hardness on the penetration depth. H0 and h* can be described as follows:

H0 = 3
√

3αGb
√

ρS (5)

h∗ = 81
2

bα2 tan2(θ)

(
G
H0

)2
(6)

Figure 2. Axisymmetric rigid conical indenter. Geometrically necessary dislocations (GNDs) created
during the indentation process. The dislocation structure is idealized as circular dislocation loops
(after Abu Al-Rub and Voyiadjis [97]).

In the next step, Nix and Gao [13] connected the physical mechanism of indentation size effect
to the strain gradient plasticity model by defining the strain gradient during the nanoindentation
as follows:

χ ≡ tan(θ)
ap

(7)

Accordingly, the length scale for a strain gradient model can be obtained as follows:

l ≡ b
(

G
σ0

)2
(8)

where σ0 = H0/3.
Swadener et al. [14] extended the proposed model of Nix and Gao [13] to include the general

indenter geometry of h = Ar
n, where n > 1 and A is a constant. Accordingly, the total dislocation length

can be described as follows:

λG =
∫ ap

0

2πr
b

(
dh
dr

)
dr =

2πnA
b(n + 1)

an+1
p (9)
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Accordingly, the GND density can be described as follows:

ρG =
λG

V
=

3nA
b(n + 1)

an−2
p =

3nA(2/n)

b(n + 1)
h(1−2/n) (10)

Pugno [90] extended the framework proposed by Swadener et al. [14] for the indenter with the
general geometry by approximating the indentation surface as a summation of discrete steps due to
the formation of dislocation loops (Figure 3). Accordingly, the total GND length can be calculated
as follows:

λG =
Ω − A

b
=

S
b

(11)

where A and S are the summation of horizontal and vertical surfaces, respectively, and Ω = S + A
(Figure 3). The GND density can be described as follows:

ρG =
λG

V
=

S
bV

(12)

Accordingly, the size effect law can be described based on the surface to volume ratio of the
indentation domain.

 

Figure 3. Approximating the indentation surface as a summation of discrete steps: A is the projected
contact area; Ω is the contact surface; and S = Ω − A.

Swadener et al. [14] also addressed the size effect during indentation using a spherical tip.
The geometry of the spherical tip was approximated by parabola, i.e., h = r2/2Rp. According to
Equation (10), ρG = 1/bRp, i.e., the density of GNDs is independent of penetration depth for a spherical
indenter. However, the size effect for a spherical indenter is governed by another characteristic length,
which is the indenter radius Rp. Using the similar methodology as Equation (4), the size effect for
spherical indenters can be described as follows:

H
H0

=

√
1 +

R∗
Rp

(13)

where R∗ = r/bρS. Figure 4 compares the theoretical predictions presented by Nix and Gao [13] and
Swadener et al. [14]. The results show that the theoretical model can capture the size effects for large
indentation depths and indenter radii. In the case of small depths and radii, however, the theoretical
models noticeably deviate from the experimental results.

Feng and Nix [98] also showed that the Nix and Gao model [13] cannot capture the size effect in
MgO during nanoindentation at lower indentation depths (Figure 5). They investigated three reasons
that may induce the Nix and Gao model [13] to break down at small indentation depths: indenter
tip bluntness, effect of Peierls stress and dislocation pattern underneath the indenter. They showed
that the first two reasons are not responsible for the observed discrepancies. In order to consider the
dislocation distribution beneath the indenter, they showed that the modified radius of the plastic zone
should be incorporated as follows:

Rpz = f ap (14)
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where f varies as the indentation depth increases. For a large indentation depths, f → 1 , the model
reduces to the Nix and Gao model [13]. Accordingly, the volume of plastic volume can be obtained
as below:

V =
2
3

πR3
pz =

2
3

π f 3a3
p (15)

The size effect model based on the modified definition of plastic volume is depicted in Figure 6,
which captures the size effect both at large and small indentation depths. Durst et al. [36] incorporated
the same method to modify the Nix and Gao model [13]. Instead of variable f , which is fitted using the
experiment (Feng and Nix [98]), they proposed that f is a constant. They incorporated f = 1.9 in their
work and showed that it can capture the size effects in single crystal and ultrafine-grained copper [36].

Figure 4. Indentation size effect in annealed iridium measured with a Berkovich indenter (Δ and solid
line) and comparison of experiments with the Nix and Gao [13] model (H0 = 2.5 GPa; h∗ = 2.6 μm).
The dashed lines represent ±1 standard deviation of the nanohardness data (after Swadener et al. [14]).

Nix and Gao 

model 

Figure 5. Indentation size effect in polished MgO: experimental results versus the Nix and Gao [13]
model (H0 = 9.24 GPa; h∗ = 92.5 nm) (after Feng and Nix [98]).

In order to modify the Nix and Gao model [13], Huang et al. [99] proposed an analytical model
by defining a cap for GND density ρmax

G , which is a material constant. Accordingly, in the case of the
conical indenter, the local GND density can be defined as follows:

(ρG)local = ρmax
G if h < hnano (16a)
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(ρG)local =

{
ρmax

G for r < hnano
tan(θ)

tan(θ)
br for hnano

tan(θ) ≤ r ≤ ap = h
tan(θ)

(16b)

where hnano = tan2(θ)/
(
bρmax

G
)

is a nanoindentation characteristic length. The average GND density
can be obtained by averaging (ρG)local over the plastic zone volume, which is a hemisphere with the
radius of ap, as follows [99]:

ρG = ρmax
G

{
1 if h < hnano
3hnano

2h − h3
nano
2h3 if h < hnano

(17)

 

Figure 6. Indentation size effect in polished MgO: (a) experimental results versus the modified Nix and
Gao model presented by Feng and Nix [98] (H0 = 9.19 GPa; h∗ = 102 nm); (b) variation of f versus h
(after Feng and Nix [98]).

Based on the modified GND density, Huang et al. [99] developed a strain gradient plasticity
model and captured the indentation size effect in MgO and Ir (Figure 7). The values of ρmax

G for MgO
and Ir are 1.28 × 1016 m−2 and 9.68 × 1014 m−2, respectively.

 
Figure 7. Comparison between the indentation size effect captured using the strain gradient plasticity
model developed by Huang et al. [99] using a cap for GND density versus the experimental results
in Ir and MgO

(
ρmax

G Ir = 9.68 × 1014 m−2, ρmax
G MgO = 1.28 × 1016 m−2). The original simulation and

experimental data have been reported by Swadener [14], Feng and Nix [98] and Huang et al. [99].
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3. Interaction of Size Effects during Nanoindentation and Grain Size Effects

The interaction between the effects of grain size with indentation size effects have been addressed
both theoretically and experimentally [100–108]. Here, the experimental and theoretical studies
conducted by Voyiadjis and his coworkers [103–108] are discussed in more detail. Figure 8 compares
the response of single crystalline and polycrystalline Al during nanoindentation. In the case of single
crystalline Al, the conventional size effects trend can be observed. In the case of polycrystalline
Al, however, a local hardening can be observed, which is due to the effect of the grain boundary
(GB). In order to capture the effect of GB, the theoretical model has been proposed by Voyiadjis
and his coworkers [103–108] based on the concept of GNDs and the methodology developed by
Nix and Gao [13]. Figure 9 depicts the effect of GB on the dislocation movement pattern during
nanoindentation. Unlike the single crystalline metals, the GNDs movements are blocked by grain
boundaries, which induce a dislocation pile-up against the GB. Accordingly, a local hardening is
induced in the nanoindentation response due to the GB resistance. The dislocation can move to the
next grain when the stress concentration induced by dislocation pile-up reaches a critical value, and the
nanoindentation response follows the conventional size effect pattern. Accordingly, the schematic of
effects of GB on the nanoindentation response can be divided into three regions (Figure 10). In Region I,
the indenter does not feel the GB, and the initial nucleation and evolution of GNDs govern the size
effect, which is similar to the response of a single crystal sample. Eventually, the dislocations reach
the GB at which their movements are blocked, and they pile-up against the GB, which leads to a local
hardening (Region II). The pile-up stress eventually reaches a critical value, and dislocations will
dissociate to the next grain; additionally, the nanoindentation response follows that of a single crystal
sample (Region III).

Figure 8. Comparison of the nanoindentation response of a single crystalline Al sample with that of a
polycrystalline one at strain rates of 0.1 s−1. The original data were reported by Voyiadjis et al. [106].

Voyiadjis and Zhang [107] and Zhang and Voyiadjis [108] investigated the effects of GB on the
nanoindentation response of bicrystalline Al and Cu samples, respectively. They varied the distance of
indentation from the GB and compared the observed nanoindentation responses (Figure 11). The results
showed that the distance from the GB controls the depths at which different regions of hardening
occur in a way that the local hardening occurs at lower indentation depths for indentations closer to
the GB. As the indentation distance becomes large enough, the response becomes similar to that of a
single crystalline sample. Accordingly, Zhang and Voyiadjis [108] proposed a material length scale
that incorporates the effect of distance between the GB and indenter tip r based on the framework

109



Crystals 2017, 7, 321

developed by Nix and Gao [13], Abu Al-Rub and Voyiadjis [97], Voyiadjis and Abu Al-Rub [109] and
Voyiadjis et al. [106] as follows:

l =
(

αG
αS

)2( bG
bS

)
Mr

⎧⎨⎩ δ1re−(Er/RT)[
1 + δ2rp(1/m̃)

][
1 + δ3

( .
p
)q
]
⎫⎬⎭ (18)

where dg is the average grain size, M is the Schmid factor, 1/m̃ and q are the hardening exponents,
δ1, δ2 and δ3 are the material constants calibrated using the nanoindentation experiment, Er is the
activation energy, R is the gas constant and T is the absolute temperature.

 
Figure 9. The schematic of the interaction between the GNDs and grain boundaries for polycrystalline
metals during nanoindentation (after Voyiadjis and Zhang [107]).

Figure 10. The typical nanoindentation response of polycrystalline samples.
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(a) (b)

(c) (d)

Figure 11. Effect of grain boundary on the nanoindentation response of crystalline metals: (a) distances
between the grain boundary and indentations for Al bicrystal sample; (b) the effect of the distance
from indentation to the grain boundary on the nanoindentation response of the Al bicrystal sample;
(c) distances between the grain boundary and indentations for the Cu bicrystal sample; (d) the effect
of the distance from indentation to the grain boundary on the nanoindentation response of the Cu
bicrystal sample (after Voyiadjis and Zhang [107] and Zhang and Voyiadjis [108]).

4. Recent Experimental Observations and Theoretical Models

The fundamental assumption in the size effects model based on the density of GNDs following
the Nix and Gao model [13] is that the forest hardening is the governing mechanism. Accordingly, they
relate the size effect to the GNDs induced by the strain gradient, which enhances the nanoindentation
response. As described by Swadener et al. [14], Feng and Nix [98] and Huang et al. [99], the Nix and
Gao model [13] cannot capture the size effects at shallow indentation depths. Although different
methods of modifying the plastic zone volume [98] and assigning a GND saturation cap [99] solved
the model shortcomings to some extent, both methods are phenomenological in nature, and they are
using fitting procedures to solve the problem. Furthermore, these models still incorporate the forest
hardening mechanism to capture the relation between the material strength and dislocation density.

Uchic and his coworkers [110,111] introduced the micropillar compression experiment and
showed that the crystalline metallic samples show strong size effects even in the absence of any
strain gradients. They have tested pure Ni pillars at room temperature and showed that the
sample strength increases by decreasing the pillar diameter (Figure 12). In order to capture the
size effect in pillars, however, other hardening mechanisms, including source truncation, weakest
link theory and source exhaustion, have been introduced rather than the forest hardening mechanism
(see, e.g., Uchic et al. [112] and Kraft et al. [113]) In micropillars, the double-ended dislocation
sources become single-ended ones due to the interaction of dislocations with the pillar-free surfaces.
Accordingly, the pillar size governs the single-ended sources leading to shorter dislocation sources
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for smaller pillars. Consequently, decreasing the pillar size increases the sample strength, which is
commonly called the source truncation mechanism (Parthasarathy et al. [114]; Rao et al. [115]). Another
hardening mechanism is the weakest link theory (Norfleet et al. [116]), which describes that decreasing
the pillar size increases the strength of the weakest deformation mechanism and leads to the increase
in the sample strength. The third hardening mechanism is source exhaustion (see, e.g., Rao et al. [117]),
which states that the material strength increases when not enough dislocation sources are available to
sustain the applied plastic flow. In the case of pillars, dislocation starvation (Greer et al. [118]) is one of
the mechanism that can lead to the source exhaustion in a way that all the dislocations escape from the
pillar-free surfaces, leaving the sample without any dislocations. Accordingly, the sample strength is
controlled by source-limited activations.

 

Figure 12. Response of pure Ni pillars during the uniaxial compression experiment at room temperature.
(a) Stress-strain curves for pillars with diameters that vary from 40 to 5 μm and a bulk single crystal
having approximate dimensions of 2.6 × 2.6 × 7.4 mm; (b) A scanning electron micrograph (SEM)
image of a pillar with the diameter of 20 μm at 4% strain; (c) A SEM image of 5 μm diameter pillar at
19% strain during a rapid burst of deformation (after Uchic et al. [111]).

In order to unravel the hardening mechanism at small indentation depths, the dislocation
microstructure should be monitored. Three experimental techniques of backscattered electron
diffraction (EBSD) [22,43,45,49,50,96,119–121], convergent beam electron diffraction (CBED) [95]
and X-ray microdiffraction (μXRD) [122–125] have been used so far to observe the dislocation
microstructure in metallic samples. These techniques can map the local lattice orientations with
high spatial resolutions. Accordingly, the Nye dislocation density tensor and the associated GND
density can be calculated. Due to the complex nature of these experimental schemes, the number
of works addressing the size effects during nanoindentation is very limited. Kiener et al. [119],
McLaughlin and Clegg [95] and Demir et al. [121] have reported anomalies regarding the description
based on the forest hardening mechanism and strain gradient theory to capture the size effects during
nanoindentation. Kiener et al. [119] indented the tungsten and copper samples using a Vickers indenter
and used EBSD to quantify the lattice misorientation. They incorporated the misorientation angle as
a represented parameter of GND density. They showed that the maximum misorientation angle ωf
increases as the indentation depth increases, while the nanoindentation hardness decreases (Figure 13),
which cannot be described based on the strain gradient theory and forest hardening mechanism.
McLaughlin and Clegg [95] investigated the size effects in a copper single crystal sample indented
by a Berkovich tip using CBED. They measured the total misorientation for two indentation loads
of 5 mN and 15 mN. It was observed that both the magnitude of the overall misorientation and the
neighbor-to-neighbor misorientations underneath the 15 mN indentation are significantly larger than
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underneath the 5 mN indentation. However, the hardness for indentation load of 5 mN is larger
than that of 15 mN. Again, McLaughlin and Clegg [95] showed that the models based on the strain
gradient theory and forest hardening mechanisms, such as Nix and Gao [13], are not applicable to the
shallow indentations. They attributed the observed size effects to the lack of dislocation sources at
lower indentation loads, which is similar to the source exhaustion mechanism.

 

Figure 13. Variation of the maximum misorientation angle ωf versus the indentation size in tungsten
and copper. The original data were reported by Kiener et al. [119].

Demir et al. [121] investigated the size effects at low indentation depths incorporating the GND
density obtained using EBSD tomography. They conducted the nanoindentation test on a single crystal
Cu sample using a conical indenter with a spherical tip. Figure 14 illustrates the GND density pattern
for five equally-spaced cross-sections at four different indentation depths. The results show that the
assumption that the dislocations are homogenously distributed beneath the indenter, which has been
commonly incorporated in the literature, is not accurate. Furthermore, Demir et al. [121] obtained
the total dislocation density using the information obtained from 50 individual 2D EBSD sections at
different indentation depths. Figure 15 shows the variation of both dislocation density and hardness
as the indentation depth varies. As the results show, the density of GNDs increases as the indentation
depth increases. According to the forest hardening mechanisms and consequently the Nix and Gao
model [13], the hardness should also increase. However, as the results show, the hardness decreases
as the indentation depth increases. This means that the forest hardening mechanism breaks down
at shallow indentation depths, and the models developed based on the premise, i.e., Nix and Gao
model [13] and its relating models, are not valid in this region. Demir et al. [121] attributed the
observed hardening to the decreasing dislocation segment lengths as the indentation depth decreases,
which has a similar nature to the source truncation and weakest link theory mechanisms. One should
note that the conducted experiments solely consider the GNDs and not SSDs. Accordingly, the result
may not be dependable. However, Demir et al. [121] stated that the amount of imposed deformation
decreases by decreasing the indentation depth, and consequently, SSDs are not responsible for the
enhanced hardening at lower indentation depths.
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Figure 14. Five equally-spaced cross-sections (center slice, ±100 nm, ±200 nm) through the four
indents. Color code: GND density in decadic logarithmic scale (m−2) (after Demir et al. [121]).
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Figure 15. The variations of hardness and GND density versus the indentation depth
(after Demir et al. [121]).

Feng et al. [125] incorporated the μXRD scheme and studied the evolution of defects in Cu single
crystal during nanoindentation indented using a Berkovich indenter. Feng et al. [125] stated that
the size effects are in line with the strain gradient theory and forest hardening mechanism even at
shallow indentation depths, which is in contradiction with the results reported by Kiener et al. [119],
McLaughlin and Clegg [95] and Demir et al. [121]. They observed that as the indentation
depth decreases, both GND density and hardness increases. However, unlike Demir et al. [121],
which obtained the GND density pattern below the indenter, Feng et al. [125] approximated the
strain gradient. Accordingly, the equation of total GND density depends on the radius of the plastic
zone, which was assumed to be the contact radius multiplied by a constant. Accordingly, the effect
of heterogeneity reported by Demir et al. [121] was not included in the methodology presented by
Feng et al. [125] to obtain the total GND density. In order to investigate whether the trend reported by
Kiener et al. [119], McLaughlin and Clegg [95] and Demir et al. [121] is accurate or the one presented by
Feng et al. [125], the meso-scale simulations, such as the atomistic simulation, should be incorporated.

5. Atomistic Simulation of Nanoindentation

The microstructural observations during the nanoindentation indicate some contradictions in
a way that both the increase and decrease in GND density have been reported as the indentation
depths decrease [95,119,121,125]. In order to shed light on these discrepancies and unravel the
governing mechanism of size effects during nanoindentation, one way is to model the sample
as a cluster of atoms. Molecular dynamics (MD) is a powerful tool that can be incorporated as
a pseudo-experimental tool to address the size effect during the nanoindentation. In the case of
crystalline metals, many different aspects of nanoindentation experiment, such as initial dislocation
nucleation and evolution pattern [79,81,83], the effect of surface step [80], effects of GB [84,88,126,127],
the effect of film thickness [128], the effect of substrate [129], the effect of residual stress [130], the effect
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of boundary conditions [85] and size effects during nanoindentation [86,87] have been investigated
using MD. Szlufarska [131] summarized the advances in atomistic modelling of the nanoindentation
experiment. She addressed the challenges of atomistic simulation of nanoindentation and how it can
increase the current understanding of nanoindentation [131].

During the MD simulation, Newton’s equations of motion are solved for all the atoms. Even for
nano-sized samples, the number of degrees of freedom is enormous, and massive parallel code should
be incorporated to integrate Newton’s equations of motion. The interaction of atoms with each
other is described using predefined potentials. In the case of crystalline metals, two potentials of
the embedded-atom method (EAM) (Daw and Baskes [132]) and modified embedded-atom method
(MEAM) (Baskes [133]) are commonly incorporated.

The indenter itself can be modeled as a cluster of atoms. However, the indenter is commonly
modeled as a repulsive potential to reduce the computational cost. Selecting an appropriate set of
boundary conditions to precisely mimic the considered phenomenon is an essential part of the MD
simulation. Up to now, four different sets of boundary conditions have been used to model the
nanoindentation experiment, which can be described as follows:

• Fixing some atomic layers at the sample bottom to act as a substrate, using the free surface for the
top and periodic boundary conditions for the remaining surfaces (see, e.g., Kelchner et al. [79];
Zimmerman et al. [80]; Nair et al. [128]).

• Fixing some atomic layer at the surrounding surfaces and using free surfaces for the sample top
and bottom (see, e.g., Medyanik and Shao [134]; Shao and Medyanik [135]).

• Using the free surface for the sample top and bottom, incorporating the periodic boundary
conditions for the remaining surfaces and putting a substrate under the thin film
(see, e.g., Peng et al. [129]).

• Incorporating the free surfaces for the sample top and bottom, using periodic boundary
conditions for the remaining surfaces and equilibrating the sample by adding some forces
(see, e.g., Li et al. [81]; Lee et al. [83]).

Yaghoobi and Voyiadjis [85] studied the effects of selected boundary conditions on the
nanoindentation response of FCC crystalline metals. They showed that the boundary conditions
may alter the plasticity initiation and defect nucleation pattern depending on the film thickness and
indenter radius.

In order to study the size effects using MD, indentation depth, indentation force, contact area
and dislocation length and density should be precisely obtained. In the case of hardness, unlike the
experiment, the precise contact can be obtained much more easily. To do so, the precise contact area
(A) should be captured to calculate the hardness. Saraev and Miller [136] proposed a method using a
projection of atoms that are in contact with the indenter to obtain the precise contact area. A 2D-mesh
is produced from the projections of atoms in contact with the indenter. The total contact area is then
calculated using the obtained 2D mesh. The indenter force can be derived from the repulsive potential
used to model the indenter. Voyiadjis and his co-workers [85–87] showed that the true indentation
depth h is different from the tip displacement d during nanoindentation. They developed the required
geometrical equations to obtain the precise indentation depth.

MD provides the atomic trajectories and velocities. However, the dislocation structure is an
essential part of the size effects’ investigation. Accordingly, a post-processing scheme should be
incorporated to capture the dislocation structure. In order to visualize the defects, several methods
have been introduced such as energy filtering, bond order, centrosymmetry parameter, adaptive
common neighbor analysis, Voronoi analysis, and neighbor distance analysis, which have been
compared with each other by Stukowski [137]. Furthermore, the Crystal Analysis Tool (Stukowski
and Albe [138]) can extract the dislocation structure from the atomistic data. The common-neighbor
analysis method is the basic idea of this code. The code is able to calculate the dislocations information
such as the Burgers vector and total dislocation length. To extract the required information, the Crystal
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Analysis Tool constructs a Delaunay mesh, which connects all atoms. Next, using the constructed
mesh, the elastic deformation gradient tensor is obtained. The code defines the dislocations using the
fact that the elastic deformation gradient does not have a unique value when a tessellation element
intersects a dislocation.

Voyiadjis and Yaghoobi [86] conducted large-scale MD simulation of Ni thin film during
nanoindentation using different indenter geometries of right square prismatic, conical and cylindrical
to investigate the proposed theoretical models for indentation size effects. First, Voyiadjis and
Yaghoobi [86] investigated the dislocation nucleation and evolution pattern during nanoindentation.
As an example, Figure 16 shows the dislocation nucleation and evolution for Ni thin film indented by a
cylindrical indenter during nanoindentation. The dislocations and stacking faults are visualized while
the perfect atoms are removed. The color of Shockley, Hirth and stair-rod partial dislocations and
perfect dislocations are green, yellow, blue and red, respectively. Figure 17 illustrates the dislocation
loop formation and movement along three directions of

[
1 0 1

]
,
[
1 1 0

]
and

[
0 1 1

]
.

 
(a) (b) (c) 

 
 

(d) (e) (f) 

Figure 16. Defect nucleation and evolution of Ni thin film indented by a cylindrical indenter at different
indenter tip displacements of (a) d ≈ 0.70 nm; (b) d ≈ 0.86 nm; (c) d ≈ 0.96 nm; (d) d ≈ 1.02 nm;
(e) d ≈ 1.05 nm; (f) d ≈ 1.12 nm (after Voyiadjis and Yaghoobi [86]).

Voyiadjis and Yaghoobi [86] investigated the plastic zone size measured directly from MD.
The dislocation prismatic loops glide toward the bottom of the sample. Accordingly, Voyiadjis and
Yaghoobi [86] assumed that theses dislocation loops should not be considered as a measure of the
plastic zone size. Otherwise, the size of the plastic zone becomes unreasonably large. In other words,
the plastic zone size is determined based on the furthest dislocation that is attached to the main
body of dislocations beneath the indenter. It was assumed that the plastic zone is a hemisphere
with a radius of Rpz = f ac. They showed that f is a function of indentation depth. In the case of
the conical indenter, which is a self-similar indenter, the maximum value of f observed during the
nanoindentation simulation is 5.2, which is larger than those that have been previously proposed
(see Durst et al. [36]). However, in the case of cylindrical indenter, the maximum value of f is nine,
which is much larger than that of the self-similar indenter.

Figure 18 compares the dislocation lengths obtained from atomistic simulation with those
predicted by theoretical models of Nix and Gao [13], Swadener [14] and Pugno [90]. The results show
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that the theoretical predictions can accurately capture the dislocation lengths during nanoindentation.
However, some discrepancies are observed, which can be related to the fact that atomistic simulation
captures the total dislocation length including both geometrically necessary and statistically stored
dislocations, while the theoretical models only calculate geometrically necessary dislocations.
Furthermore, the dislocations that are detached from the main dislocations network as the prismatic
loops and leave the plastic zone around the indenter are not considered in the total dislocation length
calculations. Gao et al. [139] investigated the plastic zone volume size during the nanoindentation
in FCC and BCC metals using a spherical indenter. They showed that the plastic zone size is not
strongly influenced by the crystallographic orientation, crystal structure and the selected parameter
for indentation. Furthermore, they observed that the plastic zone sizes after indent are larger than
the values reported in the literature. These findings are in line with those reported by Voyiadjis and
Yaghoobi [86]. However, they showed that after the indenter retraction, the plastic zone shrinks, and its
size becomes closer with those reported in the literature (see Durst et al. [36]). Figure 19 shows the
plastic zone volume changes after indent and after retraction during nanoindentation of Ta. The plastic
zone coefficient f changes from 2.7 to 2.3.

(a) (b)

Figure 17. Prismatic loops forming and movement in Ni thin film indented by the cylindrical indenter
during nanoindentation: (a) side view and (b) top view (after Voyiadjis and Yaghoobi [86]).

Yaghoobi and Voyiadjis [87] incorporated large-scale MD simulation of Ni thin films during
nanoindentation to investigate which size effect trend occurs during atomistic simulation, i.e., the one
reported by Kiener et al. [119], McLaughlin and Clegg [95] and Demir et al. [121] or the one presented
by Feng et al. [125]. They selected a conical indenter with an angle of θ = 60

◦
and a spherical

tip, which was used by Demir et al. [121]. Figure 20a presents the variation of the mean contact
pressure (pm = P/A), which is equivalent to the hardness H in the plastic region, as a function of
indentation depth h. In the elastic region, Figure 20a shows that pm increases as the indentation
depth increases. However, after the initiation of plasticity, Figure 20a shows that the mean contact
pressure, i.e., hardness, decreases as the indentation depth increases. Yaghoobi and Voyiadjis [87]
assumed that the plastic zone is a hemisphere with the radius of Rpz = f ac in which f is a constant.
They incorporated different values of f = 1.5, 2.0, 2.5, 3.0 and 3.5, which are chosen to investigate
the effect of plastic zone size on the dislocation density during nanoindentation. The dislocation
density ρ versus the indentation depth h is plotted in Figure 20b. The results indicate that as the
indentation depth increases, the dislocation density also increases for different values of f . Based on
the Taylor hardening model, since the dislocation density increases as the indentation depth increases,
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the hardness should also increase. However, Figure 20a shows that as the indentation depth increases,
the hardness decreases, while the dislocation density increases. The observed trend is in line with
the experimental observation of Kiener et al. [119], McLaughlin and Clegg [95] and Demir et al. [121].
In other words, the results show that the forest hardening model cannot capture the size effect in the
case of the simulated sample.
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Figure 18. Total dislocation length obtained from the simulation and theoretical models of Nix and
Gao [13], Swadener [14] and Pugno [90] in samples indented by the (a) cylindrical indenter; (b) right
square prismatic indenter and (c) conical indenter (after Voyiadjis and Yaghoobi [86]).

Figure 19. Dislocation structure beneath the indenter during the indentation of Ta (100) surface at 0 K:
(a) after indent f = 2.7; (b) after retraction of the indenter f = 2.3 (after Gao et al. [139]).
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(a) (b)

Figure 20. Large-scale atomistic simulation of a Ni thin film during nanoindentation: (a) variation of
the mean contact pressure pm versus the indentation depth h; (b) variation of the dislocation density ρ

versus the indentation depth h for different values of f (after Yaghoobi and Voyiadjis [87]).

Similar to the compression and tension experiments on micropillars of small length scales,
the observed results show that the forest hardening mechanism does not govern size effects in the
nanoscale samples during nanoindentation. To unravel the sources of size effects, the initial phases
of indentation should be studied. Yaghoobi and Voyiadjis [87] showed that the source exhaustion
hardening is the governing mechanism of size effects at shallow indentation depths. By increasing
the indentation depth, the dislocation length and density increase, as well, which provides more
dislocation sources. Furthermore, the source lengths increase, which reduces the critical resolved shear
stress. Consequently, the applied stress required to sustain flow during nanoindentation decreases,
i.e., hardness decreases as indentation depth increases.

The interaction between the effects of grain size with indentation size effects have been addressed
using MD [84,88,126,127]. However, the observed trends do not show a unified trend. Jang and
Farkas [84] incorporated MD simulation and studied a bicrystal nickel thin film with ∑ 5 (2 1 0) [0 0 1]
GB during the nanoindentation. It was shown that the GB induced some resistance to the indentation
due to the stacking fault expansion [84]. Kulkarni et al. [127] compared the response of the coherent
twin boundary (CTB) with that of ∑ 9 (2 2 1) tilt GB during nanoindentation using atomistic simulation.
They stated that unlike the ∑ 9 (2 2 1) GB, the CTB does not considerably reduce the strength of the
sample. However, unlike Jang and Farkas [84], they did not observe noticeable enhancement in
strength. In order to address the discrepancies observed related to the effect of grain boundaries
on the indentation response of FCC metals during nanoindentation, Voyiadjis and Yaghoobi [88]
investigated the nanoindentation response of bicrystal Ni samples using large-scale MD simulation.
They incorporated different symmetric and unsymmetric CSL GBs and two large and small samples
with the dimensions of 24 nm × 24 nm × 12 nm and 120 nm × 120 nm × 60 nm. The GBs are
located at a third of the thickness from the top surface. Voyiadjis and Yaghoobi [88] compared the
nanoindentation response of the bicrystal samples with the corresponding single crystal ones and
observed that the effect of GB on the governing mechanism of hardening depends on the grain size.
Figure 21 compares the effects of ∑ 11 (3 3 2)

[
1 1 0

]
on the nanoindentation responses of the small

and large samples. GB does not change the general pattern of size effects; however, it can contribute to
some specific mechanisms depending on the sample size. The size effects are initially controlled by the
source exhaustion mechanism during the nanoindentation. In the case of a small sample, Voyiadjis and
Yaghoobi [88] showed that the GB contributes to the dislocation nucleation and reduces the material
strength. In the case of a large sample, GB does not have any noticeable effect on the source exhaustion
mechanism. This is due to the fact that the total dislocation length of the bicrystal sample is close to that
of the single crystal sample. The forest hardening mechanism becomes dominant at larger indentation
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depths. In the cases of small samples, however, the responses of bicrystal and single-crystal samples
are similar in this region. It is worth mentioning that the dislocation movements are blocked by GBs
during nanoindentation in small bicrystal samples. However, the density of piled-up dislocation is not
enough to change the nanoindentation response. In the cases of large samples, the total dislocation
content is much greater than that of the small samples. Accordingly, the interaction of dislocations
and GBs plays a key role. Hence, the increase in bicrystal samples can be justified by blockage of the
dislocation movements according to the forest hardening mechanism. Moreover, the results show
that the total dislocation length in the upper grain is a better representative factor to investigate the
strength size effects in the case of the forest hardening mechanism. In other words, according to the
forest hardening mechanism, the dislocations in the plastic zone that are closer to the indenter are
the effective ones. Hence, in the cases of large samples, the most important role of GBs is to change
the pattern of the dislocation structure by blocking their movement, which increases the resulting
hardness at higher indentation depths. Voyiadjis and Yaghoobi [88] also investigated the effect of
GB on the dislocation nucleation and evolution during nanoindentation. For example, Figure 22
depicts the dislocation nucleation and evolution for the ∑ 3 (1 1 1)

[
1 1 0

]
bicrystal and its related

single crystal large samples. Figure 22 supports the underlying mechanism suggested by Voyiadjis and
Yaghoobi [88] to capture the effect of GB on the nanoindentation response of large samples. One should
note that the strain rates incorporated in the atomistic simulation are much higher than those selected
for experiments. Accordingly, the interpretation of the obtained results should be carefully handled.
The applied strain rate can influence both hardening mechanisms and dislocation network properties
(see, e.g., [140–144]). In other words, one should note that the observed mechanisms are not an artifact
of the high strain rates used in the atomistic simulation.
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Figure 21. Effect of ∑ 11 (3 3 2) grain boundary on the nanoindentation response of Ni thin film:
(a) small sample and (b) large sample (after Voyiadjis and Yaghoobi [88]).
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Figure 22. Effect of ∑ 3 (1 1 1)
[
1 1 0

]
GB on the dislocation nucleation and evolution of large sample at

different indentation depths: (a) single crystal sample, h ≈ 0.88 nm; (b) bicrystal sample, h ≈ 0.88 nm;
(c) single crystal sample, h ≈ 1.15 nm; (d) bicrystal sample, h ≈ 1.15 nm; (e) single crystal sample,
h ≈ 1.44 nm; (f) bicrystal sample, h ≈ 1.44 nm; (g) single crystal sample, h ≈ 2.03 nm; (h) bicrystal
sample, h ≈ 2.03 nm; (i) single crystal sample, h ≈ 11.5 nm; (j) bicrystal sample, h ≈ 11.5 nm
(after Voyiadjis and Yaghoobi [88]).

6. Summary and Conclusions

The current work reviews the size effect in crystalline metals during nanoindentation,
with emphasis on the underlying mechanisms governing this phenomenon. The indentation size effects
in crystalline metals including the variation of hardness versus the indentation depth for geometrically
self-similar indenter tips and variation of hardness versus the indenter radius for spherical indenters
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are well documented and have been observed by many researchers. The size effects have been
successfully captured using the concept of geometrically necessary dislocations (GNDs). Accordingly,
the increase in hardness by decreasing the indentation depth is attributed to the increase of GNDs
density, which leads to the enhanced strength according to the forest hardening mechanism. A similar
methodology has been incorporated to capture the size effects in the case of spherical indenters
as the indenter radius varies. Furthermore, a material length scale can be obtained for gradient
plasticity models using the same methodology as l ≡ b(G/σ0)

2 [13]. The presented mechanism defines
the variation of hardness H versus the indentation depth h in the form of (H/H0)

2 = 1 + h∗/h,
where H0 and h∗ are the material constants. However, the conducted studies have shown that the
developed relation cannot capture the reported size effect for small indentation depths. Furthermore,
the coupling effects of indentation depth and grain size effects can be successfully captured using the
same methodology. The experimental results show that the grain boundary (GB) may enhance the
hardness by blocking the movement of nucleated GNDs. Accordingly, a new material length scale can
be obtained for nonlocal plasticity, which incorporates the effect of material grain size [108].

When it comes to the small indentation depths, some discrepancies and contradictory explanations
have been presented. The understanding of the underlying mechanisms of size effects during the
nanoindentation for shallow indentation depths is becoming more and more complete with the help of
extensive experimental and computational investigations. Up to now, three experimental techniques
of backscattered electron diffraction (EBSD), convergent beam electron diffraction (CBED) and X-ray
microdiffraction (μXRD) have been introduced to measure the dislocation density in metallic samples.
These methods have been incorporated to investigate the governing mechanisms of size effects during
nanoindentation for small indentation depths. However, two types of trends for the variation of
dislocation density have been reported as the indentation depth decreases. Some experimental
studies (see, e.g., [95,119,121]) have shown that the dislocation density decreases as the indentation
depth decreases, while the hardness increases, which is in contradiction with the conventional
size effect theory and its underlying hardening mechanism, i.e., the forest hardening mechanism.
The observed hardening as the indentation depth decreases has been attributed to the decrease in
the length of dislocation segments. On the other hand, some experimental observations validate the
conventional theory of size effects by reporting that the dislocation density increases by decreasing
the indentation depth, which increases the hardness according to the forest hardening mechanism
(see, e.g., [125]). In the case of small dislocation depths, more experiments need to be conducted
to study the nanoindentation size effects by measuring the variation in dislocation density during
the indentation and to test which trend is valid, i.e., the dislocation density increases or decreases
as the indentation depth decreases. Finally, the atomistic simulation can contribute to the better
understanding of the nature of size effects during nanoindentation at smaller indentation depths.
The atomistic simulations have investigated many aspects of the nanoindentation response of metallic
samples. The dislocation nucleation and evolution can be visualized during the nanoindentation,
which can be of great help to investigate the indentation size effect. The conducted simulations have
shown that the dislocation density decreases as the indentation depth decreases, while the hardness
increases (see, e.g., [87]). The source exhaustion is introduced as the governing mechanism of size
effects for shallow indentations where not enough dislocation content is available to sustain the applied
plastic flow. Accordingly, as the indentation depth increases, the dislocation density increases, and less
stress is required to sustain the plastic flow, which leads to lower hardness. Furthermore, the effect
of GB on the indentation size effect can be studied using atomistic simulations. The results have
shown that the GB may increase or decrease the indentation hardness depending on the grain size.
This is due to the fact that in the case of metallic samples with very fine grains, the GB contributes
to the dislocation nucleation, which provides more dislocations at shallow depths and decreases the
indentation hardness according to the source exhaustion mechanism. In the case of larger grain sizes,
on the other hand, the blockage of dislocation movements by GB enhances the hardness according to
the forest hardening mechanism.
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Abstract: In order to study the effect of the angle of wedged indenters during nanoindentation,
indenters with half vertex angles of 60◦, 70◦ and 80◦ are used for the simulations of
nanoindentation on FCC aluminum (Al) bulk material by the multiscale quasicontinuum method
(QC). The load-displacement responses, the strain energy-displacement responses, and hardness
of Al bulk material are obtained. Besides, atomic configurations for each loading situation are
presented. We analyze the drop points in the load-displacement responses, which correspond to
the changes of microstructure in the bulk material. From the atom images, the generation of partial
dislocations as well as the nucleation and the emission of perfect dislocations have been observed
with wedged indenters of half vertex angles of 60◦ and 70◦, but not 80◦. The stacking faults move
beneath the indenter along the direction [110]. The microstructures of residual displacements are
also discussed. In addition, hardness of the Al bulk material is different in simulations with wedged
indenters of half vertex angles of 60◦ and 70◦, and critical hardness in the simulation with the 70◦

indenter is bigger than that with the 60◦ indenter. The size effect of hardness in plastic wedged
nanoindentation is observed. There are fewer abrupt drops in the strain energy-displacement response
than in the load-displacement response, and the abrupt drops in strain energy-displacement response
reflect the nucleation of perfect dislocations or extended dislocations rather than partial dislocations.
The wedged indenter with half vertex angle of 70◦ is recommended for investigating dislocations
during nanoindentation.

Keywords: nanoindentation; multiscale simulation; wedged indenter; dislocation nucleation and
emission; size effect of hardness during indentation

1. Introduction

With the increase of application of micro-electronic devices, nanoindentation has been widely
used as a standard method to obtain mechanical properties such as nanohardness and elastic
modulus of materials [1–4]. Both experimental and numerical research have been implemented
to observe the microstructures near the indenter tip in recent years. In terms of experimental studies,
for instance, C. A. Schuh et al. [5,6] used a Triboindenter to investigate the dislocation nucleation
and incipient plasticity during high-temperature nanoindentation on Pt single crystal, and obtained
mechanical properties of standard fused silica at temperature up to 405 ◦C. D. Ge et al. [7] employed
a three-sided pyramidal Berkovich tip to investigate the size effect in the nanoindentation of silicon.
Sandra Korte et al. [8] implemented a high-temperature nanoindentation of Au in vacuum, and
obtained values of properties like Young moduli, yield and flow stresses. However, experimental
nanoindentation tests are sensitive to the environment and instrument [5–8]. Numerical simulation
becomes an effective method to study the basic mechanical behaviors in nanoindentation.
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When it comes to numerical methods, the finite element (FE) method is often employed to simulate
nanoindentation. For example, J. A. Knapp et al. [9] developed procedures of nanoindentation based
on finite-element modeling, accurately calculated some mechanical properties and compared them
with experiments. Kaushal K Jha et al. [10] studied the physical meaning of the total and elastic energy
constants in elasto-plastic indentations by Finite-element method, and discussed their applications in
the evaluation of nanomechanical quantities such as the indenter tip radius and the nominal hardness.
However, it is hard to validly simulate the changes of microstructures near the indenter tip, such
as dislocations and twinnings. Moreover, some drop points of load-displacement curve are hard
to obtain. Molecular dynamics (MD) is another widely employed method to study the microscopic
mechanisms. Many researchers studied nanoindentation with this method. Landman et al. [11], for the
first time, simulated nanocontact problems using Ni tips with MD method. Yen-Hung Lin et al. [12]
simulated the nanoindentation on monocrystalline silicon with both spherical and Berkovich indenters,
and discussed the nanoindentation-induced deformation and the phase transformation during the
process. Jiang et al. [13] simulated the nanoindentations on a binary metallic glass under various
strain rates, and validated that the serration is not directly dependent on the resultant shear-banding
spatiality. Although the MD method can provide a lot of details of micro-deformation, such like
dislocation nucleation and emission, it requires lots of calculations that will limit the simulation both
on the time scale and the model size. The quasi-continuum (QC) method is one of the multiscale
methods which allows relatively large model to simulate the mechanical behaviors in nanoscale. Many
researchers have studied micro behaviors of nanomaterials with this method. Huaibao Lu et al. [14,15]
investigated the effect of surface step on nanoindentation in various orientations by the QC method.
Aibin Zhu et al. [16] simulated the nanoindentation on single crystal cooper by QC method, and
discussed the effect of radius of sphere indenters on nanohardness. Mei and Ni [17] studied the
anisotropic behavior during nano-adhesive contact by the QC method, which proves the importance
of crystal orientation of micro-devices. Fanlin Zeng et al. [18] investigated the titled flat-ended
nanoindentation with different titled angles by the QC method, and simulation results agreed well
with analytical ones.

Wedge indentation is an important process for determining the mechanical properties of materials,
and angles of conical and wedged indenters affect the measurement of mechanical properties greatly.
D. S. Dugdale [19] conducted the wedge indentation experiments with three different cold-worked
metals, and found that the measured hardnesses was independent of size when the metal was larger
than a certain size. K. Eswar Prasad et al. [20] investigated the role of the angle of conical indenters on
the plastic deformation during nanoindentation by using the FE method, and compared the results
with experimental data. Fan-lin Zeng et al. [21] simulated the wedged nanoindentation on nickel
by using indenters with different vertex angles, and studied the dislocation emission beneath the
indenter tip. However, the unloading nanoindentation processes with different angles of wedged
indenters have not been studied, and the influence of the angle of wedged indenters on the hardness
of materials has not been discussed yet. In this paper, we simulate the loading and unloading
nanoindentation processes on Al bulk material by using wedged indenters with different vertex angles
by QC method. Load-displacement responses and energy-displacement responses were obtained.
Hardness of materials in different wedged nanoindentations were calculated too. In particular, the
mechanism of dislocation emission will be discussed, and the residual dislocation during the unloading
process will also be investigated.

2. Methodology and Simulation Model of Nanoindentation

The QC method is an effective multiscale approach to simulate the mechanical behaviors of
crystalline materials, which couples the continuum and atomic simulation. It is established that
discrete atomic descriptions are only necessary at highly deformed regions and vicinity of defects or
interfaces, while the linear elastic continuum method is employed in other regions. In the QC method,
there are two kinds of representative atoms called local atoms and non-local atoms. The local atoms
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gather the deformation behavior of atoms that go through a nearly homogeneous deformation whose
energies are computed from the local deformation gradients based on Cauchy-Born continuum rule.
On the other hand, the non-local atoms are treated by Ercolessi-Adams Al potential [22] to describe
the atomic movement in the area where heterogeneous deformations occur. The QC method runs
through molecular static energy minimization of all atoms over the atomic (non-local) domain and
the finite element (local) domain. Meanwhile, the QC method automatically reduces the degrees of
freedom by implementing an automatic adaption scheme with no atomistic detail loss in the core
region. The sizes of atomistic region and finite element region are constantly updated and expands
during the simulation, and the selection of representative atoms and their local versus nonlocal status
is automatically carried out by a formulation using a certain criteria [23] In this case, the atomistic zone
of the model is big enough to capture plastic deformation and nucleation and emission of dislocations.
The dislocations in the material will always be located in the atomistic region. In addition, the models
used in the QC method are pseudo-2D models [24]. This means that although the analysis is performed
in a two-dimestional coordinate system, the displacements in the z-direction are allowed and all
atomistic calculations are three-dimensional. Within this setting, only dislocations with line directions
perpendicular to the plane of analysis can be nucleated and the displacement fields were constrained
to have no variation in the out-of-plane z-direction. These constraints appear to be compatible with
the two-dimensional nature of the indenter. This is a form of generalized plane strain, which could
effectively simplify our simulation. More details of QC method are discussed in [23,24].

The nanoindentation model of this work is illustrated in Figure 1. Wedged indenters with different
semi-angles (α = 60◦, 70◦ and 80◦) were pressed into aluminum (Al) single crystal bulk material.
The model is 100 nm thick, 200 nm wide, and infinite in the out-of-plane direction with periodic
boundary conditions. In addition, the size of the initial atomistic region is 10 nm wide and 2 nm thick.
The model is much larger than most of models used in MD nanoindentation simulations. The crystal
orientations of the model along x-, y-, and z-axis are chosen to be [111], [110] and [1 1 2], respectively,
which could promote the emissions of Shockley partial dislocations and deformation twinning [25].
A fixed boundary condition is applied to the bottom surface, and free boundary conditions are applied
to the top, left and right surfaces. The indenter was settled on the middle of the top surface, and
the indenter was gradually pushed into the film along y-direction with an increment of 0.01 nm per
step. The interactions between the atoms are described by Ercolessi-Adams Al potential [22], and the
elastic moduli predicted by this potential are C11 = 117.74 GPa, C12 = 62.02 GPa and C44 = 36.76 GPa.
The effective values of shear modulus G = 33.14 GPa and Poisson’s ratio ν = 0.319 are calculated by
a Voigt average [24]:

G = 1
5 (C11 − C12 + 3C44)

ν = 1
2

[
C11+4C12−2C44
2C11+3C12+C44

]
(1)

Thus lattice constant a = 0.4032 nm. Finally, indenters penetrated 1.2 nm deep into the material.

Figure 1. Schematic representation of wedged nanoindentation.
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3. Results and Discussion

3.1. Load-Displacement Responses

3.1.1. Load-Displacement Responses during Different Loading Processes

We present the load-displacement responses of nanoindentation loading processes using wedged
indenters with half vertex angles (α in Figure 1) of 60◦, 70◦and 80◦ in Figure 2. Loads are calculated
in Newton per meter length in the z direction of the y directional resultant force on the indenters.
At the very beginning of indentations, the curves of three different loading processes are almost
the same. This is because the contact parts of three indenters are almost the same at the beginning,
which is called the tip radius effect [26]. When the contact width exceeds the tip width, the curves
become different. It is clear that load goes up with the increase of indentation depth at the beginning
of three different indentations. These initial deformation stages are regarded as the elastic stages.
As indenters are pressed deeply, the pop-in effect is investigated in nanoindentation with both half
vertex angles of 60◦ and 70◦. As it is shown, the load drops suddenly at a depth of 4.7 Å (Point A1)
with a critical load Pcr60 = 3.22 N/m during nanoindentation with the indenter of 60◦. As the indenter
proceeds more deeply, the load continues to increase with several drops. Three different drop points
that happen at 4.7 Å, 7.7 Å and 10.7 Å (A1, B1 and C1) are marked, while three abrupt drops occur at
5.6 Å, 8.1 Å and 10.4 Å (A2, B2, and C2) during nanoindentation using the wedged indenter of 70◦, as
shown in Figure 2. The critical load during nanoindentation with the 70◦ indenter is Pcr70 = 3.99 N/m.
However, in nanoindentation with the 80◦ indenter, the load smoothly increases with the increase of
indentation depth and no abrupt drop occurs. In addition, the load increases with the increase of angle
of wedged indenter when the indentation depth is the same. The elastic stage of nanoindentation with
the indenter of 70◦ continues longer than that with the indenter of 60◦. It is known that the drop points
in the load-displacement response indicate the dislocation nucleation and emission, which will be
discussed below.

Figure 2. Load-displacement responses for wedged nanoindentation on Al single crystal by using
indenters with different vertex angles.

3.1.2. Load-Displacement Responses during Different Unloading Processes

As we discussed above, several drop points are observed in loading processes. It is essential to
confirm whether the plastic deformation happens at these points. The indenter with half vertex angle
of 60◦ is retracted from A1’ and D1, as shown in Figure 3, while the indenter of 70◦ is retracted from
A2’, B2’ and C2’, as shown in Figure 4.
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Figure 3. Load-displacement responses during unloading processes using the wedged indenter with
half vertex angle of 60◦.

Figure 4. Load-displacement responses during unloading processes using the wedged indenter with
half vertex angle of 70◦.

In Figure 3, we perform unloading processes with the indenter of half vertex angle of 60◦ at A1’
and D1 as “Unload1-1” and “Unload1-2”, respectively. During “Unload1-1”, the load decreases as
the indentation depth decreases. The value of load fluctuates when indentation depth declines from
3.8 Å to 3.1 Å, and then the load linearly decreases to zero with a residual displacement U1-1 = 0.9Å.
The residual displacement of unloading process is the indentation depth when the load on the indenter
decreases to zero. During “Unload1-2” process, two abrupt jumps of load occur at 10.2 Å and 8.5 Å.
After the displacement fluctuates from 6.4 Å to 5.0 Å, the load smoothly drops to zero with a residual
displacement U1-2 = 1.5 Å. These residual displacements prove that irreversible plastic deformation
occurs in indentation loading process after point A1’.

In Figure 4, retractions from A2’, B2’ and C2’ were exhibited as “Unload2-1”, “Unload2-2”, and
“Unload2-3”, respectively. As is shown, the load from A2’ decreases with the decrease of indentation
depth. When indentation depth falls to 1.9 Å, the load abruptly jumps up to the curve of loading process
and then decreases back to the origin with no residual displacement. This means the deformation
happened at point A2 is recoverable. During “Unload2-2” process, the load decreases from B2’ and no
obviously abrupt jump occurs, which is different from “Unload2-1” process. Finally, the load decreases
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to zero with a residual displacement U2-2 = 1.3 Å. As for “Unload2-3”, the load decreases gradually
where an abrupt jump happens at 6.0 Å. Then, the load decreases to zero with a residual displacement
U2-3 = 1.2 Å, which is almost the same as U2-2. The residual displacements are attributed to the changes
of microscopic structures of the material during unloading processes and will be discussed below.
The pop-out effect that happens during the unloading process also agrees with many experiments,
and it is considered to be relevant to the atomic rearrangement of the bulk material [7,27].

The load-displacement response of unloading process with the indenter of 80◦ is also obtained.
The curve of unloading process completely coincides with the curve of loading process. This suggests that
the loading process with the indenter of 80◦ is an elastic process. On the other hand, the load-displacement
responses of three different nanoindentations show good linearity at the initial stage of unloading processes,
which also agrees with many experimental results [28,29].

3.2. Atom Configurations of Dislocation Nucleation and Emission

3.2.1. Atomic Configurations during Nanoindentation Using the Indenter with Half Vertex Angle of 60◦

In order to understand the mechanism of the drop points in the load-displacement responses,
the atomic details beneath the indenter tip need to be observed. The Von Mises effective strain
distribution and atomic configurations of abrupt drops during nanoindentation using the wedged
indenter with half vertex angle of 60◦ are shown in Figure 5a–d correspond to points A1’, B1’, C1’ and
D1 in Figure 2, respectively). As we mentioned in Section 2, the line directions of dislocations in QC
method are all perpendicular to the plane of analysis. By standard, we use “⊥” symbol to label the
dislocations in atom configurations [30]. The projection of Burgers vector is parallel to the bottom
line of “⊥”, and the direction of this projection vector is from left to right. The Burgers vectors of the
dislocations are determined by the directions of their projection vectors and the Thompson tetrahedron
in FCC metals [31]. We also plot the slip direction of dislocations in the configurations. The discussion
about dislocation nucleation and emission goes as follow.

Figure 5. Strain distribution and dislocations beneath the wedged indenter with vertex angle of 60◦

during loading nanoindentation process: (a) h = 4.8 Å, (b) h = 7.8 Å, (c) h = 10.8 Å, (d) h = 12.0 Å.

135



Crystals 2017, 7, 380

During loading process of 60◦, when the indenter is pressed into material 4.6 Å, a dislocation
dipole (a pair of Shockley partials, 1/6[2 1 1] and 1/6[211]) nucleates beneath the indenter shoulder
at point I and II (Figure 5a). This is the first emergence of geometrically necessary dislocations [32].
In addition, a perfect dislocation 1/2[110] emerges at point III. This dislocation nucleation corresponds
to the drop point A1’ (in Figure 2), which means that the nucleation of dislocations will reduce the force
on the indenter and release the stress concentration on the zone around the indenter tip. When the
indentation depth comes to 7.7 Å (point B1’ in Figure 2), the dislocation dipole is dissociated, as shown
in Figure 5b. Shockley partial II moves below, and a lot of disordered atoms stack above the dislocation
II. Shockley partial I is emitted on slip plane [1 1 1] along [110] direction because the direction [110] is
a favorable slip direction for FCC metals [24]. When indentation depth continues to increase to 10.8 Å
(point C1’), a 1/2[110] perfect dislocation emerges at point IV, as shown in Figure 5c. The formation
of this dislocation is due to the stacking of disordered atoms in Figure 5b. The Shockley partials I

and II continue to slide on [1 1 1] plane along [110] direction. Three new Shockley partials appear,
among which two (1/6[211], marked as V and VI) appear beside the slip planes, which are generated
by the emission of Shockley partial I, and the third Shockley partial VII (1/6[121]) appears in the
stacking fault 18.9 Å above the Shockley partial II. In addition, the Shockley partial II and VII could
be considered as dissociated from a perfect dislocation 1/2[110]. These two dislocations and stacking
fault between them (as the line connected in Figure 5c) constitute an extended dislocation. In Figure 5d,
the perfect dislocation III disappears, and other dislocations continue moving down. Then a new
Shockley partial VIII emerges. As it can be seen from Figure 5c,d, the distance between the stacking
faults is four atoms’ width. Thus, the width of the zone where partial dislocations move is eight atoms’
width in the loading process with the indenter of 60◦.

To confirm the residual displacements after retractions, the atom configurations of material after
unloading processes by using the indenter with half vertex angle of 60◦ at A1’ and D1 are plotted in
Figure 6 ((a) and (b) correspond to U1-1 and U1-2 in Figure 3, respectively).

Figure 6. Strain distribution and atom configurations of Al bulk material under the wedged indenter
with half vertex angle of 60◦ after retractions at A1’ and D1’: (a) U1-1; (b) U1-2.

After retraction process at A1’, several disordered atoms stack at the surface as shown in Figure 6a.
The dislocations have disappeared, which could be explained by the following model [24]. The forces
on the dislocations include the Peach–Koehler force (FPK) due to the indenter stress field pushing
the dislocation into the bulk material, and the image force FI pulling the dislocation back to the

136



Crystals 2017, 7, 380

surface. These two forces and Peierls stress σp maintain a balance when dislocation is stationary. It is
described as

FPK + FI = bσp (2)

where b is module of Burgers vector. When the indenter is pulled back, the Peach-Koehler force applied
on the dislocation decreases, the image force would dominate and the dislocation would return to the
surface and disappear.

In Figure 6b, the atomic configurations of bulk material after retraction from D1’ are presented.
Compared to the atom configuration at D1 in loading process, only one perfect dislocation I is trapped
in the bulk material, and other dislocations have moved back to the surface and disappeared. Because
the module of Burgers vector of perfect dislocation is bigger than that in partial dislocation, the Peierls
stress σp applied on this perfect dislocation dominates. Thus, the image force from the surface cannot
pull it back, and the dislocation remains in the material. In this sense, perfect dislocation is a stable
microstructure in residual displacement.

3.2.2. Atomic Configurations during Nanoindentation Using the Indenter with Half Vertex Angle of 70◦

In Figure 2, three different abrupt drops of load are investigated during nanoindentation by using
the indenter with half vertex angle of 70◦. The atom configurations of these points are extracted to
observe the microstructure changes at these moments, as shown in Figure 7 ((a), (b), (c) correspond
to points A2’, B2’, C2’ in Figure 2, respectively). In Figure 7a, the atomic configuration of the zone
beneath the wedged indenter with half vertex angle of 70◦ at point A2’ is presented. A dislocation
dipole (two Shockley partials I and II) emerges beneath the indenter shoulder, and a 1/2[110] perfect
dislocation nucleates at point III. Both are also observed in the loading process with the indenter of
60◦. As shown in Figure 8b, when displacement comes to 8.2 Å (point B2’), dislocation I slides on
slip plane [1 1 1] along [110] direction, while former dislocation II in Figure 7a disappears. When the
indenter is pressed into the bulk material 10.5 Å (point C2’), as shown in Figure 7c, a new Shockley
partial II (1/6[2 1 1]) is emitted, and two stacking fault zones emerge beneath the indenter shoulder.
The dislocation I continues moving down, and two new Shockley partials nucleate on new slip planes
[1 1 1] beside the slip plane where dislocation I locates. This also happens in the loading process
with the indenter of 60◦. Another Shockley partial VI (1/6[121]) nucleates 17.5 Å above dislocation
II. Dislocations II and VI and the stacking fault between them constitute an extended dislocation.
In addition, the distance between two stacking faults in loading process with the indenter of 70◦ is
seven atoms’ width. The width of zone that partial dislocations move is 11-atoms width, which is
wider than that in nanoindentation with the indenter of 60◦.

The atomic configurations of the bulk material after unloading processes with the indenter of 70◦

retracted from B2’ and C2’ are plotted in Figure 8 ((a) and (b) correspond to U2-2 and U2-3 in Figure 4,
respectively). As shown in Figure 8a, when retraction from B2’ ends, one perfect dislocation remains
at surface. This means that unrecoverable plastic deformation has happened at B2’ during loading
process. In Figure 8b, three perfect dislocations remain in the film when retraction from C2’ ends,
which are arrayed as a line parallel to the surface. The pattern they are arranged leads to the fact
that the residual displacement of these three dislocations is almost the same as that of one dislocation
(U2-2 and U2-3), as we mentioned in Section 3.1.2. From the discussion of atomic configurations of
residual displacements, it is clear that perfect dislocations rather than partial dislocations will remain
in the material when retraction process ends. Additionally, more dislocations in bulk material with the
indenter of 70◦ will remain than those with the indenter of 60◦.
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Figure 7. Strain distribution and dislocations beneath the wedged indenter with half vertex angle of
70◦ during loading nanoindentation process: (a) h = 5.7 Å, (b) h = 8.2 Å, (c) h = 10.5 Å.

Figure 8. Strain distribution and atom configurations of Al bulk material under the wedged indenter
with half vertex angle of 70◦ after retractions at B2’ and C2’: (a) U2-2; (b) U2-3.

As the analysis of atomic configurations is shown above, the mechanisms of dislocation nucleation
and emission in wedged nanoindentations with indenters of 60◦ and 70◦ are similar. The dislocation
zones in nanoindentation with both indenters of 60◦ and 70◦ extend deeply inside the bulk material,
but the width would not exceed the contact width, which is defined as the width of the segment
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where indenter is in contact with the material. This phenomenon also agrees with many indentation
experiments [33,34]. The width of the zone where partial dislocations move in the loading process with
the indenter of 70◦ is wider than that in loading process of 60◦, and the amount of dislocations that
remain in the material after retraction with the indenter of 70◦ is larger than that with the indenter of 60◦.
Thus, the indenter with half vertex angle of 70◦ is a better choice for investigating dislocation nucleation
and emission and for understanding residual displacement during wedged nanoindentation.

3.3. Contact Hardness Responses

Hardness of solids is a measure of resistance that a solid matter shows to various kinds of local
permanent deformation [35], and hardness during indentation is defined as [1,36]:

H =
P

Ap
(3)

where P is the load, and Ap is the projected area. In our simulation, the projected area is contact width
multiplied by the length of the indenter in z-direction. The hardness can be calculated by dividing load P by
contact width. The projected area is a discrete parameter that increases periodically with the increase of
indentation depth, because it is related to the number of atoms which are in contact with the indenter. Thus,
there is a critical hardness during nanoindentation. The critical hardness of wedged nanoindentations with
different half vertex angles of 60◦, 70◦ are listed in Table 1. Results show that critical hardness of wedge
nanoindentation with half vertex angle of 70◦ is larger than that with half vertex angle of 60◦. This also
agrees with the result of conical indenter studied by Alhafez et al [37].

Table 1. Critical hardness of wedged nanoindentations

Half Vertex Angle of Wedged Indenter Critical Hardness (GPa)

α = 60◦ 7.018
α = 70◦ 7.295

The size effect of contact hardness with contact depth is a typical characteristic of nanoindentation.
As discuss above, the contact width and depth in our simulations are discrete parameters. More than
one value of hardness is obtained at the same contact depth. Thus, the calculated hardness H is a range
for each , and this range is shown as an error bar. The calculated results of hardness are plotted in
Figure 9. As shown, calculating results of hardness in loading processes with both indenters of 60◦ and
70◦ show dependence on the contact depth. As the contact depth increases, the indentation hardness
has a tendency to decrease. This phenomenon also agrees with many other researchers’ work [38–42].

Figure 9. Correlation between hardness and contact depth in wedged nanoindentation with different
half vertex angles of 60◦ and 70◦.
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3.4. Strain Energy-Displacement Responses

As we mentioned before, the QC method runs through the minimization of energy of the system.
The strain energy in the QC method is the total energy of all atoms over the atomic (non-local)
domain and the finite element (local) domain [23]. The strain energy versus displacement responses
for wedged nanoindentations with half vertex angles of 60◦, 70◦ and 80◦ were obtained, as shown
in Figure 10. The strain energy increases with the increase of indentation depth, and two obvious
drops occur at point A1’ and C1’ in response to indentation with the indenter of 60◦, where strain
energy drops down 0.593 eV and 0.924 eV, respectively. The drop points of strain energy in Figure 10
correspond to the drop points of load in Figure 2, so we use same letters. Two drops occur in strain
energy-displacement response when half vertex angle of the indenter is 70◦, in which strain energy
drops down 0.850 eV and 2.016 eV at point A2’ and C2’. It is obvious that there are fewer drop points in
strain energy-displacement response than in the load-displacement response. According to the atomic
configurations shown in Section 3.2, these drop points in strain-energy responses all correspond to the
nucleation of perfect dislocations or emergence of extended dislocations rather than partial dislocations.
However, in load-displacement response, the drop points correspond to the nucleation and emission of
all kinds of dislocations, including partial dislocations. Thus, in wedged nanoindentation, the abrupt
drops in strain energy-displacement response only reflect the nucleation of perfect dislocations or
extended dislocations.

Figure 10. Strain energy-displacement responses of wedged nanoindentations with half vertex angles
of 60◦, 70◦ and 80◦.

4. Conclusions

The effect of the vertex angle of wedged indenters on deformation of Al single crystal bulk material
during nanoindentation was investigated by the QC method. Wedged indenters with half vertex
angles of 60◦, 70◦ and 80◦ are used to simulate the loading and unloading nanoindentation processes.
Load-displacement responses of loading and unloading processes, strain energy-displacement
responses, hardness, and dislocation nucleation and emission for three kinds of indenters are analyzed.
Results show that some abrupt drops occur in the load-displacement responses of nanoindentation
with indenters of 60◦ and 70◦, and these points correspond to the dislocation nucleation and emission.
No abrupt drop occurs during the loading process of the indenter of 80◦, and the unloading curve
overlaps the loading curve, suggesting that in this simulation with that included angle the indentation
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is purely an elastic process. From the analysis of atomic configurations, the mechanisms of dislocation
nucleation and emission in wedged nanoindentation with indenters of 60◦ and 70◦ are discussed, and
the movements of partial dislocations are investigated. Results show that only perfect dislocations
will remain when the retraction of indenter ends. Although residual displacements are almost the
same, the microstructures of them can be different. It is clear that the dislocation zone beneath the
indenter extends deeply, but the width of plastic zone does not exceed the contact width. The width
of zone where partial dislocations move during indentation with the indenter of 70◦ is wider than
that in indentation with the indenter of 60◦. In addition, the size effect of hardness in plastic wedged
nanoindentations with indenters of 60◦ and 70◦ is observed. There are fewer abrupt drops in the
strain energy-displacement response than in the load-displacement response, and the abrupt drops
in strain energy-displacement response in wedged nanoindentation only reflect the nucleation of
perfect dislocations or extended dislocations rather than partial dislocations. In summary, the wedged
indenter with half vertex angle of 70◦ is recommended for investigating the dislocations and for
understanding residual displacements during elastic-plastic nanoindentation.
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Abstract: Nanoindentation morphologies of crystalline copper have been probed at the grain
scale. Experimental tests have been conducted on nanocrystalline (NC), ultrafine-grained (UFG),
and coarse-grained (CG) copper samples with a new Berkvoich indenter at the strain rate of 0.04/s
without holding time at an indentation depth of 2000 nm at room temperature. As the grain size
increases, the height of the pile-up around the residual indentation increases and then exhibits a
slightly decrease in the CG Cu. The maximum of the pile-up in the CG Cu obviously deviates
from the center of the indenter sides. Our analysis has revealed that the dislocation motion and GB
activities in the NC Cu, some cross- and multiple-slip dislocations inside the larger grain in the UFG
Cu, and forest dislocations from the intragranular Frank-Read sources in the CG Cu would directly
induce this distinct pile-up effect.

Keywords: nanoindentation; pile-up effect; grain size; dislocation motion; grain boundary activities

1. Introduction

The nanoindentation technique has been widely used to characterize the mechanical properties
of bulk- and thin-film materials on nano- and microscopic scales, such as elastic modulus (E) and
hardness (H). In order to minimize the impact of blunting from the indenter, the involved mechanical
parameters in this contact area calibration are acquired from the indentation of a standard fused
silica sample. However, in some cases there exists an apparent upward extrusion at the edge of the
contact with the indenter in some metals, known as pile-up, which means that the actual contact area
is larger than the value calculated by the Oliver-Pharr method [1]. Some studies have reported that
the true contact area is 60% larger than the measured value as serious pile-up occurs, leading to the
overestimation of the E and H [2–7]. Therefore, an understanding of the formation of the indentation
pile-up in various materials and loading conditions under nanoindentation testing is invaluable.

To date, there is no convince evidence to suggest that any new modified method considering
pile-up at a larger indentation depth could bring more accurate measurement results, and the
Oliver-Pharr method still is considered to provide relatively reliable E and H values. Even so,
the morphology of residual impression could also present other useful information or parameters
in deformed materials. For example, many studies have shown that the formation of pile-up is
closely related to the ratio of the yield stress (σy) to E, the ratio of the final indentation depth hf to
the maximum indentation depth hmax, and the strain hardening exponent (n). Metallic materials with
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smaller values of σy/E and n usually exhibit larger pile-up height, but an accurate determination of
these two parameters in the indentation process becomes impossible. Therefore, the easily measured
hf/hmax from the load-displacement curve can be used to determine the prevalence of the pile-up.
It has been suggested that for materials with low work hardening ability, the amount of pile-up
would become obvious as the ratio of hf/hmax becomes larger than 0.7 [2,3]. Interestingly, most of
the theoretical development reports were based on numerical modeling [5,8–12], with very limited
experimental data being used to explain this phenomenon. As for crystalline materials, it has been
widely accepted that the grain boundary (GB) mediated deformation process can operate effectively
in materials with a grain size smaller than 500 nm. The concurrently occurred dislocation activity
grouping with GB activities could promote the formation of micro (narrow) shear bands under tensile
or compression testing. Although some reports have studied the effect of work-hardening grain
orientation on pile-up formation in coarse-grained (CG) metals [3,13], other factors such as grain size
and deformation mechanisms have rarely been mentioned.

The aim of the present work is to establish the relationship between the pile-up effect and grain
size in crystalline materials. Nanocrystalline (NC), ultrafine-grained (UFG), and CG copper samples
were detected by nanoindentation at room temperature at an indentation depth of 2000 nm, and their
pile-up effect around the residual impressions were systemically studied. Deformation mechanism
transformation was used to explain why the pile-up effect exhibits different morphologies in crystalline
materials with different grain sizes.

2. Experiments Details

The bulk NC/UFG Cu specimens with different grain sizes used in this article were synthesized
by electric brush-plating on a substrate of copper sheets with a bath only containing CuSO4·5H2O
(180–220 g/L); the detailed processes are presented in References [14–16]. A commercial coarse-grained
(CG) copper sheet with thickness of 2 mm and purity of 99.99 wt % was annealed at a temperature
of 800 ◦C for 24 h, and prepared for a contrastive experiment. Foil samples for transmission electron
microscope (TEM, JEM-2100F, JEOL, Tokyo, Japan) observation under an accelerating voltage of
200 kV were prepared by cutting, polishing, and dimpling by argon-ion milling (EMRES101) at 5 kV.
Square-shaped nanoindentation specimens of NC/UFG/CG Cu with a gauge size of 30 × 30 × 2 mm3

were cut, and then mechanically grinded with SiC papers, and finally polished with a microcloth
using a slurry of 0.5 μm alumina. To acquire reliable nanoindentation data, the surfaces of the test
specimens were mechanically polished to mirror finishing, and then their mechanical properties were
characterized at room temperature by a nanoindenter (Agilent-G200, Keysight, Santa Rosa, CA, USA)
with a Berkovich diamond indenter. All of the samples were loaded at strain rates of 0.4/s, 0.04/s,
and 0.004/s to the indentation depth of 2000 nm without holding time under the procedure of the
continuous stiffness measurement (CSM). The thermal drift rate prior to testing was limited below
0.025 nm/s and the indentation under same condition was repeated at least 10 times. The surface
morphology of the residual impression obtained at a strain rate of 0.04/s was observed by laser
confocal microscopy (LSM, OLS4500, OLYMPUS, Tokyo, Japan).

3. Results

3.1. TEM Observation

Figure 1 gives the TEM bright images of the typical microstructures of the as-brush-plated
NC/UFG Cu. It reveals that these materials consist of uniformly equiaxed grains with random
crystalline orientations and predominant high-angle grain boundaries (GBs). Grain size was measured
from the statistical analysis of 500 grains taken from several TEM images, and the average values of
these materials are 30 nm, 150 nm, and 300 nm, respectively.
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Figure 1. TEM bright-field images of the as-brush-plated NC/UFG Cu: (a) 30 nm Cu; (b) 150 nm Cu;
(c) 300 nm Cu.

3.2. Residual Morphology of the Impression

Figure 2 shows the load-displacement (P-h) curves obtained at a strain rate of 0.04/s to the
indentation depth of 2000 nm without holding time on these four materials. It can be seen that as the
grain size decreases, the acquired load at a given displacement in the loading stage increases rapidly
and the slope value of the P-h curves during the unloading regime decreases obviously. To assess the
effect of the pile-up in the indenters, Table 1 summarizes the ratio of hf/hmax in these four materials.
Clearly, this ratio decreases steadily as the grain size decreases.

Figure 2. Several load-displacement (P-h) curves obtained at an indentation depth of 2000 nm at
.
εL of

0.04/s in the NC/UFG/CG Cu.

Table 1. hf/hmax of NC/UFG/CG Cu obtained at a strain rate of 0.04/s and indentation depth of
2000 nm.

Materials hmax at Pmax hf at 0 mN hf/hmax

30 nm Cu 2000 nm 1694 nm 0.847
150 nm Cu 2000 nm 1756 nm 0.878
300 nm Cu 2000 nm 1867 nm 0.934

CG Cu 2000 nm 1919 nm 0.960
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LCM images can be used to determine the extent and nature of the pile-up in the deformed
surface morphology of the impression. Figure 3 gives of the residual morphology of the Berkovich
indenter after loading at a strain rate of 0.04/s and the same indentation depth of 2000 nm in these four
NC/UFG/CG Cu samples. Clearly, except the indents of 30 nm Cu exhibiting very little protrusion,
the other three materials exhibit an obvious pile-up effect in the vicinities of the impression. In order
to quantify the pile-up height along the z-axis in the impression, 20 cross-sectional lines perpendicular
to each side of the indentation edges were measured (the left graphs in the Figure 3). The right image
in Figure 3 gives the corresponding three-dimensional graphs of these four materials at x, y, and z axis
angles of 59◦, 274◦, and 4◦, which could better display the pile-up morphology of the indenter edge.
Figure 4 gives the detailed maximum height of the pile-up (hpile-up) along the three different directions.
It can be seen that the hpile-up would reach the maximum value as the grain size increases from 30 nm
to 300 nm, followed by a slight decrease in the CG Cu. Besides that, there is another interesting result
that the hpile-up in the CG Cu obviously deviates from the center of each of the indenter sides.

 

 

 

Figure 3. Cont.
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Figure 3. LCM images of 30 nm Cu (a); 150 nm Cu (b); 300 nm Cu (c); and CG Cu (d) obtained at a
strain rate of 0.04/s and the indentation depth of 2000 nm. The left side gives the places where hpile-up

is measured and the right gives the corresponding three-dimensional graphs.

Figure 4. The values of the hpile-up around the three indenter edges in the 30 nm Cu, 150 nm Cu, 300 nm
Cu, and CG Cu.

3.3. Correction to the Hardness and Modulus from Pile-up Measurements

Taking the pile-ups of the residual impression into account, the projected area should be
calibrated in order to yield relatively accurate values of E and H. A method exploiting the topography
measurements to correct the values of these two mechanical parameters was proposed by Renner as
the following procedures [11]:

H = Pmax/Ac (1)

where Ac is the project contact area between the indenter and the material defined by the Oliver-Pharr
method [1].

Ac = 24.56h2
c +

8

∑
i=1

Cih1/i2
c (2)

where Ci is the constant dependent on the sharp of the indenter, and hc is the contact depth at Pmax.

hc = hmax − εPmax/S (3)
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where ε is the geometrical constant of 0.75 depending on the indenter shape and S is the stiffness
measured at Pmax.

E =
(

1 − ν2
)/(

1/Er −
(

1 − ν2
i

)/
Ei

)
(4)

Er is the reduced elastic modulus, having a equation of Er =
√

πS/2
√

Ac. Ei and νi are the Young’s
modulus and the Poisson’s ratio of the indenter, respectively.

It can be seen that the Oliver-Pharr method only considers that the sink-in event would occur
at maximum displacement in the tested materials, while the pile-up issues are usually neglected.
As shown in Figure 5, a better approximation of the real projected contact area can be defined by the
following equations:

Areal = Ac + Apile−up (5)

Apile−up =
1

2 tan α

N

∑
i=1

hpile−upiwi (6)

where N is the number of pile-ups formed around the indentation imprint and α is the projection
angle of the pile-up contact area on the indented plane. hpile−upi and wi are the maximum height and
width of the ith pile-up, respectively. The contact surface between the pile-ups and the indenter can be
treated as a triangle, and its dimensions are used to determine the values of hpile−upi and wi. Figure 5
gives an example of the 300 nm Cu sample mentioned in the text. The pile-up corrections of the E and
H in the NC/UFG/CG Cu by Equations (5) and (6) are drawn in Figure 6. It can be seen that a larger
hpile−up would lower the values of the E and H.

 

Figure 5. Approximation of the real projected contact area resulting from pile-up formation:
the maximum height and width of each pile-up around the imprint are considered to determine
the projected area using triangles, and the imprints depict one typical example from the 300 nm Cu
mentioned in the text.

Figure 6. E and H values without and with pile-up corrections as a function of the loading strain rate
for 30 nm, 150 nm, 300 nm, and CG Cu.
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3.4. Strain Rate Sensitivity and Activation Volume

To give a quantitative measurement of the strain rate dependence of hardness in the different
materials, the strain rate sensitivity (m) and activation volume (v) obtained by the equations of
m = ∂ log H/∂ log

.
εL and v =

√
3KT∂ ln

.
εL/∂H. Figure 7a,b give the m and v of the NC/UFG/CG Cu

obtained at three typically different loading strain rates of 0.4/s, 0.04/s, and 0.004/s. The m decreases
with the grain size while v presents an opposite tendency, and their values in these four materials are
0.08414, 0.05482, 0.02564, and 0.00549, and 6.06b3, 11.47b3, 27.99b3, and 194.17b3, respectively, where
b = 0.256 nm is the Burgers vector for the 1/2{1 1 0} dislocation in the Cu.

 

Figure 7. The hardness versus loading strain rate (log H − log
.
εL) curves for measuring the m values of

NC/UFG/CG Cu measured at three different
.
εL of 0.4/s, 0.04/s, and 0.004/s at room temperature (a);

The corresponding m and v versus grain size curves (b).

4. Discussion

Finite element modeling (FEM) results have pointed out that [17], as the hf/hmax is larger than 0.7,
and/or in the materials without obvious work harden, a larger amount of the pile-up would directly
induce an underestimation of the contact area, which further produces correspondingly large errors in
the measurement (overestimation) of the E and H at smaller indentation depths. Our experimental
results show that although all of the values of hf/hmax in these four materials are larger than 0.7,
the height of the pile-up does not exhibit a continuously increasing tendency as the values become
larger. The pile-up evolution during the indentation is closely related to the relative amounts of elastic
and plastic deformation as characterized by the ratio of the elastic modulus to yield stress, i.e., E/σy.
As E/σy = 0, the contact is strictly elastic and dominated by sink-in in the way prescribed by Hertzian
contact mechanics. As E/σy = ∞, the indentation process follows the rigid-plastic deformation and
extensive pile-up would occur around the residual impression [7]. Our previous reports have already
systematically studied the tensile properties of NC/UFG Cu with different grain sizes [14,16,18],
and the corresponding values of E/σy in these four materials were found to be 175 (30 nm Cu),
264 (150 nm Cu), 386 (300 nm Cu), and 1930 (CG Cu). As expected, the elastic behavior is larger for the
NC Cu because of smaller hf/hmax value, but there is little recovery for materials with larger grain size
due to the fact that sufficiently larger plasticity occurs in these materials. These different elastic-plastic
behaviors are closely related to the distinct deformation mechanism transformation as the grain size
decreases below 500 nm.

Many studies have reported that introducing a larger volume of the GB structure could enhance
m values in NC metals, such as NC Ni [16,19], NC Cu [14–16], nanotwinned Cu [20], NC Ta [21],
and NC Mg [22]. The rate sensitivity of the mechanical properties is related to the thermally activated
process of overcoming the obstacles of the glissile dislocation movement, which are normally expressed
by the activation volume (v) of the thermally activated event. If the estimated v is less than 2b3 or even
on the order of one atomic volume (b3), this may suggest that the deformation mechanism totally stems
from the GB activities, such as the GB sliding/diffusion or even Coble creep, which can control the
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plasticity of NC metals. For the v in our 30 nm Cu, it is certainly much larger than the 2b3. This arises
from the interactions between dislocations and GBs, including full/partial dislocation emission and
absorption, de-pinning of dislocations impeded by GB ledges of impurities, and dynamic recovery
of dislocations that reside along GBs. It should be noted that the activation volume of the face center
cubic (FCC) metals can be also expressed as the equation of v = bχl [23], where χ is the distance swept
out by the glide dislocation during one activation event that can be treated as an approximate constant
of b, and l is the length of dislocation segment involved in the thermal activation. As the grain size
continuously increases, the forest dislocation density inside the grains is expected to increase, whereas
the obstacle density associated with GBs decreases. This means that both the proportion of plastic
deformation controlled by the dislocation motion and l become larger, which directly enhances the
values of v. When the grain size increases to several micrometers, i.e., CG metals, conventional forest
dislocation movement generated in the intragranular sources would dominate the plastic deformation
and l is much larger, leading to the largest v obtained in our CG Cu. This deformation mechanism
transformation varying with the grain size can well explain why the pile-up effect would gradually
weaken or even disappear as the grain size decreases to a nano-regime.

For the NC Cu, more GBs are involved in the indentation deformation and both dislocation
activity and GB sliding can be activated in the strain rate range studied. In this case, a large amount
of slip planes are activated and dislocations emitted from GBs would propagate in the grain interior
and be absorbed by the opposite GBs. This indicates that the highly mobile or unstable generated
dislocations in the loading regime can only stay temporarily in the grain interior, because GB serves as
a sink for dislocation absorption, and the materials exhibit very limited strain hardening capabilities
(as shown in Figure 8a). Therefore, the effect of the pile-up induced by the strain hardening becomes
invalid. Besides that, because of the limited intragranular space and GB activities such as GB sliding
and rotation in NC metals, dislocation gliding occurs only on fewer slip systems and high stress
concentration created in some local regions such as triple junctions would relax, which could reduce
the number of the dislocations and further weaken pile-up lateral extension around the imprints.

 

Figure 8. Schematic illustrations of local GB structures and dislocation distribution in the NC (a);
UFG (b); and CG (c) Cu underneath the indenters, where “T” represents dislocation.

As the grain size enters the ranges of 100–1500 nm, although a number of GB mechanisms such
as GB sliding and GB rotation would participate in their plastic deformation, the transition between
intragranular and intergranular deformation mechanism is not supposed to be abrupt [14,16,19,21,22,24].
Dislocation activities such as the cross- and multiple-slips from the internal source can still be activated
effectively in the large grain zones, and dislocations can be trapped inside the grains as a result of
dislocation interactions between slip systems or with debris left by cross-slip. So, some parts of the
pile-up can form in a way similar to that in the CG metals, where strain hardening induces plastic
deformation around the surface (see below). However, previous studies have demonstrated that many
grains in the UFG Cu would have severely elongated grains under larger plastic deformation in the
tensile tests [25,26]. For the nanoindentation tests, the top surface around the indenter has the largest

151



Crystals 2018, 8, 9

deformation during the total deformation process, and thus it can be deduced that the grains in these
regions possibly have elongated grains (as shown in Figure 8b). This means that the pile-up lateral
extension and propagation of dislocation slip are possibly confined in the regions around the plastic
zone, and the severely deformed grains would produce additional plasticity around the indenter,
leading to the highest hpile-up in the UFG Cu with a grain size of 300 nm.

For conventional CG metals, plastic deformation mainly involves the dislocation multiplication
from the intragranular Frank-Read sources, which could produce the dislocation cells/walls/networks
structure in the grain interior. These formed microstructures, representing a strong pinning point
to the dislocation-bowing segment, would suppress dislocation cross slips, leading to strong strain
hardening in the subsequent plasticity. FEM results have revealed that due to the higher stress applied
underneath the tip of the indenter, the shear strain or dislocation density generated at the deepest areas
is much higher compared with other areas, and materials around this region harden more severely [8].
The strain hardening generated by such dislocation activities is more effective in suppressing the
strain localization. However, for the regions approaching the surface, the dislocation slips in the
other <110> directions would become relatively easy, which contributes to the final topography of the
pile-up. Unlike the above NC/UFG metals, the CG Cu has a larger grain size and thus is assumed
that the local material behavior is within the single crystalline which cannot be influenced by the
neighboring grains. So, the plastic zone around the imprints in the CG Cu cannot be confined by the
GB structure in the UFG Cu and the pile-up lateral extension thus declines to som extent (as shown in
Figure 8c). Additionally, Renner claimed that the pile-up sizes and distributions such as height and
lateral extension depend on the crystallographic directions and indenter disorientation, which are also
the main reasons for generating significant asymmetries around imprints in CG metals [11].

5. Conclusions

Nanoindentation tests were carried out on crystalline Cu with different grain sizes ranging from
30 nm to 300 nm as well as CG Cu, and the residual indenter morphologies of these four materials were
systematically studied. It can be observed that the height of the pile-up reaches the maximum value as
the grain size increases from 30 nm to 300 nm, and then decreases in the CG Cu. Our analysis argued
that dislocation activity and GB activities in the NC metals, some cross- and multiple-slips dislocation
insides the larger grain in the UFG Cu, and forest dislocations from the intragranular Frank-Read
sources in the CG Cu are responsible for the distinct pile-up effect in these materials.
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Abstract: The influence of in-plane residual stress on Hertzian nanoindentation for single-crystal
copper thin film is investigated using molecular dynamics simulations (MD). It is found that: (i) the
yield strength of incipient plasticity increases with compressive residual stress, but decreases with
tensile residual stress; (ii) the hardness decreases with tensile residual stress, and increases with
compressive residual stress, but abruptly drops down at a higher compressive residual stress
level, because of the deterioration of the surface; (iii) the indentation modulus reduces linearly
with decreasing compressive residual stress (and with increasing tensile residual stress). It can
be concluded from the MD simulations that the residual stress not only strongly influences the
dislocation evolution of the plastic deformation process, but also significantly affects the size of the
plastic zone.

Keywords: nanoindentation; residual stress; plastic deformation; molecular dynamics

1. Introduction

Nowadays, thin film materials at micro- and nano-scale play a significant role in a wide range
of engineering applications, such as medical instruments, micro-/nano-electromechanical systems
(MEMS/NEMS), and optical devices [1–4]. The mechanical properties of thin film materials, which
strongly influence the reliability and service life of a nano-device, have been attracting both industrial
and scientific interest [4]. Therefore, it is vital to characterize the mechanical properties and understand
the deformation mechanism of a thin film material, in order to manufacture nano-devices with high
reliability and service life. Nanoindentation is one of the most popular methods used to investigate
the mechanical properties of materials at micro- and nano-scale [5].

During a nanoindentation test, residual stress is a particular non-ignorable factor, which can
influence the thin film material’s hardness and its plastic deformation behavior. Great efforts have
been made in research [6–11]. Tsui et al. [7] found that hardness measured by a sharp indenter
increases with compressive stress and decreases with tensile stress, but later on Yang et al. [8] claimed
that the uniaxial tensile and compressive stress has a very small effect on the Vickers hardness.
A subsequent finite element simulation also denied the change in hardness because of the pileup of
the surface [9]. Interestingly, in comparison with the previously mentioned sharp indenter, Taljat
and Pharr [11] reported that residual stress has an obvious influence on the load-depth curve by
using spherical indentation. The controversy about residual stress function on the plastic deformation
of nanoindentation in the literature suggests that more efforts need to be made, and new research
approaches need to be employed, to reveal the deformation mechanism at micro-scale.

Molecular dynamics (MD) simulation is a very powerful approach to reveal micro-deformation
in nano-materials [12–14]. For example, the plastic deformation behaviors of nanoindentation in
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FCC (Cu and Al) and BCC (Fe and Ta) metals by a spherical indenter have been analyzed using
MD [15]. Taking advantage of MD, size effects due to grain boundary, high rate compression, and other
confining conditions have been systematically studied by Voyiadjis and Yaghoobi [16–19]. Research
on thin film deformation under nanoindentation has also been carried out. The nanoindentation
behavior of a metal film under a spherical indenter was first simulated using MD by Kelchner et al. [20].
Since then, by using MD simulations, many new results have been reported. For example,
Liang et al. [21] investigated the crystal orientation influence on the plastic deformation of copper
under nanoindentation. Yaghoobi et al. [22] found that the typically observed defect in Ni thin film
is the Shockley partial dislocation at the onset of plasticity. Moreover, nanoindentation on complex
Ti-V multilayered thin films has been initially explored [23]. No doubt, the above studies have
made considerable progress in understanding the nanoindentation behavior of metal films. Recently,
we [24] simulated the nanoindentation of a virtual sphere indenter for single-crystal copper thin film.
We found that the residual stress has an effect on the local surface hardness and incipient plasticity.
However, there are three problems remaining: (i) in our previous study, we mainly focused on the
scenario of the incipient plasticity of indentation, and thus the full developing indentation process and
deformation process is unknown; (ii) because the virtual sphere indenter employed in our previous
study is an unrealistic one, which was oversimplified, a more realistic indentation model needs to be
built; and (iii) in our previous study, localized and detailed dislocation nucleation and development
was discussed, but the full deformation field is still not clear.

In this paper, we perform MD simulations of nanoindentation for single-crystal copper thin
film with pre-existing equiaxial stress, to study the effect of residual stress on plasticity deformation.
In particular, the mechanism of the elastic–plastic transition will be explored, and the dynamics of
dislocation evolution and the indentation stress field will also be investigated.

2. Simulation Model and Methodology

In this work, the MD method was performed to simulate the nanoindentation process between
a single-crystal copper thin film and a spherical diamond indenter. Displacement control by
positioning the spherical indenter is used during loading along the crystal direction [001] of the
copper. The software LAMMPS [25] is used to perform the simulation. An embedded atom method
(EAM) potential [26] is adopted to define the Cu-Cu atoms’ interaction. The Morse potential [27] is
adopted to calculate the interaction between the copper atoms and carbon atoms of the diamond
indenter, and the parameters are the same as in Ref. [4].

The schematic of the nanoindentation configuration with a spherical diamond indenter is shown
in Figure 1. The lattice constant of the copper is 3.615 Å, and the models with pre-existing stress are
of the same size, 32.5 × 32.5 × 21.3 nm, consisting of about 1,955,200 atoms. The spherical diamond
indenter of radius R = 2.55 nm is assumed to be perfectly rigid, and the deformable copper substrate
includes three kinds of atoms: boundary atoms, thermostat atoms, and Newtonian atoms. Three layers
of atoms at the bottom of the substrate (lower z plane) are boundary atoms fixed in their initial lattice
positions to reduce the boundary effects. A thermostat is applied to the thermostatic zone. The motions
of Newtonian atoms obey the classical Newton’s second law, which are integrated with a velocity
Verlet algorithm with a time step of 1 fs.

The initial stress-free model is relaxed through an energy minimization, followed by a zero-stress
relaxation in the isothermal-isobaric (NPT) ensemble using a Nosé–Hoover thermostat at 0.1 K ignoring
thermal vibrations for 20 ps. Then, to study the effect of residual stress on the nanoindentation behavior,
pre-existing stress models are constructed by equiaxial compressing and/or tensioning the initial
model in x and y directions. The pre-strain values are adopted from −2.5% to 2.0%. The pre-stress
is listed in Table 1, and is normalized by the ideal shear strength (Gideal = 4.56 GPa) for the Cu (001)
single-crystal [28]. After the desired strain is reached, the simulations are performed at 0.1 K under the
canonical (NVT) ensemble. Periodic boundary conditions are imposed in the x and y directions for all
simulations. The centro-symmetry parameters are used to discern defects [20].
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Figure 1. Schematic of nanoindentation atomic configuration with a spherical diamond indenter.

Table 1. Pre-strain vs. corresponding residual stress and normalized by the ideal shear strength of Cu
single crystals.

Pre-strain (%) −2.5 −2.0 −1.5 −1.0 −0.5 0 0.5 1.0 1.5 2.0
σres (GPa) −2.42 −1.81 −1.26 −0.76 −0.32 0 0.46 0.79 1.10 1.36

λ −0.53 −0.40 −0.28 −0.17 −0.07 0 0.10 0.17 0.24 0.30

σres, residual stress resulting from the molecular dynamics (MD) simulations; λ, relative residual stress,
λ = σres/Gideal , where Gideal is the ideal shear strength (Gideal = 4.56 GPa) of Cu single crystals [20].

At nano-scale, copper film shows strong anisotropy, i.e., the elasticity modulus is different along
different crystal orientations [22]. From the material properties of copper suggested by Ref. [29], the
related material elastic constants are C11 = 169.9 GPa, C12 = 122.6 GPa, and C44 = 76.2 GPa. Hence, the
anisotropy factor, defined by 2C44/(C11 − C12), is 3.22 for single Cu film, and the Young’s modulus at
[001] crystal orientation is calculated by following expression [29]:

E001 = (C11 − C12)× (C11 + 2C12)/(C11 + C12) = 67.1 GPa (1)

Consequently, the residual stress, shown in Table 1, is not symmetrical about the pre-strain
because of anisotropy.

3. Results and Discussion

3.1. Load vs. Indention Depth Response at Different Residual Stresses

The load vs. indentation depth curves with residual stress are depicted in Figures 2 and 3.
There are three regimes in the load vs. indentation depth curve during indentation [4], namely the
quasi-elastic regime, the sudden load drop regime, and the strain burst regime. The three regimes
are distinct as shown in Figures 2 and 3. In the quasi-elastic regime, the load raises linearly with
indentation depth. Meanwhile, the residual stress on the load vs. indentation depth curve can be
definitely neglected because of the exact overlapping for all curves, indicating that the residual stress
has little effect on the elastic property of single-crystal copper thin film. Contrarily, in the sudden
load drop regime, a sharp decrease of load occurs with increasing indentation depth, indicating the
production of plastic yielding. In the strain burst regime, stress is continuously relaxed to a great
extent, because of dislocation persistently gliding and propagating.
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Figure 2. Load vs. indentation depth curves with different compressive residual stress.

Figure 3. Load vs. indentation depth curves with different tensile residual stress.

It is observed from Figures 2 and 3 that an inflection point (a local maximum) corresponding
to the elastic–plastic transition point [30] is observed before a large load drop occurs. By carefully
examining the curves, the elastic–plastic transition point is increased with compressive residual stress,
which moves towards the upper right relative to the case for no residual stress, as shown in Figure 2.
On the contrary, the transition point is decreased with increasing tensile residual stress, which moves
towards the bottom left as shown in Figure 3. Compared with the previous work [24], in which a
virtual sphere indenter was used, the simulation also shows a similar trend. This suggests that a larger
residual stress causes an increasing yield strength, and consequently postpones the incipient plasticity
at the compressive state. For the tensile state the case is exactly to the contrary. Furthermore, in the
strain burst regime, the load vs. indentation depth curve displays a less dispersive distribution in
the compressive residual stress than that in the tensile residual stress. That difference between the
compressive and tensile residual stresses is ascribed to a liable dislocation nucleation and propagation
for tensile residual stress during indentation.

In Hertzian contact with residual stress, the load P by a spherical indenter is related to the
indentation depth h, and can be defined as follows [2]:

P =
4
3

E∗R1/2h3/2, (2)
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where the indentation modulus E* is the material’s elastic response, and can be obtained from curve
fitting in an MD simulation as shown in Figure 4. The indentation modulus E* has, however, 142.6 GPa
as calculated by the load vs. indentation depth curve, which is a bit larger than the 136.7 GPa reported
in the literature [31]. The modulus E*fit shows a linear decrease with the reduction of compressive
stress (and the increase of tensile stress). This indicates that the residual stresses have an important
effect on the elastic property of single copper thin film, which is consistent with empirical estimates by
experiments and finite element simulations [32].

Figure 4. Indentation modulus E*fit as a function of relative residual stress.

The variation of the mean contact pressure versus the indentation depth under different relative
residual stresses may reflect the contact surface properties. The mean contact pressure is defined as

pm =
P
A

, (3)

where P is real contact load obtained from an MD simulation, and the corresponding contact area is A
evaluated from the projected polygon.

The contact pressure against indentation depth is presented in Figure 5. Apparently, it can
be observed that, under the same indentation depth, compressive residual stress can increase the
mean contact pressure (Figure 5a), while tensile residual stress decreases the mean contact pressure
(Figure 5b). With this result, we can define the maximum mean contact pressure as the indentation
hardness corresponding to a given residual stress value in Figure 5, as

H = (pm)max, (4)

which is shown in Figure 6. It can be seen that the indentation hardness H is 14.32 GPa (λ = 0). Thus,
from the well-known relationship between yield stress and hardness:

H = 3.23σyield, (5)

the yield stress can be derived as 4.43 GPa. This value agrees with the ideal shear strength of Cu [33].
When increasing tensile stress, the hardness rapidly decreases, while the indentation hardness increases
with compressive residual stress in a moderate range. That is consistent with the experiments, finite
element simulations, and MD simulations [34,35]. However, when the relative compressive residual
stress λ is larger than 0.40, the hardness decreases rather than increases as shown in Figure 6, which
will be discussed with dislocation evolution in the following subsection.
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Figure 5. Mean contact pressure vs. indentation depth with different relative residual stress;
(a) compressive residual stress λ ≤ 0; (b) tensile residual stress λ ≥ 0.

Figure 6. Hardness as a function of relative residual stress. (The curve is fitted by B-spline with the
MD numerical result points).

As the indenter is pressed in the surface, as illustrated in Figure 7a, the material either is in a
plastic pileup or in an elastic sink-in at the crater rim. Here, a relative contact area C2 can be defined as

C2 = A/Anom, (6)

where A is the real contact area from the MD simulation, and Anom = π(2Rh − h2) is the nominal
contact area. Substantial error can occur when measuring the contact radius after unloading due to the
large elastic recovery [28]. The relative contact area C2, as a function of relative residual stress λ, is
plotted in Figure 7b. It can be seen that the relative contact area keeps a constant value greater than
1.0 in compressive stress (λ < 0), while the relative contact area also keeps unchanged value at 1.025
with increasing tensile residual stress at first, and then decreases continuously (λ > 0.17). This implies
that the film around the indenter is in plastic pileup for compressive residual stress, while the sink-in
effect appears when the residual stress exceeds a critical value. This is in good agreement with the
MD simulations and the experimental results [28,36]. The in-plane residual stress has, therefore,
a significant influence on the elastic-plastic property in single-crystal copper thin film.

159



Crystals 2017, 7, 240

Figure 7. (a) A spherical indentation geometry, where a is contact radius, hc is contact depth, h is
indentation depth, and (b) relative contact area curve versus residual stress.

3.2. Microstructure Evolution at Different Residual Stress

The atomistic visualization of defects is incorporated here in order to study the microstructure
evolution of copper thin film with different residual stresses. The dislocation snapshots at relative
residual stress λ = 0, 0.17, −0.17, 0.30, and −0.53 are presented in Figures 8–12, respectively. In those
images, normal FCC atoms in the substrate are removed off.

It can be observed from Figures 8–12 that small atom clusters appear in the indented film with
penetrating initiating, which can be regarded as precursors to dislocations. As the indentation depth
moves beyond a critical indentation depth, dislocation embryos occur as shown in Figures 8–12, then,
they evolve and transform to a tetrahedral structure, which corresponds to a sharp load drop as
shown in Figures 2 and 3. In all cases, the Shockley partial dislocations bounding the stacking fault
domains are nucleated and evolved in {111} planes (as shown in Figure 8d), which commonly occurs
for FCC (111) nanoindentation. Similar results are also observed in the MD simulation of Cu in the
(111) surface [24], although there exist three atom clusters in indented film. From b to c in Figures 8–12,
a great quantity of dislocations initiate and propagate, and dislocation loops also appear beneath
the indented film with the increasing indentation depth in the strain burst regime (Figures 2 and 3).
However, compared with the dislocation distribution in compressive residual stress (in Figures 10d
and 12d), the dislocations are extended to a deeper position beneath the indented surface in tensile
residual stress, as shown in Figures 9c and 11d. In addition, it can be easily understood that a larger
tensile residual stress accompanies a much smaller indentation depth for the incipient plasticity, which
is contrary to the case of compressive residual stress, verifying the variation in the load drop regime in
the load vs. indentation depth curves (Figures 2 and 3).
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Figure 8. Atom configuration during indentation process without residual stress: (a–d) schematic of
four inclined {111}-type slip planes for (100) indentation. The green color shows stacking faults.

 

Figure 9. Atom configuration during indentation process with residual tensile stress λ = 0.17 at various
indentation depths: (a) 0.24 nm; (b) 0.28 nm; (c) 0.9 nm. The green color shows stacking faults.
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Figure 10. Atom configuration during indentation process with residual compress stress λ = −0.17 at
various indentation depths: (a) 0.28 nm; (b) 0.30 nm; (c) 0.56 nm; (d) 0.90 nm.. The green color shows
stacking faults.

 

Figure 11. Atom configuration during indentation process with residual tensile stress λ = 0.30 at
various indentation depths: (a) 0.22 nm; (b) 0.30 nm; (c) 0.42 nm; (d) 0.90 nm. The green color shows
stacking faults.
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Figure 12. Atom configuration during indentation process with residual compress stress λ = −0.53 at
various indentation depths: (a) 0.22 nm; (b) 0.48 nm; (c) 0.62 nm; (d) 0.90 nm. The green color shows
stacking faults.

To further reveal the effect of residual stress on the dislocation distribution, a dislocation line
length is introduced to describe the dislocation density in a certain volume. Dislocation lines are
detected using the dislocation extraction algorithm (DXA) algorithm [37], and plotted as a function of
relative residual stress in Figure 13. It can be seen that the dislocation line length increases linearly
from λ = −0.28 to λ = 0.17, while it increases rapidly with the increasing tensile residual stress when
the relative residual stress exceeds 0.17. This indicates that the larger tensile residual stress leads to
a dramatic increase in dislocation density, and consequently deteriorates the indented surface film.
When the compressive residual stress is smaller than −0.28, the dislocation density increases again as
shown in Figure 13. By carefully examining the atomic configuration images, the increasing zone of
dislocation density is mainly located at the subsurface, compared with Figure 12d, which definitely
results in the dislocation vanishing in the surface during indenting. It also becomes a reason why a
decrease of hardness occurs for a much larger compressive stress as shown in Figure 6.

Figure 13. Dislocation line length in Cu samples with different residual stresses.
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3.3. Indentation Stress Field with Different Residual Stresses

During indenting, dislocations are usually limited to a volume just beneath the indenter, which is
here called the plastic zone. When dislocation prismatic loops glide away the indented film surface,
they are not considered a part of the plastic zone in this paper. With this convention in place, the plastic
zone is, therefore, calculated and plotted in Figure 14. In the literature, Samuels and Mulhearn [38,39]
claimed that the plastic zone at macro-scale shows a spherical symmetry (usually hemispherical) shape
if a conical indenter is used. Similarly, Chiang et al. [40] and Fischer-Cripps [41] developed a cavity
model and demonstrated that the contacting surface of the indenter is encased by a hydrostatic “core”,
which is in turn surrounded by a hemispherical plastic zone. In contrast, the plastic zone at micro-scale
in our simulations (Figure 14) exhibits apparent material anisotropy and a far different deformation
shape from spherical symmetry beneath the indented surface. In addition, the plastic zone is obviously
in a different shape with different residual stress levels. With the increase of tensile stress, the plastic
zone is dispersed and extended from the subsurface to a deeper position in the film (Figure 14c), which
is in good agreement with the dislocation distribution as shown in Figure 11. However, it can be found
in Figure 14d,e that the indentation plastic zone shrinks under compressive stress.

 

Figure 14. Indentation plastic zone with different residual stresses: (a) λ = 0; (b) λ = 0.17; (c) λ = 0.30;
(d) λ = −0.17; (e) λ = −0.53.
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3.4. Comparison of Simulation Results of Realistic and Virtual Indenters

In theory, it is believed that the simulation results obtained by a realistic indenter should be
more practical than the ones by a virtual indenter. Here, it is helpful to conduct a comparison of the
simulation results obtained by a realistic indenter and a virtual indenter, under the same indentation
condition. The load versus indentation depth curves are presented in Figure 15. It can be seen from
Figure 15a–c that the two load-depth curves are quite similar in general, but for the realistic indenter
the incipient plasticity loads are higher than the ones for the virtual indenter, and a similar result
can be found in the regime after plastic yielding. Similarly, it can be observed in Figure 15d that the
hardness by the realistic indenter is higher than the one by the virtual indenter. These results are
ascribed to the smoothness degree of the indenters. At the same time, the dislocation length vs. the
relative residual stress under the same indentation depth (0.9 nm) is plotted in Figure 16. It can be
found that the dislocation length by the realistic indenter is longer than the one by the virtual indenter
for any residual stress level. Both Figures 15 and 16 provide a detailed description of the difference
between the two indenter models.

Figure 15. Comparison of indentation results of realistic and virtual sphere indenters. (a) without
residual stress, (b) under compressive residual stress, (c) under tensile residual stress, (d) hardness vs.
residual stress.

Figure 16. Dislocation length vs. relative residual stress under the same indentation depth (h = 0.9 nm).

165



Crystals 2017, 7, 240

4. Conclusions

The effects of in-plane residual stress on Hertzian nanoindentation behaviors for single-crystal
copper thin film have been investigated through MD simulations. It has been found that the residual
stresses give a significant influence on the plastic deformation, nominal indentation hardness, and
indentation modulus of copper specimens:

(1) The threshold of incipient plasticity increases with compressive stress but decreases with tensile stress.
(2) The hardness decreases with tensile residual stress, while it increases with moderate compressive

residual stress, but drops down with a higher compressive residual stress.
(3) The indentation modulus reduces linearly with decreasing compressive residual stress (and

increasing tensile residual stress).
(4) The indentation plastic zone is extended from a concentrated shape into a deeper position beneath

the indentation surface with increasing tensile stress, while the compressive residual stress is able
to shrink the plastic zone.
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Abstract: The strain rate sensitivity (SRS) and dislocation activation volume are two inter-related
material properties for understanding thermally-activated plastic deformation, such as creep.
For face-centered-cubic metals, SRS normally increases with decreasing grain size, whereas the
opposite holds for body-center-cubic metals. However, these findings are applicable to metals
with average grain sizes greater than tens of nanometers. Recent studies on mechanical behaviors
presented distinct deformation mechanisms in multilayers with individual layer thickness of
20 nanometers or less. It is necessary to estimate the SRS and plastic deformation mechanisms
in this regime. Here, we review a new nanoindentation test method that renders reliable hardness
measurement insensitive to thermal drift, and its application on SRS of Cu/amorphous-CuNb
nanolayers. The new technique is applied to Cu films and returns expected SRS values when
compared to conventional tensile test results. The SRS of Cu/amorphous-CuNb nanolayers
demonstrates two distinct deformation mechanisms depending on layer thickness: dislocation
pileup-dominated and interface-mediated deformation mechanisms.

Keywords: thin film; nanoindentation; strain rate sensitivity; deformation mechanisms

1. Introduction

For most metallic materials, the plastic deformation can be regarded as a thermally-activated
process which can be quantitatively characterized by the values of the strain rate sensitivity (SRS), m,
and the dislocation activation volume, V* [1,2]. SRS is an important indicator of the plasticity of metallic
materials, which can be estimated by the amount of activation volume required for dislocation motions.
These two inter-related material properties are important for understanding thermally-activated plastic
deformation, such as creep.

In general, for crystalline metals, higher values of SRS are often accompanied by excellent
ductility and deformability. The values of SRS are strongly size-dependent: for face-centered-cubic
(fcc) metals, SRS normally increases with decreasing grain sizes, whereas the opposite holds for
body-center-cubic (bcc) structures [3]. Metallic glasses (MGs) exhibit high strength, excellent
abrasion and corrosion resistance [4], but they are generally brittle due to the shear band (SB)
controlled-deformation mechanisms therefore the SRS is close to zero [5]. Prior studies have shown that
adding a crystalline phase to the amorphous matrix can increase the toughness/plasticity of ZrTi-based
MGs [6] and crystalline/amorphous (C/A) multilayers [7–14]. For the C/A multilayer composites,
their thermally-activated plastic deformation mechanisms can also be revealed by quantifying their
SRS. Thus, various methods have been developed for determining SRS in the past few decades [15–22].

The method for determining SRS can be roughly classified as macroscopic testing and
“localized” testing, usually nanoindentation. Macroscopically, the SRS is often measured by uniaxial
tension [15–20] and compression tests [21,22] on bulk specimens, whereas nanoindentation is widely
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adopted to measure SRS of small specimens, such as thin films. Figure 1 illustrates the differences
between SRS measurement under tension/compression and nanoindentation. In addition to the
different scope of applications, the key difference between uniaxial tension/compression and
nanoindentation measurements lies in the determination of strain rate (

.
ε). In the tensile/compression

testing method,
.
ε is calculated based on the original length of sample (lo), and its increment (Δl)

under displacement-control mode. In comparison, the nanoindentation SRS measurements achieve
a constant indentation strain rate

.
h/h through maintaining

.
P/P based on their relationship (h is

the indentation depth,
.
h is the displacement rate, P is the loading force, and

.
P is the real-time

loading rate) [23]. Although the nanoindentation method determines SRS on a local scale, many
nanoindentation experiments are typically performed to ensure the results are representative of their
overall mechanical properties.

Figure 1. Differences between strain rate sensitivity measurement under tension/compression and
nanoindentation. Different from measuring the dimension change of tension and compression
specimens, nanoindentation quantifies the strain from a combination of load and indentation depth.

In 1999, the
.
P/P technique for SRS measurement was first presented by Lucas and Oliver, and they

applied this technique for measuring the hardness of high-purity indium under various strain rates [23].
This method shows good applicability during the high strain rate experiment, however, when it comes
to low strain rates, the displacement of the indenter will be significantly affected by thermal drift.
In 2010, the continuous stiffness measurement (CSM) that could decrease the influence of thermal drift
was proposed by Hay et al. [24]. In 2011, an indentation strain-rate-jump test method for measuring
SRS proposed by Maier et al. showed a significant mitigation of the thermal drift [25]. Unlike the
previous methods, this special nanoindentation creep method alleviates thermal drift by first applying
the highest strain rates and then the lowest strain rates. However, during the strain-rate-jump test,
the indentation depths must be greater than 500 nm for reliable determination of SRS.

Recent studies on mechanical behaviors of multilayers focused on deformation mechanisms
when the individual layer thickness is 20 nm or less where the majority of multilayer systems reach
high strength [26–28]. However, there are limited studies on the size-dependent SRS in multilayers
using the nanoindentation test, except some atomistic simulations on the deformation mechanisms
of nano-sized thin films [29–32]. Here, we review a new nanoindentation test method that renders
hardness nearly insensitive to thermal drift. Such a technique permits reliable determination of SRS
for Cu films. The SRS measured using this technique reveals size-dependent variation of deformation
mechanisms in Cu/a-CuNb (crystalline Cu/amorphous CuNb) multilayers.

2. Experimental Methods

The 1.5 μm Cu film, 1 μm thick a-CuNb single layer and the Cu/a-CuNb nanolayers with
different individual layer thickness (h, ranges from 5 to 150 nm; and total thickness ranges from 1 to
2.4 μm) were deposited on HF-etched Si wafers by DC (direct current) magnetron sputtering. Pure Cu
(99.995%) and CuNb alloy (Cu 50 at%-Nb 50 at%) targets were used to prepare these nanostructured
materials. The microstructure was characterized by FEI Tecnai G2 F20 TEM (Thermo Fisher Scientific,
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Hillsboro, OR, USA). All the nanoindentation tests were conducted on Agilent G200 (Agilent
Technologies, Santa Clara, CA, USA) and Hysitron TI950 TriboIndenter (Bruker, Billerica, MA, USA)
in the continuous stiffness measurement (CSM) mode. For a-CuNb and Cu/a-CuNb multilayers,
at least 10 tests were conducted for each sample at each specific strain rates of 0.2, 0.05, and 0.01 s−1,
respectively. For the Cu single-layer, the specific testing strain rates are 0.05, 0.01, and 0.002 s−1.

This new modified testing method developed by Liu et al. [33] involves directly measuring the
contact stiffness and calculating the contact area from the measured stiffness and modulus. Figure 2
depicts the differences between the conventional and new modified method. It is easy to find that
both the conventional and modified method are based on the relationship performed by Sneddon’s
stiffness equation [34]:

Er =

√
π

2
S√
A

(1)

where Er is the reduced elastic modulus, A and S represent the contact area and contact stiffness,
respectively [35,36]. The primary difference between these two methods is reflected in the different
calculation process of A. As for the conventional method, h (indentation displacement), P (load), and S
at different

.
ε can be directly measured, the hc (contact depth) can be calculated by using the equation:

hc = h − 0.75P
S

(2)

where 0.75P/S is a calculated value which represents hs (the vertical distance from the contact point of
the sample and the indenter to the sample surface) [35], then A could be derived by:

A = m0h2
c + m1hc (3)

where m0 and m1 are determined by the standard calibration process [35]. At last, Er and H (hardness)
could be derived by those parameters. At high strain rates, the measurement error of h is negligible.
However, at lower strain rate, the measurement of h will be significantly affected by thermal drift
which makes the later calculations become unreliable. Unlike the conventional method, the modified
method calculates the contact area from the measured stiffness and modulus, and the process can be
summarized as follows: Firstly, measured Er at high

.
ε, then Er as a known parameter can be used at

lower
.
ε later. Secondly, at low

.
ε condition, A can be derived by Equation (1) (thus, H is calculated),

then hc is calculated from Equation (3), and at last, h can be calculated by using the Equation (2).
The calculated h instead of directly measured can reduce the thermal-drift effects significantly and
control the real-time indentation displacement [33].

 

Figure 2. Flowcharts illustrating differences between conventional and modified methods. The conventional
method measures h, P, and S at different strain rates (

.
ε). Values of hc, A, Er, H, and E can be derived.

The modified method first determines Er at high
.
ε, then applies Er as a known parameter at lower

.
ε. The h

and A value at low
.
ε can be calculated instead of directly measured to reduce the thermal-drift effects.
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3. Results and Discussion

The hardnesses of single-layer Cu and a-CuNb films were measured by using this modified
method. Figure 3 shows the comparison of nanoindentation results obtained from conventional
(blue) and modified (red) methods using the same sets of nanoindentation data at various strain
rates. Both the methods show good stability during the high strain rate experiment, and lead to
similar results. However, at the lower strain rate, for a-CuNb multilayers (0.01 s−1), the scattering
data presented by the conventional method is not acceptable, while the convergent and consistent
hardness values were obtained from the modified method. For Cu films (0.002 s−1), both methods
returned similar results, except the hardness obtained by the conventional method is slightly larger
than the modified method, and the convergence of the conventional method is slightly better than
the modified method. This is because under the condition of a small load or small indentation depth,
the determination of the contact area from only contact stiffness and load is less accurate than from
contact stiffness, load, and indentation depth, despite the thermal drift.

Figure 3. Comparison of nanoindentation results obtained from conventional (blue) and modified (red)
methods using the same sets of indentation data at various strain rates for (a) Cu and (b) amorphous
CuNb. At a high strain rate (0.05 s−1), the indentation hardnesses calculated from both techniques are
similar. However at low strain rate, the conventional analysis leads to more scattered results.

The SRS values of Cu film were calculated by using the hardness obtained at a depth of 300 nm from the
two methods under different strain rates. As shown in Figure 4a, the SRS value (m = 0.048 ± 0.006) produced
from the modified method (half-filled red circles) are less scattered than he conventional method. In contrast,
the conventional method (half-filled black squares) leads to relatively erroneous and unacceptable SRS
values (m = 0.112 ± 0.020), which are more than twice that of the modified method.

Figure 4. (a) The conventional method (half-filled black squares) yields erroneous SRS values for Cu.
In contrast, the modified method ( half-filled red circles) produces reliable SRS values. (b) Compiled plots of
the SRS values (m) vs. grain size obtained from various techniques, including indentation jump, tensile and
compression tests for Cu. The result obtained from the modified technique is consistent with the general
trend reported in the literature, in contrast to the radically different result from the conventional method.
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In order to further verify the reliability of the new method, we compare the measured SRS value
of Cu film with the results that are obtained from bulk Cu samples or Cu films recorded in the previous
literature, such as uniaxial tension, compression, and indentation jump tests [17–20,37–41], and plot
the results in Figure 4b. For fcc metals, SRS normally increases with decreasing grain sizes. Here,
the SRS value of Cu film with average grain size of ~70 nm (confirmed by TEM shown in Figure 5a)
obtained from the modified technique is consistent with the general trend reported before, shown in
Figure 4b. However, the conventional method shows very different results due to the influence of
thermal drift at lower strain rates.

Figure 5. (a) Cross-section TEM micrograph of sputter-deposited nanocrystalline Cu film. (b) Cross-sectional
TEM micrograph of sputter-deposited Cu 100 nm/a-CuNb 100 nm multilayer film.

After the new technique is validated through Cu films and returns expected SRS values, the SRS
of C/A multilayers can be easily determined. Thus, in this section, the relationship between individual
thickness (h), the plastic deformation mechanism, and the SRS of Cu/a-CuNb multilayers with different
individual layer thickness (h, ranging from 5 to 150 nm) are systematically discussed. The image in
Figure 5b is the cross-sectional microstructure of Cu 100 nm/a-CuNb 100 nm multilayers (referred
as Cu/a-CuNb 100 nm) characterized by TEM. The layered structures can be clearly distinguished,
and the selected area diffraction (SAD) pattern in the lower right corner shows diffuse diffraction
halo and diffraction spots which represent the featureless amorphous layer and polycrystalline Cu
layers, respectively.

Before conducting the nanoindentation experiments, we can briefly discuss the relationship
between the SRS and individual layer thickness in crystalline (fcc metals)/amorphous multilayers. First,
we assume that the C/A multilayers are under an isobaric stress condition during the nanoindentation
experiment (i.e., the stress applied to crystalline layers and amorphous layers are equal). In this case,
the total plastic deformation can be divided into two parts: the plastic deformation (strain) from the
amorphous phase and from the crystalline phase. Moreover, the plastic deformation of these two
phases is different partly due to the hardness of the amorphous phase being much higher than the
crystalline phase. Thus, when the individual thickness of the amorphous phase and the crystalline
phase are designed to the same value, the strain of C/A multilayers can be expressed as:

ε =
1
2
(εa + εc) (4)

where ε is the total strain (indenter displacement divided by the film thickness: ΔL/L), εa and εc are
the strain of the amorphous layers and crystalline layers. Then, the strain rate can be shown as:

.
ε =

1
2
( .
εa +

.
εc
)

(5)
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Finally, according to [42], the SRS of C/A multilayers can be calculated as:

1
m

=
∂ ln

.
ε

∂ lnσ
=

ΔLa

ΔLa + ΔLc
× 1

ma
+

ΔLc

ΔLa + ΔLc
× 1

mc
(6)

where ΔLa, ma, ΔLc, and mc represent the displacement and SRS of the amorphous phase and the
crystalline phase, respectively. Here, it is important to note that we should figure out the proportion of
εa and εc in the total plastic deformation. That means the key in this study is to determine how the
displacement is distributed. In Equation (6), both the SRS and the percentage of plastic deformation
accommodated by the crystalline ( ΔLc

ΔLa+ΔLc
) and amorphous ( ΔLa

ΔLa+ΔLc
) layers should change with the

change of h.
For the SRS of Cu/a-CuNb multilayers, we take the previously measured SRS of the 1.5 μm Cu

film (m = 0.048, assuming that m does not change in this regime) into Equation (6) and treat ma as
a value close to zero, then we can qualitatively discuss the relationship between m and h. As shown in
Figure 6a, the modeled curve (dashed line) indicates the evolution of co-deformation of both Cu and
a-CuNb. In addition, the SRS of a-CuNb, Cu, their average value (dotted lines) and Cu/a-CuNb are
also plotted on the graph.

Figure 6. (a) SRS as a function of individual layer thickness (h) of Cu/a-CuNb multilayers. The SRS
of a-CuNb, Cu, and their average values were added as dotted lines. When h < 50 nm, the SRS of
Cu/a-CuNb multilayers decreases with decreasing h. When h > 100 nm, Cu/a-CuNb multilayers have
an apparent SRS value similar to that of the single layer Cu film. The modeled curve (dashed line)
indicates strain distribution from Cu and a-CuNb as a function of h. (b) A schematic showing the
different deformation mechanisms at different h. When h is small (<50 nm), dislocation activities are
limited and crystalline and amorphous layers can co-deform; when h is relatively large (>100 nm),
deformation is dominated by dislocation activities, and crystalline layers accommodate more strain
than amorphous layers.

The experimental data are consistent with the model discussed previously. At lager h, the plastic
deformation is mainly generated by the crystalline phase, the value of ΔLc

ΔLa+ΔLc
will be close to 1 and

ΔLa
ΔLa+ΔLc

close to zero. Therefore, the SRS should be similar to the single layer Cu. However, when h is
smaller, the ΔLc

ΔLa+ΔLc
and ΔLa

ΔLa+ΔLc
would be close to 0.5 due to the co-deformation of crystalline phase

and amorphous phase (the two phases share the deformation equally) [8,13], and the SRS would be
closer to the single-layer amorphous film based on Equation (6).

Figure 6b is a schematic showing the different deformation mechanisms at different h. When
h > 100 nm, Cu layers deform plastically due to its low strength and accommodate most of the strain,
and thus Cu/a-CuNb multilayers have an apparent SRS value similar to that of the single layer Cu
film. The mechanism of plastic deformation in this regime is dominated by dislocation activities inside
the Cu layers.
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When h < 50 nm, the SRS of Cu/a-CuNb multilayers decreases with decreasing h. The yield
strength of Cu film increases with decreasing h due to the Hall-Petch effect (although there may
occasionally be an inverse Hall-Petch effect when the grain size decreases to a few nanometers, here we
leave this possibility aside). At the same time, the density of dislocations in the Cu grains decreases
and the activation volume increases. The generation and propagation of dislocation is very difficult,
and the stress concentration caused by the dislocations at the interface is not enough to transmit the
dislocations across the interface. The limited dislocations will be confined within the Cu layers and
slide along the interface [43]. On the other hand, for the a-CuNb layers, the deformation mechanism
is the coalescence of shear transformation zones instead of major shear banding, and at this layer
thickness, Cu and a-CuNb layers can co-deform.

4. Conclusions

A new nanoindentation test method that enables reliable determination of SRS is reviewed.
The new method is applied in two model systems (single-layer Cu film and Cu/amorphous-CuNb
multilayers) to reduce the thermal drift effect and yields reliable results. The method yields correct SRS
of single-layer Cu film compared with the conventional method, and the layer thickness-dependent SRS
of Cu/a-CuNb nanolayers under the iso-stress condition is systematically discussed: when h > 100 nm,
the plastic deformation is mainly accommodated by the Cu layers through dislocation pile-up,
and Cu/a-CuNb multilayers have an apparent SRS value similar to that of the single layer Cu film;
when h < 50 nm, the crystalline and amorphous layers co-deform, and the SRS of Cu/a-CuNb
multilayers decreases with decreasing h. The main deformation mechanism is interface-mediated.
This new method is beneficial for the measurement of hardness and the SRS of nano-scale materials
without the thermal drift error at low strain rate under nanoindentation.
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Abstract: The crack geometry and associated strain field around Berkovich and Vickers indents on
silicon have been studied by X-ray diffraction imaging and micro-Raman spectroscopy scanning.
The techniques are complementary; the Raman data come from within a few micrometres of the
indentation, whereas the X-ray image probes the strain field at a distance of typically tens of
micrometres. For example, Raman data provide an explanation for the central contrast feature
in the X-ray images of an indent. Strain relaxation from breakout and high temperature annealing
are examined and it is demonstrated that millimetre length cracks, similar to those produced by
mechanical damage from misaligned handling tools, can be generated in a controlled fashion by
indentation within 75 micrometres of the bevel edge of 200 mm diameter wafers.

Keywords: X-ray diffraction imaging; Raman spectroscopy; indentation geometry; plastic
deformation; crack generation; plastic deformation strain imaging

1. Introduction

The work described in this paper arose from a detailed study of cracks associated with robotic
handling damage in silicon wafers. Catastrophic wafer fracture [1,2] during high temperature
processing is a major problem in semiconductor manufacturing with multi-million dollar associated
costs on a single production line [3]. At the beginning of our research programme, it was believed that
the fracture was associated with cracks introduced by mechanical damage but the location of such
damage was not clear. Subsequently the origin of such failure has been shown to be cracks produced
at the wafer bevel edge [4,5] due to handling tool misalignment. These cracks can be millimetres in
length. Some result in high temperature wafer shattering, while some are benign. As an outcome of
our project, commercial X-ray diffraction imaging tools are now available, together with associated
analytical software to predict the probability of failure and hence make appropriate decisions relating
to the manufacturing process.
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As part of the research programme, we used nano-indentation at room temperature to generate
cracks in a controlled manner and determine whether such artificially induced cracks could lead to
wafer fracture during rapid thermal annealing (RTA). We used scanning electron microscopy (SEM),
X-ray Diffraction Imaging (XRDI), also known as X-ray topography, and micro-Raman spectroscopy to
study the detailed crack geometry and associated strain fields around Berkovich and Vickers indents.
The crack geometry and associated strain fields were studied as a function of indenter load, using a
Berkovich tip from 100 mN to 600 mN and a Vickers tip from there up to 5 N. As will become apparent
from the results presented below, the cracks generated had high symmetry and in no case were we
able to induce wafer fracture during RTA from indents generated away from the wafer edge. Only
when the indentation was with a high load and within approximately 75 μm of the bevel edge could
millimetre length cracks, such as those now known to induce catastrophic fracture during processing,
be produced. Such indentation-generated cracks sometimes initiated catastrophic fracture during
RTA. In this paper, we present results of the study of the strain fields around various indentations and
explain how the low symmetry bevel edge cracks are generated.

2. Results

In all of the indentation experiments, both with Berkovich and Vickers tips, median
surface-breaking cracks were observed to originate at the indenter apices (Figure 1), as was the
case in the experiments of Yan et al. [6] for Vickers indents of typically 300–500 mN load on InP.
Unlike the indentation of InP, however, the crack projections on the surface did not correspond to the
intersection of the low surface energy planes which are {111} or {110} in the case of silicon [7]. Rotation
of the Bervovich indenter apices with respect to the in-plane crystallographic directions had almost no
effect on the crack geometry, the median cracks still emerging almost parallel to the projection of the
indenter apices on the surface. For constant indenter load of less than 200 mN, the total crack length in
the surface remained constant as the indenter was rotated.

Despite the crack extension being only a few microns beyond the indenter impression, the X-ray
diffraction images (topographs) [8] were often over 100 μm in extent (Figure 2a), demonstrating that
the strain field from the defective region is long range. In transmission, the images consisted of two
half lobes, with the line of no contrast perpendicular to the projection of the diffraction vector, and
a dark central region. The contrast differs from that in the reflection (Bragg) geometry, in which the
images consist of a light central region with a complete dark circle at the edge of the contrast area [9].
Although the three images of Figure 2a are all from the same 600 mN indenter load, the image length
varies significantly for the three images from 139 to 96 μm. Such a large dispersion in image size is not
observed for loads below about 200 mN. On rotation of the indenter tip about the [100] axis, no change
in average image dimension was observed (Figure 2b). (Note that because of the superposition of the
three-fold symmetry of the indenter and the four-fold symmetry of the crystal structure, only a limited
range of angle is required to cover all possible angles of rotation.)

The magnitude of the strain field close to the indenter could be imaged in detail using
micro-Raman spectroscopy mapping (Figure 3). The medium range strain field is compressive with a
maximum value of −0.23 GPa for a 400 mN load indent and −0.85 GPa for a 600 mN load. Close to the
centre of the indent, there is tensile strain, which has a maximum value immediately below the indent.
For a 400 mN indent its maximum value was 0.75 GPa, while for a 600 mN indent it was 1.2 GPa.
For indenter loads above 200 mN, although there is still evidence of a three-fold symmetry in the strain
field associated with the indent apex directions, the complete symmetry is lost. This behaviour is found
for all indent loads above 200 mN. Annealing of the sample for 30 min at 1000 ◦C results in a reduction
in the magnitude of the compressive strain field by a factor of about four (Figure 4). The tensile stress
below the indenter tip and the quasi-three-fold symmetry is completely lost upon annealing.
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5 μm 

Figure 1. Scanning electron microscope image of surface-breaking cracks and associated directions
from a 150 mN Berkovich indent with the indenter apex parallel to [011].
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Figure 2. (a) X-ray diffraction image taken in white beam mode of 600 mN indents with the indenter
tip rotated by 6◦ with respect to the [011] direction. (b) Extent of the X-ray diffraction contrast for
100 mN indents as a function of rotation of the Berkovich tip apex from the [011] direction. Triangles
represent image extent in the direction parallel to the diffraction vector, while squares represent the
extent perpendicular to the diffraction vector.
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μ

Figure 3. Two-dimensional maps of the stress as a function of position around: (a) a 600 mN; and (b)
a 400 mN indent measured by micro-Raman spectroscopy profiling. The Raman spectroscopy map
covers a region whose extent is 30 μm (X) by 50 μm (Y). Step size 0.5 μm. The red and blue arrows
indicate whether the stress is compressive (C) or tensile (T). The highest compressive stress is indicated
by the yellow regions, while the greatest tensile strain is indicated by the black/blue regions. (Figure 3a
is reproduced from ref. [9]) The Raman figures and the stress figures do not correspond directly. These
scans took approximately 40 h to complete so the stress figures were calculated by compensating for
environmental drift using the plasma peak.
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(a) (b)

Figure 4. Micro-Raman maps of the stress around the indents shown in Figure 3 after annealing
for 30 min at 1000 ◦C. The Raman spectroscopy maps covers regions whose extent is: 30 μm (X) by
50 μm (Y) (a); and 30 μm (X) by 32 μm (Y) (b). Step size 0.5 μm. The red and blue arrows indicate
whether the stress is compressive (C) or tensile (T). The highest compressive stress is indicated by the
yellow regions, while the greatest tensile strain is indicated by the black/blue regions.

The origin of the loss, in the micro-Raman image maps, of three-fold symmetry, seen in
the surface-breaking crack geometry, lies in the presence of breakout above 200 mN indent load.
An example of such breakout around a 500 mN indent is shown in Figure 5. There are two areas of
breakout around the three edges of the indenter footprint, as is also the case for the 600 mN imprint
shown in Figure 3a.

 

Figure 5. SEM micrograph of a 500 mN Berkovich indent, showing chipping flaws at the edges of
the imprint.

Recalling that our objective was to use nanoindentation to generate macroscopic cracks which
would lead to wafer fracture during subsequent high temperature processing, we continued to increase
the indenter load, switching to a Vickers tip for loads above 600 mN. Due to the omnipresent breakout,
we were never able to generate macroscopic length cracks, despite the symmetry breaking. We were,
however, able to use the bevel edge and the breakout process to achieve this successfully. With a 5 N
Vickers indent within 75 μm of the bevel at the edge of the wafer, commonly we found that two of
the breakout regions propagated right through the thin bevel of the wafer as shown schematically
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in Figure 6a. One long crack (a of type 1) then propagated from the apex of the Vickers tip which
pointed inwards from the edge, there sometimes being macroscopic cracks (b in Figure 6a) of type 2
generated from the intersection of the bevel edge with the breakout line. As shown in the white beam
X-ray topographs of Figure 6b, long cracks, which again did not propagate on the low surface energy
surfaces, could be generated by such an indentation technique. Here, both cracks appear of type 2,
originating from the intersection of the break-out with the bevel edge. Residual stress from the indent
itself can be seen between the cracks. The curved image of the wafer edge arises because of long range
lattice strain associated with the indent changing the local diffraction conditions. Macroscopic crack
generation was achieved at a typically 50% success level, it being sensitive to the exact distance of the
indent from the bevel edge. These cracks were similar to those generated by repetitive mechanical
damage from misaligned wafer handling tools.
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Figure 6. (a) Schematic diagram of the type 1 and type 2 macroscopic cracks generated by Vickers
indentation within 75 μm of the bevel edge. (b) Composite of white beam X-ray topographs of a pair
of such cracks in 022 reflection. (The break-out dimensions α and β are not discussed here.)

3. Discussion

As was evident from a systematic series of experiments with increasing indenter loads, it proved
impossible to generate macroscopic cracks in silicon when the indent was far from the wafer edge.
In all cases, the crack lengths were limited to several micrometres, the median surface breaking cracks
always being initiated at the indenter apex. Unlike conical indents [10,11], where it was found that
{110} cracks were mainly introduced from the indent, indicating that fracture occurs most easily along
the {110} planes among the crystallographic planes of the <001> zone, with Berkovich indents, we
found no association of the crack geometry with the low surface energy planes. Indeed, ultra-fast X-ray
diffraction imaging of fracture in silicon has recently shown that even when cracks are apparently
following low energy {110} surfaces, there is a continual jumping between {110} and various high
indexed {hkl} planes [12].

The limit on the length of crack is primarily determined by breakout associated with lateral cracks
intersecting the surface. When breakout occurs, the strain is relaxed and further crack propagation
does not occur. We have noted elsewhere that there is strong asterism in X-ray topographs when
breakout is about to occur [9]. Lateral cracks were always found to be present even at low indenter
loads when breakout did not occur. An example is shown in Figure 7a in the case of a 120 mN load
indent where breakout did not occur. This is a three-dimensional reconstruction from a sequence
of images taken during focused ion beam milling of the sample. Further examples can be found in
reference [13]. We have shown that finite element (FE) modelling reproduces the shape of the main
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median crack rather well [9] when cohesive elements are included to represent the relaxation from
cracking. The presence of varying length lateral cracks, explains the breaking of the symmetry in
Raman strain maps of low load indents even when breakout does not occur. Without the stochastic
nature of the lateral cracking process, the FE simulations always show three-fold symmetry, even to the
highest loads. An example is shown in Figure 7b, which is a simulation that does not include cohesive
elements. We note that the simulation shows stress concentration at the tips of the indenter, which
is where the median cracks are initiated. However, in contrast to the experimental data of Figure 3,
the stress at those points is tensile and a compressive strain is predicted directly below the indenter
apex. The experimental Raman results of Figures 3 and 4 show tensile stresses under the indenter
apex with the Ar+ laser (where the penetration depth is 565 nm) but with the UV laser (where the
penetration depth is only 9 nm), compressive stresses were observed. Development of tensile stresses
implies the presence of lateral cracks and this is captured by the Raman data using the Ar+ laser but
not with the UV laser. The Raman map simulated from FE stresses should be compared with results
from the UV laser as the simulated stresses are from the surface.

(a) (b) 

Figure 7. (a) 3D reconstruction of subsurface cracks corresponding to a 120 mN Berkovich indent,
showing: one of the three median cracks (1); and a lateral crack (2). (b) Simulation of the shift of the
UV Raman TO phonon line for a 150 mN indent without cohesive elements.

Due to the high strain sensitivity of X-ray diffraction imaging, the localized symmetry breaking is
not reflected in the geometry of the X-ray images of the strain fields around the indents. The X-ray
images form at typically 30 μm distance from the indent where the strain level is relatively low and
the long range strain field is still nearly symmetric. When breakout occurs, the long range strain field
falls in magnitude and the X-ray contrast begins to occur at a smaller distance from the indent. It does
not, however, significantly change its symmetry (Figure 2a). The line of zero contrast, perpendicular to
the diffraction vector direction, arises because the contrast only arises from displacement components
in the diffraction vector direction. Along the horizontal line through the centre of the indent, the strain
field is entirely in the horizontal direction; there is no component in the diffraction vector direction.
There is thus no contrast along this line, giving rise to the two lobes in the image. The difference
between the image widths parallel and perpendicular to the diffraction vector arises from a diffraction
contrast effect. The diffraction vector lies in the incidence plane, which also includes the entrance and
exit beams. So-called “direct” or “kinematical” contrast [14], such as seen here, forms at a point when
the effective misorientation of the deformed lattice exceeds the perfect crystal diffraction, or Darwin,
width. For deformation greater than this, the region selects a slightly different wavelength which
diffracts kinematically and additional intensity appears locally in the image. However, the X-ray
beams from this region have a different Bragg angle and the diffracted wave therefore travels in a
different direction in space. Due to the large distance, typically 300–400 mm, between the sample
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and detector, the image is spread out as the propagation distance increases. No such magnification
takes place in the direction perpendicular to the incidence plane (or diffraction vector) and hence there
is a difference in the width in the two directions. The absence of change in the dimensions of the
image as the indenter orientation is changed confirms the symmetry of this long range strain field.
The magnitude of the strain field at the edge of the image is determined by the perfect crystal reflecting
range. For a wavelength of 0.0506 nm and the 220 reflection, the Darwin width Δθ is 1.58 arc seconds,
i.e., 7.6 × 10−6 radians. At the point of high symmetry parallel to the diffraction vector the lattice plane
tilt is zero and the strain e is given by

e =
Δd
d

=
Δθ

tan θB
(1)

where θB is the Bragg angle, d is the crystal lattice spacing and Δd is the lattice displacement. Thus,
the X-ray diffraction images show quantitatively that, at a distance of typically some 20 μm from the
indent, the associated strain is 6 × 10−5.

An interesting feature in all three diffraction images of Figure 2a is the central dark circular region.
This does not have a line of no contrast perpendicular to the diffraction vector, indicating that the
strain displacement field is not radial, as at larger distance from the indent. We have already noted
that, in the micro-Raman images close to the indent (Figure 3), the strain field switches from tensile to
compressive as a function of distance from the indent centre. There must therefore be a region of zero
displacement around the indent and this gives rise to the circle of zero contrast between the outer dark
lobes and the inner dark circular disc in the X-ray image. As the X-ray beam passes through the region
of intense tensile strain, which is almost twice the magnitude of the maximum compressive strain,
it must experience components of displacement in the diffraction vector direction along the central
line, thus giving no line of zero contrast in this central part of the image. The central component of the
image is not seen in the reflection geometry [9] due to the low penetration of the X-ray beam below the
surface and hence not being scattered by the tensile strained region.

As was pointed out by Tang et al. [15], discontinuity in the unloading curve referred to as pop-out,
does not signify the appearance of cracks and the 3D reconstructions from all samples studied showed
the presence of lateral as well as median cracks (Figure 7a). During the loading stage, below the
indenter, normal diamond cubic structure Si-I phase material is transformed to the metallic β-Sn phase
Si-II. On subsequent unloading, the transformation of the Si-II phase to body centre cubic (bc8) Si-III
and rhombohedral (r8) Si-XII phases is associated with the pop-out phenomenon, though the size and
position of the discontinuity is related to the maximum load and the unloading rate [16]. In all indents
at and above 150 mN load, below which the stress level was apparently not sufficient to transform Si-I
to Si-II on loading, micro-Raman spectra taken after indentation reveal lines attributable to the Si-III
and Si-XII phases. Our loading/unloading data are entirely consistent with previous work [17,18].
Further, in all samples thinned and studied by scanning transmission electron microscopy, we have
observed a region of plastic deformation below the indent [9] such as has been associated [19,20] with
the pop-in discontinuities which we also observed during loading.

The factor of four reduction in the maximum compressive stress and the loss of the tensile stress
below the indenter point, following high temperature annealing, is associated with nucleation of
dislocation loops from the indentation site at temperatures where Si is ductile [21]. As illustrated in the
X-ray section topograph in Figure 8a, taken with a 15 μm wide entrance slit, the dislocation loops lie on
the inclined {111} slip planes and propagate right through the 750 μm thick wafer. Depending on the
profile of the temperature gradients within the annealing furnace, the loops propagate in one or both of
the two orthogonal <011> directions in the wafer plane. The loops subsequently thicken into slip bands
by a process of cross-slip, the early stages of which are illustrated in Figure 8b. Dislocation nucleation
and propagation relieves the short range stress around the indent, imaged in the micro-Raman profiles.

An example of how very quickly the individual X-ray diffraction images of dislocations become
indistinguishable during the process of slip band development is given in Figure 9. This shows two
indents of the same load of 500 mN, close to the bevel edge, following an anneal for 60 s at 1000 ◦C.
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(The varying thickness on the bevel gives rise to the almost horizontal thickness fringes at the top of the
image, this being a well-known dynamical X-ray diffraction effect.) The indent A on the left, probably
having experienced a stronger temperature gradient, has a well-developed slip band within which,
although some dislocations can still just be resolved, most dislocation images cannot be individually
distinguished. In contrast, the slip band development in the right hand image B is much less developed
and the operation of a source of dislocation loops can be identified. As the loop expands, driven by
the stress around the indent and the thermal gradient in the furnace, the 60◦ segment parallel to the
interface glides out of the crystal and the screw and other 60◦ segments glide on the inclined {111} slip
planes. The dislocation images are narrow where the dislocation intersects the exit surface of the wafer
with respect to the X-ray beam and the elegant interference fringes that decorate the broadening image
of the dislocation towards the X-ray entrance surface constitute the so-called intermediary image. This
is a dynamical diffraction effect sometimes seen under conditions of moderate absorption, such as
here. The dislocation loop originating from C, and interfering with the development of the slip band
from indent B, arises from handling damage on the wafer surface. It has very similar characteristics to
the effect of the indents, generating its own loop system that is developing into a slip band.

Breakout results from the intersection of the lateral cracks with the surface and exploitation
of the symmetry-breaking of the bevel edge enabled us to generate millimetre length cracks into
the 200 mm wafers in a controlled manner. These cracks resembled those produced by misaligned
handling tools [4] and we have shown elsewhere how analysis of the ratio of the crack length to the
width of the X-ray image at the crack tip provides a predictor of the probability of failure during
subsequent high temperature processing [4]. The near-edge indentation technique has proven to be a
satisfactory method for generating such cracks, an example of which is shown in Figure 10. This is a
full X-ray diffraction image of a 200 mm wafer which was indented at both the left and right edges
through the centre line of the wafer. The left hand indent did not generate a macroscopic crack, as
full breakout did not occur, and the strain field in the X-ray image is localized. The right hand indent,
also a 5 N Vickers indent, generated a crack of length 15 mm and the strain image extends over a
similarly large radius. It is of interest to note that, because the ratio κ of the crack length (L) to the
width of the X-ray image at the crack tip (D) is small, this particular crack was benign. We have shown
elsewhere that, by modelling the crack as a super-dislocation, the width of the X-ray image provides a
quantitative measure of the back stress which counters the opening and propagation of a crack [4].
A narrow image width D indicates a small back stress, potentially leading to an unstable crack. Using
the Griffith criterion, it is straightforward to show that when κ exceeds a critical value κc, i.e., when

κ = L/D > κc (2)

the crack will propagate during processing at high temperatures. Whether a particular crack is, or is
not, benign depends on the temperature profile of the specific furnace and calibration is necessary to
determine relevant κc in order to use the model predictively.

The upper crack shown in Figure 6b was similarly benign due to its low κ value, but the lower
and longer of the two cracks resulted in wafer fracture. Although not shown here, the image of the tip
of the lower crack is very narrow and as the crack is long, the κ value is high. Under the particular
annealing conditions, κ > κc and the wafer fractured.
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(a) 

(b) 

 

1mm 

Figure 8. (a) X-ray section topograph of slip dislocations generated on {111} glide planes from surface
indentations upon annealing. (b) X-ray diffraction image of the early stages of cross slip leading to
thickening of the dislocation loops into a slip band and nucleation of the orthogonal slip systems.

 

A 

B 

C 

Figure 9. X-ray diffraction image of early stage slip band generation from two adjacent indents close to
the bevel edge of the wafer.

 

A B 

Figure 10. X-ray diffraction image, taken on a prototype of the Bruker/Jordan Valley QCTT wafer
imaging tool, of two edge indents, one (A) of which generated a macroscopic crack in the 200 mm
diameter wafer (right) and one (B, arrowed) which did not nucleate such a crack (left).
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4. Materials and Methods

All experiments were performed on (100) oriented, integrated circuit quality, dislocation-free,
200 mm diameter silicon wafers purchased from Y Mart Inc, Palm Beach Gardens, FL, USA. Wafers
were within 0.2◦ of (100) orientation. The nominally defect-free, double side polished, p-type wafers
had resistivity below 10 ohm mm, and were of thickness 725 (±25) μm. No edge defects were visible
either under optical inspection or in X-ray diffraction images of the as-received wafers, which had
been packed and shipped in standard cassettes.

Two pieces of indentation equipment were used to generate controlled damage on silicon. The
first was a Nanoindenter® II from Agilent (formerly Nano Instruments Inc., Oak Ridge, TN, USA),
used to indent at low loads (100 mN to 600 mN), and the second was a Mitutoyo AVK-C2 hardness
tester (Mitutoyo, Kawasaki, Japan) used for application of heavier loads from 500 mN up to 50 N.
A Berkovich tip, was used with the Nanoindenter® II. It was a three-sided diamond pyramid with
each face making an angle of 65.35◦ with the indenter axis, with a total included angle of 142.3◦.
The Mitutoyo AVK-C2 had a Vickers tip which was a four sided diamond pyramid, with a total
included angle of 136◦, but the same projected area-to-depth as the Berkovich indenter. All indents
were performed at room temperature.

Micro-Raman spectroscopy was used to measure the strain and crystalline damage as well as
high pressure phase transformations produced by the nano-indentation. The system used in this
study was a Horiba Jobin-Yvon HR800® system (Horiba, Kyoto, Japan) running LabSpec 5 software
(Horiba, Kyoto, Japan) and integrated with a microscope coupled confocally to an 800 mm focal
length spectrometer (Figure 11a). Samples were mounted on a high precision table capable of x-y and
z translation. An autofocusing system was incorporated. A diffraction grating of 1800 groves per
millimetre was used to split the Raman signal into individual wavelengths, which were then directed
onto a CCD detector. The HR800 uses two different CCD detectors; an air cooled Synapse CCD system
and a liquid nitrogen cooled CCD3000 system used for acquisition times of greater than 120 s. Three
lasers are connected to the Raman system through a periscope: a Uniphase 2014 488 nm Argon ion
(Ar+) visible laser with a maximum output power of 20 mW, a Spectra-Physics Stablite 2017 364 nm
Ar+ UV laser with a max. output power of 100 mW and a Kimmon Koha IK3201IR-F 325 nm Helium
Cadmium (He-Cd) ultraviolet (UV) laser with a max. output power of 22.4 mW. The output light was
linearly polarized.

(a) (b)

Figure 11. (a) Microscope lenses attached to the LabRam® HR800 System. The sample under test
typically sits on a glass microscope slide below the objective lens. (b) Internal light paths for LabRam®

HR800 System. The red line shows the path of the laser beam, while the green line shows the path of
the Raman scattered beam.
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For the μRS measurements, a backscattering geometry was used. In this configuration,
a microscope objective is used to focus the beam onto the sample surface and the system is equipped
with a number of lenses allowing different optical magnifications and can produce spot sizes as small
as 1–3 μm in diameter (Figure 11a). Scattered light is collected through the same objective and passes
through a beam splitter and is focused on to the entrance slit of the spectrometer which disperses the
light onto one of the CCD detectors (Figure 11b). The use of a flip mirror enables the specimen under
the microscope objective to be visualised using a small camera, which is particularly useful for precise
positioning of the laser beam onto the area of interest.

The spectrometer was centred on the Raman line of the TO Raman phonon peak shift for
unstrained silicon at 520.07 cm−1 [22]. There was no detectable asymmetry in the unstressed Si
lineshapes. Assuming the strain in the indented silicon to be biaxial, the stress components σxx and
σyy are equal and related to the spectral line shift by [22]

σxx = σyy =
ω0 − ω1

4
GPa (3)

where ω0 is the wavenumber (in cm−1) of the unstrained Raman spectral line of the Si-Si transverse
optical (TO) phonon and ω1 is that of the measured Raman spectral line of the sample. Long scans
required for 2D Raman maps can take from a number of hours to a number of days to complete.
To compensate for temperature and laser stability, the plasma lines of the laser were recorded as
fidiucal markers over the entire duration of the scan. The laser plasma lines are Rayleigh scattered
and thus are insensitive to any strain in the sample [22]. The Ar+ laser was used to create the maps of
Figures 3 and 4.

In addition, as the laser is focused to a spot of ~1–3 μm in diameter, localised heating can arise.
Any associated thermal expansion in the silicon can cause the Raman TO phonon to shift to move
to a lower energy (at a rate of ~0.025 cm−1/K), erroneously implying the presence of a tensile strain.
However, this shift [23] is smaller than the resolution of the spectrometer used in this study, which
was ~0.3 cm−1.

X-ray diffraction imaging was performed in white beam mode at the TOPO-TOMO beamline at
the ANKA synchrotron radiation source at Karlsruhe, Germany and at beamline B16 of the Diamond
Light Source at Didcot, Oxford, U.K. At ANKA, transmission images were recorded on a CCD camera
optically coupled to a macroscope and with a Lu3Al5O12 scintillator. The effective pixel size of
the detection system was 2.5 × 2.5 μm. At the Diamond Light Source, transmission images were
recorded with a CCD camera manufactured by PCO. Imaging GmbH, Kelheim, Germany, which has
4008 × 2672 pixels and a 14 bit dynamic range. Scintillators and objective lenses were chosen such
that the pixel size effective (binned) was 2 μm. Data acquisition times were between 10 and 40 s.
All transmission diffraction images were taken with the 022 reflection, oriented such that there was
a principal wavelength of 0.0506 nm. Further details of the ANKA instrumentation can be found in
reference [24].

Scanning electron microscopy (SEM) was performed on a field emission electron microscope
(LEO 1525, Leo Electron Microscopy Inc., Thornwood, NY, USA) with an in-lens secondary electron
backscattering detector. A Quanta 3D dual beam FIB (focused ion beam) from FEI, Hillsboro, OR, USA,
which incorporates FEGSEM (field emission gun scanning electron microscopy) and FIB cannons, was
used to make microscopic observations of cracks around indents as the specimen was FIB milled down.
The electron and ion beam cannons form an angle of 52◦ to each other. The instrument incorporated
SE (secondary electron), BS (backscattered electron) and STEM (scanning transmission). From the FIB
cross sections, three-dimensional reconstruction of the cracks was achieved using Amira reconstruction
software. Simulation of the crack geometry was performed using the commercial software ABAQUS
(version 6.8-3, Dassault Systemes, Vélizy-Villacoublay, France). The code incorporates a cohesive zone
model and a simple triangular relation between stress and crack face separation was used. Conversion
of stress to Raman shift was done using Equation (3).
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5. Conclusions

Micro-Raman and X-ray diffraction imaging both provide maps of the strain field around
indentations but on substantially different length scales. In particular, the symmetry associated
with the indenter profile is lost in the X-ray images whereas the micro-Raman maps reveal in detail
not only the magnitude and sense of the strain field but also its detailed symmetry. This is particularly
revealing when breakout occurs. On annealing, the strain field maximum moves away from the site of
the indent due to the formation of a series of dislocation loops, which are the precursors of slip bands.
By exploiting the symmetry breaking of the bevelled edge of the wafer, i.e., by indentation close to
the wafer edge, we have been able to generate macroscopic cracks in 200 mm wafer in a controlled,
though not always predictable, manner.
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Abstract: We have analyzed by transmission electron microscopy silicon and GaAs crystals polished
with sandpapers of different grain size. The surface damage induced a crystal permanent convex
curvature with a radius of the order of a few meters. The curvature is due to a compressive strain
generated in the damaged zone of the sample. Contrary to what was reported in the literature,
the only defects detected by transmission electron microscopy were dislocations penetrating a few
microns from the surface. Assuming the surface damage as a kind of continuous indentation, a simple
model able to explain the observed compressive strain is given.

Keywords: curved crystals; surface damaged crystals; dislocation generation; crystal indentation

1. Introduction

Curved crystals may be used for the focalization of hard X- and gamma-rays through diffraction
for gamma-ray astronomy [1], nuclear medicine [2], neutron beams conditioning [3], and X-ray
microscopy [4]. According to X-ray diffraction theory, ideal mosaic crystals can achieve the maximum
diffraction efficiency [5], intended as the integrated reflectivity of the diffraction profile. Nevertheless,
the difficulty of obtaining the desired mosaic spread and mosaic structure makes the diffraction
efficiency of real crystals much lower than that of ideal mosaic crystals.

A method for improving the diffraction efficiency is based on slightly bending the crystals.
The curvature of lattice planes not only increases the angular interval of incident rays that are diffracted
by the crystal but also enhances the diffracted peak intensity [6].

The application of a mechanical bending is not a practical method in optical systems where
a large number of crystals is necessary. A possible method to produce curved crystals with permanent
curvature without any external applied force is the controlled damaging of a crystal surface [7].
For instance, by surface damaging, bending with a uniform radius of curvature of 40 m of gallium
arsenide, germanium, and silicon plates 2 mm in thickness could be achieved, as required for focusing
gamma rays in a Laue lens for gamma ray astronomy [8,9].

Despite the empirical approach and the simplicity of the method, precise relationships have been
found between the sandpaper grit size, the crystal thickness, and the induced curvature [10]:

• The curvature obtained is always convex, as seen from the damaged side of the crystal, and the
same treatment induces curvatures depending on the orientation of the crystal surface and on the
polarity of the crystal: a spherical curvature in (001)-oriented Si or Ge crystals and an elliptical
curvature in (001)-oriented GaAs or InP crystals.

• The curvature 1/R is inversely proportional to the square of the sample thickness.

From these observations, it is clear that the curvature is induced by the formation of a compressive
strained layer a few micrometers thick in the damaged zone [10]. To explain the formation of such
a compressive strain after surface damage, different mechanisms have been proposed:
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• the formation of an amorphous layer near the surface of the crystal generated by the relevant
forces acting of the tips of the grains [11];

• the formation of cracks, which is the complete detachment of crystalline planes near the surface
of the crystals [12,13]

To understand the formation of the compressive strain in the damaged zone, we analyzed by
Transmission Electron Microscopy (TEM) several cross-sectional samples of treated crystals.

2. Experimental and Observation

2.1. Preparation of Crystals

Slices of different thicknesses of GaAs crystals grown by the liquid encapsulated Czochralski
were cut from the ingots perpendicularly to the <100> growth direction, and the saw damaging was
removed by a chemical etching with an HCl/HNO3 1:1 solution. Commercial GaAs samples were
also used.

The surface damaging was obtained by means of a mechanical lapping process on one side
of the planar samples. Two polishing machines were used: a Buehler Ecomec 4 (and a Buelher
Vibromet 2 (Buehler, Uzwil, Zwizerland). Both are very versatile machines that allow one to produce
different deformations by changing the grit of the sandpaper, the pressure per unit area applied on
the samples, and the duration of the treatment. In the first machine, the samples were mounted on
a plate with paraffin, and the plate was then positioned upside down facing the sandpaper plate.
The two components rotate independently on two different axes so that the sample abrasion should be
completely uniform on the entire surface of the sample plate. The sample assembling in the Vibromet 2
is similar, but in this case the sample holder is free to move on a vibrating plate covered with sandpaper.
The samples were lapped for 10 min with P400 sandpapers, corresponding to an approximate grain
size of 35 μm.

2.2. TEM Analysis

A TEM investigation has been conducted on a (001)-oriented GaAs sample, 500 μm thick, treated
with a sandpaper P400 for 10 min which permitted to obtain a curvature radius R = 2.8 m.

The sample cross section, parallel to the (110) planes of the crystal, was mechanically polished
down to ca. 300 μm. The resulting foils were ion-sputtered with a Gatan® DuoMill TM model 600
(Gatan, Pleasanton, CA, USA), to reach electron transparency. The final sample thickness was estimated
to be between 70 and 120 nm, as evaluated by the extinction length of the electron beam in the GaAs
lamella. A final gentle ion milling procedure was applied to the cross-section’s thin lamella using
a Gatan PIPS installation operated at a 3 kV accelerating voltage and 7◦ incidence angle.

A series of TEM micrographs recorded from neighboring areas are assembled in the panoramic
image of Figure 1, which illustrates the effect of the treatment on the (001) surface, which is located
on the right-hand side of the image. We did not observe defects such as cracks or inclusions in any
of the observed samples but only short straight dislocation segments from the surface to ca. 3 μm in
depth. We have no evidence of a formation of an amorphous phase near the surface of the sample
as observed for instance in TEM specimens prepared by a focused ion beam [14,15], even if it is not
possible to exclude the local formation of an amorphous layer a few nanometers thick during surface
damage treatment.

The near-surface region shows a high defect density that extends for a few hundred nanometers.
Below this first layer, the density of dislocations drastically decreases, and the dislocations,
which appear as straight dark lines, can be observed singularly.

It is worth noting that two sets of dislocation lines can be identified in Figure 1b. The two sets
are parallel to the (−111) and (1−11) planes, respectively, perpendicular to the (110) surface of the
cross-section sample. Looking carefully at the dislocation segments, it appears that many dislocations
cross the TEM sample, i.e., the dislocation lines are not parallel to the surface of the cross section.
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Two families of parallel dislocations can be identified in Figure 1a,b. By comparing the micrograph
in Figure 1b with the corresponding diffraction pattern in Figure 1c, it turns out that the habit planes
of the two families of dislocations are (1−11) and (−111).

 

Figure 1. (a) Composed TEM image illustrating the material depth affected by the surface treatment
and the density of dislocations along the first 7 μm below the surface. (b) TEM micrograph and the
corresponding SAED pattern (c) in almost the [110] zone axis orientation from an area close to the
wafer surface showing the formation of two families of dislocations included in the planes (−111)
and (1−11).

By tilting the sample in such a way that only the (−111) and (1−11) reflections are excited, the two

families of dislocations become respectively extinguished. It follows that, according to the
→
g ·

→
b = 0

invisibility criterion, the Burgers vectors of these dislocations are also parallel to the (−111) and (1−11)
crystallographic planes, respectively.

Considering the dislocations with lines parallel to the (1−11) planes, based on the orientation-
imaging conditions, it turns out that their Burgers vectors are parallel to the same planes. In the cubic
structure of GaAs, an easy slip system is of the type {111}<110>, and the most common dislocations
are perfect dislocations with Burgers vector a/2<110>. In the following analysis, we will assume only
dislocations of this type. This may appear a critical limit of the model, but the assumption is justified
by the fact that

- these dislocations have the lowest elastic energy among perfect dislocations in the face-centered-
cubic (fcc) crystals;

- non-perfect dislocations are always associated to stacking faults increasing the elastic energy and
limiting their mobility;

- these dislocations are typically observed in indented fcc crystals.

It follows that the Burgers vectors may have one of the following six values: a/2[110], a/2[011],
a/2[−101], a/2[−1−10], a/2[0−1−1], and a/2[10−1], all of which are contained in the (1−11) plane.
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A similar analysis is valid for the other set of dislocations with Burgers vectors lying in the (−111)
habit plane. It follows that their Burgers vector may have one of the following six values: a/2[110],
a/2[101], a/2[0−11], a/2[01−1], a/2[−1−10], and a/2[−10−1], all of which are contained in the
(−111) plane.

The fact that the A and B dislocations are not extinguished simultaneously leads to the conclusion
that the Burgers vector cannot be a/2[110] or a/2[−1−10]. In other words, the Burgers vector of
the dislocations are not parallel to the electron beam and therefore not parallel to the wafer surface,
the (001) plane. The Burgers vectors of the analyzed dislocations are one of the remaining four
vectors—a/2[011], a/2[−101], a/2[0−1−1], or a/2[10−1] for the first set and a/2[101], a/2[0−11],
a/2[01−1], or a/2[−10−1] for the second set. This means that all the Burgers vectors have a component
b|| parallel to the (001) surface of the processed wafer and a component b� oriented perpendicular to
the surface.

3. Model

To explain the compressive strain resulting from the surface grinding, we consider that the
polishing by sandpaper behaves as a continuous indentation extended along the whole surface.
Indentation in GaAs as in other fcc crystals results in the formation of rosettes made of dislocation
loops gliding on (111) planes [16,17]. The sketch of the proposed mechanism is reported in Figure 2.

Figure 2. (left) Movement of the tip of a grain of the grinding paper in a direction perpendicular to the
(001) surface of the crystal. (right) The indentation shifts part of the crystal below the original surface.
The figure also shows the projection of the Burgers vector of the induced dislocations in the plane of
the figure.

The indentation induces the glide of dislocations along the (1−11) planes for the set of dislocations
on the right of the tip and along the (1−11) planes for the set on the left of the tip. In this illustration,
we neglect for the sake of simplicity the set of dislocations that are also formed and glide on the (111)
and (−1−11) planes inclined with respect to the plane of the figure. The Burgers vector components
are deduced by the Burgers circuit. The Burgers vectors of the dislocations gliding on the (−111) and
(1−11) planes must have opposite values of the Burgers vector component perpendicular to the surface
and equivalent values of the Burgers vector component parallel to the crystal surface. According to
Figure 3, the Burgers vector generated by the indentation should be

→
b1 =

a
2
[
101

]→
b2 =

a
2
[
011

]
(1)

for the (−111) glide plane and
→
b3 =

a
2
[
101

]→
b4 =

a
2
[011] (2)

for the (1−11) plane. The identified Burgers vectors belong to the two sets deduced by extinction
contrast in transmission electron micrographs, thus confirming the validity of the approach.

194



Crystals 2018, 8, 67

The Burgers vector have a common edge component parallel to the crystal surface, corresponding to
the insertion of extra half planes form the surface of the crystal as shown in Figure 4. For a quantitative
evaluation of the misfit induced by the dislocation glide, it is necessary to know the dimension of
dislocation loops, a parameter not determined in the present study. A qualitative evaluation of the
induced mismatch may be obtained by considering the density ρ of extra half planes as equivalent to
the linear dislocation density ρ given by TEM observations. Based on Figure 1a,b, we may estimate
ρ ≈ 10 μm−1, leading to a misfit f value of the dislocated layer with respect to the unperturbed crystal:

f = ρ · a
2
≈ 8 × 10−3. (3)

This results in a positive misfit of the damaged zone with respect to the part of the crystal free of
dislocations, which induces a convex curvature to the crystal. Assuming a damaged layer thickness
t = 2 μm and the misfit f value given by Equation (3) from the Stoney [18] equation, we obtain

R =
T3

6 f t(T − t)
≈ T2

6 f t
= 2.6 m (4)

in which R is the curvature radius, T the crystal thickness, and f and t the misfit and thickness of the
dislocated layer. Despite the rough approximation of the linear density of extra half planes, the result
is in acceptable agreement with experimental data. The TEM analysis does not allow for the complete
exclusion of the formation of an amorphous phase layer some nanometers thick at the top of the
surface-treated samples. In principle, such a layer could contribute to the strain formation leading
to a bending of the sample as described by Equation (4). Nevertheless, even by assuming a large
mismatch between the amorphous phase and the underlying GaAs crystal, the effect of such a strained
thin layer may be considered negligible with respect to the contribution originating from a 2-μm-thick
dislocated layer.

 

Figure 3. Loop formation and expansion due to surface damage and Burgers vector a/2[011] of
a dislocation generated by indentation and gliding on the (1−11) plane.
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Figure 4. Sketch of the Burgers vectors of the dislocations generated by surface damaging. On the left,
a randomly distributed Burgers vector is shown with a common component parallel to the surface.
On the right, only the parallel component is shown. Each dislocation line corresponds to the insertion of
extra half planes form the surface of the crystal, resulting in a compressive strain of the dislocated zone.

4. Conclusions

Crystals with a (001) surface damaged using sandpaper have been characterized by transmission
electron microscopy in cross-sectional geometry. After the surface damaging, the samples exhibited
a roughness comparable to the grit of sandpaper used, and a network of straight dislocation segments
belonging to the (−111) and (1−11) glide planes inclined to the (001) surface of the crystal extended to
a depth of 3 μm, comparable to the dimension of the grains of the sandpaper. No other type of defects,
such as cracks or inclusions were detected.

By changing the diffraction condition, the interpretation of extinction contrast permitted the
establishment that the Burgers vector of the generated dislocation are parallel to the (−111) and (1−11)
glide planes.

A simple model for the formation of a compressive strain based on the dislocation glide in
the damaged layer is given, in agreement with the measured sample convex curvature. Moreover,
the elliptical curvature observed in surface-treated polar crystals such as GaAs and InP may be
explained by the different glide velocity of dislocations on polar (111) glide planes.

We can conclude that the origin of sample curvature is the network of dislocations introduced by
the damaging, considered as a continuous indentation of the crystal.
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Abstract: Single-crystal germanium is a semiconductor material which shows complicated phase
transformation under high pressure. In this study, new insight into the phase transformation of
diamond-cubic germanium (dc-Ge) was attempted by controlled cyclic nanoindentation combined
with Raman spectroscopic analysis. Phase transformation from dc-Ge to rhombohedral phase
(r8-Ge) was experimentally confirmed for both single and cyclic nanoindentation under high
loading/unloading rates. However, compared to single indentation, double cyclic indentation with
a low holding load between the cycles caused more frequent phase transformation events. Double
cyclic indentation caused more stress in Ge than single indentation and increased the possibility
of phase transformation. With increase in the holding load, the number of phase transformation
events decreased and finally became less than that under single indentation. This phenomenon was
possibly caused by defect nucleation and shear accumulation during the holding process, which were
promoted by a high holding load. The defect nucleation suppressed the phase transformation from
dc-Ge to r8-Ge, and shear accumulation led to another phase transformation pathway, respectively.
A high holding load promoted these two phenomena, and thus decreased the possibility of phase
transformation from dc-Ge to r8-Ge.

Keywords: single crystal; germanium; nanoindentation; phase transformation; crystal defect;
cyclic load

1. Introduction

Pressure-induced formation of various metastable polymorphs takes place in single-crystal
germanium (Ge) during diamond anvil cell (DAC) and nanoindentation tests. Previous studies
reported that diamond cubic Ge (dc-Ge) transforms to metallic (β-Sn)-Ge at a pressure of ~10 GPa [1–4].
When the pressure releases, this metallic phase transforms to various metastable structures depending
on the experimental conditions, such as simple tetragonal phase (st12-Ge) [5–8], rhombohedral phase
(r8-Ge) [6,7,9,10], body centered cubic phase (bc8-Ge) [5,6,11], as well as amorphous Ge (a-Ge) and
dc-Ge as end phases [8,11]. Another phase of hexagonal diamond Ge (hd-Ge) is also confirmed by
compression of a-Ge [9,12,13].

These polymorphs possess very different characteristics from their lowest energy structures, which
may open up new applications in future microelectronics and photovoltaics. For this purpose, the
complicated phase transformation process of Ge has been widely investigated. For example, in the DAC
experiment by Nelmes et al., decompression speed was found to be critical for phase transformation,
i.e., slow decompression caused phase transformation to st12-Ge while fast decompression promoted
phase transformation to bc8-Ge [5]. Some other studies by nanoindentation on dc-Ge reported more
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complicated responses against pressure [8,10,11,14]. Slow indentation with a spherical indenter
could induce no phase transformation but only plastic deformation by formation of twinning and
dislocation slip [8,10,14] which prevented phase transformation by stress release. However, when using
a sharp indenter tip, this kind of defect nucleation was suppressed and phase transformations were
confirmed [11]. Extremely fast indentation resulted in formation of st12-Ge [8], and low temperature led
to formation of r8-Ge or a-Ge [10]. Investigation of the phase transformation in a-Ge was also performed
via indentation [14–17] in which phase transformations can be induced easily compared with dc-Ge
because of higher resistance of a-Ge against deformation by slip and twinning. According to the results of
indentation on a-Ge, two clear phase transformation pathways via (β-Sn)-Ge have been established [14].
The authors stated that the intermediate (β-Sn)-Ge may transform to two end phases depending on
whether the transforming region is constrained or not. Unconstrained (β-Sn)-Ge transforms to dc-Ge with
possible trace of st12-Ge while the constrained one undergoes a phase transformation to unstable r8-Ge
and finally hd-Ge. They mentioned that both of these two types of phase transformation could occur
in the same indent for dc-Ge. The same research team also studied phase transformation behaviors of
crystalline Ge by DAC experiment [7]. They classified phase transformations of (β-Sn)-Ge on unloading
depending on hydrostaticity. Namely, quasihydrostatic conditions resulted in formation of r8-Ge while
the presence of shear led to nucleation of st12-Ge. Their findings were consistent with previously
reported phase transformations and helpful to explain the detailed mechanisms [7,14].

Even though the basic phase transformation process of Ge has been classified using a-Ge, it is
still important to study and explain dominant phase transformation behaviors of dc-Ge because of
the complexity of pressure-induced behaviors [14]. For Si, which has the same crystal structure as
Ge, similar pressure-induced phase transformations have been widely reported [1–4,6,18–29], and
some new insights into the phase transformation behaviors were further revealed by a multi cyclic
nanoindentation method [20–24]. In this current paper, nanoindentation responses of single-crystal Ge
under single and double cyclic nanoindentation tests were comparatively investigated. Combined
with Raman analysis of residual phases in indents, a dominant phase transformation pathway of dc-Ge
under repetitive pressure was established, which may open up new insights into pressure-induced
phase transformations of crystalline Ge.

2. Experimental Details

A dc-Ge (111) wafer with thickness of 0.9 mm was used for experiments. Nanoindentation tests
were performed on an ENT-1100a nanoindentation instrument (Elionix Inc., Tokyo, Japan) equipped
with a Berkovich diamond indenter. In this experiment, single and double cyclic nanoindentation tests
were carried out according to the protocol as shown in Figure 1 and the parameters in Table 1. Firstly,
the indentation load increased to 50 mN under a given loading rate, held for one second, and then
decreased under the same unloading rate as loading rate. For comparison, various loading/unloading
rates—10, 25, or 50 mN/s—were used. For the single mode, the indentation load returned to 0 mN
and then the test finished, while for the double mode, unloading stopped at a controlled residual load
(ΔP) and then held for a given load holding time (LHT). As listed in Table 1, ΔP was varied from 0
to 14 mN with LHT of 5 s. Nanoindentation tests with LHT of 20 s were also conducted under ΔP =
2 mN for comparison. After LHT, the second cycle indentation progressed with the same process as
single mode from ΔP. For each experimental condition, 20 nanoindentation tests were performed to
ensure the reliability of the results.

Residual phases of the all indents were measured by the NRS-3000 Raman micro-spectrometer
(JASCO, Tokyo, Japan) with a 532 nm wavelength laser focused to a ~1 μm spot size. To ensure that the
residual phases were minimally affected by further phase transformation at room temperature [5,11,13],
the measurement of residual phases in indents was performed within three hours after indentation.
In previous studies, some specific deformation responses, for example pop-in, pop-out, and elbow have
been reported in indentation studies of Si [20–28] and Ge [8,10,11,14–16,23]. In this study, the effects of

199



Crystals 2017, 7, 333

experimental parameters on these deformation responses were statistically analyzed as well as phase
transformation process during both single and cyclic indentation.
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Figure 1. Nanoindentation experimental protocols: (a) single mode; (b) double cyclic mode.

Table 1. Experimental parameters for each indentation mode.

Indentation Mode
Maximum Load

(mN)
Loading/Unloading

Rate (mN/s)
ΔP (mN) Length of LHT (s)

Single
50 10, 25, 50

- -

Double cyclic 0, 2, 6, 10, 14 5 (or 20 for ΔP = 2 mN)

3. Results and Discussions

3.1. Correlation between Specific Deformation Responses during Nanoindentation Tests and Phase
Transformation Behaviors

Figure 2 illustrates typical load-displacement curves obtained under single and double cyclic
nanoindentation tests, with shift of the second cycle curves in double cyclic nanoindentation for
clarity. For both testing modes, pop-in events marked by arrows in Figure 2 are observed during
the loading process under various loading/unloading rates. This event was reported as a result of
slip generation in dc-Ge sample and/or phase transformation to (β-Sn)-Ge [10,14]. In addition to the
pop-in event during loading, unloading also showed some specific deformation events, i.e., pop-out
and elbow as illustrated in Figure 3. The correlation between these events and phase transformation
has been established for indentation of Si [23–28] and cold indentation of Ge [10]. At room temperature,
ultra-fast indentation of dc-Ge also triggered these phenomena [8], but the correspondence of these
events with phase transformation was not clearly addressed. Thus, the correlation between these
events and phase transformation behavior will be further discussed later in this section.
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Figure 2. Load-displacement curves obtained by each mode of indentation under loading/unloading
rate of 50 mN/s and LHT = 5 s: (a) single; (b) double, ΔP = 0 mN (no residual load); (c) double,
ΔP = 2 mN; (d) double, ΔP = 6 mN; (e) double, ΔP = 10 mN; (f) double, ΔP =14 mN: all graphs of
double cyclic indentation include artificial shift between cycles (arrows indicate pop-in events).
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Figure 3. Specific deformation in unloading process: (a) pop-out; (b) elbow (single, loading/unloading
rate of 50 mN/s).

Figure 4 illustrates Raman spectra obtained from residual indents, corresponding to the cyclic
nanoindentation experiments in Figure 2. Compared with the main peak of pristine dc-Ge at 301 cm−1,
the corresponding peaks obtained from the indents show a little higher wavenumber as a result of
compressive stress [14,23]. Furthermore, a broad component below 290 cm−1 corresponding to a-Ge
and some peaks around 203, 225, and 247 cm−1 corresponding to r8-Ge phases [6,9,10,14] are observed.
Bc8-Ge also shows very similar peaks to those of r8-Ge [6,11] and thus, it is difficult to distinguish these
two phases from Raman data [9]. However, some recent studies indicated that the phase transformation
from (β-Sn)-Ge to r8-Ge was dominant [9,14]. Accordingly, it can be concluded that the dominant
transformed phase shown in Figure 4 is r8-Ge. Figure 5 presents the detection fraction of r8-Ge for every
20 indents under two loading/unloading rates of 25 and 50 mN/s with a same LHT of 5 s. For the
loading/unloading rate of 10 mN/s, phase transformation was not identified by Raman detection.
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This is a little different from previous research where formation of bc8-Ge was confirmed under 5 mN/s
indentation [11] and it might be because of different detection resolutions for the transformed phase by
Raman spectrometry. If the phase transformed region is only a part of the indented region, it may be
difficult to position exactly the Raman spot on the phase transformed region with 1 μm resolution and
1 μm laser spot. However, in Figure 5, it is clear that faster indentation promoted phase transformation
compared with the slower case under all conditions. This is due to an increase in loading rate, where
the critical load for defect nucleation also increases, thus phase transformation becomes the dominant
mechanism rather than defect nucleation in a crystalline Ge sample [8].
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Figure 4. Raman spectra obtained from residual indents corresponding to the cyclic nanoindentation
experiments in Figure 2.
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Figure 5. Detection fraction of r8-Ge under various experimental conditions (LHT = 5 s) (no detection
under 10 mN/s).

Next, the correlation between the observed phase transformation to r8-Ge via (β-Sn)-Ge and the
specific deformation events of pop-in, pop-out and elbow in this study will be discussed for the single
indentation mode. For pop-in events, two mechanisms are suggested as the causes: slip generation in
dc-Ge sample and/or phase transformation to (β-Sn)-Ge [10,14]. In this case, no correlation between
r8-Ge formation and the pop-in events was confirmed, especially under the lowest loading/unloading
rate of 10 mN/s which never caused phase transformation to r8-Ge in this study even though pop-in
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events were frequently observed. Hence, the dominant cause of the observed pop-in events is expected
to be defect nucleation rather than phase transformation. There is another possibility for the cause of
pop-in events by phase transformation to intermediate (β-Sn)-Ge then ending up as dc-Ge, which was
reported in indentation on a-Ge [14–17]. However, it is impossible to distinguish this possibility in our
experiment because the end phase is the same as the initial phase.

The above discussion indicates that the pop-in events probably do not result from the phase
transformation to (β-Sn)-Ge in this case. For an elbow on unloading, amorphization was reported
as the reason [10,28], but it is difficult to assess the correlation between these two phenomena in this
study because of the difficulty in judging the occurrence of amorphization which only showed a weak
broad band on Raman spectra in this case. On the other hand, for pop-out events, the correlation exists
that all indents with r8-Ge formation are accompanied with pop-out events, although some indents
show only pop-out events without the observation of phase transformation to r8-Ge. In addition,
faster loading/unloading rates promoted occurrence of pop-out events (13/20 for 50 mN/s; 11/20 for
25 mN/s; 4/20 for 10 mN/s) as well as phase transformation to r8-Ge as shown in Figure 5. These facts
imply that the correlation between r8 phase formation and pop-out events exist as mentioned in studies
of indentation of Si [23–28] and cold indentation on dc-Ge [10]. The appearance of pop-out events
alone without phase transformation in some indents might result from insufficient resolution of the
Raman spectrometer. Some other possibilities may still exist, for example, phase transformation to
dc-Ge from (β-Sn)-Ge also affected the occurrence of pop-out events, but additional experiments with
more detailed observations are required to distinguish the cause.

3.2. Effects of Indentation Modes on Phase Transformation Behaviors

Another clear tendency for the phase transformation behavior obtained from Figure 5 is that
double cyclic indentation tests with lower residual load ΔP promoted the phase transformation to
r8-Ge compared with single indentation. In the double cyclic indentation, r8-Ge was confirmed. Even
though the correlation between phase transformation and pop-out events for the single mode was
confirmed in Section 3.2, this kind of correlation did not exist for double cyclic indentation with low
ΔP. In other words, phase transformation to r8-Ge was confirmed regardless of pop-out events in
the double cyclic mode. On the other hand, the detection fraction decreases with increase in ΔP and
finally becomes obviously lower than single indentation. This indicates that double cyclic indentation
can promote phase transformation to r8-Ge, independent of pop-out response during unloading,
although phase transformation is suppressed by high residual load ΔP. The effect of residual load on
the formation of r8-Ge is further confirmed from the result of different LHT experiments shown in
Figure 6. Even under a small ΔP of 2 mN, longer LHT increases the influence of residual load, showing
a decreased detection fraction of r8-Ge.
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Figure 6. Detection fraction of r8-Ge under different LHT (ΔP = 2 mN, loading/unloading rate of
50 mN/s).
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The mechanism for promoting the formation of r8-Ge by multi cyclic nanoindentation can be
explained by referring to a previous study on Si [20]. In that study, during multi cyclic nanoindentation,
it was suggested that the transformed r8-Si/bc8-Si region expanded during subsequent cycles and
finally a larger r8-Si/bc8-Si region was formed compared to single indentation [20]. This mechanism
can be employed to this study. Namely, compared to single indentation, double cyclic indentation
with small ΔP can expand the transformed region and result in a higher detection fraction of r8-Ge.
The lower detection of r8-Ge under ΔP = 0 mN compared with ΔP = 2 mN is possibly caused by
an error of noncontact between the indenter tip and sample surface. The case for ΔP = 0 mN means
that the load was completely removed from the sample, and the indenter tip might leave the sample
surface. In such a case, friction might occur at the second contact and cause shear in the Ge sample,
which could lead to phase transformation to dc-Ge or st12-Ge [7,14,17]. It should be noted that 1 of
20 indents with a residual load of 0 mN and loading/unloading rate of 50 mN/s has peaks around
195, 250, and 280 cm−1 corresponding to st12-Ge. The phase transformation caused by shear does not
contain r8-Ge [7,14,17], so friction during LHT might prevent the formation of r8-Ge under ΔP = 0
mN compared with ΔP = 2 mN even though the phase transformation to r8-Ge was still dominant
compared to other higher ΔP. However, there may well be other explanations for the lower r8-Ge
probability for the 0 mN LHT case, and further experiments would be needed to resolve this issue.

Although the positive effect of double cyclic indentation for promoting phase transformation is
explained above by referring to the case of Si, the negative effect of increasing residual holding load
should be explained in a different way from Si because a high residual load over 10 mN also promotes
phase transformation for Si [21,22]. For Ge, two different mechanisms to prevent the formation of
r8-Ge might be expected to occur such as nucleation of defects or phase transformation to other phases.
A recent indentation study of Si with maximum load held for long times indicated that longer holding
time could promote either of defect nucleation or phase transformation [29]. Similar phenomena to
this previous study possibly occurred during LHT in the current study. For Ge, defect nucleation is
more dominant under slow indentation of dc-Ge [8,14] which is similar to the case of LHT. So, more
defects could be nucleated in non-transformed dc-Ge underneath the indenter tip during the LHT
process for the case of higher ΔP. Phase transformation and defect nucleation are competitive [10,29],
so expansion of the defect nucleated region means a reduction of the transformed region at the second
cycle. Therefore, higher ΔP could prevent additional phase transformation during the second cycle,
which could be a reason for lower detection fraction of r8-Ge under higher ΔP. On the other hand,
in the region which had transformed at the first cycle, accumulation of shear pressure is expected
to occur under high ΔP because of separation between phase transformation and defect nucleation
regions. Under a high shear and strain condition, phase transformation to st12-Ge may became more
probable [7,14,17], so the detection fraction of phase transformation to r8-Ge would decrease, even
being less than that for a single indentation. However, the first explanation, that of defect nucleation
during the LHT process, is expected to be more likely than st12-Ge formation.

To further verify this explanation, the indentation displacement at the beginning of the second
cycle unloading and the residual displacement after the second cycle as shown in Figure 7a were
statistically analyzed, and the results are presented in Figure 7b,c respectively. It is noted that even
though the indentation displacement at the beginning of the second cycle unloading is almost the same
with only a few nm difference as shown in Figure 7b, the residual displacement after the second cycle
in Figure 7c gradually decreases with increasing ΔP except that of 0 mN which might contain some
error due to re-contact as mentioned above. This is assumed to be caused by lattice volume differences.
Relative volume of r8-Ge is ~10% smaller than that of dc-Ge [30]. This implies that dc-Ge with defect
nucleation results in a larger difference in volume than that of the denser r8-Ge phase. Such a volume
change caused by phase transformation was previously indicated in a DAC experiment [31]. This is
consistent to our expectation that the dominant end phase shifted to dc-Ge with defects from r8-Ge
with increasing ΔP, leading to smaller indentation displacement after the second cycle as shown in
Figure 7c because of larger relative volume of dc-Ge end phase than r8-Ge.
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Figure 7. (a) An example of indentation load-displacement curve obtained under double cyclic
indentation (real data without artificial shift); (b) the indentation displacement of the beginning of the
second cycle unloading; (c) the indentation displacement after the second cycle.

According to the analysis mentioned above, possible phase transformation pathways during
double cyclic nanoindentation corresponding to low and high residual loads are illustrated in
Figure 8a,b, respectively. During loading of the first cycle, typical phase transformation to
(β-Sn)-Ge [1–4] and defect nucleation in the non-transformed region [8,10,14] occurs. After unloading
of the first cycle, the transformed region is a mixture of (β-Sn)-Ge and other transformed phases [5–11].
For the case of low residual load in Figure 8a, there is little defect nucleation in the surrounding region
and little shear accumulation in transformed region during LHT. This enables phase transformation to
r8-Ge during the second cycle and a larger transformed region than a single indentation. As a result,
r8-Ge is more frequently detected as the end phase. On the other hand, high residual load causes
much defect nucleation and shear accumulation as shown in Figure 8b, which limits the extension of
the transformed region during the second cycle. In addition, the accumulated shear results in more
defective dc-Ge than r8-Ge. These processes lead to less formation of r8-Ge.
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Figure 8. Possible phase transformation pathways during double cyclic nanoindentation: (a) case of
low residual load during LHP; (b) case of high residual load during LHP.

4. Conclusions

Phase transformation behaviors in single-crystal Ge were comparatively investigated under single
and double cyclic nanoindentation tests. The experimental results indicated that fast double cyclic
indentation with low holding residual load remarkably promoted phase transformation from dc-Ge
to r8-Ge regardless of the fact that deformation responses were different from single indentation.
However, the occurrence of phase transformation decreased with increase in the residual load between
the 1st and 2nd cycle. The possible reason is that, although fast and double cyclic indentation
with low residual load expands the transformed r8-Ge region by repetitive loading and unloading,
the high residual load prevents the expansion of transformed region by further defect nucleation
and accumulation of shear which promote more phase transformation to another phase than r8-Ge.
This study is expected to give new insights into high pressure phase transformation mechanisms in
single-crystal Ge.
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Abstract: In this paper, the structural properties of technetium phosphides Tc3P and TcP4 are
investigated by first principles at zero pressure and compared with the experimental values. In addition,
the electronic properties of these two crystals in the pressure range of 0–40 GPa are investigated. Further,
we discuss the change in the optical properties of technetium phosphides at high pressures. At the end
of our study, we focus on the research of the hardness of TcP4 at different pressures by employing a
semiempirical method, and the effect of pressure on the hardness is studied. Results show that the
hardness of TcP4 increases with the increasing pressure, and the influence mechanism of pressure
effect on the hardness of TcP4 is also discussed.

Keywords: density functional theory; hardness; electronic property; optical properties

1. Introduction

Due to their excellent performance in cutting, abrasion, and drilling, exploring new types
of ultrahard materials has become a subject of inherent interest in recent decades. Until now, the
development of superhard materials has gone through stages of traditional superhard materials,
second kinds of superhard materials, and novel superhard materials.

As the well-known hardest traditional ultrahard material, diamond is of great interest for
application and basic research [1]. However, its limitations in cutting iron and other ferrous metals
greatly limits its application [2]. The second types of ultrahard materials are compounds composed
of light elements (B–C–N–O system) with strong and short covalent bonds. These compounds have
made great progress in cutting iron and other ferrous metals, but the severe preparation conditions
and high cost of these compounds limit their large-scale production and application. Novel superhard
materials are transition metals combined with light elements—especially transition metal borides.
These compounds have a high electron concentration due to the transition metals, and they contain
short covalent bonds for the presence of boron atoms. The unique structural properties determine the
high bulk moduli and hardness of transition-metal borides.

Transition-metal phosphides are a class of compounds similar to transition-metal borides, and
have attracted much attention due to their wide applications in superconductivity, magnetocaloric
behavior, catalytic activity, lithium intercalation capacity, and so on [3,4]. However, few investigations
have been done on their hardness. Cadmium diphosphide is an important technical material as a wide-gap
semiconductor. Due to its superior optical properties, CdP2 has a wide range of application prospects
in the fabrication of solar cells [5]. In addition, its large thermo-optic coefficient leads to numerous
applications in thermal sensors [6]. Further, its wide band gap and anisotropic electrical properties make
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CdP2 a promising material in electronic engineering [7]. In addition, many investigations [8–10] have also
been done on the optical and electronic properties of α-ZnP2 to investigate its applications.

Neither CdP2 nor ZnP2 are ultrahard materials, but high pressure has an important effect on the
hardness of materials. Studying the mechanism of the influence of high pressure on the hardness of
materials is of great significance to improve their hardness characteristics. In our previous study, we
have systematically explored the pressure effect on the elastic properties, mechanical stability, and
hardness for transition-metal borides W2B5 [11]. Recently, we investigated the hardness properties of
CdP2 at high pressure, and found that the hardness of CdP2 increases as the pressure is increased [12].

Technetium phosphides are a member of the transition-metal phosphides, and have seldom
been studied. Using the X-ray diffraction method, Ruhl et al. [13] obtained the crystal structure of
technetium phosphides for the first time in 1981. In their work, Ruhl et al. pointed out that Tc3P
crystallizes in the tetragonal Mn3P (Fe3P type) structure, and the tetragonal Tc3P crystalizes in a unit
cell with lattice parameters a = b = 9.568 ± 0.005 Å, c = 4.736 ± 0.003 Å, c/a = 0.4950 ± 0.0006, β = 90◦,
V = 433.6 ± 0.6 Å3, and the unit cell comprises eight structure units (32 atoms); meanwhile, TcP4 has
an orthorhombic ReP4-type structure, and the orthorhombic cell of TcP4 crystalizes in a unit cell with
lattice constants a = 6.238 ± 0.001 Å, b = 9.215 ± 0.003 Å, c = 10.837 ± 0.003 Å, V = 623.0 ± 0.1 Å3, with
eight formula units (40 atoms) in the cell.

In this paper, we intend to systematically explore the structural, electronic, optical properties, and
hardness of technetium phosphides on the basis of the former experimental results under high pressure.
The purpose of our work is two-fold. First of all, it is to give a comprehensive and complementary
investigation of the effect of pressure on the hardness of technetium phosphides. Second, it is to
provide powerful guidelines for future experimental investigations; we hope that such an investigation
might provide a way to explore novel ultrahard materials.

2. Computational Methods and Details

In this paper, by using the standard Kohn–Sham self-consistent density functional theory [14–17]
based on SIESTA code, we study the structural, electronic, and elastic properties of two forms of
technetium phosphides: Tc3P and TcP4 crystals. To get the calculated values, the conjugate gradient
minimization method is used to relax the positions of atoms and lattice vectors of technetium
phosphides at ambient and high pressures. In our MD simulation, the single-crystal diffractometer data
obtained by Ruhl et al. are used as initial structure of calculations. The tetragonal Tc3P crystallizes in a
unit cell with lattice parameters a = b = 9.568 ± 0.005 Å, c = 4.736 ± 0.003 Å, β = 90◦, and the unit cell
comprises eight structural units (32 atoms); while the orthorhombic crystallizes in a unit cell with lattice
parameters a = 6.238 Å, b = 9.215 Å, and c = 10.837 Å, β = 90◦, and the unit cell comprises eight structural
units (40 atoms). For the exchange-correlation energy, the generalized gradient approximation (GGA)
designed by Perdew, Burke, and Ernzerhof (PBE) [18–20] is adopted. Additionally, the local density
approximation (LDA) [21] method is also used as auxiliary calculations. At the same time, we adopt
norm-conserving pseudopotentials in the form of Kleinman and Bylander [22] using Troullier and
Martins’ scheme to describe the valence electron interaction with the atomic core, and choose a
split-valence double-ζ basis set plus polarization function (DZP) with an energy shift of 0.005 Ry as
our atomic orbital basis set in all the computations.

The optical properties of a material can be described by the complex dielectric function as
ε (ω) = ε1(ω) + iε2(ω). The imaginary part of the dielectric function ε2(ω) can be considered as detailing
of the real transitions between the occupied and unoccupied states. The real part ε1(ω) can be obtained
from the imaginary part by Kramers–Kronig relationship. In addition, other optical parameters
(absorption coefficient, reflectance, refractive index, and energy loss spectroscopy) can be obtained
from ε1(ω) and ε2(ω). Here we focus on the absorption coefficient of TcP4. It can be derived from the
following formula [23].

α(ω) =
√

2 ω

√√
ε2

1(ω) + ε2
2(ω)− ε1(ω) (1)
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In this study, we employ the model proposed by Gao et al. [24] to calculate the theoretical Vickers
hardness of TcP4 at different pressures. Generally, the Vickers hardness value of a material is defined
as the ratio of F/A in an experiment, where F is the pressed force applied to the diamond penetrator on
the measured material in kilograms-force and A is the impression area of the resulting indentation in
square millimeters. In this theoretical model, the Vickers hardness can be calculated by the following
three formulae:

Hv =

[
μ

∏ (Hμ
v )

Nμ

] 1
∑ Nμ

(2)

Hμ
v = 699Pu

(
vμ

b

)−(5/3)
exp

(
−3005 f 1.553

m

)
(3)

vμ
b =

(du)3

∑v (dv)3(Nv/Ω)
=

(du)3Ω

∑v

[
(dv)3Nv

] (4)

where Hv is the hardness of the calculated material, Hμ
v is the hardness of μ-type bond in material, Nμ,

Pμ, vμ
b are the total bond number, the Mulliken overlap population, and the bond volume of μ-type

bond in the cell. fm and dμ are the metallicity and the bond length of μ-type bond. Ω is the cell volume.
The metallicity fm can be obtained by Formula (5),

fm =
nm

ne
=

0.026DF
ne

(5)

where nm is the number of electrons that can be excited at the ambient temperature, ne is the total
number of the valence electrons in a unit cell, and DF is the electron density of states at the Fermi level.

3. Results and Discussions

3.1. Structure Properties

Combined with both GGA and LDA approximations, the calculated lattice parameters and cell
volume of the crystal Tc3P and TcP4 at ambient pressure are obtained by the conjugate gradient
(CG) minimization method. The theoretical results at ambient pressure are shown in Table 1 and are
compared with the experimental ones. From Table 1, it is noted that for the tetragonal Tc3P crystals,
the deviations of GGA and LDA results are within 3.7% and 2.6% for the lattice parameters and cell
volume, respectively. For the orthorhombic TcP4 crystals, the error of the results obtained by GGA and
LDA are within 4.1% and 1.0% for the lattice parameters and cell volume, respectively. So, the LDA
results match the experimental values better than the GGA results, and the LDA method is a better
approximation than GGA to study technetium phosphides at zero pressure.

Table 1. Calculated and experimental lattice parameters of the crystal Tc3P and TcP4 at zero pressure.
GGA: generalized gradient approximation; LDA: local density approximation.

Lattice
Parameter

Tc3P TcP4

Theoretical Results
Experimental Values [13]

Theoretical Results
Experimental Values [13]

GGA LDA GGA LDA

a0 (Å) 9.490 9.376 9.568 6.341 6.280 6.238
b0 (Å) 9.490 9.376 9.568 9.339 9.241 9.215
c0 (Å) 4.907 4.856 4.736 10.949 10.827 10.837

V0 (Å3) 441.9 426.9 433.6 648.3 628.3 623.0

3.2. Electronic Properties

In this paper, the GGA approximation and LDA approximations are used to calculate the band
structure of Tc3P and TcP4. The band structures calculated by these two methods are similar, so here
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we just present the GGA results in Figure 1 (only −12 to −6 eV for Tc3P, and −8 to −2 eV for TcP4).
From Figure 1a, it can be seen that there are some points of intersection between the Fermi level and
energy bands for the Tc3P crystal. Therefore, the Tc3P crystal can be considered as a conductor material.
However, for the TcP4 crystal in Figure 1b, there is a direct band gap of 0.91 eV at the high symmetry
point G. So, the TcP4 is a semiconductor material.

 
Figure 1. Electronic band structures of the (a) Tc3P and (b) TcP4 crystals in the vicinity of the Fermi
level. The red horizontal dotted lines correspond to the Fermi level Ef.

The properties of materials have much to do with the electron configuration of molecule. So, we
further calculated the total and projected density of states (TDOS and PDOS) for Tc3P crystal to study
the distribution of the electrons on different orbits to the conductibility of Tc3P crystal.

The total and projected electronic density of states of Tc3P with energy ranging from −16 to 0 eV
is depicted in Figure 2a. At the same time, the projected density of states of some s, p, and d states of
Tc and P atoms are calculated, respectively. From Figure 2a, the contribution of the Tc-4d electrons is
predominant for the energy bands near the Fermi level of the Tc3P crystal. So, the Tc-4d electrons are
important for the conductibility of this crystal.

Figure 2. The total density of states (DOS) and projected DOS (PDOS) of P(3p), Tc(4d) and Tc(5s)(d) for
(a) Tc3P crystal in the range from −16 to 10 eV and (b) TcP4 crystal in the range from −20 to 20 eV. The
red vertical dotted lines correspond to the Fermi level Ef.
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In addition, Figure 2b shows us the TDOS and PDOS of the TcP4 crystal, and it can be seen that
the whole band can be divided into two prominent valence-band regions and two conduction-band
regions. The regions range from −20 to −13 eV, −13 to −6 eV, −6 to 1 eV, and 1 to 20 eV, respectively.
The densities of states at these regions primarily consist of Tc-5s, Tc-4d, and P-3p states. From Figure 2b,
we can see that the bonding peaks ranged from −20 to −13 eV and the bonding peaks between 1 and
20 eV are mainly dominated by the P-3p state. The peaks of the bonding ranged from −13 to −6 eV in
the valence band and the peaks of the bonding ranged from −6 to 1 eV in the conduction band are not
only predominated by the P-3p state, but also contributed from the Tc-4d state. In addition, because
the electronic densities of states from −13 and −6 eV and the region range from −6 to 1 eV are located
in the vicinity of the Fermi level, and the Tc-4d and P-3p states are principally for these two bands, the
Tc-4d and P-3p electrons are very important for the energy bands of the TcP4 crystal.

According to above analysis, it is noted that the conductibility of Tc3P crystal is attributed to
the Tc-4d electrons, while the distribution of the P-3p electrons weakens the conductivity of the TcP4

crystal. As a result, the Tc3P crystal is considered as a conductor material, while the TcP4 crystal is a
semiconductor material.

The structural and electronic properties of technetium phosphide crystals are also investigated
with GGA and LDA approximations at the pressure range from 0 to 40 GPa. However, previous
studies [25,26] show that the GGA method is better than LDA to study the properties of these types of
crystal at a high pressure. Therefore, the following investigations are studied by GGA approximation.
The cell volumes of Tc3P and TcP4 crystal changing with increasing pressure are shown in Figure 3a.
In the pressure range between 0 and 40 GPa, it is noted that the cell volume of the Tc3P crystal decreases
smoothly with the increasing pressure. In addition, Figure 3b shows that the band gap of the TcP4

crystal changed with the pressure. As is shown in Figure 3b, from 0 to 40 GPa, the band gap of the TcP4

crystal increases from 0.91 to 1.30 eV. Although the band gap increases with the increasing pressure,
the TcP4 crystal is still a semiconductor under high pressure.

Figure 3. (a) The dependence of the cell volume on pressure for the Tc3P and TcP4 crystal; (b) The
dependence of the band gap on pressure for the TcP4 crystal.

3.3. Optical Properties

Commonly, transition-metal phosphides have good optical properties. The Tc3P crystal is a
conductor material, while the TcP4 is a semiconductor material with a wide direct band gap. Therefore,
here we only investigate the optical properties of TcP4. The complex dielectric function of TcP4 at zero
pressure is presented in Figure 4. In order to discuss the absorption coefficient of TcP4 under high
pressure, we computed the dielectric function of this crystal at different pressures. The imaginary part
of the dielectric function and the absorption coefficient of TcP4 crystal at different pressures are shown
in Figure 5.
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From Figure 5b, it is noted that a primary peak of the absorption coefficient of TcP4 occurred in
the wavelength region of the ultraviolet band. In addition, TcP4 has a large absorption coefficient in
the visible-light region, while the imaginary part of the dielectric function has a close connection with
the absorption coefficient. From Figure 5a,b, we can see the change of optical properties of TcP4 at high
pressure. The absorption of visible and ultraviolet light for TcP4 enhances as the pressure is increased.
Combined with the study of the change in band gap with pressure in Section 3.2, it can be seen that
the pressure effect has an important influence on the photo-catalytic properties of TcP4. In the future,
we can consider increasing the photo-catalytic performance of TcP4 by a high-pressure method.

Figure 4. The complex dielectric function for the TcP4 crystal; the black solid line corresponds to the
real part, and the red solid line corresponds to the imaginary part.

Figure 5. (a) The imaginary part of the dielectric function for the TcP4 crystal at different pressures.
(b) The absorption coefficient of TcP4 crystal at different pressures.

3.4. Hardness

Based on previous work [27,28], it is known that the metallic bond limits the hardness of transition
metal phosphides. Compared Tc3P and TcP4, it is not difficult to find that there are many more Tc-Tc
bonds in Tc3P than that of TcP4, so we focus our study on TcP4 in the present work. There are many
theoretical models to calculate theoretical Vickers hardness. For example, Tian et al. [29] proposed
the formulation of hardness for crystals, Hv = 0.92 k1.137G0.708, where k = G/B, B is the bulk modulus,
and G is the shear modulus. Both bulk and shear moduli are macroscopic concepts. Liu et al. [30]
employed this model to calculate the hardness in pyrite-type transition-metal pernitrides. In this
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study, we employ the model proposed by Gao et al. [24] to calculate the theoretical Vickers hardness.
This model considers the effect of metal bonds on the hardness, and presents the relationship between
hardness and microscopic parameters. According to this model, the bond parameters and Vickers
hardness of TcP4 at ambient pressure are calculated and presented in Table 2. Compared with the
experimental values that can be obtained, theoretical hardness obtained by Tian’s and Gao’s model
are in better agreement with the experimental results. However, the latter can explain the origin of
hardness at atomic level.

Table 2. Calculated bond parameters and theoretical hardness obtained by the models of Tian et al.
and Gao et al. at ambient pressure. Experimental data are presented for comparison.

Compounds Bond dμ (Å) Pμ Ω (Å3) vb
μ (Å3) fm (10−3) Hv

μ (GPa) Hv Tian Hv Gao Hv exp

WB2-WB2 B-B (1) 1.727 0.76 2.521 0 28.8 25.6 [31] 27.7 [32]
B-B (2) 1.838 0.65 3.038 0

W-B
(1) 2.335 0.26 6.229 1.787

ReB2-ReB2 B-B 1.807 0.64 1.846 0 43.4 39.1 [31] 39.3 [32]
Re-B 2.240 0.25 3.515 1.311

TcP4 P-P 2.178 0.58 621.7 5.362 0 24.68 19.7 20.1
P-P 2.190 0.56 5.451 0 23.19
P-P 2.191 0.51 5.458 0 21.07
P-P 2.203 0.60 5.549 0 24.12
P-P 2.252 0.51 5.927 0 18.36
Tc-P 2.342 0.52 6.667 0.929 14.39
Tc-P 2.356 0.33 6.787 0.929 8.86
Tc-P 2.358 0.54 6.804 0.929 14.44
Tc-P 2.377 0.53 6.970 0.929 13.62
Tc-P 2.425 0.57 7.401 0.929 13.25
Tc-P 2.523 0.30 8.335 0.929 5.72
Tc-Tc 3.000 0.63 14.012 0.929 5.05

In addition, to study the effect of pressure on the hardness property of TcP4, we computed its
Vickers hardness from 0 to 40 GPa. The results are presented in Table 3. It is not difficult to see that the
hardness of TcP4 increases with the increasing pressure. By analyzing the bond parameter and bond
component of TcP4 at different pressures, we found that the hardness is most closely related with the
metallicity, the Mulliken overlap population of the bonds in the crystal. Further analysis showed that
there are two reasons explaining the increasing hardness at high pressure: (1) the Mulliken overlap
populations of the covalent bonds (P-P bonds) and ionic bonds (Cd-P bonds) in TcP4 increase as the
pressure is increased, leading to both the hardness of P-P bonds Cd-P bonds increasing at a higher
pressure; (2) the metallicity of metallic bonds in TcP4 are weakened as the pressure increases, leading to
the limit to the hardness in the crystal being weakened. In a word, due to the enhancement of covalent
bonds and the weakening of metal bonds, the hardness of TcP4 is increased at a higher pressure.

Table 3. Calculated Vickers hardness of TcP4 at different pressures.

Compounds 0 GPa 10 GPa 20 GPa 40 GPa

Hardness (GPa) 20.14 22.35 24.88 25.74

4. Conclusions

In this paper, density functional theory is employed to investigate the structure, electronic
properties, optical properties, and hardness of technetium phosphides in the pressure range of 0 to
40 GPa. The lattice parameters and the final atomic positions obtained theoretically are in excellent
agreement with the experimental values at ambient pressure. In addition, the electronic properties
of Tc3P and TcP4 crystal are also studied and presented. The results show that the Tc3P crystal is a
conductor material. However, for the TcP4 crystal, there is a direct band gap of 0.91 eV at the high
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symmetry point G. Additionally, the band gap of the TcP4 crystal increased from 0.91 to 1.30 eV as the
pressure increased from 0 to 40 GPa. The calculated total electronic density of states and projected
densities of states for the Tc3P and TcP4 are presented. Results show that the predominant distribution
of Tc-4d to the DOS near the Fermi level leads to the classification of Tc3P crystal as a conductor
material, while the distribution of both Tc-4d and P-3p to the DOS near the Fermi level leads to the
conclusion that TcP4 crystal is a semiconductor material. What is more, the optical properties of TcP4

are discussed, and we find the absorption of visible and ultraviolet light for TcP4 enhances as the
pressure is increased. This indicates that the high pressure method is an effective way to regulate the
photo-catalytic performance of TcP4.

At the end of our study, we research the effect of pressure on the hardness of TcP4. Results show
that both the Mulliken overlap populations of P-P bonds and Cd-P bonds in TcP4 increase as the
pressure is increased, which leads to the hardness of covalent bonds and ionic bonds increasing as
the pressure is increased. Meanwhile, as the pressure increases, the metallicity weakens. This leads to
the hardness of TcP4 increasing as the pressure is increased. As the pressure rises from 0 to 40 GPa,
the Vickers hardness of TcP4 increases from 20.14 to 25.74 GPa. So, the effect of pressure plays an
important role on the hardness of Tc-P crystals; it changes the hardness of the material by affecting its
chemical bond parameters. This study would provide a theoretical basis for improving the hardness of
transition metal phosphides and a theoretical guidance for the synthesis of novel ultrahard materials
for experiment.
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Abstract: This review article summarizes the recent advances in measuring and understanding the
indentation-induced plastic deformation and fracture behavior of single crystals of a wide variety
of organic molecules and pharmaceutical compounds. The importance of hardness measurement
for molecular crystals at the nanoscale, methods and models used so far to analyze and estimate the
hardness of the crystals, factors affecting the indentation hardness of organic crystals, correlation
of the mechanical properties to their underlying crystal packing, and fracture toughness studies of
molecular crystals are reviewed.
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1. Introduction

The crystals of organic molecules offer attractive physical properties that are different from
the thermal, mechanical, optical, and electronic properties of conventional solids because of the
presence of weak intermolecular interactions (such as van der Waals and dipole interactions, etc.)
and the interplay between inter-and intramolecular degrees of freedom [1,2]. During the last decade,
understanding the physics and mechanical deformation behavior of single crystals of organic molecules
has become the subject of both theoretical and experimental researchers with the intention of exploring
and exploiting them for various technological [2] applications such as molecular electronics [3]
and pharmaceutics [4–11], etc. [12,13]. For example, in the pharmaceutical industry, the easy
tableting and formulation of a drug solely depend on the mechanical properties of the bulk drug.
Therefore, the establishment of structure-mechanical property relationships is key to designing and
controlling the properties of molecular crystals in a more effective way [14]. In this review article,
the authors have made efforts to summarize the recent advances in measuring and understanding
the indentation-induced plastic deformation and fracture behavior of single crystals of a wide variety
of organic molecules and pharmaceutical compounds, including the importance of hardness, H,
measurement at the nanoscale, methods and models proposed and/or utilized to analyze and estimate
the H of the crystals, factors affecting the H of organic crystals during small-scale testing, correlation of
the mechanical properties to their underlying crystal packing, and fracture toughness studies.

1.1. Mechanical Properties

The mechanical properties of materials refer to the behavior of materials when external forces
are applied. Knowledge of this area provides the basis for designing molecular solids with desirable
properties and avoids failures in several engineering applications. The core concern in design to
prevent structural failure is that the applied stress (force/unit area) must not exceed the strength
of the crystals; otherwise, it leads to deformation or fracture failure. Deformation failure can be
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understood as the change in the physical dimensions or shape of crystals which cannot be recovered.
When the cracking reaches to the extent that separates the crystal into two pieces, is called a fracture.
So far, material failures are classified either as deformation or fracture. Deformation has been further
classified as elastic and plastic upon loading. As the name indicates, elastic deformation recovers
immediately upon unloading. In general, stress and strain are proportional to each other in the case of
pure elastic materials. The proportionality constant, E, is the modulus of elasticity for axial loading
cases. In contrast, plastic deformation is a permanent deformation process and does not recover upon
unloading. Once plasticity is initiated in the material, an additional increase in stress causes further
deformation, called yielding, and the beginning point of that process is known as the yield strength, σo.
Based on the plastic deformation behavior in various materials, materials are recognized as ductile or
brittle. While ductile materials are capable of sustaining large amounts of plastic deformation, brittle
materials fracture without entering much into plastic deformation. While many metals exhibit ductile
behavior, glasses, molecular crystals, and ceramics show brittle behavior. Materials having high values
of both ultimate tensile strength, σu, and strain at fracture, εf, are recognized as tough, and these are
desirable for use in structural applications. The plastic deformation that accumulates with time is
termed creep [15].

1.2. Plasticity

Most real materials undergo some permanent deformation upon loading, which involves
dissipation of energy. This means that the original state may be achieved by the supply of more
energy, as the process is irreversible. In crystalline materials and metals, the motion of dislocations
and the migration of grain boundaries are responsible for microscale level plastic deformations [16].
The theory of plasticity was initially developed by Tresca [17], who proposed yield criterion in 1864.
Saint-Venant [18], Levy [19], Von Mises [20], and Hencky and Prandtl [21] have further advanced the
concept of yield and plastic flow rules. Later, Prager [22] and Hill [23] developed the “classical theory”
which brought many aspects into a single framework. Further developments in computational and
numerical methods [24] have been developed for a better understanding of the plasticity problem in
crystalline materials.

It was proposed that plastic flow occurs in molecular crystals via a slip mechanism (movement of
edge dislocations) along with specific directions in the crystal [25]. Interestingly, while the dislocation
climb was reported as the responsible deformation mechanism during creep for molecular crystals
at elevated stresses and temperatures, edge dislocation movement under applied stress was found
as the dominant deformation mechanism for plastic crystals. Since pharmaceutical industries use
techniques like grinding, milling, and tableting to make tablets, the solids that deform plastically via
edge dislocation movement or slip are given importance to develop a predictive approach to the yield
properties of molecular crystals/compounds [26].

1.3. The Critical Resolved Shear Stress and Schmid Factor

As discussed above, slip along a crystallographic plane occurs via a dislocation motion for which
a certain amount of stress is needed to overcome the resistance offered by the lattice. It is observed
that the slip in a particular crystallographic plane occurs when the shear stress along the slip direction
reaches a critical value on that particular plane. Therefore, this critical shear stress is related to the
stress required to move dislocations across the slip plane. The yield stress (stress required to onset the
plastic deformation under a tensile/compressive load) can be related to the shear stress that acts along
the slip direction, as below [15]:

τ = σ cos∅ cosλ (1)

where σ = FA is the applied tensile/compressive stress. If this is applied along the long axis of the
sample with cross-sectional area A (as shown in Figure 1), then the applied force along that axis is
F = σA.
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Figure 1. Schematic diagram showing slip mechanism in a single crystal under compressive loading.

The slip direction is shown in Figure 1 if the slip occurs on the plane that is shown in the schematic
with plane normal n. The resolved shear stress acting parallel to the slip direction on the slip plane, τR,
can be calculated using the following equation [15]:

τR =
resolved f orce acting on the slip plane

area o f slip plane
=

Fcosλ

A/cosφ
=

F
A

cosλcosφ (2)

where φ, the angle between the force axis and the slip plane normal and λ is the angle between the
force axis and slip direction. The Fcosλ term represents the axial force that lies parallel to the slip
direction. The value of τR at which slip occurs in a given crystal with specified density of dislocations
is constant, and is known as critical resolved shear stress, τc. This is also known as Schmid’s Law.
The quantity, cos φ cos λ is called Schmid factor. Schmid’s law can be written as [15]:

τc = σycosφcosλ (3)

where σy is known as yield stress, the stress required to cause slip on the primary slip system. There can
be several slip systems in a given crystal. As the load increases, the τR on each slip system increases
until it reaches τc. When the particular slip system reaches τc, the crystal begins to deform plastically
by that slip system, hence known as the primary slip system. With the further increase of load,
other slip systems may begin to operate when τc is reached. Schmid’s law can be used to calculate
the Schmid factor to estimate the primary slip system in a given crystal. The primary slip system will
have the greatest Schmid factor. One can calculate the Schmid factor for every slip system in the given
material to determine which slip system operates first [15].

2. Hardness Measurement Methods

Hardness testing is performed to estimate the materials’ ability to resist plastic flow under applied
load. However, the measurement of H depends on the method one chooses and is influenced by
both the elastic and plastic nature of materials. Depending on the forces applied and displacements
obtained, the H measurements can be defined as micro-, nano-, or macrohardness. While measuring
macrohardness is very simple for bulk materials, thin films and microstructured materials require H
measurement techniques at micro/nanoscale [27]. While the electromagnetic, ultrasonic, and rebound
techniques are used to measure materials’ hardness, indentation testing has received considerable
attention because it is non-destructive and provides reliable and straightforward data. Indentation
(penetration of a hard material, typically a diamond with a known geometry, into the sample) tests
were first performed by Brinell [28], who used spherical balls (as shown in Figure 2a) from hardened
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steel ball bearings or made of cemented tungsten carbide to quantify the plastic properties of materials
in 1900. Brinell’s work was then followed and improved by Meyer [29] in 1908.

Figure 2. Indentation hardness testing methods: Schematic of (a) the spherical indenter (Brinell and Meyer);
(b) diamond pyramidal indenter (Vickers). (Adapted from Reference 30, reproduced with permission).

In Meyer’s work, the H was calculated using the ratio between the load (P) and the projected
area (A), namely, H = P/A. In 1922, the Vickers [30] test was carried out using a square-based pyramid
diamond indenter with a 136◦ semi-angle instead of a ball indenter, as shown in Figure 2b. The Vickers
hardness was defined as the ratio between the load and the surface area of the residual impression,
namely, Hv = 1.8544 P2/dv

2, where dV is the length of the diagonal of the surface area. A research
paper published by Tabor [31] in 1948 advanced the understanding of indentation hardness testing,
wherein he described the penetration procedure of a ball-like indenter into a material. He mentioned
that, upon the application of the load, the material initially starts deforming elastically (which means
that the material recovers to its original state upon removing the load) and then flows plastically
(associated with work hardening mechanism after removal of the complete load). In 1951 [32],
he proposed an equation relating indentation hardness and the yield stress (σ) of the material based
on the theory of indentation of a rigid perfectly plastic solid, namely, H = C σ, where C is a constant
that is dependent on the indenter geometry. Tabor furthered the understanding of the indentation
response of polymers [33,34] and brittle materials [35], as well as the temperature dependence of
the hardness [36] of metal oxide samples. Within a short time, the indentation technique was
extended to small volume materials in the mid-1970s [37]. The indentation technique that helps
in measuring the mechanical properties of small volume materials was named “nanoindentation”,
as the length scale of the penetration depth is usually in nanometers. In the indentation methods
mentioned above, the contact area was directly measured from the residual impression area. However,
in nanoindentation, since the contact area, Ac, of the residual indent is too small to measure, Ac is
determined by the measured depth of penetration in nanoindentation [38].

The indentation technique became popular after 1992 with the development of a method
to measure elastic modulus and hardness based on the load, P, and displacement, h, curve.
Oliver and Pharr [39,40] proposed this approach in 1992. In 2007, Kucharski and Mroz [41] developed
a procedure for determining stress-strain curves using cyclic spherical indentation data. Subsequently,
Kruzic et al. [42] developed a method to evaluate the fracture toughness of brittle materials. Further
developments, such as identifying the effects of kinematic hardening on the material response [43],
the reconstruction of the axial stress-strain curve from the indentation data with conical indenter over
a range of cone angles [44], and the modification of the hardness formulation within the elastic-plastic
transition derived for solids, were reported by Hill [23] and Marsh [45]. Rodriguez et al. [46] found that
the mechanical properties of alumina-titania nanostructured films measured using nanoindentation
were higher than the conventionally measured values.
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The hardness obtained by the indentation test is defined as the ratio of the maximum indentation
load, Pmax, to the contact area, of the indenter [39,40]:

H =
Pmax

Ac(hc)
(4)

The reader should note that the above definition of indentation hardness may deviate from the
traditional hardness measurement where the area is estimated from the residual indent impression.
In the latter process, the actual contact area may be underestimated if there is significant elastic recovery
during indentation unloading. In general, the materials with high elastic modulus will exhibit slightly
deviated values from the indentation hardness measurement.

The area of contact is a function of the indenter contact depth, hc, and can be determined by the
following expression:

Ac(hc) = C0hc
2 + C1hc + C2hc

1/2 + C3hc
1/4 + . . . . . . . .+C8hc

1/128 (5)

It is important to note that only the C0 will be used if the Berkovich indenter is assumed as
a perfect tip at higher penetration depths. For the cases of imperfect tips and shallower depths,
higher-order terms have to be considered, and these can be obtained from the fit of the tip area function
curve for a given tip. The hc can be estimated from the P-h curve, as shown in Figure 3 [39,40]:

hc = hmax − ε
Pmax

S
(6)

where hmax is the maximum indentation depth, and 0.75(P/S) denotes the extent of the elastic recovery
(he) [39,40]. Here, the stiffness S = dP/dh and ε is a constant that depends on the indenter geometry.
The values of ε are 0.72, 0.75, and 1.00 for conospherical, Berkovich, and flat punch tips, respectively.

The maximum shear stress, τmax [47,48], the stress required to nucleate dislocations, can be
estimated using the following equation when the load-displacement curve exhibits a pop-in (i.e., a clear
transition between elastic and plastic deformation):

τmax = 0.31 (6Er
2/π3R2)1/3 Pmax

1/3 (7)

where Er is the reduced modulus, R is the radius of the indenter, and Pmax represents the peak load.

 

Figure 3. Schematic diagram of the indentation load-displacement curve showing important measured
parameters such as peak load, Pmax, maximum penetration depth, hmax, final depth after removing the
load, hf, contact depth, hc, and the unloading stiffness, S. (Reproduced with permission from Materials
Research Society, Reference 39).
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2.1. Prediction of Hardness Using Crystal Morphology

Roberts and Rowe [26] developed a model to predict indentation hardness of molecular
single crystals based on cohesive energy density, the weakest planes from the crystals structures,
and structural parameters. The equation of hardness is given as [26]:

H =

(
c1c2Fa2NA

R2
c S3

r Z

)
CED (8)

where Sr is the slip ration, c1 and c2 are unit cell constants, NA is Avogadro’s number, Rc is the length
of the cell, Z is the number of molecules in a unit cell, and Fa is an angular function related to α, β,
and γ depending on the crystal class. CED is the Cohesive Energy Density. Since most of the organic
crystals crystallize in monoclinic structure, the above equation can be re-written as [26]:

H =

(
bcsinβ2NA

a2S3
r Z

)
CED (9)

For a monoclinic system, Fa = sinβ; if Rc = a, then c1 = b and c2 = c. Therefore, the above equations
can be utilized to predict the indentation hardness from the cohesive energy density. Two slip ratios
are used, Sr of 0.7070 and 1 [26]. For orthorhombic systems, Fa = 1 in the above equation [26].

2.2. Factors Affecting Nanoindentation Hardness of Organic Crystals

Several factors, such as indenter calibrations, vibration during testing, indenter shape, indentation
size effects [49], thermal drift [49], machine compliance [38,49], and pile-up/sink-in [38,49], etc., affect
indentation hardness values severely during the testing of molecular crystals.

Thermal drift occurs during nanoindentation either due to creep (time-dependent plasticity
at a constant load) within the sample caused by plastic flow or due to variation in the transducer
dimensions due to temperature change-induced contraction or expansion. The latter method causes
a change in the real-time penetration depth measurement under a constant Pmax which is difficult
to distinguish from the creep. However, these depth changes result in a thermal drift error on the
actual penetration depth. Fisher-Cripps [38] reported that the temperature rises to 100 ◦C within the
specimen during indentation. Although the change in the linear dimension of the specimen will be
significantly smaller compared to the total penetration depth, the localized rise in temperature to
100 ◦C within the sample affects the viscosity and indentation hardness of the test specimen. The drift
effect can be corrected by adjusting the penetration depth, if the drift rates are determined during
indentation. The drift rates can be captured at the peak load. For calculating the drift rates, the data at
the final unload increment can be used because creep is less likely to occur at low loads.

Another critical care to be taken during indenting molecular crystals is to provide the correct
compliance value of the instrument, which is defined as the deflection in the load frame, shaft of
the indenter, and sample mount. Since molecular crystals are relatively soft compared to inorganic
materials, mechanical polishing of the crystals and mounting crystals in the acrylic resin is impossible.
Therefore, most of the researchers use cyanoacrylate glue for firm mounting of the crystals for
nanoindentation. When the load is applied, the elastic deformation in both the crystal surface and
some parts of the testing machine cause an increase in the measured indentation depth that is not
experienced at the indentation contact [38]. The compliance can be quantified as the ratio of the
instrument’s deflection to the applied load. The stiffness measured by the unloading portion of the P-h
curve is the result of the elastic deformation behavior of both the sample and load frame. The total
compliance of the machine can be obtained by adding the compliances of the specimen, indenter,
and load frame. The crystal compliance can be minimized by mounting them firmly to the substrate.

To measure precise indentation hardness, finding the contact area of the indent using the
residual/final penetration depth is very important. To measure such contact area, the indenter
geometry should be well explored and ideally flawless, which is not common. To estimate the actual

223



Crystals 2017, 7, 324

contact area of the indenter, either Atomic Force Microscope (AFM) or Scanning Electron Microscope
(SEM) can be utilized, and correction can be done by dividing the real Ac of the tip. If the ratio of the
real and actual Ac is greater than one, the actual indenter has a higher tip radius than the actual tip,
which leads to larger contact areas at lower penetration depths [38].

Surface roughness, ρ, plays an important role in determining the mechanical behavior of materials.
In general, the surface roughness should be as small as 5% of the maximum indentation depth in order
to achieve reliable mechanical properties. Shibutani et al. [50] experimentally investigated the effect of
ρ on pop-ins observed in nanoindentation using single-crystalline Al and found that the critical values
of the load at the pop-ins are sensitive to ρ. Their results show that the first pop-in with a higher width
occurs in the smoother sample at higher loads than the rough sample [38].

The determination of contact area by SEM and AFM imaging methods can go wrong if the
sample surface is not aligned normal to the indenter tip. Since molecular crystals cannot be
polished mechanically to obtain the flat surface, it is important to choose perfectly flat samples
for nanoindentation. Otherwise, H and Er values may be wrongly estimated because of the incorrect
Ac estimation. Since it is highly impossible to obtain a 100% orthogonality condition between the
sample surface and the indenter tip, one relaxation is allowed [51].

Significant pile-up and sink-in around the residual indent are observed earlier for plastically
deformed materials. Such effects were found to depend on the ratio of modulus to yield stress as well
as on the level of strain hardening of the sample material [38]. A relationship between the residual
indentation depth and the total penetration depth also provides reliable information about these
phenomena. If the ratio between the residual depth and the total depth is greater than 0.7, pile-up
can be expected; otherwise, sink-in can be expected. The presence of pile-up around the residual
indent causes the underestimation of the Ac and hence higher hardness [52]. When there is a pile-up
around the indent, the Oliver-Pharr [39] method overestimates the H and Er values (up to 60 and 30%,
respectively) because their evaluation depends on the Ac deduced from the P-h data. Several models
are available to determine the pile-up effect, such as the semi-ellipse method [53], the method put forth
by Choi, Lee, and Kwon [54], and the finite element method [55]. Zhou et al. [56] estimated the pile-up
free hardness (H actual) and elastic modulus (E actual) values using the ratio of pile-up height (hpile-up)
and contact depth (hc). The equations are:

Hactual = HO&P
(1 + hpile−up

hc

)−2

(10)

Eactual = EO&P
(1 + hpile−up

hc

)−1

(11)

where HO&P and EO&P are the hardness and elastic modulus obtained using the Oliver-Pharr
method [39,40], respectively. The dramatic increase of hardness with decreasing indenter penetration
depth is known as indentation size effect (ISE). In crystalline materials, ISE was explained using
the concept of geometrically necessary dislocations (GNDs), as proposed by Nix and Gao [57].
Recently, Arief et al. [58] showed, using a scanning X-ray microdiffraction technique on Cu (111)
crystals at various indentation depths, that the density of GNDs increased with decreasing indentation
depth. The ISE can also be due to the incorrect estimation of the Ac of the indent at shallow depths.
For example, although the three-sided pyramidal Berkovich indenter is considered to be sharp and
researchers use the area function of a sharp tip to estimate the contact area, the tip is not atomically
sharp, as it always ends with a spherical shape. Therefore, at shallow depths, the area function of a
Berkovich indenter underestimates the actual Ac to its corresponding depth, and thus measures higher
H values.
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3. Understanding the Plastic Behavior of Organic Crystals

Plastic bending experiments were conducted by Reddy et al. [59–61] to understand the plastic
behavior of organic crystals, and they observed that molecular crystals undergo plastic deformation if
and only if the intermolecular interactions strength in orthogonal directions is significantly different,
and that there exists a correlation between bending and crystal packing (see Figure 4a,b). Based on
that observation, molecular crystals were classified as plastic or brittle, and a model was developed
for bending crystals. While the former crystals are bendable, the latter cannot be deformed plastically.
Further, Reddy and Naumov [62] studied the plastic deformation mechanism in hexachlorobenzene
crystals and observed changes in the unit cells parameters in the region of deformation, as shown in
Figure 4c. In contrast to inorganic plastic materials, such as metals etc., no volume change including
dimensions of crystals and thickness was observed following the bending of molecular crystals.
However, crystals that have “cross-linked” intermolecular interactions in three orthogonal directions
are hard and brittle. Recently, Sajesh et al. [63] examined the plastic bending mechanism in Dimythl
Sulfone (DMS) using a new bending model that provides quantitative rationalization based on
differential binding and the stacking of molecular layers in orthogonal directions.

Figure 4. The plastic bending model of organic molecular crystals. (a) An undeformed crystal (half sectional
view) where the weakest interactions represent white spaces between rows of stacks; (b) a bent crystal
where the relative movement of the disk is highlighted in red, with pronounced deformation in interfacial
angles (dashed line); and (c) the bending of C6Cl6 crystal. (Reproduced with permission from Royal Society
of Chemistry, Reference 59).

Saha and Desiraju [64] reported a method to design hand-twisted helical crystals from plastic
crystals using crystal engineering techniques (see Figure 5). The procedure was started with a 1-D
plastic crystal (1,4-dibromobenzene), which was then converted to a 1-D elastic crystal (4-bromophenyl
4’-chlorobenzoate). This was achieved by introducing a molecular synthon-O-CO- in place of the
supramolecular synthon Br···Br in the precursor. The 1-D elastic crystal was then modified into a 2-D
elastic crystal (4-bromophenyl 4’-nitrobenzoate). These 2-D elastic crystals were then transformed into
2-D plastic crystals (4-chlorophenyl and 4-bromophenyl 4’-nitrobenzoate) with two pairs of bendable
faces without slip planes by varying interaction strengths. The presence of two pairs of bendable
faces which are orthogonal to each other allowed the crystals to hand twist in a helical shape [64].
This shows that prior knowledge of the structure-mechanical properties of molecular crystals such
as plastic and elastic mechanical deformation are necessary to engineer the molecular crystals with
desired properties.
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Figure 5. (a) As-grown crystal before performing the twist experiment. (b1–b4) Twisting mechanism
of the butter paper encapsulated crystal by hand. (c1–c3) The hand-twisted helical crystal, as seen
from different angles. The twisting at the middle is marked with red dotted lines. (Reproduced with
permission from the American Chemical Society, Reference 64).

3.1. Indentation Hardness of Molecular Crystals

3.1.1. Cyclotrimethylenetrinitramine, (RDX) Crystals

Hagan and Chaudhri (1977) [65] measured the Vickers hardness of 24.1 kg/mm2 for RDX single
crystals between loads varied from 150 to 700 mN. Even at the smaller loads cracks have been
observed. The fracture surface energy was estimated as 0.11 J/m2 and 0.07 J/m2 for two cleavage
planes. Halfpenny et al. [66] and Chaudhri [67] measured Vickers hardness to 39 kg/mm2 and 21 MPa,
respectively, and found that the primary dislocation motion was in the (010) planes. Elban et al. [68]
reported that the Vickers microhardness value varied from 310 to 380 MPa for various growth faces of
RDX crystals (50-gram load). Also, Elban [69] used Knoop hardness methods to measure hardness
anisotropy. Hardness varied from 170 to 700 MPa for different crystal facets. Gallagher et al. [70]
utilized both microhardness and the Knoop indenter and showed crystals orientation dependency
which attributed the variation in hardness for different orientations to the dominant slip system.

Roberts et al. [26] developed a model relating the indentation hardness of molecular solids to the
Burgers vector’s length, the cohesive energy density, the weakest plane in the crystals, and the crystals’
structural parameters. The prediction of the hardness was based on the identification of the slip planes
that were available in the system, and it was assumed that the primary slip plane was the weakest
plane, and energetically it was the preferred slip plane. Several methods, such as attachment energy
calculations, cleavage planes, and hydrogen bonding pattern information, have been used to identify
the slip planes in organic crystals. It was concluded that the cleavage planes provide direct evidence
for the weakest planes, which were also twinning planes, indicative of plastic deformation [26]. It is
imporatnt to mention here the work carried out by Sun and Kiang [71] on the accuracy of the slip plane
predictions using attachment energy calculations. They considered 14 different organic crystals that
exhibited layered strcuture and predicted slip systems by their attachement energy calculations using
three different current force fields, which were then compared to those identified by crystal structure
visualization. They conclude that 50% of the slip/cleavage predictions were inaccurate.
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Ramos et al. [72] employed nanoindentation on different faces of single crystals of RDX
crystals with a conical (cone shaped tip with a rounded end) probe with the load varying from
250 μN to 10,000 μN. In general, the conical tip is used to delay the elastic-plastic transition at
the shallow depths. However, in the present case, all orientations showed cracks even at very low
loads with the conospherical tip. The calculated τmax was within 1/15 to 1/10 of the shear moduli.
The indentation hardness was measured between 615 and 672 MPa for different faces. In another
study, Ramos et al. [73] revealed that the planes produced by the cleavage method yield at a lower
applied stress but the habit planes of the as-grown crystals exhibit yield points near the theoretical
shear strength. Weingarten and Sausa [74] studied nanomechanical properties of RDX crystals by the
P-h measurements using a Berkovich diamond indenter and molecular dynamics (MD) simulations,
and reported that the (210) surface was stiffer than the (001) surface.

The abovementioned experimental techniques, such as microindentation [66], nanoindentation [72],
and etch-pitting [75], have revealed the (0 1 0) plane in RDX crystals to be the primary slip plane and
[100] to be the cross-slip direction since it is shared by the (01 0), {021}, and {011} planes. The {011} and
{021} planes are also considered as additional potential slip planes in RDX crystals. Munday et al. [76]
investigated the fracture behavior of various crystal planes in RDX crystals using Rice’s criterion and
revealed that the (0 11), (021), (0 10), and (00 1) planes may possess active slip systems. Mathew et al. [77]
carried out molecular simulation studies in order to investigate the slip asymmetry in RDX crystals.
Their study revealed that: (i) the force needed to move a dislocation in RDX crystals was controlled by
the mode of deformation, (ii) slip asymmetry was evident in the (010) slip plane with the lowest Peierls
stress and, (iii) such asymmetry in (010) plane was caused due to steric hindrance.

Taw et al. [78] reported the mechanical properties of as-grown, conventionally processed,
and sub-millimeter RDX crystals. Nanoindentation was conducted using a Berkovich tip in a low load
quasi-static mode. Scanning probe microscopy images of the residual impressions showed no evidence
of indentation-induced cracking. The measured mechanical properties such as elastic modulus and
hardness were matched with the literature. However, the point of onset of plasticity (yield point)
occurred between 0.1 and 0.7 GPa, which indicated that the powders of RDX contained a significant
number of dislocation sources that were prevalent in the as-grown RDX crystals.

Liu et al. [79] performed coarse-grained MD simulations of RDX crystals to validate the limited-
sample coarse-grained potential. The mechanical properties calculated with the simulations were
compared with the experimental results. The deformation behavior of RDX under nanoindentation was
revealed by a series of simulations that resembled the experimentally determined deformation behavior
of the (100) face. Their study concluded that most of the dislocation loops were found to be parallel to
the (001) plane due to the low slip threshold of the (010) [100] active slip system.

3.1.2. Hardness Anisotropy Studies in Some Organic Crystals

Joshi et al. [80] measured the microhardness of anthracene, phenanthrene, and benzoic acid single
crystals on the (001) cleavage surfaces. The variation of the hardness with applied load decreased
with increasing load. The σy (estimated from the hardness) of phenanthrene was higher compared to
anthracene, which was attributed to the geometrical disposition of the molecules in the lattice, despite
having similar crystal structures. However, the σy for benzoic acid was observed in between that
of anthracene and phenanthrene, due to the occurrence of slip activity along the (010) [010] system.
Nevertheless, such slip activity was absent in anthracene and phenanthrene. The authors attribute this
observation to the hindrance to glide along the [100] direction and the availability of a large number of
molecules in benzoic acid.

Marwaha et al. [81] measured the microhardness of different molecular crystals of anthraquinone,
hexamine, and stibene along with anthracene and phenanthrene. Among the five crystals studied,
hexamine belongs to the body-centered cubic structure (space group:I43m), whereas the rest belong to
the monoclinic crystal structure of the space group P21/a. The indentations were performed on the
(110) face of hexamine and the (001) face of all the other crystals. The study concluded that the active

227



Crystals 2017, 7, 324

slip systems in monoclinic systems were (201) [010] and (100) [010] types, whereas (1 10) (1 11) and
(112) (1 11) slip systems were responsible for the plastic deformation in hexamine crystals.

Sgualdino et al. [82] employed the Vickers microhardness test on (100), (001), and (110) facets of
sucrose crystals and found that the microhardness correlated well with the attachment energy rather
than the surface energy. Elban et al. [83] assessed the fracture behavior of (100) planes of sucrose
crystals using Vickers indentation hardness testing, which was related to their attachment energy
calculations. Ramos and Bahr [84] performed nanoindentation on (100) and (001) faces of sucrose
crystals and reported that hardness anisotropy was not considerably high for both the orientations
compared to the anisotropic nature in modulus. In fact, the hardness of the cleavage planes was
greater than that of the habit planes, and it was attributed to the surface roughness of the crystals.
The elastic-plastic transition point occurred at a maximum applied τ of 1 GPa, and the propagation
of plastic deformation was crystal orientation-dependent, as evident from the non-uniform natured
pile-up around the residual indent impressions. Previously, sucrose was considered as brittle with a
limited number of slip systems, but the nanoindentation studies by Ramos and Bahr [84] revealed the
inherent significant plastic deformation mechanism at the nanoscale.

Kiran et al. [85] used the instrumented nanoindentation technique to investigate the mechanical
anisotropy and correlate with the intermolecular interactions in saccharin crystals. The active slip
system in the saccharin crystal is (100) [011]. Both the (100) and (011) faces were indented with
a Berkovich nanoindenter with an in-situ scanning probe microscopy (SPM) imaging capability.
On the [100], the molecules (as centrosymmetric NH···O dimmers) stacked down, and make an
oblique angle to the (100). Further, the molecules within stacks were stabilized through weak π···π
interactions, and adjacent stacks were bound by the CH···O bonds. In contrast, in the (011) plane,
stacked dimmers were arranged in a crisscross arrangement and CH···O bonds were arranged at
90◦ to the (011) (see Figure 6a–e). During indentation, while the loading part of the P-h curve of
the (011) face was smooth, several distinct pop-ins were evident on the (100) face, as shown in
Figure 5f. Interestingly, the first pop-in width (18 nm) was found to be the integral multiples of the
interplanar spacing which was explained using the contact mechanics of a spherical indenter [85].
Further, the plastic deformation was seen on both the faces, even at a load of 0.01 mN, due to the
sharp geometry of the indenter tip. While the homogeneous plastic deformation on the (011) face
was attributed to the existence of several slip systems that are nearly parallel to the plane of the
indentation direction, the discrete plasticity on the (100) was due to the lowest attachment energy
slip planes, which act as cleavage planes and are prone to pop-ins due to their higher compressibility.
The occurrence of pop-ins on (100) plane was attributed to the disruption of CH···O hydrogen bonds
followed by an elastic compression of stacked columns through weak π···π interactions [1]. As a result,
the columns broke away. Further, the relationship between the pop-in magnitude and the interplanar
spacing was observed and rationlized the results with the aid of indentation contact mechanics.
Interestingly, the pop-in magnitude measured to be the intergral multiples of the interplanar spacing.
At the higher loads, anisotropic cracking was evident on the (100) planes along the corners of the sharp
indenter. Furthermore, pile-up inhomogeneity around the residual indent impression indicated that
plastic deformation was crystallographic orientation-dependent.
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Figure 6. (a–e) Saccharin crystal with index faces, top view of intermolecular interactions in the
(011) plane, oblique angle arrangement of molecules concerning the (100) plane, view of molecular
arrangement along (001) plane, and the stacking of molecules in the [100] direction, respectively.
The indentation direction (a*) is represented by the arrowhead. (f) Representative P-h curves obtained
from the (100) and (011) planes. Arrows indicate pop-ins. (Reprinted with permission from the
American Chemical Society, Reference 85).

Zhou et al. [86] made efforts to understand the mechanical anisotropy of 1,1-diamino-2,2-
dinitroethylene (FOX-7) energetic crystals, which have wavelike π-stacks (see Figure 7a–c), using
nanoindentation and density functional theory (DFT) calculations. As expected, the crystal exhibited
distinct mechanical behavior from various faces upon nanoindentation, as shown in Figure 7d.
While the hardness and stiffness of the (020) face were the highest, the (002) face exhibited the
lowest values. Further, the (002) exhibited significant pile-up around the indent, and no cracking
was observed, probably because of its soft and plastic behavior, while the (-101) and (002) faces
exhibited cracks but with less pile-up. The observed mechanical anisotropy of (020) was attributed
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to the wavelike π stacking of FOX-7 molecules along the (020) with the support of hydrogen bonds.
The uniaxial compression and shear sliding of the FOX-7 crystals calculated using DFT supported
the nanoindentation results [86]. The authors conclude that the wavelike π stacking was responsible
for the low impact sensitivity of the 1,1-diamino-2,2-dinitroethylene molecule, rather than the other
explosives with distinct packing structures [86].

Figure 7. Molecular packing of FOX-7 crystals viewed along (top) and vertical to (bottom) the
three indentation orientations of the (020) (a), (−101) (b), and (002) (c) faces, and (d) P−h curves
obtained from (020), (-101), and (002) faces. The horizontal arrows represent pop-ins during loading.
(Reproduced with permission from the American Chemical Society, Reference 86).

Mathew and Sewell [87] characterized the temperature dependence of the mechanical response
and the very early stages of elastic/plastic deformation in 1,3,5-triamino2,4,6trinitrobenzene (TATB)
by simulating nanoindentation using MD simulations. The authors used a rigid, spherical indenter
and simulated the displacement-controlled nanoindentation curves on the (100), (010), and (001)
planes of TATB. While the initial part of the P-h curves on the (001) basal plane follows Hertzian
contact behavior (i.e., elastic), pile-up, kinking and delamination were also evident at the elastic-plastic
transition. The nanoindentation hardness of the basal planes was predicted to be 1.02 ± 0.09 GPa.
However, nanoindentation on the non-basal faces (100) and (010) exhibited non-Hertzian loading
behavior, which was attributed to the “softening” of molecular layers due to elastic bending. In addition,
the pile-up height on the non-basal planes was observed to be less significant than that on the basal
plane. The anisotropic behavior observed from the basal and non-basal planes was attributed to the
heating that developed during indentation, which was found to be higher for the basal plane.

Taw et al. [88] used nanoindentation to measure the elastic and plastic properties of
representative as-grown sub-millimeter orthorhombic, monoclinic, and triclinic molecular crystals.
So far, researchers have performed nanoindentation on relatively large crystals, but this work
used as-grown small crystals for nanoindentation. The as-received molecular crystals of TATB,

230



Crystals 2017, 7, 324

cyclotetramethylenetetranitramine (HMX), FOX-7, azodiaminoazoxyfurazan (ADAAF), and a
trinitrotoluene and 2,4,6,8,10,12-hexanitro-2,4,6,8,10,12-hexaazaisowurtzitane cocrystal (TNT/CL-20)
were indented using a Berkovich indenter in this study. The results show that the onset of plasticity on
the loading part of the P-h curve occurred consistently at a τ value between 1 and 5% of the elastic
modulus in all of the crystal systems studied (see Figure 8). Further, the H to Er ratio observed in this
study for different crystal systems suggested that the conventional Berkovich tips failed to generate
fully self-similar plastic zones in organic crystals because the H/Er ratio varied in the present case from
0.039 to 0.044, whereas the model for fully plastic indentations of organic crystals suggested that the
H/Er ratio should vary between 1 and 3. Therefore, the authors concluded that the indents performed
by the Berkovich indenter in this study were more elastic [88].

Figure 8. (a) The representative P-h curves of TNT/CL-20, TATB, HMX, FOX-7, ADAAF. (b) The τ

value at a yield normalized by Er shows that the window of plasticity is between 1 and 5% of the
Er for multiple molecular crystals. (Reproduced with permission from Materials Research Society,
Reference 88).

3.1.3. Mechanical Behavior of Aspirin Polymorphs

Varughese et al. [89] utilized the nanoindentation technique to measure the mechanical properties
of aspirin polymorphs and to understand the interaction characteristics and instability caused by τ.
In both polymorphs, the carboxy groups formed centrosymmetric OH···O dimers and arranged
as two-dimensional layers parallel to the (100) [1,89]. Although the crystal structures of the
two forms are closely related, two distinct stabilizing CH···O interactions exist in form I [1,89].
They are: (1) the aromatic ring and the acetyl carbonyl group contacts, and (2) the methyl group
and ester carbonyl group interactions. In contrast, in form II, the CH···O contacts between acetyl
substituents of molecules related by a crystallographic 21 screw axis are the stabilizing interactions
across the slip planes. Further, a small shift of adjacent layers parallel to one of the crystallographic
axes relates form I and II structures (see Figure 9a,b) [1,89]. Nanoindentation was performed using a
Berkovich tip with an end radius of 75 nm on the structurally equivalent {001} face of form I and the
{102} face of form II (i.e., the indentation direction is normal to the potential slip planes but parallel to
the interlayer shift direction that relates forms I and II). Upon loading, interestingly, while the loading
parts of the P-h curves obtained for both the {001} of form I and the {102} of form II are smooth, pop-ins
were seen on the {100} of form I, as shown in Figure 9c. The post-indent characterization on the {100} of
polymorph I using scanning probe microscopy revealed a fracture along the [010] direction at higher
loads, as shown in Figure 9d. Neither fracture nor pile-up was observed for either the {001} of form I or
the {102} of form II. The softer nature of form II compared to form I was observed from the hmax. It was
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observed that the {001} of form I is 37% harder than the {102} of form II. The nanoindentation results
justified the solid-state transformation of polymorph II to I if the samples were left under ambient
conditions, but the process may be accelerateded with the application of τ.

Figure 9. Crystal packing of the aspirin polymorphic forms: (a) form I, and (b) form II. The planes
parallel to the {001} or {102} are highlighted by grey slabs and slip planes are colored blue. (c) P-h
curves obtained from different faces of both forms, with pop-ins indicated by arrows. (d) Post-indent
image obtained from the {100} of form I shows a crack running along the <010> at higher loads.
(Reproduced with permission from the Royal Society of Chemistry, Reference 89).

Olusanmi et al. [90] investigated the anisotropic plastic deformation and fracture behavior of
crystals of aspirin form I. While severe fracture was observed on the (001) plane, the (100) plane was
found to be more fracture resistant, indicating that the (001) plane is the preferred cleavage plane for
aspirin form I (see Figure 10a,b). The measured hardness on the (001) face was reported to be lower than
the (100) face, indicating softer nature of the (001) face. Similar to the observation of Varughese et al. [89],
pop-ins were noted on both the (001) and (100) faces. However, deeper and more frequent pop-ins
were seen on the (100) face. While the pop-ins on the (100) face were associated with cracking, the slip
mechanism was responsible for the shallow pop-ins on the (001) face. Therefore, it was suggested that
the cleavage planes in aspirin crystals dominate the fracture mechanism under both quasi-static and
impact loading conditions.
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Figure 10. The scanning electron microscopic image of residual indent impression on aspirin (a) (100)
and (b) (001) faces. A fracture is evident in the [010] direction. (Reproduced with permission from
Elsevier, Reference 90).

3.1.4. Mechanoluminiscence Studies in Difluoroavobenzone

Krishna et al. [91] utilized load-controlled Berkovich nanoindentation on single crystals of
difluoroavobenzone compounds and investigated their mechanoluminescence properties. The crystal
packing of both green and cyan forms are shown in Figure 11a,b. The (100) plane of BF2dbm (tBu)2
crystals was formed by the hydrophobic tBu groups, which allowed for easy plastic deformation
through the bending of the (001) face, which makes a 90◦ angle with the slip plane (100). The H value
was found to be higher on the (100) plane when compared to the (001) because a slip in the
(001) was easily formed, as the indentation direction was parallel to the slip plane. While the
nanoindentaion measured a high hardness value for BF2dbm(OMe)2 crystals, three-point bending
experiments revealed its susceptibility to localized plastic deofrmation. This is because the (100) slip
plane was parallel to the indentation direction of [010]; therefore, maximum resistance was offered
against indentation penetration. In addition, the higher values of plastic and elastic properties were
attributed to the strong C-H . . . F interactions. The third compound, BF2dbmOMe, exhibited lower
hardness values than the second compound because the C-H . . . F interactions were slightly obliquely
angled to the direction of indentation. Further, the nanoindentation revealed that the crystals of
the BF2dbm(tBu)2 compound were much softer compared to both the shearing (BF2dbm(OMe)2)
and brittle (BF2dbmOMe) type crystals. Finally, the nanoindentation results provided a rationale
for the extent of the plastic deformation behavior due to the prominent mechanoluminescence in
the BF2dbm(tBu)2 compound, moderate mechanoluminescence in the BF2dbm(OMe)2 compound,
and no detectable mechanoluminescence in the BF2dbmOMe compound, under identical conditions.
The below Table 1 summarizes the plastic properties of different planes of BF2AVB form I crystals.

Table 1. Schmid factors of various slip systems for different planes of BF2AVB form I crystals [91].

Plane (011) (001) (120)

Indentation direction [016] [001] [810]
Slip plane (010) (010) (010)

Slip direction [001] [001] [100]
Schmid factor 0.48 0.35 0.24

Hardness (Mpa) 275 ± 12 340 ± 7 410 ± 11
2-D layers arranged (◦) with respect to indentation plane 22 90 12

The above table shows that the molecular layer arrangement with respect to the (120) plane,
which lies at an angle of ca. 12◦, and the indenter axis, which is nearly normal to the slip plane.
Therefore, pop-ins were not observed in the loading part of the P-h curve of the (120) (see Figure 11c).
Further, the Schmid factor for the (120) planes was relatively smaller than the (011) and (001) planes;
therefore, severe fracture (Figure 11d) was observed rather than slip [91].
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Figure 11. Crystal packing of the BF2AVB, I (a–c). Green form (brittle), II (a–c). Cyan form, III.
Representative P-h curves obtained from various faces ((011), (001), and (120)) of the green polymorph
crystals and the (001) plane of the cyan polymorph. IV: The post-indent AFM image of the (120) face of
the green polymorph shows cracks along the indenter corners. (Reproduced with permission from
Wiley VCH, Reference 91).

3.1.5. Tuning of Hardness in Organic Crystals

Mishra et al. [92] focused on methods to tune resistance to plastic flow (hardness) in organic
crystals. In the case of ductile inorganic materials such as metals etc., numerous strengthening methods
(such as grain boundary strengthening in polycrystalline samples, precipitation hardening in alloy
materials, and work hardening–deformation at low temperatures) were developed and understood
very well. However, the methods mentioned above do not work in the case of organic crystals.
Mishra et al. [92] adopted an alternative method known as solid solution strengthening or hardening
to tune the resistance to plastic flow in organic crystals. In the solid solution hardening method,
the target hardness is achieved by mixing solute and solvent molecules in the desired concentration.
Instrumented nanoindentation was employed on a series of omeprazole polymorphs (tautomeric
forms of omeprazole are shown in Figure 12a,b), and revealed that proper design of the crystals using
basic crystal engineering design principles leads to improving the lattice resistance to shear sliding
of the molecular layers upon application of mechanical stress, thus increasing the organic crystals’
resistance to plastic flow [92]. A Berkovich tipped nanoindentation was performed on the major
face {001} of five polymorphs of omeprazole. The characteristic P-h curves obtained from various
polymorphs are shown in Figure 12c. The hardness values revealed that the hardness of polymorph V
was nearly double that of polymorph I because of its layered structure and easy sliding nature during
loading. However, despite having a similar layered structure in polymorphs II-V, they exhibited
higher values of hardness because of the 5-methoxy group, which provides a higher resistance to shear
sliding of molecular layers compared to polymorph I. The linear increase in hardness (see Figure 12d)
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in omeprazole polymorphic forms of I-V was attributed to the percentage of tautomer T1 in the
polymorphs [92].

 

Figure 12. (a) Tautomeric forms of omeprazole. (b) All five forms of omeprazole contain centrosymmetric
N-H···O=S dimers. Note the positioning of the 5- and 6-methoxy groups on the benzimidazole ring.
(c) Representative P-h curves of all five forms of omeprazole. (d) The linear correlation between H and
proportion of the 5-methoxy tautomer, T1 in omeprazole polymorphs. (e) Schematic crystal packing of
omeprazole form I (a) and forms II–V (b). The dimers of are depicted as solid parallelograms. The direction
of indentation [001] is shown as a solid triangle. Slip planes of the form I are represented by red dotted
lines. (f) Note that the methoxy groups are shown in solid red circles in forms II–V. (Reproduced with
permission from American Chemical Society, Reference 92).

Strengthening Organic Crystals by the Co-Crystallization Approach

A three-sided pyramidal sharp nanoindentation was used by Sanphui et al. [93] to measure
elastic and plastic properties and to understand the deformation behavior of voriconazole and its
cocrystal and salt forms. The idea behind this study was to strengthen voriconazole, which is a
highly soft material, by co-crystallizing voriconazole with both aliphatic and aromatic co-formers
and forming salts with HCl and oxalic acid in different stoichiometric ratios. In fact, this method
is known as the co-crystallization approach, known to alter the physicochemical and mechanical
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properties of Active Pharmaceutical Ingredients (APIs). [94,95]. It is evident from the literature that the
mechanical properties and physiochemical properties were improved by forming cocrystals of caffeine
with methyl gallate [96] ibuprofen, as well as flurbiprofenwith nicotinamide [97] and vanillin isomers
with 6-chloro-2,4-dinitroaniline [98], etc. Similarly, Sanphui et al. [95] observed that the salt forms
(i.e., voriconazole + HCl) were considerably stiffer (80%) and harder (58%) than voriconazole and its
cocrystals. Further, the loading portions of the load-displacement curves obtained in the salt form
showed pop-ins (Figure 13), indicating discontinuous plastic deformation, and their magnitude was
the integer multiples of the interplanar spacing of the specific planes indented in the study. The lower
hardness in voriconazole was attributed to the presence of weakly connected parallel slip planes in the
indentation direction, which facilitated easy shearing or gliding for the planes during the application of
mechanical pressure. However, the salt form resulted in increased hardness and stiffness because of the
presence of the strong ionic interactions and hydrogen bonds in between the slip planes, which offer
high resistance to the shearing of planes. Interestingly, the cocrystals exhibited in lower stiffness
compared to the salt forms because of the presence of weaker non-covalent interactions in cocrystals,
while salts have stronger ionic interactions.

 

Figure 13. Representative P−h curves obtained on voriconazole and its (a) salts and (b) cocrystals.
(Reproduced with permission from Elsevier, Reference 93).

3.1.6. Establishing a Correlation Between Hardness and Solubility

Mishra et al. [99] investigated the correlation between the hardness and solubility of molecular
crystals by performing nanoindentation on curcumin and sulfathiazole polymorphs. Among four
sulfathiazole polymorphs, it was observed that polymorph I had the highest tendency to flow plastically
upon mechanical pressure, and polymorph II was found to be the hardest because of the molecular
layers that made a higher inclination angle with the indenter direction with respect to the different
intermolecular interactions in I. In the case of curcumin, polymorph I was found to be the hardest
because of the twisted molecular conformation in the crystal structure in comparison to polymorphs II
and III, in which the closed cell parameters and planar structural packing allowed the polymorphs
to deform plastically to a greater extent. The studies concluded that the hardness and solubility
were inversely correlated in these polymorphs, as shown in Figure 14, indicating that the hardest
polymorphs were less soluble and the softest were highly soluble. Further, the inverse relation
suggested that the order of hardness can be utilized as a parameter to measure the solubility order in
close energy-related polymorphic systems [99].

The Schmid factor values of the major faces of sulfathiazole polymorphs are summarized in
Table 2 given below. The values of Schmid factor follow an inverse relation with the hardness of the
crystal planes. Further, the molecular layers in forms II, III, and IV are normal to the indentation
direction; therefore, pop-ins were noted in their P-h curves [99].
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It is clear from the above table that the Schmid factor of form I is higher than that of forms II, III,
and IV, and the inclination angle for form I is larger than that of the other forms; therefore, severe
plasticity is seen in form I [99].

Table 2. The Schmid factor and plastic deformation behavior of sulfathiazole polymorphs [99].

Sulfathiazole
Polymorphs

Major
Face

Slip
Direction

Schmid
Factor

H (GPa)
Angle (Degree) between the
Trace of the Molecular Layer

and the Indentation Direction

Form 1 (100) [102] 0.468 0.356 ± 0.010 145.3
Form II (100) [102] 0.039 1.080 ± 0.015 92.3
Form III (100) [001] 0.089 0.704 ± 0.018 95.1
Form IV (101) [001] 0.043 0.881 ± 0.012 92.5

Figure 14. An inverse correlation of hardness and solubility in (a) curcumin and (b) sulfathiazole
polymorphs. (Reproduced with permission from the American Chemical Society, Reference 99).

3.1.7. Indentation-Induced Plasticity in Parabens and Paracetamol

Feng and Grant [100] examined how the slip planes in parabens (such as methyl, ethyl, n-propyl,
and n-butyl 4-hydroxybenzoate) influence the plastic behavior upon the application of mechanical
stress. Instrumented nanoindentation was performed on the major faces of single crystal parabens
of different morphologies (plate, blade, octahedral, etc.). The (111) face of methyl paraben exhibited
the highest values of hardness among all the other parabens due to the absence of the slip planes.
In the case of the ethyl (100) face, propyl (100) face, and butyl (002) face parabens, the slip planes
facilitated severe plastic deformation upon the application of mechanical stress, which thus resulted in
lower H values. Further, the highest d-spacing between the slip planes in the ethyl paraben caused
increased slip activity compared to the isostructural propyl paraben; therefore, lower hardness values
were observed. However, in the case of the butyl paraben, longer and more bulky alkyl chains provide
resistance to the gliding of the slip planes; therefore, higher hardness compared to the ethyl and propyl
parabens were observed. Duncan-Hewitt et al. [101] and Finnie et al. [102] performed indentation
studies on paracetamol (acetaminophen) and revealed that the hardness varied as a function of indenter
orientation with the crystallographic direction within the indentation planes.

3.1.8. Establishing the Relation between Plastic Behavior in Bulk and Single Crystals of APIs

Egart et al. [103] studied the nanomechanical properties of APIs such as nifedipine, famotidine,
olanzapine, and piroxicam, in order to establish the plastic behavior correlation between bulk and single
crystals. A distinct difference in the plastic behavior was observed in two polymorphs of famotidine
due to the intermolecular packing under the indenter. While form I had the dense and highly
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cross-linked packing of molecules, form II had the slip planes that caused higher plasticity than form
I. It is worth noting that lower hardness was measured for form II; though the indentation direction
was normal to the slip plane and improved hardness was observed, it was still lower than that of
form I. For the highly cross-linked structures, brittle behavior was observed. The authors established
good correlations between bulk (Walker coefficient) and single crystal plasticity (indentation hardness)
parameters. Their studies concluded that the inherent crystal deformation behavior based on the
crystal packing greatly defined their compressibility and compactibility properties during tableting.

3.1.9. In Situ Nanoindentation to Study Disorders in APIs

Chen et al. [104] utilized nanoindentation along with high-resolution total scattering pair
distribution function (TS-PDF) analysis coupled for mechanical property assessment and for the
study of the disorders that can occur in API crystals during milling and tableting processes. While the
PARP (poly (ADP-ribose) polymerase) compound was brittle in nature, sphingosine-1-phosphate
receptor agonist and antagonist were plastic. The compound PARP exhibited almost four times higher
hardness than the other compound. Significant fracture was evident on PARP, along with pop-ins
in the loading portion of the P-h curve. However, the other compound exhibited pile-up, indicating
severe plastic flow towards the surface along the sides of the indenter. The mechanical properties were
attributed to the crystal packing in both compounds. After evaluating the mechanical properties of
both compounds using nanoindentation, the crystals were milled and compacted under a variety of
conditions. The resulting structural disorders during milling and compaction were then evaluated
using synchrotron-based high-resolution total scattering pair distribution function (TS-PDF) analysis,
and a good correlation was observed with the process conditions.

3.1.10. Strain-Rate Sensitivity Studies

Indentation strain-rate sensitivity (SRS) was examined for various organic crystals using the
nanoindentation technique with a quasi-static load by Raut et al. [105]. They revealed that the plastic
deformability does not depend on the rate at which the crystals are deformed. In the case of metals
and alloys at room temperature, SRS is known to arise due to the lattice friction experienced by the
dislocations during their glide over slip planes in response to the applied indentation stress [105].
The value of the strain-rate sensitivity index, m, ranges between 0 and 0.3 and increases with
temperature, which is positive and high for metals, indicating higher resistance to the localization of
plastic deformation [105]. However, the molecular crystals, which are stabilized by intermolecular
interactions such as van der Waals (0.004–0.04 eV) and hydrogen bonds (0.1–0.4 eV), are considerably
lower than metallic bonds (~1 eV). Therefore, the bonds break easily in organic crystals upon the
application of pressure, which in turn implies that the plastic deformation does not require the
movement of dislocations; slip can occur through shearing of slip planes [105]. Therefore, the m values
for the organic crystals were measured close to zero and confirmed strain-rate insensitivity nature,
as shown in Figure 15. Katz et al. [106] estimated the SRS using time-dependent plasticity studies
via indentation creep tests on various APIs in the tablet form, and observed that the m values varied
between 0.007 and 0.055, indicating that APIs are strain-rate insensitive. Though the above studies
provide information regarding the role of SRS on the plastic behavior of organic crystals, they do not
comment on the role of SRS in the pop-in behavior and fracture in organic crystals, which is necessary
for a complete understanding of the SRS of organic crystals.
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Figure 15. (a) Representative P-h curves obtained using Berkovich nanoindentation on the major faces
of different organic molecular single crystals at a strain rate of

.
ε = 1 s−1, and (b) the m values obtained

by fitting the indentation hardness data with the flowing equation, m = dlnH
dln

.
ε

. (Reproduced with
permission from Royal Society of Chemistry, Reference 105).

3.1.11. Nanoscratch Experiments: Anisotropy in Molecular Movements

Kaupp and Naimi-Jamal [107] reported the anisotropic deformation upon mechanical stress in
organic crystals. They used nanoindentation and scratch experiments to demonstrate long-range
anisotropic molecular movements in an organic crystal, as shown in Figure 16. Thiohydantoin crystal,
which has a well-defined layered crystal with cleavage planes along the (102) planes, was indented
with a cube corner tip on the (110) face. Interestingly, pile-up was observed only one side of the
indenter (though it was a three-sided pyramidal tip), where the slope of the molecular monolayers
matched with the indenter surface angle [107]. When nanoscratches were made at four different
directions on the (110) face, four distinct molecular migration phenomena were seen (i.e., movement
of molecular monolayers only to the left, only to the right, on both sides along with a pile-up in the
scratch front, and the abrasion of the material) [107]. The molecular layers that were arranged in
a 66◦ steep angle on the (110) face were greatly influenced. However, nanoscratching on the (102)
cleavage plane resulted in no long-range molecular movement, but abrasion of the material was
evident [107]. Further, anisotropic long-range molecular migration was detected in other compounds
such as anthracene, ninhydrin, tetraphenylethylene, thiohydantoin, and thiourea, which have cleavage
planes or anisotropic molecular packing, and such an effect was found to be dependent on the layer
orientation arrangement and the direction of the tip movement [1].

Figure 16. Cont.
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Figure 16. Atomic force microscope images of residual scratches on the (110) face of thiohydantoin
crystal. (a) Along the skewed layers direction showing pile-up only on both sides, (b) scratch along
the cleavage plane resulting in pile-up only on the right side, (c) horizontal cross-section profile at
the broadest width in (a), (d) horizontal cross-section profile at the broadest width in (b), (e) scratch
against the sloping of the skew layers showing no-pile up, and (f) scratch along the cleavage planes
resulting in pile-up only on the left side. (Reproduced with permission from the Wiley, Reference 107).

Varughese et al. [108] studied the layer migration in pyrene and phenanthrene based on two
charge transfer complexes of 1,2,4,5-tetracyanobenzene (TCNB) using nanoscratching experiments.
A 75-nm sharp three-sided pyramidal Berkovich tip was used to scratch the major (100) and (002) faces
of 1:1 TCNB–pyrene crystals, which have a layered arrangement (shown in Figure 17). While the layers
mean that the plane is parallel to the (100), they make an angle of 68◦ tilt to (002). The large difference in
the interaction characteristics and layer arrangement of both the faces resulted in significant mechanical
anisotropy (H (16%) and E (21%)). Indentation on the (002) face resulted in two important plastic
flow methods. They are: (1) the sliding of layers over the edge of the indenter tip and, (2) pile-up
along one of the faces of the indenter. The sliding of the layers is attributed to the matching of the
half angle of the indenter [108] to the molecular layers on the (002), which enables the layers to slide
over the edge of the tip and creates pile-up in other orientations because of the slant arrangement
of the layers [1]. The indentation scratch profile analysis and friction coefficient measurements on
the (002) face revealed that the molecular migration was depndent on layer orientation and direction.
As expected, the scratch along the tilt direction resulted in molecular layer migration, and such
activity was noticeable on both sides of the scratch along with a small pile-up at the end of the scratch.
Nevertheless, similar scratching against the tilted layered direction resulted in greater friction to the
indenter movement and a significant pile-up at the end of the tip (see Figure 17 c,d). Unlike the
TCNB– pyrene complex, the 1:1 TCNB–phenanthrene complex had no layer arrangement; the trimers
stack down the [001], and they are approximately parallel to the (001) and perpendicular to the (020).
Due to the entirely different molecular arrangements in this compound, nanoscratch experiments yield
entirely different results compared to the TCNB-pyrene complex. When a scratch test was performed
along the cleavage plane, limited layer migration was evident, as shown in Figure 18, which was
attributed to the presence of hydrogen bonds in the interlayer region, providing high resistance to the
indenter movement. Several unexpected observations were observed, such as the relation between
the distance between two consecutive troughs to the multiples of interplanar spacing when scratched
along the orthogonal direction.
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Figure 17. TCNB–pyrene complex. (a) Crystal packing. The major and minor faces are shown in red
and green colored slabs. (b) Residual indent impression on the (002) showing pile-up only on one
side of the indenter. (c) AFM scan image 25 μm in size, showing layer migration (towards the right
direction only) upon nanoscratching. (d) Schematic representation of the indenter movement and layer
arrangement. (Reproduced with permission from Wiley-VCH, Reference 108).

 
Figure 18. TCNB–phenanthrene complex. (a) Crystal packing. (b) Schematic representation of the
indenter movement along different directions and layer arrangement of the (020) face. (c) AFM image
with a scan size of 25 μm, showing layer resistance towards the indenter movement and a limited
pile-up at the end of the scratch track, and (d) The coefficient of friction at 0◦ and 90◦ shows distinct
scratching behavior. The inset shows the inhomogeneous travel of the indenter during scratching
against molecular layers. (Reproduced with permission from Wiley-VCH, Reference 108).

3.1.12. AFM Nanoindentation to Study the Slip Planes

Jing et al. [109] studied the slip planes of succinic acid with a rotating sample method using
AFM nanoindentation. An inhomogeneous stress field was created on the crystals using a sharp
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cube corner tip, which helped in activating different slip systems when the specimen was rotated.
When indentation was performed on both the (001) and (010) crystal faces, the major slip planes
were (010) and (111), and they were in agreement with the attachment energy calculations [109].
Interestingly, along with the predicted slip systems, several unpredicted higher index operative slips
planes were also observed at different sample rotations [109]. The AFM images of residual indents on
the (001) face of succinic acid, with the (010) trace being the reference, are shown in Figure 19.

 

Figure 19. AFM images of residual indents on the (001) face of succinic acid, with the (010) traces being
the reference. (Reproduced with permission from American Chemical Society, Reference 109).

Thakuria et al. [110] explored both the AFM and nanoindentation techniques to identify the two
polymorphs of caffeine-glutaric acid cocrystals. They distinguished the variation in slip mechanism
and height differences in supramolecular layers by AFM imaging and employing nanoindentation.
Nanoindentation on both forms revealed that the resistance to plasticity of form I was lower than
that of form II, which was attributed to the corrugation between the caffeine-glutaric acid layers that
provide resistance to slide/stretch along the slip planes. The brittleness index showed that form II had
a higher value than form I because of the higher ductile nature of form II. The indentation hardness
data of a wide variety of organic crystals as well as their orientation dependence were measured by
various groups, and are tabulated in Table 3.

Roberts and Rowe [111] proposed that the H/Py ratio can be used to assess the mechanical
deformation of materials. Here Py indicates the yield pressure of the material. According to the H/Py

ratio, the materials can be classified as, (i) very plastic for the ratio between 1.5–2.0, (ii) brittle for
H/Py values in the range of 2.0–2.2, and (iii) plastic, if H/Py ≥ 3. However, Duncan-Hewitt et al. [112]
proposed that a low H/E value yielded better compaction behavior of the APIs.

3.1.13. Real-Time Imaging of Indentation-Induced Structural Changes in Piroxicam

Manimunda et al. [113] coupled in situ SEM nanoindentation with Raman spectroscopy, with the
intention of exploring the real-time indentation-induced structural deformation in the (011) and
(011) faces of piroxicam single crystals, as shown in Figure 20. While the hardness of the (011) was
0.82 ± 0.03 GPa, the (011) face exhibited 0.64 ± 0.05 GPa. The mechanical anisotropy in both faces was
attributed to the difference in the resolved shear stresses (RSS) and distinct difference in interlayer
interactions along the [001] and [010] directions. In situ Raman spectroscopy at different loads on
the (011) and (011) faces reveal changes in SO2 vibrational modes and C–O stretching modes during
indentation, respectively, which was attributed to the variation in interlayer and intralayer interactions
in both faces. These in situ studies provided real-time information on the chemical changes and
corresponding mechanical deformation behavior of piroxicam crystals.
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Figure 20. (a,e) Crystal packing of piroxicam molecules along the (011) and (011) faces. (b,f) In situ
SEM nanoindentation on the (011) and (011) faces along with P-h responses. (c,g) SEM images of the
residual indent impressions on the (011) and (011) indented at 30 mN load, and (d,h) Raman spectra
obtained from the (011) and (011) faces at different loads. (Reproduced with Permission from Springer
and Copyright Clearance Center, Reference 113).

3.1.14. Phase Transformations under Applied Load

Lie et al. [114] investigated pressure-induced amorphization in acetaminophen, sucrose,
c-indomethacin, and aspirin crystals under applied load. The plastic response was calculated using a
phase field dislocation dynamics theory that could predict the fraction of amorphous material formed
in crystals under an applied stress. Their results showed that the volume fractions of amorphous
material after the plastic deformation were quite large for c-indomethacin and sucrose, and smaller for
acetaminophen and aspirin. Though there are many studies on the phase transformation behavior of
various organic crystals [115] under hydrostatic compression experiments (such as the diamond anvil
cell test, where a tiny amount of powdered sample is placed between diamond anvils), to the best
knowledge of the authors, there is no report so far seen on indentation-induced phase transformations
in organic crystals.
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Table 3. The variety of organic crystals used by various research groups for nanoindentation study and
their indentation hardness values.

S. No Crystal Crystal Face Type of Tip Used Hardness, H (GPa) Reference

1 1,1-Diamino2,2-dinitroethylene
(0 2 0) Berkovich 0.52 ± 0.05 [86]

(−1 0 1) -do- 0.63 ± 0.02 [86]
(0 0 2) -do- 0.67 ± 0.03 [86]

2 Saccharin

(1 0 0) Zircon Berkovich tip 0.530 ± 3.0 [116]
(0 1 1) -do- 0.501 ± 2.3 [116]
(1 0 0) A cube-corner indenter 0.610 ± 0.01 [85]
(0 1 1) A cube-corner indenter 0.550 ± 0.02 [85]

3 L-alanine
(0 0 1) -do- 0.114 ± 4.8 [116]
(1 0 1) -do- 0.943 ± 3.1 [116]

4 BF2dbm(Bu)2 (0 0 1) Berkovich 0.092 ± 4.04 [98]

5 BF2dbm(OMe)2 (0 1 0) Berkovich 0.264 ± 10.8 [98]

6 BF2dbm(OMe) (0 0 1) Berkovich 0.255 ± 8.48 [98]

7
Sodium Saccharin dihydrate

crystals

(0 0 1) Berkovich 1.20 ± 0.04 [117]
(0 0 1) -do- 0.78 ± 0.03 [116]
(0 1 1) -do- 0.662 ± 0.02 [118]
(1 0 1) -do- 0.716 ± 0.02 [118]

8 Piroxicam form-1
(−1 0 0) -do- 0.56 ± 0.18 [2,119]
(0 1 1) -do- 0.67 ± 0.04 [2,119]

(0 1 −1) -do- 0.42 ± 0.02 [2,119]

9 Famotidine form A
(−1 0 0) -do- 1.58 ± 0.4 [2,119]
(0 0 −1) -do- 1.35 ± 0.16 [2,119]

10 Famotidine form B (−1 0 1) -do- 0.84 ± 0.16 [2,119]

11 Nifedipineα-form (1 0 0) -do- 0.71 ± 0.61 [2,119]

12 Olanzapine form 1 (1 0 0) -do- 0.74 ± 0.04 [2,119]
(0 −1 −1) -do- 0.72 ± 0.02 [2,119]

13 Aspirin polymorph-1

(1 0 0) -do- 0.257 ± 0.007 [89]
(0 0 1) -do- 0.240 ± 0.008 [89]
(0 0 1) -do- 0.10 [90]
(1 0 0) -do- 0.12 [90]

14 Aspirin polymorph-2 (1 0 2) -do- 0.152 ± 0.004 [89]

15 Sildenafil Citrate —- -do- 0.52 ± 0.06 [120]

16 Voriconazole —- -do- 0.13 ± 0.01 [120]

17 Sucrose

(1 0 0) -do- 1.62 ± 0.17 [90]
(0 0 1) -do- 1.57 ± 0.07 [86]

—- -do- 2.3 ± 0..4 [121]
—- Diamond tip 2 ± 0.5 [122]

18 Lactose —- Diamond tip 0.43 ± 0.08 [122]

19 Absorbic Acid —- Diamond tip 5.6 ± 1.8 [122]

20 TATB (0 0 1) Berkovich 1.02 ± 0.09 [87]

21 α-RDX

(2 1 0) -do- 0.672 ± 0.035 [87]
(2 1 0) -do- 0.798 ± 0.030 [87]
(2 1 0) -do- 1.06 [87]
(0 2 1) -do- 0.681 ± 0.033 [87]
(0 0 1) -do- 0.615 ± 0.035 [87]
(0 0 1) -do- 1.05 [87]

—- -do- 0.74 ± 0.09 [88]
(0 2 1) -do- 0.681 [88]
(2 1 0) -do- 0.798 [88]

Multiple -do- 0.74 [88]

22 β-HMX
(0 1 0) -do- 1.13 ± 0.045 [87]
(0 1 0) -do- 0.65 ± 0.09 [87]

23 HMX
—- -do- 0.95 [88]

(0 1 0) -do- 0.65 [88]
-do- 0.99 ± 0.06 [88]

24 LIM-105 (0 1 0) -do- 0.72 ± 0.10 [87]

25 Acetaminophen (0 1 1) -do- 0.875 ± 0.029 [87]
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Table 3. Cont.

S. No Crystal Crystal Face Type of Tip Used Hardness, H (GPa) Reference

26 VOR (1 0 0) -do- 0.366 ± 2.8 [93]

27 VOR-HCl (0 1 1 ) -do- 0.870 ± 6.0 [93]

28 VOR-OXA1 (0 1 0) -do- 0.426 ± 5.8 [93]

29 VOR-OXA2 (1 0 0) -do- 0.628 ± 2.0 [93]

30 VOR-FUM (1 0 0) -do- 0.292 ± 3.4 [93]

31 VOR-PAB (1 0 0) -do- 0.264 ± 5.0 [93]

32 VOR-PHB (1 0 0) -do- 0.262 ± 1.6 [93]

33 Ibuprofen Lot A —- -do- 0.6 ± 0.1 [121]

34 Ibuprofen Lot B —- -do- 0.4 ± 0.1 [121]

35 Ibuprofen Lot C —- -do- 0.22 ± 0.04 [121]

36 UK-370106 —- -do- 0.4 ± 0.1 [121]

37 Acetaminophen —- -do- 1.0 ± 0.2 [121]

38 Phenacetin —- -do- 0.9 ± 0.2 [121]

39 PHA-739521 —- -do- 1.1 ± 0.1 [121]

40 MCC —- -do- 1.4 ± 0.3 [121]

41 Fluconazole —- -do- 2.0 ± 0.3 [121]

42 TATB
(0 0 1) -do- 0.48

[88]

—- 0.41 ± 0.04

43 TNT/CL-20 —- 0.63 ± 0.13

44 FOX-7

(0 2 0) 0.52
(1 0 1) 0.63
(0 0 2) 0.67

—- 0.86 ± 0.08

46 ADAAF
—- 0.23

(2 1 0) 0.672
(0 0 1) 0.615

4. Fracture Behavior of Organic Crystals

Since organic crystals are known as brittle materials, the accurate measurement of the
fracture toughness becomes challenging, because creating a sharp pre-crack is quite difficult
without breaking the specimen, and notched specimens give erroneously high values [123–125].
Therefore, an alternative approach was developed to assess the fracture toughness of brittle materials by
making direct measurements of cracks created using sharp probes such as Vickers, Knoop, cube-corner,
and Berkovich [126–129]. The sharp tips produce high strain under the tip that leads to a fracture.
Therefore cube-corner and Berkovich tips with end radii of ~75 nm and ~30 nm, respectively, are usually
used to investigate the fracture behavior of brittle materials at the nanoscale. A cube-corner tip results
in better fracture because the total included angle is approximately 90◦, compared to the Berkovich tip,
which has a total included angle of 142.3◦. Then, the critical stress intensity factor (KIC) is estimated
using the crack length, indenting load, and the H/E ratio of the material. The fracture in molecular
crystals takes place either through cleavage at certain crystallographic planes (brittle crystals) or at the
maximum τ, where dislocation pile-up attains a critical density (ductile or plastic crystals) [1,90].

Lawn and colleagues [126,130] developed an expression for fracture toughness by relating the c,
H, E, and Pmax, namely:

KIC = ξ

(
E
H

) 1
2
(

Pmax

c
3
2

)
, (12)

The value of ξ, an empirical constant that depends on the geometry of the indenter, for the
cube-corner indenter and the Berkovich indenter was 0.032 and 0.016, respectively, as proposed by
Harding, Oliver, and Pharr [131]. Anstis et al. [127] showed the usefulness of this relation, by studying
a number of brittle materials with a wide range of fracture toughness. It is important to note that the
above expression is designed for ceramic materials, where the major assumption was that Kc depends
on the assumption that P/c3/2 is constant. Taylor et al. [120] disclosed that the above assumption
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is also valid for pharmaceutical crystals. In their investigation, they observed that P/c3/2 is indeed
constant for pharmaceutical materials. They used a much-refined form of the equation to find out
fracture toughness for organic crystals, and it is given below [120]:

Kc = xv

( a
l

) 1
2
(

E
H

) 2
3
(

P

c
3
2

)
(13)

where xv is the calibration constant of the indenter used, a is the indent diagonal, l is the length of
a crack, and c is the crack length given by a + l, as shown in Figure 21.

Lawn and Marshall [132] defined the brittleness of a material as the ratio of indentation hardness
to fracture toughness. According to Lawn and Marshall [132], the brittleness index (BI) is:

BI =
H
Kc

(14)

An excellent correlation was observed between the brittleness index and milling data for
pharmaceutical crystals by Taylor et al. and Olusanmi et al. [90,120]. Based on the BI, APIs were
distinguished and classified as easy, moderate, and difficult to mill. Hence, the BI can be used as
a means of understanding the mechanical properties of compounds early in development, and for
selecting appropriate milling conditions with a minimum amount of bulk [90,120].

 

Figure 21. Schematic diagram of a cube-corner indenter and the residual indent with surface cracks
emanating from the indent corners. (Reproduced with permission from Elsevier, Reference 42).

Olusanmi et al. [90] observed that the activation energies of the various plastic deformation slip
systems determine the intensity of the fracture. Earlier studies have shown that the fracture behavior
in organic crystals is anisotropic. Elban et al. [83] reported that the freshly cleaved sucrose crystal
surfaces of the (100) have a fracture toughness of 0.055 MPa.m1/2 at the load range of 0.15–4.9 N.
However, at higher loads, the toughness value was reported to be lower by Duncan-Hewitt and
Weatherly [133]. They could not observe the variation of fracture toughness for different planes,
suggesting that the fracture behavior of sucrose was independent of the crystallographic direction,
probably due to the isotropic nature of sucrose. Further, they observed short length cracks (compared to
all other planes) on the (1 0 0) plane in the [1 1 0] direction. However, the preferred cleavage plane in
sucrose is reported to be the (1 0 0), as well as the lowest attachment energy plane [134].

Duncan-Hewitt and Weatherly [134], in addition to microindentation studies by Prasad et al. [135],
showed that the Kc of paracetamol was crystallographic orientation-dependent, with the lowest Kc

measured on the (010) cleavage plane [90]. Also, they observed that most of the cracks formed parallel
to the (010) plane when indented on different faces of paracetamol crystals. Olusanmi et al. [90]
demonstrated strong fracture anisotropy in aspirin polymorph I, where cracks originated from
plastically deformed regions and propagated on preferential cleavage planes. They observed that
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the Kc of the (001) plane was significantly lower than that of the (100), because the (001) plane is the
preferred cleavage plane for aspirin polymorph I.

Varughese et al. [89] revealed interesting results on the fracture behavior of aspirin crystals. They also
observed severe fracture on aspirin polymorph I on the (100), as also noted by Olusanmi et al. [90].
Since the radius of the plastic zone (rp) in front of the crack tip is inversely proportional to the square
of the hardness (σ/3), it follows that the plane with higher Kc (higher rp) will have a lower value of
hardness. Indeed, this was true in the Varughese et al. [89] case, because the (100) of form I holds the
highest hardness among all other orientations and therefore severe fracture was observed. In addition,
irrespective of indenter direction, fracture occurred along the <010> direction on the (100) of aspirin form
I, as shown in Figure 22. The estimated Kc of the (100) of form I was 0.004 ± 0.0001 MPa m0.5, which was
much lower than the (100) and (102) of form II, indicating the high fracture-resistant behavior of aspirin
form I. The brittleness index of the (100) of aspirin form I was 49 × 103 m−0.5, which indicates that the
aspirin form I crystals along the (100) were extremely brittle. Interestingly, no fracture was observed on
the (001) of form I or on both faces of form II.

 

Figure 22. Irrespective of the indentation direction, the fracture is evident only in the <010> direction
when indented on the {100} of aspirin polymorph I.

Kiran et al. [85] estimated the Kc of saccharin crystals to be 0.002 MPa m0.5. Wendy et al. [112]
estimated the Kc of sucrose, adipic acid, and acetaminophen, as well as that of NaCl, using the
microindentation technique, and reported the Kc values to be 0.08 ± 0.001, 0.02 ± 0.005, 0.05 ± 0.006,
and 0.50 ± 0.07 MPa m0.5, respectively. The estimated brittleness index of saccharin was comparable
to that of ice (2.8 × 103 m−0.5) [85].

The Kc of the (−1 0 2) face of difluoroavobenzene (BF2AVB) mechanochromic crystals was
estimated [91] using a Berkovich indenter to be 0.054 ± 0.002 MPa m0.5. The estimated BI of the
BF2AVB crystals was 7.3 × 103 m−0.5, which is much higher than that of ice (2.8 × 103 m−0.5). Since the
crystals are characterized by a three-dimensional arrangement of hydrogen bonds, no significant
pile-up or fracture was seen along the (001) face. However, significant pile-up along the one side of the
indent and several corners and radial cracks were observed for (120). The above results suggest that
the anisotropic plastic deformation and fracture behavior in organic crystals arise as a consequence of
molecular packing, and that interaction strengths are determined by the crystal structure.

5. Conclusions and Outlook

It is evident from the above literature that the mechanical behavior of organic molecular crystals
has gained tremendous attention over the last 10 years with the advent of small-scale mechanical
testing systems such as nanoindentation and computational methods. In particular, the instrumented
nanoindentation technique under quasi-static (time-independent) loading conditions was effectively
used on a wide variety of molecular crystals to gain knowledge on their anisotropic mechanical
behavior and their structural origins. Compared to the molecular crystals, the structure-mechanical
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properties of other classes of materials like ceramics, metals, polymers, polymer nanocomposites,
semiconductors, and Bulk Metallic Glasses (BMGs) are well explored by performing state-of-the-art
experiments, computations, simulations, and theoretical methods. Although the mechanical behavior
of molecular crystals is not yet completely realized, this area of research has significant potential
for applications in polymer science, crystal engineering with desired properties, pharmaceutical
technology, etc. For example, the better understanding of structure-mechanical property relationships
saves the pharmaceutical industries from huge economic loss. H and Kc are two important mechanical
properties that determine the compressibility and tabletability of APIs. Therefore, a wide selection
of materials and the proper design of molecular solids with desired physiochemical properties using
basic principles of crystal engineering are required to accomplish both millability and tabletability
in APIs.

Plastic properties such as H, Kc, and m of different classes of materials were collected from the
literature and are represented in Figure 23. It is clear from Figure 23a that the hardness values of
organic molecular crystals vary between 200 MPa and 2 GPa. However, with the wise selection of
materials and the modification of intermolecular interactions using the knowledge obtained from
crystal engineering concepts, the ability to resist plastic deformation can be improved in this class of
materials. As shown in Figure 23b, the fracture toughness of molecular crystals is the lowest among
all the other classes of materials. It is important to have materials with higher hardness, but not by
sacrificing another important property, namely, fracture toughness. Therefore, more research should
be focused on achieving moderate hardness as well as fracture toughness. As shown in Figure 23c,
the m value for organic crystals measures closer to zero or slightly towards a negative value, indicating
the strain-rate insensitivity nature of molecular crystals under an applied load.

Figure 23. Schematic representation of comparison of the (a) hardness [2,85–90,93,98,110,113,
116–122,136–140]. (b) fracture toughness [85,89,90,110,112,141–147], and (c) strain-rate sensitivity
[105,106,148–152] of organic crystals with other classes of materials.
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The present authors see great progress in understanding the relationship between structure-plasticity
and structure-fracture of molecular crystals using the instrumented indentation technique. However,
other than quite a number of indentation studies, the theoretical and computational understanding
on the deformation behavior of organic crystals is lacking. Further, studies on the fatigue, creep,
and temperature dependence of molecular crystals were not explored well. These studies are important
as they provide information about the time-dependent plasticity, high strain-rate dependent plasticity,
and the determination of activation volumes and energies at the elastic-plastic transition points.
Further, the actual cause of plastic flow in organic crystals is also not yet clearly understood.
For example, in the case of inorganic crystalline materials, plasticity was explained via dislocation
activity [153,154], twinning [155,156], and phase transformations [153,156] under the indenter. However,
such an understanding is lacking in regard to molecular crystals because performing post-indent
chacracterizations such as cross-sectional Transmission Electron Microscopy (TEM) on molecular crystals
is a challenging task.

Recent advances in techniques like picoindentation, powder compaction, and high-pressure-
induced spectrometry have established [136] structure–mechanical property correlations in molecular
crystals and have provided new insights on the subject. As small-scale mechanical testing equipment is
now getting advanced in combination with other characterization techniques and imaging capabilities,
in situ Raman, in situ electrical measurement, and in situ imaging capabilities provide excellent
opportunities to explore and exploit pressure-induced phase transformations, real-time monitoring of
indentation-induced plasticity and fracture mechanics during loading and unloading, and electrical
conductivity measurements of conductive and piezoelectric organic crystals, etc.

The modulation of mechanical properties of a molecular solid by modifying intermolecular
interactions has been achieved by some researchers [64,92,93]. Therefore, future aims should work
towards engineering functional molecular solids with desired physical and chemical properties
with the knowledge gained from the subject of crystal engineering and structure-mechanical
property correlations.
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Abstract: Atomic force microscopy in different operation modes (topography, derivative topography,
and phase contrast) was used to obtain 3D images of Vickers indents on the surface of diamond and
cBN single crystals with high spatial resolution. Confocal Raman spectroscopy and Kelvin probe
force microscopy were used to study the structure of the material in the indents. It was found that
Vickers indents in diamond has no sharp and clear borders. However, the phase contrast operation
mode of the AFM reveals a new viscoelastic phase in the indent in diamond. Raman spectroscopy
and Kelvin probe force microscopy revealed that the new phase in the indent is disordered graphite,
which was formed due to the pressure-induced phase transformation in the diamond during the
hardness test. The projected contact area of the graphite layer in the indent allows us to measure
the Vickers hardness of type-Ib synthetic diamond. In contrast to diamond, very high plasticity was
observed for 0.5 N load indents on the (001) cBN single crystal face. Radial and ring cracks were
absent, the shape of the indents was close to a square, and there were linear details in the indent,
which looked like slip lines. The Vickers hardness of the (111) synthetic diamond and (111) and
(001) cBN single crystals were determined using the AFM images and with account for the elastic
deformation of the diamond Vickers indenter during the tests.

Keywords: Vickers hardness; diamond; cBN; atomic force microscopy; Raman spectroscopy

1. Introduction

Diamond is a difficult object for Vickers hardness testing. The small indent size, high brittleness,
and high elastic recovery make the diagonals measurement difficult and not reliable under optical
microscopy [1]. Moreover, the tip of a Vickers indenter is damaged after several tests. This is why the
Vickers hardness of single diamond crystals remains insufficiently studied. Recently, the interest in
the hardness measurement of superhard materials dramatically grew due to the emergence of novel
superabrasives—nanocrystalline and nanotwinned diamonds [2,3] and cBN [4] bulk samples synthesized
by the direct conversion of graphite and graphite-like BN, respectively, under very high pressure and
temperature. It was reported, that the hardness of such materials is much higher than that of diamond [5]
and cBN [6–9] single crystals. Contemporary imaging techniques, such as 3D optical microscopy [10],
laser scanning microscopy [11], and atomic force microscopy (AFM) [1,3,12] were used to improve the
precision of indent size measurements in superhard materials. However, it was also very difficult to
measure the indent sizes due to the cracking within, and around, the contact sites [1,13].
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The nanoindentation by a Berkovich diamond indenter is used to study the mechanical properties
of superhard materials at the nanoscale. It was found that nanohardness of (111) cBN single crystals is
about 61 GPa (35 mN load and 200 nm displacement) [14–17]. Moreover, nanoindentation allows one
to study the onset of plasticity in nanodeformation of cBN and obtain the experimental estimates of
a theoretical shear strength of (111) cBN [15,17]. Unfortunately, with respect to the nanoindentation
of diamond single crystals, the contact is elastic. Thus, only elastic properties of diamonds were
studied [18–21].

To overcome the above problems concerning the measuring the Vickers indents on the surface
of diamond the following approach is proposed in this paper. Earlier, micro-Raman spectroscopy
showed that a pressure-induced phase transformation of diamond to disordered graphite occurs
during hardness tests of diamond single crystals [22,23]. For measuring the indent sizes on the surface
of diamond in the above-mentioned papers [1,3,12], the ordinary AFM in topography operating mode
was used, which characterized the surface relief only. In the present paper, AFM in the phase contrast
mode was used to reveal the graphite layer formed in the Vickers indent in diamond and to measure
its area. The (111), (001) planes of cBN single crystals and the bulk sample of nanopolycrystalline cBN
were also tested for comparison.

2. Materials and Methods

Type-Ib synthetic diamond single crystals, yellow in colour, were synthesized by the spontaneous
crystallization in the region of thermodynamic stability at pressures of 5.5–5.8 GPa and at temperatures
of 1400–1420 ◦C in a toroid-type high-pressure apparatus (HPA) using iron-nickel alloy solvent with
synthetic graphite MG-OSCH. The growth time was 40 min, allowing the growth of crystals 0.8–1 mm
in size (Figure 1). As is known, type-Ib diamonds contain nitrogen in the amount of ~1019 cm−3 in the
form of C-centers. The density of the dislocations was determined by the selective etching and was
about 1.3 × 106 cm−2 [24].

 

Figure 1. (111) plane of the synthetic diamond single crystal. The arrow points to the indent which
was studied by AFM and micro-Raman techniques.

cBN single crystals were synthesized in a belt-type HPA using high-pressure cells at NIMS,
Tsukuba, Japan. A spontaneous nucleation and a subsequent crystal growth were implemented in the
B–N–Li growth system at a pressure of 5.5 GPa and a temperature of 1500 ◦C for 17 h. Single crystals
~2 mm in size were synthesized. The synthesized cBN crystals have a saturated amber colour. Hardness
tests were performed on (111) and (001) natural planes of cBN single crystals.

The initial high-purity graphite-like BN synthesized by CVD as dense plates 1.8–2.2 mm thick
were used for producing nanopolycrystalline cBN. The necessary thermobaric conditions were created
in a toroid type HPA [25]. The round plates of CVD graphite-like BN were placed into a tantalum
capsule to prevent direct contact of samples with the materials of the pressure medium. The plates were
separated from one another and isolated from the capsule walls using graphite interlayer of ~0.2 mm
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in thickness. The nanopolycrystalline cBN compact was formed as the result of the hBN→cBN direct
solid phase transformation at a pressure of 8 GPa and temperature of 2300 ◦C for 60 s. The size of
the samples was ~5 mm in diameter and ~1 mm in thickness. The microstructure of the sample was
identified as close to the nanocrystalline one with grain sizes in the range from 100 to 400 nm. In all
grains, there is a characteristic substructure formed by nanotwinned domains, whose thickness varies
from 10 to 60 nm [17]. The finishing lapping operation was carried out using a colloidal solution based
on SiO2 with particles of 40 nm in size.

The hardness of (111) synthetic diamond and (111) and (001) cBN single crystals has been
measured using a PMT-3 microhardness tester (LOMO, Leningrad, USSR) with a Vickers indenter.
The indentation load was 4.91 N for synthetic diamond and nanopolycrystalline cBN samples and
1.96 N for cBN single crystals. cBN single crystals were also tested at 0.49-N load to study the initial
stage of plasticity. The Vickers hardness measurements were performed on the (111) plane with
diagonals of the square pyramidal indenter parallel to <110> and <112> directions (orientation A).
The rotation of the indenter to 45◦ gives orientation B on (111) plane. The (111) cBN single crystal
was tested at both orientations. The (111) diamond single crystal was tested at the orientation A only.
Indent diagonal was parallel to <100> and <110> directions on the (001) cBN plane (henceforth <100>
and <110> indents on the (001) cBN plane). Both Vickers hardness HV (ratio of the applied load to
lateral contact area) and Meyer hardness HM (ratio of applied load to projected contact area) were
measured. Indentation fracture toughness KIC (MPa m0.5) was determined from the length of radial
cracks emanating in brittle materials from Vickers indent corners [26]:

KIC = 0.016
(

E
H

)0.5 P
C1.5 (1)

where P is the applied load (N), and C is the length of radial crack measured from the indent center (m).
Three-dimensional characterisation of the indents’ shapes and localisation of the indentation-induced

new phases were performed by scanning probe microscopy (NanoScope IIIa Dimension 3000TM microscope,
former Digital Instruments, Santa Barbara, CA, USA) using atomic force microscopy (AFM) and Kelvin
probe force microscopy (KPFM) techniques. The projected contact area of the indents was determined by
the standard procedure for the analysis of surface elements in AFM measurements. The AFM image with
an indent was levelled in a horizontal position, using the virgin surface, then the indent was sectioned
at a given height and the area of this section was calculated. The height was chosen so that the edge of
the indent was clearly visible and it was at the same level as the virgin surface (the pile-ups were cut off).
AFM topography and viscoelastic property mappings were carried out in tapping operation mode [27]
utilising conventional silicon probes with a nominal tip radius of 10 nm. Semi-quantitative mapping of
the tip-surface viscoelastic interaction was realised using phase contrast imaging, where the phase lag
between the excitation signal and probe response is measured [28,29]. Kelvin probe force microscopy
(KPFM) differentiates the local surface areas by contact potential between the Pt/Ir tip and the surface
appearing due to a difference in the tip and surface work function [30].

Micro-Raman measurements were performed at room temperature in backscattering
configuration using a triple Raman spectrometer T-64000 Horiba Jobin-Yvon (Horiba Scientific,
Villeneuve d’Ascq, France), equipped with an electrically-cooled CCD detector and Olympus BX41
microscope. An Ar-Kr ion laser with a wavelength of 488 nm was used for excitation. Excited radiation
was focused on the sample surface with 100×/NA 0.9 optical objective, giving a laser spot diameter of
about 0.6 μm. Raman mapping was performed using a piezo-driven XYZ stage with a scanning step of
100 nm. A confocal pinhole of 100 μm was placed into the focal plane of the microscope to increase the
spatial resolution.
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3. Results and Discussions

3.1. AFM Imaging and Micro-Raman Spectroscopy of Vickers Indents in Synthetic Ib Diamond Single Crystal

Figure 2 shows the AFM images of 4.91-N Vickers indents taken on the (111) face of synthetic Ib
diamond. It can be seen from Figure 2a (topography) and Figure 2b (derivative topography) that the
plasticity of the diamond is very low—there is a large number of a ring (Hertzian) cracks in the region
of contact aligned along the <011> directions (Figure 2a,b). Additionally, long radial cracks emanate
from the indent corners. According to Figure 2a,b a Vickers indent in diamond does not have sharp and
clear boundaries and its hardness measurement is complicated. However, AFM in the phase contrast
operation mode reveals the formation of a new viscoelastic phase in the contact (Figure 2c). It is known
that micro-Raman spectroscopy reveals a disordered graphite in a Vickers indent in diamond [22,23].
A high pressure and high shear stress in the contact causes a phase transformation of diamond to
graphite during hardness test. Probably, graphite in the indent was formed during unloading through
unknown high pressure metallic phase of carbon [23] similar to that in silicon [31].

 

Figure 2. AFM images of a Vickers indent (5-N load) on the (111) synthetic diamond: (a) topography;
(b) derivative topography; and (c) phase contrast.

The KPFM measurements also detects a new phase in the vicinity of the indent through an
electrostatic tip-surface interaction instead of mechanical one in the previous case. Figure 3 illustrates
simultaneously-captured topography and contact potential difference (CPD) over the diamond surface
with the Vickers indent. The work function of the diamond could be expected within 3.9–4.2 eV [32].

 

Figure 3. (a) Topography and (b) corresponding tip-surface CPD maps for the indent in diamond
shown in Figure 1. (c) Cross-sections of maps along the same line on surface: relief profile (curve 1) and
CPD profile (curve 2). Corner-like marks are shown to compare areas of low CPD and the indent area.
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Taking into account the 5.0 eV work function of a thin carbon film [33] and the 5.5 eV of Pt/Ir tip,
the lowering of CPD over the graphite phase in the indent should be observed (up to 0.8 eV in the
ideal case). As it follows from CPD profiles (Figure 3c, curve 2) the real difference could reach a value
of 350 mV. Thus, AFM and KPFM data allow us to suppose the viscoelastic phase in the region of the
Vickers indent on diamond to be disordered graphite.

Confocal micro-Raman spectroscopy of the Vickers indent on the surface of (111) type-Ib synthetic
diamond was applied to check the above mentioned assumption. Raman spectra taken in the indented
area (Figure 4a) besides the main F2g diamond phonon band at ~1334 cm−1 also contain broadened
bands at ~1350 and ~1580 cm−1, corresponding to the D and G bands of the sp2 amorphous
carbon phase, which appears due to graphitization of diamond during indentation [23]. Scanning
along the indent from its centre to edge (Figure 4a) revealed non-uniform spatial distribution of the
sp2 carbon phase with its highest content in the centre of the indent and gradually decreasing to the
edge, which is qualitatively demonstrated by the distribution of the relative intensity of the diamond
F2g band to the intensity of the graphite G-band (Figure 4b).

Figure 4. (a) Set of Raman spectra and (b) IG/Idiamond intensity ratio obtained by lateral scanning
across the Vickers indent in diamond from its center to edge. The dashed line is shown to guide the eye.

It should be also noted that a series of narrow low-intensity bands with variable frequency positions
were registered on the high-energy side of the diamond F2g peak in the range of 1335–1390 cm−1

(Figure 5a). The appearance of additional bands in the Raman spectra during indentation can be associated
with the formation of metastable phases and, in particular, of the hexagonal diamond (lonsdaleite)
phase [34], which was predicted theoretically [35]. However, the Raman spectrum of lonsdaleite is
expected to contain phonon bands in the range of 1224–1242 cm−1, 1292–1303 cm−1, and 1338 cm−1

corresponding to E2G, A1g, and E1g vibrational modes [35,36]. Moreover, the A1g mode in the region
of 1292–1303 cm−1 should be the most intense in the spectrum, which is not observed in our case.
Thus, the additional bands registered in the range of 1335–1390 cm−1 cannot be attributed to lonsdaleite.
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On the other hand, the appearance of additional bands in the Raman spectrum of diamond on the
high-frequency side of the F2g band may be due to the presence of residual compressive strain that
can remain in the indented area. Similar behaviour of the phonon band was observed earlier in the
Raman spectra of diamond subjected to shock compressive deformations [37]. Thus, uniaxial or biaxial
compressive strains can partially or completely remove the degeneracy of the triply-degenerate
diamond F2g band with the corresponding splitting of diamond Raman peak into two or three
components with a gradual high-frequency shift of the latter with strain [38].

 

Figure 5. (a) Set of Raman spectra obtained by lateral scanning across the indent in the diamond
from centre to edge; (b) Example of decomposition of typical Raman spectra taken inside the indent;
(c) Frequencies of Raman modes in dependence on the spatial position from the centre of the indent.

Thus, the three registered bands in the range of 1335–1390 cm−1, which are denoted as ω1, ω2, and
ω3 in Figure 5a,b in accordance with [38], can be presumably assigned to the components of the triplet,
which is formed due to the splitting of the diamond F2g band (ω0) under uniaxial compressive strain.
It should be noted that simultaneous registration in the spectrum of a more intense unsplit ω0 diamond
band indicates that both strained and unstrained regions of the diamond coexist within the area of
the Raman probe. For confocal scanning at a wavelength of λexc = 488.0 nm, the lateral resolution is
defined by the lateral size of the focused laser beam waist, dlateral = 0.4λexc NA−1 ≈ 210 nm, and the
axial resolution is defined by the axial waist size, Raxial = 1.4(λexcμ) (NA)−2 ≈ 1.8 μm.

The gradual low-frequency shift of ω1, ω2, and ω3 bands towards the diamond ω0 band is
observed at scanning from the center of the indent to its edge (Figure 5c), which apparently corresponds
to the gradual strain relaxation along the studied area. A rough estimate of the strain on the basis of
the data of [38] and assuming uniaxial compression in the [110] direction gives a value of the order of
20 GPa. Additionally, the Raman spectra measured near the edge of the indent revealed a weak peak
(ω4) with a frequency of about 1330 cm−1, i.e., lower than the diamond ω0 band, and which shifts
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slightly to the high-frequency region from 1330 to 1331 cm−1 when approaching the edge of the indent
(Figure 6). This peak can tentatively be associated with the presence of a tensile strained diamond
region near the edge of the indent, which appears due to the compressive strains inside the indent.

 

Figure 6. Example of decomposition of the Raman spectra taken near the outer edge of the Vickers
indent in (111) synthetic diamond single crystal.

Thus, the new phase revealed by the AFM in the indent on the surface of diamond is graphite.
Therefore, the phase-transformed contact area (60.05 × 106 nm2) determined by the AFM in the phase
contrast operation mode, was taken as the contact area and was used to determine the Vickers hardness
of diamond.

3.2. AFM Imaging of Vickers Indents on (111) and (001) cBN Single Crystals

Figure 7 shows AFM images (1.96–N load) of A and B indents on the (111) plane of the cBN single
crystals. The well-developed plastic indents are observed on the (111) plane. The shape of the Vickers
indents are close to square. A long radial cracks are formed in the B indents (Figure 7a–c) on the
{011}90◦ planes in the <112> directions. A short radial crack is formed along <110> direction for the A
indent (Figure 7d–f) additionally to long radial cracks in <112> directions. It is well known that the
{111} plane is the preferred cleavage plane of diamond. The crystalline lattice of cBN is the same as in
diamond. Thus, the {111} cleavage should be expected for cBN. However, at the hardness testing of
(111) cBN only {011}90◦ cleavage was observed (Figure 7). It should be noted that, for the cleavage,
not only is the surface energy of the crystallographic plane important, but so too is its orientation
relative to the plane being tested. For example, with the Vickers hardness test on the (001) surface
of diamond the actual cleavage planes are {011}90◦ and {111}54◦44′ , in this case the {011}90◦ cleavage
prevails [39]. Probably, the {111}90◦ cleavage planes in cBN are possible at the testing of the (011) plane
as it occurs at testing the (011) plane of diamond [40].

The AFM image of the 1.96-N load <110> indent on the (001) cBN plane in contrast to the (111)
plane does not reveal radial cracks. Only the ring cracks are observed in these indents. This observation
indicates a significant anisotropy of the fracture toughness in cBN single crystals. Especially interesting
are the 0.49-N indents on the (001) cBN plane (Figure 8). The clear linear details along the <110>
direction are observed in the <100> Vickers indent, which look like slip lines. Brookes et al. [41]
annealed a room-temperature Knoop indent on the (001) plane of cBN at 900 ◦C and then etched
the sample surface to reveal the slip lines around the indent. The orientation of the slip lines makes
it possible to identify the active slip system in cBN. It was concluded that it is a {111} <110> slip
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system [41]. Thus, the <110> directions of the linear features in the <100> indent (Figure 8a–c) support
the assumption that they are slip lines. However, further study is necessary to make a final decision.
In any case, the AFM images of the Vickers indents on the (001) plane indicate unexpectedly high
plasticity of cBN at room temperature as compared with diamond.

Figure 9 shows the AFM derivative topography of a 4.91-N indent on the surface of the
nanopolycrystalline cBN compact. The ring cracks in the indent and around it are absent, only rather
short radial cracks are observed. The shape of the indent is close to a square, and projected area of the
indent is 81.40 × 106 nm2.

 

Figure 7. (a–c) AFM images of orientations B and (d–f) orientation A of Vickers indents on the (111)
cBN (1.96-N load): (a,d) topography, (b,e) derivative topography, and (c,f) phase contrast.

 

Figure 8. (a–c) AFM images of <100> indent and (d–f) <110> indent on (100) cBN plane (0.49-N load):
AFM topography (a,d) and derivative topography (b,e) images; and cross-section of indents (c,f) along
the line shown in (a,d). Arrows indicate pronounced steps in the <100> indent aligned to <110>
direction (b).
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Figure 9. AFM derivative topography image of Vickers indent on nanocrystalline cBN. 4.91-N load.

3.3. Vickers Hardness and Fracture Toughness of Diamond and cBN Single Crystals

The Vickers hardness HV (GPa) is calculated as a ratio of the indentation load P (N) to the lateral
indent surface using the standard equation for the Vickers geometry:

HV = 2 sin
( ϕi

2

) P
d2 = 1.8544

P
d2 (2)

where d is the indent diagonal length (μm), and ϕi is the angle between opposite faces of the Vickers
diamond indenter (136◦). The following assumptions are made using this equation: (a) the shape of
the indent is close to a square, and (b) the elastic deformation of a diamond indenter under the load is
negligibly small (i.e., the indenter is rigid). Such assumptions are quite acceptable in hardness testing
of soft and low-modulus materials. However, it is necessary to account for a change of the Vickers
indenter geometry caused by the elastic deformation at the hardness testing of such high-modulus
materials as diamond and cBN. We used a model proposed by B. Galanov et al. to account for the
change of the Vickers indenter geometry due to elastic deformation [42]:

cot
( ϕ

2

)
= cot

( ϕi
2

)
− 2HM

E∗ (3)

where ϕ is the angle between opposite faces of the Vickers diamond indenter under the load, HM is the
Meyer hardness of the sample, and E* is the reduced modulus. The effect of hardness and elastic modulus
of materials on the elastic deformation of the Vickers diamond indenter are given in the Table 1.

Table 1. The effect of elastic deformation of Vickers indenter on its geometry for some materials.

Sample E, GPa Poisson’s Ratio HM, GPa ϕ/2, ◦ 2sin(ϕ/2)

Al 72 0.35 0.36 68.04 1.8549
SiO2 71 0.17 9 68.79 1.8646

Al2O3 400 0.22 22 69.94 1.8787
cBN 850 0.12 62 73.58 1.9184

Diamond 1136 0.07 100 77.17 1.9501

It can be seen from the table that the geometry of the Vickers indenter changes significantly during
the penetration into the surface of hard and superhard materials. The ϕ/2 angle increases from 68◦
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(initial shape) up to 77◦ (a penetration into the diamond surface). However, sin(ϕ/2) changes much
less than the growth of the 2HM/E* ratio (Table 1). Therefore, accounting for the elastic deformation
of the Vickers diamond indenter is important only for the hardest materials. An increase of the
proportionality coefficient in Equation (2) does not exceed 5% for diamond and 3.4% for cBN.

Additionally, Equation (2) supposes that the Vickers indent has the shape of a square. This is a rather
rare case. The sinking of the surface around the indent (concave shape) is observed for annealed metals and
the real contact area is lower as compared with a square indent with the same diagonals [43]. The situation
is contrary in the case of previously-deformed metals: the formation of pile up around the indent (convex
shape) takes place and the real contact area is higher than that of a square. The equivalent diagonal of
the indent deq (μm) was determined to account for real projected area of the indent in diamond using an
equation that connects the area of square indent with the diagonal:

deq =
√

2A, (4)

where A is the projected contact area (106 nm2) measured by AFM. For example, according to the
AFM, the projected area of the Vickers indent on the surface of the (111) diamond at 5-N load is
60,044,943 nm2. From here, using Equation (4), we obtained that deq is 10.96 μm, whereas according to
the AFM image (Figure 2c) the real length of diagonal is 13.06 μm. Substituting deq into Equation (2) and
taking into account that 2sin(ϕ/2) for the diamond sample is 1.9501 (Table 1), we finally obtained that
the Vickers hardness of type-Ib (111) synthetic diamond is 79.7 GPa (4.91-N load, Table 2). Due to the
concave shape of an indent on the surface of diamond, the phase-transformed contact area determined
by the AFM is smaller than the indented area defined by the diagonal’s length. Therefore, the HV
values for diamond single crystals in the previous publications [39,40,44] can be underestimated.

Table 2. Vickers and Meyer hardness of diamond and cBN measured taking into account the elastic
deformation of the Vickers diamond indenter and the concave shape of indents.

Sample Load P, N
Projected

Contact Area A,
106 nm2

Equivalent
Diagonal deq, μm

Vickers Hardness
HV, GPa

Meyer Hardness
HM, GPa

Radial Crack
Length C, μm

Fracture
Toughness KIC,

MPa m0.5

(111) Synthetic
diamond 4.91 60.05 10.96 79.7 81.7 14.2 [44] 5.6

Nano cBN
compact 4.91 81.40 12.51 60.2 61.5 11.40 7.9

(111) cBN
orientation A 1.96 38.46 8.77 48.9. 51.0 10.65 3.2

(111) cBN
orientation B 1.96 39.05 8.84 48.2 50.2 11.37 3.5

(001) cBN,
orientation <100> 1.96 38.04 8.72 49.4 51.5 - -

(001) cBN,
orientation <110> 1.96 43.36 9.31 43.4 45.2 - -

The Vickers hardness of the (111) plane of type-Ib synthetic diamond at 5-N load is about 80 GPa,
which is appreciably lower than the Vickers hardness of natural type-Ia diamond (92 GPa [12]). This is
probably the consequence of a high density of dislocations and nitrogen concentration in the type-Ib
synthetic diamond sample produced by the spontaneous crystallization. This value (80 GPa) is higher
than the Vickers hardness of the (011) natural diamond after etching of the indent in the KNO3 melt
(67 GPa without account for elastic deformation of Vickers indenter [45]). However, it is appreciably
lower than was determined using optical microscopy for measuring the as-received indent in the
(111) and (001) diamond single crystals (about 100–115 GPa for both planes [39,44]). The Vickers
hardness of the (111) cBN single crystals (1.96-N load) is approximately the same for both orientations
of indents on the (111) plane ~49 GPa. It is much less than the HV of the (111) cBN data, according to
the optical microscopy (62 GPa [46]). Probably, the spatial resolution of the optical microscopy is not
high enough for reliable measurements of indents in diamond and cBN single crystals, especially at low
applied loads. The Vickers hardness of nanopolycrystalline cBN is about 60 GPa (5-N load), which is
much higher than for the (111) cBN single crystal (49 GPa, 1.96 N). A random orientation of the grains
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in a nanopolycrystalline sample suppresses the perfect cleavage of cBN on the {110} planes. Therefore,
the fracture toughness of nanopolycrystalline cBN is also higher than for cBN single crystals, i.e.,
7.9 MPa m0.5 and 3.2 MPa m0.5, respectively (Table 2). It follows from the tests results that grains and
nanotwin boundaries in nanopolycrystalline cBN cause an increase not only in the hardness, but in the
fracture toughness of materials as well.

At the present time, the ratio of the indentation load to the projected contact area is often used
for hardness determination, for example, in nanoindentation. It is a Meyer hardness HM. The elastic
deformation of the indenter does not affect the projected contact area. Since the area of pyramid base
is lower than its lateral surface, the HM is higher than HV. In the case of the rigid Vickers indenter,
the HM to HV ratio is 1.078. The Meyer hardness for diamond and cBN samples is given in Table 2.

4. Conclusions

Vickers hardness of the (111) synthetic type 1b diamond, (001) and (111) cBN single crystals, and a
nanopolycrystalline cBN bulk sample was studied in this paper. Atomic force microscopy in the phase
contrast operation mode, micro-Raman spectroscopy, and Kelvin probe force microscopy were used for
accurate identifying the projected contact area of Vickers indents on the surface of diamond. The effect
of the elastic deformation of the diamond Vickers indenter on its geometry was accounted for at the
hardness measurements. It was shown that:

1. The Vickers hardness of the (111) plane of type-Ib synthetic diamond at 5-N load is about
80 GPa, which is appreciably lower than the Vickers hardness of natural-type-Ia diamond (92 GPa [12]).
Probably, this is a consequence of a high density of dislocations and nitrogen concentration in the
type-Ib synthetic diamond sample produced by the spontaneous crystallization.

2. The Vickers hardness of the (111) cBN single crystal at 2-N load is about 49 GPa. The appreciable
anisotropy of Vickers hardness is observed on the (001) plane of cBN.

3. Grains and nanotwin boundaries in the nanopolycrystalline cBN sample resulted in
the enhancement of both the Vickers hardness and fracture toughness as compared with cBN
single crystals.

4. The determination of the Vickers hardness of diamond by the indent diagonals length results
in the underestimated value as the concave shape of the contact under load is not taken into account.
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Abstract: Assessing the mechanical behavior (elastic properties, plastic properties, and fracture
phenomena) of molecular crystals is often complicated by the difficulty in preparing samples.
Pharmaceuticals and energetic materials in particular are often used in composite structures or
tablets, where the individual grains can strongly impact the solid behavior. Nanoindentation is a
convenient method to experimentally assess these properties, and it is used here to demonstrate the
similarity in the mechanical properties of two distinct systems: individual crystals of the explosive
cyclotetramethylene tetranitramine (HMX) and the pharmaceutical idoxuridine were tested in their
as-precipitated state, and the effective average modulus and hardness (which can be orientation
dependent) were determined. Both exhibit a hardness of 1.0 GPa, with an effective reduced modulus
of 25 and 23 GPa for the HMX and idoxuridine, respectively. They also exhibit similar yield point
behavior. This indicates idoxuridine may be a suitable mechanical surrogate (or “mock”) for HMX.
While the methodology to assess elastic and plastic properties was relatively insensitive to specific
crystal orientation (i.e., a uniform distribution in properties was observed for all random crystals
tested), the indentation-induced fracture properties appear to be much more sensitive to tip-crystal
orientation, and an unloading slope analysis is used to demonstrate the need for further refinement
in relating toughness to orientation in these materials with relatively complex slip systems and
crystal structures.

Keywords: nanoindentation; molecular crystals; mechanical properties; hardness; elastic modulus; fracture

1. Introduction

Molecular crystals are put to a variety of different uses, including some explosives,
pharmaceuticals, and foods. Despite having very different practical applications, these materials
often have similar molecular structures as well as physical and mechanical properties. Often, one type
of molecular crystal is used to simulate or “mock” another type of crystal for a given test or scenario.
Mock materials are commonly used when the simulant allows for increased safety, lower costs, or ease
of handling compared to the original material. Recently, several materials were identified as new
mocks for the explosive cyclotetramethylene-tetranitramine (HMX), in terms of density and thermal
stability [1]. However, the effectiveness of simulating mechanical properties with these new mocks
has not been addressed. Typically, sucrose has been used to mock HMX mechanically [2] but it has
a lower density and melt point, limiting the scenarios that can be simulated. In other cases, such as
with pharmaceuticals, the use of a model material allows for rapid or inexpensive assessment of
some processing parameters [3]. One possible way to identify materials with similar physical (elastic
properties) and mechanical responses (for plastic flow and fracture) is to utilize nanoindentation
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to probe the properties of individual single crystals of these materials with little need for complex
sample geometries.

Testing the mechanical properties of powders and small powder-like particles can be difficult both
due to the small size of many of these materials in their as-formed state; testing can also be difficult with
regard to forming or machining samples to meet standard mechanical test geometries. Nanoindentation
resolves this limitation, as indentation can be performed on samples with lateral dimensions on the
order of 10’s of μms or smaller. While it is possible to assess the properties of individual grains within
metallic systems (where the grains are often identified by electron backscattered diffraction [4]), it is also
possible to use indentation to characterize molecular crystals such as cyclotrimethylene-trinitramine
(RDX), HMX, 1,3,5-triamino-2,4,6-trinitrobenzene (TATB), sucrose, aspirin, and many more [5–10].
The small length scale of nanoindentation also enables the crystals to be tested without additional
processing, whereas other techniques or larger mechanical tests (such as using a Vickers hardness
test on RDX [11]) might require growing large and pristine single crystals. Nanoindentation therefore
allows molecular crystals to be tested in their as-received or as-used condition. This is critical for
evaluating the actual properties of the materials in application, since common techniques to grow
“better” samples can alter the measured properties. For example, individual crystal growth could be
enhanced using solution adjuncts which minimize nucleation, so growth rates may greatly exceed
nucleation rates, which could impact the defect density within the crystals [12].

Instrumented indentation has been used to quantify a wide variety of mechanical
properties including elastic modulus [13–15], which may be crystal orientation-dependent [16,17],
and hardness [18,19], which is often used as a surrogate for general plastic flow behavior. Additionally,
yield points during initial loading can be indicative of the onset of dislocation nucleation [20]. Finally,
indentation-induced fracture [21–26] has been used by many researchers as a surrogate to quantify
toughness in materials where meeting American Society for Testing and Materials (ASTM) standard
specimen geometries would be challenging. Elastic modulus, hardness, and yield behavior are often
measured using a Berkovich indenter probe, but more acute probes, such as the cube corner geometry,
can be useful in initiating fracture.

Indentation fracture, often with a Vickers geometry and testing system [27], conventionally uses
post-indentation characterization to assess if cracks are present in the sample, and then relates cracking
behavior to the stress fields which drove crack propagation. Experiments have demonstrated that
in some cases cracking can occur during loading of the indenter, while in other cases the cracks
initiate upon unloading, as shown by Cook and Pharr [21]. Identifying a crack after the indentation is
complete is typically done using optical, electron, or scanning probe microscopy, but a crack may also
be identified by the load-depth curve of the indentation. Morris and co-workers showed that when a
material is indented with two different indenter probes of varying acuteness, materials that have not
cracked have superimposable unloading portions of the load-depth curves, whereas when the material
has cracked the unloading curves will be nonsuperimposable [28]. This method of detecting fracture
allows cracks to be identified even when they cannot be seen optically, for more precise identification
of the onset of fracture. The need to identify fracture behavior is important in assessing materials
properties, not only in determining toughness, but if modulus or hardness of two different materials
are being compared it is crucial to ensure that the systems are behaving similarly. It is not appropriate
to compare hardness or modulus if, in one case, a crack had formed and in the other material it had not,
as the conventionally used models used to extract properties such as hardness and modulus during
nanoindentation were developed for bulk materials that exhibited uniform elastic-plastic deformation
and do not consider fracture.

In this paper we assess the suitability of using idoxuridine to serve as a surrogate for the
mechanical response of HMX using nanoindentation for granular solids in the sub-mm regime,
taking into account possible differences in material fracture behavior when comparing mechanical
properties. We use two different indenter tips to conduct unloading analysis to investigate cracking
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and supplement this with scanning probe microscopy. We also find that using the samples as-received
is sufficient for accurate data collection.

2. Results and Discussion

Hardness and elastic modulus measurements were taken using a Berkovich indenter probe at
1000 μN in both materials; the resulting load-displacement data is shown in Figure 1.
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Figure 1. (a) Typical load-depth curves for HMX and idoxuridine, with indentations in two random
crystals of each material shown. Modulus values reported in the figure are the average values of
≈20 indents in each material. (b) The same load-depth curves as in (a), showing only data below
150 μN. Note there is evidence of yield point behavior at loads less than 100 μN, and multiple yield
events on loading, which are common in materials with limited slip systems.

For HMX, 22 indents were done on approximately 10 different crystals. Some crystals were only
measured once, while others were large enough to accommodate multiple indents; all indentations
were spaced at least 10 times across the residual impression diameter to ensure the pristine material
was being evaluated. The average hardness measured for HMX was 1.00 ± 0.11 GPa, and the average
reduced elastic modulus measured for HMX was 25.2 ± 2.1 GPa. On idoxuridine, 19 indents were
done on approximately 10 crystals, with an average hardness measurement of 1.00 ± 0.15 GPa,
and an average reduced elastic modulus measurement of 23.3 ± 2.2 GPa. The distribution of these
measurements is shown in Figure 2. A Wilcoxon rank-sum test comparing the hardness of HMX
to the hardness of idoxuridine gave a p value of 0.9167, so the hardness of the two materials is not
significantly different. For comparing elastic modulus, a Wilcoxon rank-sum test gave a p value of
0.007, indicating that the elastic moduli of these materials are statistically different. However, because
the elastic moduli of the two materials are within 10% of each other, they are likely similar enough to
be considered “mocks” in many situations. For example, sucrose is considered a mechanical mock but
has much higher elastic modulus, between 33 and 38 GPa depending on orientation [6].

As noted in Figure 1, many indentations exhibited a “pop-in” or “excursion” in the load depth
curve. This is commonly considered to be indicative of the transition from elastic to plastic deformation.
Yield point behavior can be quantified by the load at yield (which is proportional to the maximum
applied shear stress for materials with the same elastic modulus when a common tip with a fixed
radius is used). In all indentations in HMX the indentation curve exhibited a yield point, while
in the case of idoxuridine only half of the indents exhibited a yield point. Figure 3 shows the
difference in the distribution of load at the first yield point for all indentations performed in this
study. Using a cumulative distribution plot is a convenient way to determine if different defect
densities or mechanisms are being probed [29], and the relative curvature and position are indicative
of an activation energy to nucleate a dislocation when one compares the only the fraction that yielded
(ignoring those that exhibit no yield point). In metallic systems, higher defect densities are linked
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to larger numbers of indentations that do not exhibit a yield point [30], and surface preparation can
shift (in load) or “tilt” in probability the cumulative fraction plot in RDX [31]. The mean load at
yield for indentations that did exhibit a yield pinot for idoxuridine was 98 μN and for HMX was
93 μN, (very similar results); the maximum load exhibited (which previous studies have considered to
be linked to approaching the theoretical shear stress in the crystal) are also of a similar magnitude,
as one might expect for materials with similar elastic modulus values. Finally, the median of the loads
which caused yield are similar for these indentations, 78.5 μN for HMX and 62.8 μN for idoxuridine.
The implication here is that while the average shear stress needed to nucleate dislocations in both
materials is almost identical, suggesting the nucleation phenomena is based on the same mechanism
in both these samples, and the maximum shear stress is of the same order, based on the similarity of
the maximum observed value in yield point, the likelihood of probing a mechanical defect (such as
a pre-existing dislocation) is much higher in the idoxuridine than in the HMX for the forms of the
materials tested in this study.
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Figure 2. (a) HMX hardness measurement distribution. (b) HMX reduced elastic modulus measurement
distribution. (c) Idoxuridine hardness measurement distribution. (d) Idoxuridine reduced elastic
modulus measurement distribution.
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Figure 3. Cumulative fraction of yield behavior for HMX and idoxuridine. While the mean load at
yield for indentations that did exhibit a distinct yield point was statistically similar (93 and 98 μN
for HMX and idoxuridine, respectively), the materials exhibit different behavior in yield distribution.
While all indentations in HMX showed a yield point, only half the indentations in idoxuridine showed.
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One concern with assessing brittle molecular solids is the possibility of cracking. Critical loads
beyond which there is fracture are often reported for many brittle materials such as RDX [24] and
glass [23]. Identifying cracking in molecular crystals can be challenging. Two approaches to identifying
indent-induced cracking are with post-indent microscopy and with unloading analysis [28]. Figure 4
shows scanning probe images of indents on HMX and idoxuridine with both Berkovich and cube
corner indenter probes, at loads of 500 μN and 5000 μN, where cracking could not be confirmed via
microscopy in any of these cases.

 
(a) (b) (c) 

 
(d) (e) (f) 

Figure 4. Scanning probe images (in deflection mode using the Hysitron Triboindenter imaging mode,
which are therefore indicative of slope, not height, to accentuate small surface topography changes) of
(a) 500 μN Berkovich indent on idoxuridine, (b) 5000 μN Berkovich indent on idoxuridine, (c) 5000 μN
cube corner indent on idoxuridine, (d) 500 μN Berkovich indent on HMX, (e) 5000 μN Berkovich indent
on HMX, and (f) 5000 μN cube corner indent on HMX. Slip steps are evident in (b,c,e) (noted with
arrows), but it is not possible to conclusively state if cracks are present in some of the images, such as
the dark band in the lower left of (c).

Though scanning probe images do not conclusively show surface cracks, there is still the possibility
of subsurface cracking. To attempt to determine whether subsurface cracking occurred, the unloading
analysis method of Morris and co-workers was used [28]. For a specific load, in this case nominal
loads of 500 μN and 5000 μN, each material was indented four times with a Berkovich probe and four
times with a cube corner probe, and the unloading segment of these indents were averaged, as shown
in Figure 5.
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Figure 5. (a) HMX unloading comparison at 500 μN. (b) HMX unloading comparison at 5000 μN.
(c) Idoxuridine unloading comparison at 500 μN. (d) Idoxuridine unloading comparison at 5000 μN.

These indentations were carried out on random crystals with no specific orientation. Morris
et al. showed that when unloading curves from the same load, using tips of different acuity was
superimposable and there was no evidence of cracking, and when the unloading curves were more
compliant for the sharper tip this was indicative of cracking during the indentation. While it was not
possible to exactly reproduce the conditions used by Morris and coworkers in this study, the general
similarity, or lack thereof, was used in this study to indicate a propensity for indentation induced
fracture. For some crystals (orientations), there is no significant evidence of cracking with acute probes
(Figure 5a,d show very similar unloading slopes), while other individual crystals exhibit evidence of
cracking (Figure 5b,c). In all cases, there has been no direct evidence of cracking caused by a Berkovich
indenter using post indent microscopy. The range of unloading behavior suggest that there is a
variation between crystal faces, crystal orientations, and probe orientations in the subsequent fracture
behavior that is not present in the more uniformly distributed hardness and modulus measurements.
In particular, for HMX there appears to be a cracking threshold (at loads above 1 mN we consistently
observed a more compliant unloading curve, indicative of fracture), while for idoxuridine some
indentations at low loads show fracture with the cube corner tip (Figure 5c), while fracture doesn’t
appear at higher loads (Figure 5d). This variation in idoxuridine may be tied to the behavior noted in
Figure 3, which indicated that the crystal to crystal variation in defect density was more significant
for idoxuridine than HMX. However, without the current ability to index the individual crystals that
were tested, the supposition that it is orientation-dependent cracking, and not some other crystal to
crystal variation, that is leading to the less reproducible behavior in compliance on unloading is only
one possible explanation, and this area of inquiry requires further study.
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3. Materials and Methods

HMX and idoxuridine, shown in Figure 6, were provided by Los Alamos National Laboratory.
HMX single crystals were recrystallized in acetone from Class 1 HMX produced by Holston.
Idoxuridine was originally purchased from Chem-Impex International, Inc. and recrystallized in water.

 
(a) (b) 

Figure 6. Optical micrographs of (a) an HMX crystal (b) and an idoxuridine crystal.

All samples were mounted using the technique described by Maughan et al. [32] for mounting
small crystals. To briefly summarize, a flat face of a crystal was placed on an aluminum block, and a
commercially available AFM “puck” (a 7 mm diameter steel disc) was suspended above the crystal
by a magnet with an adhesive on the downward face of the disc. The disc was lowered such that the
adhesive came in contact with the crystal, and upon inversion of the disc, the surface of the crystal was
the flat face that had previously rested on the aluminum block and was therefore parallel to the AFM
disc and normal to the indenter probe. Nanoindentation was performed using a Hysitron Triboindenter
950, with both Berkovich and cube corner indenter probes with tip radii of approximately 600 nm
and 140 nm, respectively. All indents were quasistatic open-loop with 30 s loading, 5 s hold, and 5 s
unload times; this loading profile was used in prior studies of RDX and some other organic molecular
crystals [5]. The unloading curves were analyzed using the Oliver and Pharr technique; the tip had
been calibrated in fused quartz and aluminum prior to indentation accounting for S (unloading
stiffness), P, h, and A being load, depth, and contact area, respectively, a geometric constant γ.

S =
dP
dh

=
2γEr

√
A√

π
(1)

and modulus,
1
Er

=
1 − ν2

Ei
+

1 − ν2

Es
(2)

where Er is the reduced modulus, accounting for the Young’s Modulus, E and Poisson’s ratio, υ, of the
indenter tip (i) and sample (s). While E and υ of the diamond indenter tip are well known (1249 GPa
and 0.07, respectively), we do not know for certain the Poisson’s ratio of these samples, and therefore
this paper reports only Er. Imaging (Figure 4) was carried out using the Hysitron scanning probe
mode, where the tip making the indentation is used to image as a fixed load (in this case 2 μN).

4. Conclusions

We have successfully determined that idoxuridine has similar elastic and plastic mechanical
properties to HMX, which can be difficult to perform tests on due to safety concerns. The similarity in
hardness and elastic modulus indicate that idoxuridine can be used to test the mechanical response
of composite structures typically containing HMX. When yield behavior occurs in both materials,
the loads (and therefore stresses) at which dislocations are nucleated appear to be similar. However,
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in the as-received state, it appears idoxuridine may have a higher mechanical defect density than
the HMX (for powders of the same size). Further work will be needed to quantify fracture behavior
and toughness with crystal orientation and initial defect distribution. As fracture appears to be more
sensitive to crystal orientation than low load hardness and the elastic modulus, the approach of
sampling many randomly oriented crystals to determine average polycrystalline behavior may not be
appropriate for fracture studies. Crystal orientation and the relative orientation of the indent corners
to the crystal geometry mean that assessing fracture properties will have to consider both out-of-plane
and relative in-plane orientation between the crystal and the indenter probe.
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Abstract: Vickers microindentation hardness of protein crystals was investigated on the (110) habit
plane of tetragonal hen egg-white lysozyme crystals containing intracrystalline water at controlled
relative humidity. The time evolution of the hardness of the crystals exposed to air with different
humidities exhibits three stages such as the incubation, transition, and saturation stages. The hardness
in the incubation stage keeps a constant value of 16 MPa, which is independent of the humidity.
The incubation hardness can correspond to the intrinsic one in the wet condition. The increase
of the hardness in the transition and saturation stages is well fitted with the single exponential
curve, and is correlated with the reduction of water content in the crystal by the evaporation.
The saturated maximum hardness also strongly depends on the water content equilibrated with
the humidity. The slip traces corresponding to the

(
110

)
[110] slip system around the indentation

marks are observed in not only incubation but also saturation stages. It is suggested that the plastic
deformation in protein crystals by the indentation can be attributed to dislocation multiplication
and motion inducing the slip. The indentation hardness in protein crystals is discussed in light of
dislocation mechanism with Peierls stress and intracrystalline water.

Keywords: protein crystal; lysozyme crystal; indentation; hardness; dislocation; intracrystalline water;
relative humidity; Peierls stress; slip

1. Introduction

The knowledge of the mechanical properties of crystals is important for the elucidation
of intra-crystalline bonds and practical issues such as the limits of mechanical stability [1,2].
The mechanical properties of protein crystals is greatly affected by water content, although dislocations
still play a crucial role in plastic deformation. However, our understanding of the mechanical properties
of protein crystals is poor compared with those for metal and covalent crystals. The reason is that
most of the classical techniques developed for studying mechanical properties of metal solid appear
inapplicable due to the small size and high fragility of protein crystals. On the other hand, there are
interesting studies on the mechanical response to the hydration of biological materials such as bone
by using micro- and nano-indentation techniques [3–6]. Such mechanical properties in hydrated
biomaterials seem to be partially similar to those in protein crystals, although they are non-crystals.

Protein crystals are composed of huge protein molecules with irregular shapes. They also contain
a large amount of water with 20 to 70 vol. % [7,8]. These features are responsible for complex
and weak intermolecular interactions in protein crystals. This also leads to the difficulty of protein
crystallization [8]. On the other hand, it is expected that these features can lead to unique mechanical

Crystals 2017, 7, 339 279 www.mdpi.com/journal/crystals



Crystals 2017, 7, 339

properties [9–11]. The intracrystalline water in protein crystals is qualitatively classified into two
types: one is free water moving freely through the crystals and the other is bound water held around
each protein molecule [12–14]. Especially, the free water can be easily evaporated when the crystals
are exposed to open air. Thus the water content in the crystals is sensitive to the environmental
condition such as relative humidity. The change in the water content affects the mechanical properties.
Therefore, the experiments with controlled water content or relative humidity are required for not only
accurate measurement but also understanding of water behavior in the crystals and the corresponding
unique mechanical properties.

Most of the studies on the mechanical properties of protein crystals have been carried out for
hen egg-white lysozyme (HEWL) crystals with polymorphisms such as tetragonal, orthorhombic,
monoclinic, and triclinic forms. The pioneer studies on the elastic properties of cross-linked HEWL
crystals had been carried out by Morozov and Morozova [15–17]. The dynamic elastic constants
for native and gel-grown crystals containing sufficient intracrystalline water were measured in the
ranges of MHz and GHz by the ultrasonic pulse-echo method [18–20] and the Brillouin scattering
method [21–23], respectively. These measurements were carried out in the growth solution and the
corresponding 98% relative humidity (% RH). Almost all elastic constants for cross-linked tetragonal
(T)- [24] and orthorhombic (O)-HEWL crystals [25] containing sufficient intracrystalline water at room
temperature with 98% RH were determined by the ultrasonic pulse-echo method. The value of C11

of the normal elastic component in T-HEWL crystals is 5.50 GPa, which is almost equal to 5.24 GPa
of O-HEWL crystals. Note that these values are much lower than 12.99 GPa of the bulk modulus of
hydrated lysozyme molecule [20]. On the other hand, the C44 of the shear component in O-HEWL
crystals is 0.30 GPa, which is about a half as low as 0.68 GPa of T-HEWL crystals. The change in the
shear elastic constant seems to be correlated with the water contents of 39 and 43 vol. % for native
T- and O-HEWL crystals, respectively. Thus, the shear elastic constant in protein crystals is more
sensitive to the water content than the normal one.

Furthermore, it was measured by the ultrasonic pulse-echo method that the normal and shear
elastic constants of the T-HEWL crystals dried at 42% RH are about 2 and 4 times as large as those
in the wet condition with 98% RH, respectively [26]. A similar trend depending on the relative
humidity has been also observed for dynamic elastic constants measured in the range of GHz by the
Brillouin scattering method [22]. These results also mean that the magnitudes of the elastic constants,
especially the shear component, in protein crystals strongly depend on water content associated with
relative humidity. The shear elastic constant is strongly related to the characteristics of dislocations
playing a crucial role in the plastic deformation. It is therefore suggested that the plastic deformation
associated with dislocations is also more sensitive to water content than elastic properties.

The studies on plastic properties of protein crystals have been carried out by using Vickers
microindentation method, mainly with T-HEWL ones [27–29]. In the wet condition, the indentation
marks were clearly observed on the (110) crystal plane. Slip traces were also observed around the
indentation. From the analysis of the slip traces, it has been shown that the plastic deformation
is controlled by the dislocation mechanism with the {110}〈110〉 slip system. This has been also
supported by the observation of slip dislocations by X-ray topography [30,31]. The average activation
energy of the dislocation motion has been also evaluated to be 0.6 eV from the measurements of the
temperature dependence of the indentation hardness [28]. Furthermore, it has been found that the
indentation hardness increases with the evaporation of the intracrystalline water in open air where
the evaporation time dependence of the hardness has three stages such as incubation, transition, and
saturation stages [29]. The maximum value of the hardness in the dried condition has been about
one order of magnitude larger than that in the wet condition. Recently similar behaviors have been
also observed for O-HEWL crystals [32]. However, these measurements have been carried out under
ambient humidity. To clarify the hardness behavior, experiments under controlled relative humidity
would be desirable.
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The plastic characteristics for glucose isomerase (GI), ferritin, trypsin, and insulin crystals besides
HEWL ones have been also investigated by indentation method [33] and pushing method with a
glass filament [34,35]. The unique plastic behavior such as creep was observed for GI crystals [33].
Additionally, extremely high quality GI crystals were clarified by X-ray topography with dislocation
images and Pendellösung fringes [36]. On the other hand, a detailed mechanical response with
anisotropic properties was simulated by using a continuum-based crystal plasticity model which
was calibrated with Vickers microindentation hardness data [37]. This simulation with the hardness
data enabled us to deduce the critical resolved shear stress on the slip plane of the T-HEWL crystals.
Therefore, it is expected that the hardness measurements under controlled relative humidity can lead
to more precise plastic characteristics.

In this paper we report the indentation hardness on the (110) habit plane of the T-HEWL
crystals under controlled relative humidities. The time evolution of the hardness of the crystals
exposed to air with different humidities exhibits three stages such as the incubation, transition,
and saturation stages. The hardness in the incubation stage keeps a constant value of 16 MPa which
is independent of the humidity. The incubation hardness can correspond to the intrinsic one in the
wet condition. The increase of the hardness in the transition and saturation stages is well fitted
with a single exponential curve, and is correlated with the reduction of water content in the crystal
by the evaporation. The saturated maximum hardness also strongly depends on the water content
equilibrated with the humidity. The slip traces corresponding to the

(
110

)
[110] slip system around

the indentation marks are observed in not only the incubation but also the saturation stages. It is
suggested that the plastic deformation in the protein crystals by the indentation can be ascribed to
dislocation multiplication and motion inducing the slip. The indentation hardness in the protein
crystals is discussed in light of the dislocation mechanism with Peierls stress and intracrystalline water.

2. Results and Discussion

2.1. Hardness at Controlled Humidity

Figure 1 shows the time evolution of Vickers microindentation hardness on (110) habit plane
of T-HEWL crystals at 296 K exposed to air with 35.9% RH. The hardness strongly depends on the
exposure time to air. Note that the exposure of the crystal to air can lead to the evaporation of the
intracrystalline water. The behavior of hardness exhibits three stages with increasing exposure time,
as reported previously [29]. First stage is the incubation stage in which the magnitude of hardness
keeps a constant value even during the water evaporation, where the indented plane is still kept in
wet condition. Second stage is the transition stage in which the magnitude of hardness increases with
increasing exposure time where the indented plane is partially dried. Third stage is the saturation one
in which the magnitude of the hardness reaches a maximum value and almost keeps the value with
increasing exposure time where the indented plane is highly dried. The maximum hardness can be
controlled by the water content in the crystal equilibrated with the environmental condition such as
temperature and humidity.

From data points in Figure 1, it is noted that the scatter of measured values in each stage, especially
transition and saturation stages, is less than that reported elsewhere [27,29]. The low scattering of
measured values is attributed to controlled relative humidity in this work. Thus, more accurate
analysis of the hardness becomes possible. The value of the hardness in the incubation stage is found
to be 16 MPa, as seen in Figure 1. This value is slightly lower than that reported previously [27–29].
The reason can be attributed to the high accuracy for the measurements at controlled humidity.
The hardness of 16 MPa is considered to be intrinsic incubation hardness in T-HEWL crystals containing
sufficient intracrystalline water, although the origin for the incubation stage is discussed later.

Furthermore, it is found that the hardness curve in transition and saturation stages is well fitted
with single exponential curve given by

Hv = Hmax
v + A exp(−kht), (1)
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where Hv is Vickers microhardness, kh is rate constant for the increase of the hardness, t is exposure
time, and Hmax

v is saturated or maximum hardness. Note that a first data point with Hv of more than
20 MPa in the time evolution of the Hv, as shown in Figure 1, was defined as a starting point in the
transition stage. From the fitting, we can evaluate kh = 0.027 min−1 and Hmax

v = 247.6 MPa.
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Figure 1. Time evolution of Vickers microindentation hardness on (110) habit plane of T-HEWL crystals
at 296 K exposed to air with 35.9% relative humidity (RH). The hardness curve has three stages such
as incubation, transition, and saturation with exposure time. The extended figure of the initial or
incubation stage is shown in the inset. The fitting with single exponential curve is also drawn for the
hardness curve in the transition and saturation stages.

Figure 2 shows the time evolution of Vickers microindentation hardness on (110) habit plane
of T-HEWL crystals at 296 K exposed to air with different relative humidities such as 35.9, 42.1, 54.7,
73.6, and 84.0% RH, where measured crystals have different sizes of 1.6, 7.5, 1.9, 1.8, and 1.7 mm3,
respectively. All of hardness curves exhibit three stages such as incubation, transition, and saturation.
At higher humidity of 84.0% RH, longer exposure time is required for the appearance of the saturation
stage, as shown in Figure 2b. It should be noted that the magnitude of the hardness in the incubation
stage is independent of relative humidity, and keeps a constant value, as shown in Figure 2c. This result
is in good agreement with that in O-HEWL crystals reported recently [32]. Therefore, it is suggested
that the hardness in the incubation stage corresponds to the intrinsic one of T-HEWL crystals with
sufficient intracrystalline water in the wet condition as O-HEWL crystals.

The constant value of the hardness on (110) plane of T-HEWL crystals in the incubation stage is
16 MPa even under different humidities, as seen in Figure 2c. The value is about two times as high as
the average hardness of 7.8 MPa of O-HEWL crystals reported recently [32]. Actually, the hardness
value of T-HEWL crystals in the incubation stage is higher than all values of 5.7, 8.1, and 9.6 MPa on
(110), (010), and (011) crystal planes of O-HEWL crystals. The high hardness can be ascribed not
only to the crystal form but also to the water content with 39 vol. % in T-HEWL crystals smaller than
42 vol. % in O-HEWL crystals as mentioned above.

For transition and saturation stages, all the hardness curves are well fitted with single exponential
curves, as shown in Figure 2a,b. The kh and Hmax

v obtained by the fitting are presented in Table 1.
The rate constant, kh, depends on the relative humidity, as shown in Table 1. The value of kh increases
with decreasing relative humidity. The value at 35.9% RH is 0.027 min−1, which is about seven times
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as high as 0.004 min−1 at 84.0% RH. The high kh for the increase of the hardness can be attributed to
the high evaporation rate of the intracrystalline water under low relative humidity.
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Figure 2. (a) Time evolution of Vickers microindentation hardness on (110) habit plane of T-HEWL
crystals at 296 K exposed to air with different relative humidities such as 35.9, 42.1, 54.7, 73.6,
and 84.0% RH. The hardness curve with longer exposure time at higher humidity of 84.0% RH is
shown (b). All hardness curves in (a,b) have three stages such as incubation, transition, and saturation
ones with exposure time. The extended figure of the incubation stages at different relative humidities in
(a) is shown in (c). The fittings with single exponential curves for the hardness curves in the transition
and saturation stages are also drawn in (a,b).

Table 1. Rate constant, kh , for the increase of the hardness and maximum hardness, Hmax
v , in T-HEWL

crystals under different relative humidities.

Relative Humidity [% RH] kh [min−1] Hmax
v [MPa]

35.9 0.027 247.6
42.1 0.026 197.8
54.7 0.022 167.2
73.6 0.018 77.8
84.0 0.004 54.7

Furthermore, it should be noted that the maximum hardness, Hmax
v , also strongly depends on the

relative humidity, as presented in Table 1. The value of Hmax
v also increases with decreasing relative

humidity. The value of Hmax
v at 35.9% RH is 247.6 MPa, which is about 5 times as high as 54.7 MPa
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at 84.0% RH. The high Hmax
v can be ascribed to the low water content by the evaporation of a large

amount of intracrystalline water under low relative humidity. Thus, the Hmax
v is controlled by the

water content in the crystal equilibrated with environmental conditions such as relative humidity.
Additionally, the hardness at 100% RH is extrapolated from a fitted curve for the humidity dependence
of the maximum hardness, as shown in Figure 3. The extrapolated value is 7 MPa, which is even lower
than 16 MPa in the incubation stage related to the wet condition, as mentioned above. The low value of
the extrapolated hardness can correspond to real one of T-HEWL crystals in the solution at 100% RH.
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Figure 3. Humidity dependence of the maximum hardness, Hmax
v , obtained by the fitting with single

exponential curve for the hardness curves in Figure 2a.

2.2. Evaporation of Intracrystalline Water

In order to know the behavior of water evaporation, the change in crystal weight of T-HEWL
crystals exposed to different relative humidities was measured by using a thermogravimetric analyzer
in which the humidity is controlled by the flow ratio of wet and dry N2 gases. Figure 4a shows time
evolutions of crystal weights of T-HEWL crystals at 296 K exposed to N2 gas with different relative
humidities such as 39.1, 55.7, 74.3, and 92.9% RH. Note that the crystal weight at t = 0 corresponds to
the sum of weights of intrinsic crystal with sufficient intracrystalline water and excess water around
the crystal. As seen in Figure 4a, the crystal weight monotonically decreases with time evolution.
The decay curves at 55.7, 74.3, and 92.9% RH are well fitted with single exponential curves given by

W = W0 + A exp(−kw1t), (2)

where W is the relative weight to the initial one at t = 0, kw1 is first rate constant for the reduction of
weight, i.e., the evaporation of water, and t is the exposure time to N2 gas with controlled humidity.
The typical fitting with single exponential curve for the measured decay curve at 92.9% RH is
shown in Figure 4b. The well-fitting by single exponential curve means that there is no significant
change in the evaporation rate for the intracrystalline water and common water around the crystal.
Namely, the characteristic of the evaporation of crystalline water, probably free water, is similar to
that of common water. Additionally, the single exponential fitting is in good agreement with that in
the hardness curves in transition and saturation stages, as shown in Figure 2. Thus, it is suggested
that the change in the hardness in transition and saturation stages can be strongly correlated with
the behavior of the evaporation of intracrystalline water, probably free water. The rate constant, kw1,
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for the reduction of crystal weight, i.e., the evaporation of intracrystalline water, is estimated by the
fitting for the decay curve. The values of kw1 for the decay curves at different humidities in Figure 4
are presented in Table 2.
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Figure 4. (a) Time evolution of the crystal weight of T-HEWL crystals at 296 K exposed to N2 gas
with different relative humidities such as 39.1, 55.7, 74.3, and 92.9% RH. The typical fitting with single
exponential curve for the decay curve at 92.9% RH is shown in (b).

Table 2. Rate constants of kw1 and kw2 for the reduction of crystal weights at different
relative humidities.

Relative Humidity [%] kw1 [min−1] kw2 [min−1]

39.1 0.049 0.006
55.7 0.029 -
74.3 0.014 -
92.9 0.003 -

On the other hand, the decay curve at the lowest humidity of 39.1% RH is well fitted not with
single but with two exponential curves given by

W = W0 + A1 exp(−kw1t) + A2 exp(−kw2t), (3)

where kw2 is second rate constant for the reduction of crystal weight and A1 and A2 are the ratios of two
kinds of evaporation processes with first and second rate constants, respectively. The clear difference in
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the fitting accuracy with single and two exponential curves is confirmed in Figure 5a,b. The well-fitting
with two exponential curves means that the decay curve contains two kinds of evaporation processes
with fast and slow rate constants. The two rate constants are also presented in Table 2. From comparing
the values of rate constants in Table 2, fast evaporation process corresponding to kw1 is observed in all
humidities. As mentioned previously, there are two kinds of intracrystalline waters such as free water
and bound water in protein crystals. It is therefore considered that the fast component, kw1, is related
to the evaporation of free water which can be easily evaporated through the crystal.
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Figure 5. The decay curve of the crystal weight of T-HEWL crystals at 39.1% RH in Figure 4 (a) and the
corresponding fitting curves with single (a) and two exponential curves (b).

Figure 6 shows the fast rate constant, kw1, for the reduction of crystal weight, i.e., the evaporation
of free water, as a function of the relative humidity. The kw1 increases with a decrease in the relative
humidity. This means that the low humidity leads to the increase of the reduction rate of crystal
weight, i.e., the evaporation rate of free water. The value of kw1 at lowest humidity of 39.1% RH is
0.049 min−1, which is larger by more than one order compared with 0.003 min−1 at highest humidity
of 92.9% RH. This trend depending on the humidity is similar to the behavior of kh for the increase
of the hardness with decreasing humidity, as shown in Figure 6. On the other hand, the values of
kw1 for the reduction of crystal weight, especially for low humidities, are higher than those of kh for
the increase of the hardness, as seen in Figure 6. The discrepancy in the values might be due to the
difference in humidity-control systems with dry-wet and N2 gas flow used in the hardness and crystal
weight measurements, respectively.

The second, i.e., slow, rate constant, kw2, of evaporation processes is observed at only lowest
humidity of 39.1% RH. The slow component, kw2, can be related to the evaporation of bound water
around each protein molecule. Strictly bound water around protein molecules forms hydration
layers [12,14,38]. The water in the outer layer is loosely bound to the protein compared with the inner
layer. The loosely bound water can be evaporated at low humidity, although it is strongly bound with
the protein compared with the free water. On the other hand, as shown in Figure 2, the hardness curve
is well-fitted with single exponential one even under the lowest humidity. These results imply that
the evaporation of the loosely bound water gives no significant effect on the behavior of the crystal
hardness in this work.

As mentioned so far, the monotonical reduction of crystal weight, i.e., the evaporation of
intracrystalline water, can explain the change in the hardness in the transition and saturation stages,
whereas it cannot be simply correlated with a constant value of the hardness in the incubation stage.
Now, let us consider the mechanism for the incubation. The intracrystalline water, mainly free water,
is monotonically evaporated. On the other hand, the hardness first keeps a constant value in the
incubation stage, as mentioned above. This means that the surface region corresponding to the
indentation depth in the incubation stage is kept at the wet condition, although the intracrystalline
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water is monotonically evaporated. According to the studies on the drying mechanism in porous
materials [39–41], the evaporation of water at the surface is followed by the flow of interior water to
the surface. Similar process can occur in protein crystals with free water. When the evaporation rate of
the surface water is equal to the diffusion rate of interior water to the surface, the crystal surface is
always kept in the wet condition. Namely, the water content at the surface is kept at nearly constant,
although the intracrystalline water is monotonically evaporated. Such equilibrium of evaporation and
diffusion rates can be kept in high water content so that a constant value of the hardness at the wet
condition appears as the incubation stage.
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Figure 6. Comparison of rate constants of kh and kw1 for the increase of Vickers hardness and the
reduction of crystal weight, respectively, as a function of the relative humidity.

Further reduction of water content leads to the decrease of the water evaporation and diffusion
rates. Especially, the diffusion rate of interior water to the surface is more reduced compared with the
evaporation demand after a critical water content in the crystal [42]. This reduction of diffusion rate
leads to the drying at the indentation surface. As a result, the transition stage with the increase of the
hardness appears with the drying. Thus, the constant hardness in the incubation stage can be explained
based on the drying process in porous materials [39–41]. This also means that the drying mechanism
of protein crystals with free water is similar to that of porous materials. Additionally, according to
the drying process in porous materials [39,40], the rapid drying before the incubation stage occurs,
although it is actually difficult to measure it. Thus, real hardness of protein crystals in the solution
becomes smaller than 16 MPa in the incubation stage in Figure 2. This is consistent with the small
hardness of 7 MPa at 100% RH extrapolated from the fitted curve for the humidity dependence of the
Hmax

v in Figure 3.
Such drying behavior in protein crystals affects the intermolecular interaction, e.g., lattice constant

and elastic constant. The change in the intermolecular interaction greatly influences the dislocation
mechanism, playing a crucial role in the plastic deformation.

2.3. Dislocations and Peierls Stress

Figure 7 shows indentation marks formed on (110) planes in the three stages. As seen in
Figure 7a, the slip traces indicated by arrows around the indentation mark are clearly observed
in the incubation stage related to the wet condition, as reported previously [27–29]. It is suggested that
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plastic deformation brought about by indentation mainly results from dislocation multiplication and
motion, inducing the slip in the crystal. On the other hand, no clear slip trace around the indentation
mark has been observed in the saturation stage related to the dried condition so far. This might be
attributed to small plastic deformation corresponding to small indentation mark due to the high
hardness in the saturation stage. In this work, the indentions with higher loads were also applied in the
saturation stage. As a result, the clear slip traces around the larger indentation marks were sometimes
observed even in the saturation stage related to dried condition as seen in Figure 7d. These results
suggest that dislocation multiplication and motion can occur for the plastic deformation in all stages.
However, actually, it is still difficult to observe the slip traces around the indentation marks even
by high load indentation. This might be related to the poor crystal quality in the saturation stage,
i.e., dried condition.

Figure 7. The morphologies around the indentation marks formed by the indentations on (110) habit
planes of T-HEWL crystals in (a) incubation, (b) transition, and (c,d) saturation stages at 64% RH.
Note that a load of 4.9 mN (0.5 g weight) was used in (a–c), whereas a higher load of 490 mN
(50 g weight) was employed in (d). The slip traces are indicated by arrows in (a,d).

The surface morphology inside the indentation mark in the incubation stage is rough
compared with the smooth surface in the transition and saturation stages, as seen in Figure 7.
Additionally, the edges of the indentation mark in the incubation stage are partially disturbed in
contrast to the sharp edges in another stages. Such roughness of the indentation mark can be
ascribed to the pull-out effect due to the adhesion depending on the hydration by the indenter [43–45].
The correction of the adhesion on protein crystals by the indenter would be required for more accurate
analysis of the indentation hardness.

The directions of all slip traces indicated by arrows in Figure 7a,d are parallel to 〈001〉, as reported
previously [27–29]. According to the dislocation self-energy in previous papers [28], {110}〈001〉
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(b = 3.79 nm) and {110}〈110〉 (b = 11.1 nm) are suggested as possible slip systems corresponding
to 〈001〉 slip traces, where b is the magnitude of Burgers vector. However, the main slip system of(
110

)〈001〉 does not appear on the (110) surface, since the (110) plane contains the 〈001〉 axis. On the
other hand, when the secondary slip system of

(
110

)
[110] is active, the slip traces of 〈001〉 directions

can be observed on the (110) plane. Thus, the slip traces observed near the indentation marks on the
(110) surface, as seen in Figure 7a,d, correspond to secondary slip systems of

(
110

)
[110].

Finally let us consider the mechanism of plastic deformation and hardness in protein crystals
by indentation. The applied stress due to the indenter is concentrated in the indentation region
and rapidly decreases away from it. When the indenter contacts the specimen surface, dislocations
are generated beneath the indenter where the stress is very high. Then, the generated dislocations
are able to move away from the indented region and thus T-HEWL crystals can deform plastically.
Generally speaking, it is difficult to describe quantitatively the hardness value of crystals in terms
of dislocation mechanism because the stress distribution around an indentation is very complicated.
Peierls stress required to make a dislocation move in the crystal is estimated, although it cannot be
directly related to the hardness. To evaluate the Peierls stress, we use a simple form of classic Peierls
stress [46,47] given by

σ =
2G

1 − ν
exp

( −2πd
b(1 − ν)

)
, (4)

where G is the shear modulus, ν is Poisson’s ratio, d is the distance between slip planes, and b is
the magnitude of Burgers vector. In this work, the Peierls stresses are evaluated for

(
110

)
[110]

(b = 11.1 nm) slip system experimentally observed in both wet and dried T-HEWL crystals in the
incubation and saturation stages, respectively, as seen in Figure 7. The Peierls stress of wet or
hydrated T-HEWL crystals at 98% RH is estimated to be 10.7 MPa with G = 0.70 GPa, ν = 0.42,
d = 5.59 nm, and b = 11.1 nm where those values used in the calculation are experimental ones obtained
from the measurements of sound velocities and X-ray diffractions of hydrated T-HEWL crystals at
98% RH, reported previously [24]. On the other hand, the Peierls stress of dried or dehydrated
T-HEWL crystals at 42% RH is evaluated to be 57.2 MPa with G = 2.64 GPa, ν = 0.37, d = 5.23 nm,
and b = 10.5 nm. Note that those values used in the calculation are also experimental ones obtained
from the measurements of sound velocities and X-ray diffractions of dehydrated T-HEWL crystals at
42% RH, reported previously [26]. The value of Peierls stress at 42% RH is 57.2 MPa, which is about six
times as high as 10.7 MPa at 98% RH. This trend depending on the humidity is in good agreement with
the increase of one order of the hardness experimentally observed at 42% RH, as shown in Figure 2.
Additionally, the values of the Peierls stress are similar order to 16 and 198 MPa in the incubation and
saturation stages at 42% RH, respectively, as shown in Figure 2. Thus, it is suggested that the hardness
in protein crystals can be comparably correlated with Peierls stress based on simple model as typical
metal and covalent crystals.

3. Materials and Methods

Three times crystallized HEWL (Wako Pure Chemical Industries, Ltd., Osaka, Japan) was used
without further purification. T-HEWL crystals (P43212, a = b = 7.91 nm, c = 3.79 nm, Z = 8) were grown
by means of a salt-concentration gradient method at 296 K in test tubes held vertically and using NiCl2
as a precipitant [48]. Large crystals up to a size of 5 mm were grown over two weeks. Almost all
the crystals had habit plane such as {110} and {101}. In this experiment, T-HEWL crystals with
(110) habit plane of approximately 2 × 2 mm2 were used for the measurements of Vickers hardness
and crystal weight.

The Vickers hardness, Hv, was measured by using a microindentation testing machine (HM-221,
Mitutoyo Co., Kawasaki, Japan). In order to measure the hardness at controlled relative humidity,
the testing machine was covered with a simplified plastic chamber with 12.1 × 10−3 m3. The relative
humidity in the chamber is controlled by using water, silica-gel (Wako Pure Chemical Industries,
Ltd., Osaka, Japan), and humidity control agents (DRY WET, Toshin Chemicals Co., Tokyo, Japan).

289



Crystals 2017, 7, 339

The lower humidity of 35.9% RH was controlled by using the silica-gel (190 g). The middle humidity
of 42.1 and 54.7% RH is realized by using the DRY WET (40 g). The higher humidities of 73.6 and
84.0% RH were reached by using water (300 mL). Note that the controlled humidity in the chamber
slightly depended on the outside humidity, since the simplified chamber had a little leak from the
outside. The time evolution of the hardness was measured at 296 K in air with the controlled relative
humidities. Just after the crystal is transferred from solution on the indentation stage in open air,
the crystal plane is covered with solution droplet. In that situation, it is difficult to indent the crystal
plane and/or observe the indentation marks. The clear indentation marks are confirmed after a few
minutes with the evaporation of water. That time when the first indentation mark is observed is
defined as t = 0 of exposure time to air.

The indentation was carried out on (110) habit planes of T-HEWL crystals. The indenter, with
a load of 4.9 mN (0.5 g weight) and 490 mN (50 g weight), was pulled down to the crystal plane at
a velocity of 0.01 mms−1. The contact period of the indenter with the plane was 5 s, which is hold
time at maximum load. The indentation marks were observed by using an optical microscope with
a magnification of 100. In this experiment, the length of the diagonal of the indentation mark was
approximately 20 μm in the incubation stage. The distance between the indentation marks and crystal
edges was 50 μm at least. The separation of the indentation marks is more than the same length of
indentation marks at least. It is difficult to separate the indentation marks with longer length since
the area of the indentation marks is limited due to the small crystal. A standard block of hardness
(HV700, Yamamoto Scientific Tool Laboratory, Funabashi, Japan) was used for calibration of the
microindentation testing machine. The Hv was determined with equation 1.854

(
Fd−2), where F (N)

and d (mm) are the load and average length of the diagonal of the indentation mark, respectively.
Note that the hardness, as evaluated above, would include the error of 10% at least assuming the error
of 1 μm in the measured value of the diagonal of d = 20 μm.

The weight measurement was carried out at 296 K by using a thermogravimetric analyzer
(STA7000, Hitachi High-Technologies Co., Tokyo, Japan). In this analyzer, the relative humidity was
controlled by a gas mixture of dry and wet N2 gases with controlled water vapor. The flow rates of dry
and wet N2 gases were 200 and 100 mL/min, respectively.

4. Conclusions

We have shown the indentation hardness of T-HEWL crystals with intracrystalline water under
controlled relative humidities. The hardness strongly depends on the water content in the crystals
associated with the evaporation and humidity. The evaporation process is similar to that in porous
materials. The slip traces related to dislocations multiplication and motion are clearly observed around
the indentation marks. The hardness and plastic deformation in protein crystals by the indentation can
be explained by the dislocation mechanism with Peierls stress and the change in the water content.
The knowledge of such a dehydration process on the hardness of protein crystals is useful for the
elucidation of not only the fundamental interest but also various applications and practical issues such
as the handing of the protein crystals, e.g., substrate or drug binding, heavy-atom compound binding,
and cryoprotectant soaks.
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Abstract: Mechanical anisotropy in an austenitic ferromagnetic shape memory alloy (SMA),
Ni50Mn26.25Ga23.75, is investigated along (010),

(
120

)
,
(
121

)
,
(
231

)
and (232) using nanoindentation.

While (010) exhibits the highest reduced modulus, Er, and hardness, H, (232) shows the lowest
amongst the grain orientations examined in this study. The significant elastic anisotropy measured is
attributed to differences in planar packing density and number of in-plane Ni–Mn and Ni–Ga bonds,
whereas the plastic anisotropy is due to the differences in the onset of slip, which is rationalized by
recourse to Schmid factor calculations. This would help determine the grain orientations in austenitic
NiMnGa which exhibit better mechanical properties for SMA applications such as improving
vibration damping characteristics of the alloy.

Keywords: NiMnGa; mechanical anisotropy; nanoindentation; hardness; modulus

1. Introduction

Ni-Mn-Ga ferromagnetic shape memory alloy (FSMA) is one of the most promising materials for
possible applications in magnetic actuation and sensor applications as well as structural and damping
applications due to high recoverable strains (above 10%) [1,2].

However, a major impediment to using them, especially in structural applications, is their
extreme brittleness, which has been attributed to fracture along the low strength grain boundaries
that is, in turn, is a result of the high directionality of the bonds in the ordered structure which
breaks down at the grain boundaries. Also, their coarse-grained microstructure combined with large
mechanical anisotropy makes the alloys susceptible to intergranular cracking [3,4]. Some quantitative
data regarding stiffness constants of different orientations (single crystals) and studies on composition
dependence on the mechanical perperties of NiMnGa alloys using nanoindentation technque are
present in the literature [5–10], but to our knowledge, quantitative investigation of mechanical
anisotropy across individual orientations in an as-cast polycrystal of room temperature austenitic
Ni50Mn26.25Ga23.75 is not reported yet. Nanoindentation technique, because of its ability to probe
mechanical properties of relatively small volume materials, allows for measuring mechanical properties
along various crystallographic directions and hence estimates the anisotropy [11–17]. Some of
the current authors have extensively utilized nanoindentation technique to characterize organic,
pharmaceutical and metal-organic framework systems to correlate molecular-level properties such
as interaction characteristics, crystal packing, and the inherent anisotropy with micro/macroscopic
events [18–29]. This has been attempted in this work wherein the elastic and plastic properties of
grains in an austenitic Ni50Mn26.25Ga23.75, which are oriented in different crystallographic directions,
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are evaluated by employing the nanoindentation technique. This would help determine the grain
orientations in austenitic NiMnGa which exhibit better mechanical properties for SMA applications
such as improving vibration damping characteristics of the alloy, thus in better engineering of SMAs
for various structural applications.

2. Experimental

Polycrystalline Ni50Mn26.25Ga23.75 ingots were manufactured by vacuum arc melting technique
using 99.8% pure powders. Note that this composition is off-stoichiometric as Ni2MnGa is the
stoichiometric alloy. The average grain size in this alloy was ~500 μm, as observed by using optical
microscopy. Differential scanning calorimetry (Figure S1 in Supplementary Information) shows that
the austenitic start (As) and finish (Af) temperatures for this alloy are 266.1 and 276.7 K, respectively,
whereas the martensitic start (Ms) and finish (Mf) temperatures are 265.2 and 253.9 K, respectively. Thus,
the alloy is in the fully austenitic state at room temperature (~298 K) at which the nanoindentation
experiments were performed. To identify the crystallographic orientations of different grains in
the microstructure, electron backscattered diffraction (EBSD) was performed using a field-emission
scanning electron microscope (FEI Nova NanoLab 200, FEI Company, Hillsboro, OR, USA) on an
electro-polished sample. (Following are the optimum electropolishing conditions: voltage = 9 V,
temperature = 243 K, time = 20 s, electrolyte = 20% perchloric acid +80% methanol, cathode = pure Ti).
The step size given for EBSD scans was 10 μm. A confidence index of ~0.25 indicates the high reliability
of the data. Point analysis in EBSD (was used to characterize the orientation of each grain in the
sample. The elemental compositional analysis in different grains has been performed using electron
probe micro-analysis (EPMA).

Nanoindentation experiments were performed on the five different grains with crystallographic
orientations of (010),

(
120

)
,
(
121

)
,
(
231

)
and (232) (See Table 1 for complete crystal orientation

details) using the Triboindenter (Hysitron Corp., Minneapolis, MN, USA) which has a coupled in-situ
imaging capability. These orientations were chosen since they were the primary ones with large
grain size located in the central region of the sample. The nanoindenter was fitted with a Berkovich
diamond tip with a tip radius of ~75 nm. The loading and unloading rates during the nanoindentation
experiments were 0.9 mN/s and the load was paused for 10 s at the peak load of 9 mN. A minimum
of 10 indentations were performed on each grain. They were always located in the central region
of the grains (and sufficiently far away from the grain boundaries) so that the grain boundaries do
not influence the measured mechanical properties. The coarse grain size of the alloy is particularly
beneficial in this aspect. The EPMA results reveal negligible compositional variation across the grains,
confirming that the elastic and plastic anisotropies observed in the present study are not due to
compositional variation. The images of the residual indent impressions were captured immediately
on unloading with the same indenter tip, now functioning as the stylus. The load, P, vs. depth of
penetration, h, curves were analyzed using the Oliver-Pharr (O-P) method [17] to determine Er and H
of the particular grain orientation. The Er was determined using the equation.

Er =

√
π

2
βS√

A
(1)

where S is the stiffness of the test material, which was obtained from the initial unloading slope by
evaluating the maximum load and the maximum depth, i.e., S = dP/dh. β is a shape constant that
depends on the geometry of the indenter and is 1.034 for the Berkovich tip.
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Table 1. The crystallographic orientations, corresponding color schemes, and Euler angles obtained
from EBSD on austenitic Ni50Mn26.25Ga23.75 prior to nanoindentation.

Color Scheme Φ1 (Degrees) Φ (Degrees) Φ2 (Degrees) Plane

Purple 138.8 65.1 203.9 3.45◦ from
(
121

)
Cream 277.2 82.1 333.2 6.4◦ from

(
120

)
Orange 254.8 99.5 179.4 8.1◦ from (010)

Blue 47.3 58.3 32.8 2.9◦ from (232)
Pink 63 104 33.4 5.3◦ from

(
231

)
The indentation modulus, EM of the individual grains was obtained using the following

equation [15,16]:
1
Er

=

(
1 − υ2

E

)
Indenter

+

(
1

EM

)
Sample

(2)

where ν and E are Poisson’s ratio and elastic modulus, respectively. The indenter properties used in
this study are Ei = 1140 GPa, and Poisson’s ratio for the indenter is νi = 0.07.

3. Results and Discussion

Powder X-ray diffractometry (Figure S2 in Supplementary Information) shows crystalline peaks
corresponding to bcc structure indicating a Heusler cubic superlattice with the L21 order with a
lattice parameter of 0.58 nm. Figure 1a shows a combined EBSD scan image (obtained from two
different regions of the sample where nanoindentations were performed) whereas Figure 1b shows
the corresponding inverse pole figure map with the color scheme used. The boundaries between two
color coded regions indicate the approximate location of the grain boundary. The orientation imaging
microscopy (OIM) software was used to analyze the data and obtain the Euler angles of the different
orientations and pertinent (hkl) planes, which are indicated on Figure 1b and listed in Table 1. (Note
that the planes mentioned are low index equivalents of the high index planes obtained from EBSD
scan analysis).

Figure 1. (a) Orientation Imaging Microscopy (OIM) scans of individual grains in room
temperature austenitic Ni50Mn26.25Ga23.75 obtained using electron backscattered diffraction (EBSD),
(b) corresponding color coded inverse pole figure map.
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Representative P-h curves obtained on different grains are shown in Figure 2a and the average Er

and H values extracted from these are listed in Table 2. The P-h curves are smooth with no evidence of
pop-ins in the loading part of the curves, suggesting that dislocation activity not happened in sudden
bursts. No kinks (or pop-outs) were observed in the unloading curves either, implying that the material
underneath the indenter might not have undergone sudden phase transformation. The Differential
Scanning Calorimetry (DSC) shows that the Curie temperature (Tc) of paramagnetic to ferromagnetic
transformation of Ni50Mn26.25Ga23.75 is 376 K. The studied alloy undergoes transformation to 5 M/5
fold modulated martensite at Ms since Tc > Ms. The maximum percentage strains (ε) due to stress
induced martensite under uniaxial compressive loading of different orientations have been calculated
using the shape strain matrix of the austenite to 5 M martensite transformation [30]. Corresponding
room temperature uniaxial compressive stresses required for austenite to martensite transformation,
σT, have been computed using the modified Clausius-Clapeyron equation [31] as follows.

σT =

(
dH × ρ

Ms × ε

)
× (RT − Ms) (3)

where dH is the enthalpy change on transformation obtained from DSC curve (4.3 J/g), ρ is the density
of alloy (8.13 g/cc), RT is room temperature (~298 K). The ε values along <100>, <120>, <121> and
<232> of the austenite form are found to be 3.868, 3.175, 3.782, and 3.718 % with corresponding σT
values being 109.2, 133, 111.7 and 113.6 MPa, respectively. These stresses are smaller, by more than an
order of magnitude than the corresponding H. Also, H and σT are not correlated. These observations
suggest that the measured anisotropy in H is not a reflection of the anisotropy in σT.

Figure 2. (a) Representative P-h curves of nanoindentation along (010),
(
120

)
,
(
121

)
,
(
231

)
and (232).

(Inset shows AFM image of residual indent impression after immediate unloading), (b) variation of Er,
with H.

The O-P method, used for extracting E and H from the P-h curves, can give inaccurate values if
there is significant pile-up or sink-in due to plastic flow underneath the indenter. However, the AFM
images of the indentation imprints (a representative one is shown in the inset of Figure 2) do not show
any such features. Further, they do not give any evidence of formation of slip lines or martensitic
twin variants along the edges or corners of the indenter, which for example was reported in the case
of nanoindentation of individual grains of Cu83.1Al13 Ni3.9 SMA under similar loading-unloading
conditions [32].

Data presented in Table 2 shows that (010) is the stiffest and also the hardest whereas (232) is
the most compliant and softest amongst the crystallographic planes studied in the work. The extent
of elastic and plastic anisotropies is significant, with 37.5% and 27.6% differences in E and H values
of (232) and (010). Kumar et al. [14] have mapped the anisotropic indentation modulus in different
cubic materials and showed that the maximum variation in modulus across orientations in highly
anisotropic materials like Pb, Th and Ni3Al is ~14%. Vlassak and Nix [15,16] have measured the elastic
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anisotropy factor, defined as the ratio of the highest EM to the lowest measured amongst various
crystallographic directions, using nanoindentation on different metals. The data reported by them is
listed in Table 3 along with that obtained in the present study on NiMnGa. While metals like W and Al
are nearly-isotropic, brass shows maximum anisotropy with a factor of 1.25. The anisotropy factor for
the FSMA examined in this work is 1.31, much larger than that of brass, clearly highlighting the fact
that NiMnGa is highly anisotropic.

Table 2. Slip System, corresponding Schmid factors and calculated mechanical properties on
nanoindentation along different crystallographic directions.

Direction Slip System
Maximum

Schmid Factor
hmax (nm)

Hardness,
H (GPa)

Reduced
Modulus, Er (GPa)

[010] {
110

}
<001>

0.09 326 3.7 ± 0.04 81 ± 0.7
[231] 0.34 344 3.39 ± 0.05 69.2 ± 0.7
[120] 0.36 346 3.3 ± 0.04 70.2 ± 0.7
[121] 0.45 360 3.2 ± 0.03 64.8 ± 0.6
[232] 0.49 377 2.9 ± 0.06 58.9 ± 0.8

Table 3. Comparison between elastic anisotropy factors on nanoindentation of different materials [15]
and the austenitic NiMnGa studied. * denotes that the values presented in the table are “Indentation
modulus, EM” calculated from the Er, Poisson’s ratio and indenter modulus information and using
Vlassak and Nix model [15] in order to compare the NiMnGa anisotropic factor with the materials
listed in Ref. [15].

Material EMhighest (GPa) EMlowest (GPa)
Elastic Anisotropy Factor

(EMhighest/EMlowest)
Space Group

W 439 438 1.002 Im3m
Al 79 77 1.025 Fm3m
Cu 137 124 1.104 Fm3m

Brass 130 104 1.250 I43m
Ni-Mn-Ga 86.68 * 65.83 * 1.31 Fm3m

As shown in Figure 2b, cross-plotting of the Er and H values obtained for various crystallographic
planes shows that the planes that are stiffest are also the hardest. Sometimes, such a correlation could
be an experimental artifact, a result of significant pile-up or sink-in during indentation. The possible
reasons for the observed anisotropy in mechanical properties are discussed below.

The elastic modulus of material primarily depends on two factors: the bonding characteristics and
the structure of the material. In the NiMnGa alloys, both the Ni–Mn and Ni–Ga bonds are metallic in
nature and have the same bond length (2.527 Å). Therefore, it is reasonable to expect that differences in
bonding characteristics cause no significant anisotropy. Then, the possible reason could be significant
differences in planar packing densities along different orientations. Projections of the (010) and (232)
planes for stoichiometric NiMnGa are shown in Figure 3a,b respectively. It is seen that the former
is more densely packed with a planar packing density of 0.1195 atoms/Å2. This translates into a
much greater resistance to bond stretching by elastic deformation in the [010] direction of indentation
compared to [232].

Next, we focus on the hardness anisotropy. To gain insight into the plastic deformation processes
under nanoindentation, a priori knowledge of the possible slip systems and the Schmid factors (SFs) for
them are essential. In general, the possible slip systems in L21 structures are {110} <111>, {112

}
<111>,

{110}<110> and {110}<001> [33,34]. Slip is expected to happen earlier on orientations with higher
estimated SF. The reader should note that Schmid’s law is for a uniaxial stress; however, the stress
under indenter is heterogeneous. Nevertheless, estimation of SFs provides insights into the slip
mechanism under the indenter. Recently, some authors have tried to define a Schmid factor for
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indentation in a better way [35]. However, in the present case it is seen that {110}<001> could be the
favored slip system since SF calculations for slip along all possible slip plane- direction combinations of
{110}<001> reinstate the hardness trends seen. The maximum values of the SFs estimated for different
crystallographic orientations along which indentations are performed, with the slip system being
{110}<001> are listed in Table 2. It is seen that higher the estimated SF, lower is the measured H.

Figure 3. Planar Projections of (a) (010) and (b) (232) in NiMnGa, normal to which nanoindentations
are performed along [010] and [232] directions, respectively.

The aforementioned can be argued qualitatively as well. The <001>, <110> and <111> are possible
slip directions in NiMnGa. Now, slip along <110> is difficult since it is not densely packed as compared
to the other two directions. Thus, slip along it can only be activated at elevated temperatures. The <001>
direction in NiMnGa has neighboring Mn and Ga atoms which are not bonded to each other but
are coordinated to Ni atoms in the adjacent (001) plane (See-Figure 4). Unlike <001>, the <111> is
seen to have a bonded repetitive chain of -Ga-Ni-Mn-Ni-Ga- atoms. All these atoms are bonded to
pertinent atoms in the adjacent plane. Our hypothesis is that the chain of bonded atoms in <111>,
along with multiple bonds with the adjacent plane, makes it comparatively more difficult for slip
compared to <001> (See Figure 5). It is evident from the theoretical and experimental literature that
for fcc [36] and bcc [37] crystals, (100) is the most complaint and (111) is the strongest. To check our
hypothesis, we have evaluated <110> and <001>-orientations on another austenitic NiMnGa sample
whose texture shows <110> grain orientation on the surface using nanoindentation in which <110> has
a higher reduced modulus (83 GPa) than <001> (81 GPa) confirming <001> is likely to be the favorable
slip direction. It is also concluded that slip along {110}<001> could have a significantly low lattice
friction stress allowing easy shear of atomic planes in slip direction. However, this hypothesis has to
be experimentally verified through transmission electron microscopy of plastically deformed samples
of this FSMA.
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Figure 4. (a) Cross-section of (001) atomic arrangements underneath the plane being indented
for indentations along [001] and, (b) planar projections of (001) in NiMnGa, normal to which
nanoindentations are performed.

Figure 5. (a) Cross-section of (111) atomic arrangements underneath the plane being indented
for indentations along [111] and, (b) planar projections of (111) in NiMnGa, normal to which
nanoindentations are performed.

The cross-sections underneath the plane being indented are shown in Figure 6a,b for (232) and
(010) respectively. It is seen that shearing of the planes along the [001] direction shown in Figure 6a
is a distinct possibility on indenting along (232). On the other hand, along [010], no such particular
direction of shear seems apparent. This corroborates our results according to which (232) is the softest
and (010) is the hardest under nanoindentation amongst the crystallographic orientations studied here.
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Figure 6. Cross-sections of atomic arrangements underneath the plane being indented for indentations
along (a) [232] and (b) [010].

4. Conclusions

In summary, we have examined the orientation dependence of mechanical properties austenitic
polycrystalline Ni50Mn26.25Ga23.75 sample by nanoindentation technique. The experimental finding
reveal (010) to be the hardest and stiffest while (232) is the least hard and most compliant amongst
the crystallographic planes studied in the work. The anisotropy in hardness on indenting different
orientations is attributed to the differing Schmid factors for slip propagation on pertinent slip plane.
The significant variation in reduced modulus across orientations follows the same trend as hardness
and is attributed to variation in crystal packing and atomic density. Having prior knowledge about the
hardest and stiffest grains, one can texture these alloys in the processing stage itself to improve the
mechanical properties and hence, enhance their structural applicability.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/7/8/254/s1,
Figure S1: Differential Scanning Calorimetry results obtained from the austenitic composition of NiMnGa studied
in our work, Figure S2: X-Ray Diffractometry results obtained from the martensitic form of the austenitic NiMnGa
studied in our work clearly showing the presence of indexed 7M martensite peaks, Table S1: Calculated Schmid
Factor for all the slip systems possible in the NiMnGa Heusler structure with respect to the indentation stress
direction, Table S2: Maximum Schmid factors for the 5 different family of slip systems possible in NiMnGa
superstructure with respect to the indentation stress directions, Table S3: Slip System, corresponding Schmid
factors and calculated mechanical properties on nanoindentation along different crystallographic directions.
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Abstract: The current work implements a correlative microscopy method utilizing electron back
scatter diffraction, focused ion beam and digital image correlation to accurately determine spatially
resolved stress profiles in the vicinity of grain/twin boundaries and tensile deformation twin tips
in commercially pure titanium. Measured local stress gradients were in good agreement with local
misorientation values. The role of dislocation-boundary interactions on the buildup of local stress
gradients is elucidated. Stress gradients across the twin-parent interface were compressive in nature
with a maximum stress magnitude at the twin boundary. Stress profiles near certain grain boundaries
initially display a local stress minimum, followed by a typically observed “one over square root of
distance” variation, as was first postulated by Eshelby, Frank and Nabarro. The observed trends
allude to local stress relaxation mechanisms very close to the grain boundaries. Stress states in front
of twin tips showed tensile stress gradients, whereas the stress state inside the twin underwent a sign
reversal. The findings highlight the important role of deformation twins and their corresponding
interaction with grain boundaries on damage nucleation in metals.

Keywords: titanium; digital image correlation; detwinning; twin-grain boundary interactions;
plastic deformation

1. Introduction

The mechanical behavior of metals, is to a large extent, influenced by the changes in intrinsic
length scales and the interaction between different microstructural features associated with them.
A microstructure can be essentially defined as the overall arrangement of crystallites/grains and
material defects (point defects, dislocations and grain/twin boundaries). Depending upon the volume
of the probed region these features can considerably vary both topologically as well as dimensionally.
Since the local stress state in a material is directly proportional to the density and spatial configuration
of defects, this also means that internal/residual stresses can strongly vary across different length
scales i.e., macro-, meso- and microscopic dimensions.

2. Background

Plastic deformation in metals is primarily carried out by the creation and motion of linear defects
viz. dislocations. In polycrystalline materials with diverse grain orientations, the interfaces between
differing crystallite orientations can present themselves as severe obstacles to dislocation motion.
The resultant interaction between line defects and such grain boundaries often gives rise to complex
geometrical configurations of stored dislocations that are associated with long-range elastic stress fields.
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These stored dislocations are termed as geometrically necessary dislocations (GNDs), since they ensure
the geometrical compatibility of deformed grains across the grain boundaries. Superposition of such
stress fields invariably results in a strong spatial heterogeneity in local stress states. Needless to say,
the variation in local GND density levels directly influences the distribution of microscopic residual
stresses in the grain and grain boundaries. Internal stresses are also influenced by mutual interaction of
line defects leading to local entanglements of dislocations i.e., forest dislocations or statistically stored
dislocations (SSDs), but their numeric contribution in comparison with GNDs progressively diminishes
with increasing applied strains due to saturation in dislocation densities of the former for strains above
~0.1–0.2 [1]. On the other hand, GND dislocation associated with grain boundaries continue to increase
linearly with applied shear strain [1], thus acting as the primary contributors to strain hardening.
Such correlation between GND density levels and local stress gradients has been utilized in the past to
explain local hardening phenomenon due to dislocation pile-up at grain boundaries. Eshelby et al. [2]
showed analytically that a dislocation pile-up ahead of an insurmountable obstacle such as a grain
boundary would result in a stress gradient that varies as “one over the square root” of the distance
from the obstacle. In fact, the stress field in front of the spearhead of the dislocation pile-up resembles
the stress field of a crack singularity in a linear elastic medium. Subsequent experimental observations
by Hall [3,4] and Petch [5] independently re-established such a behavior in metals as the well-known
Hall-Petch effect, wherein the mechanical strength of the material increases with a decreasing intrinsic
length scale of the grain size.

The dislocation configuration near a grain boundary strongly determines the degree of pile-up
and corresponding local stress concentration. Depending on the crystallography of the grain boundary
certain slip/twin systems may find conjugate systems in the neighboring grain that facilitate complete
or partial strain transfer. It must be mentioned here that like slip deformation, twins are described by
their twinning plane and the direction of shear. A theoretical estimate of the feasibility of slip/twin
transmission can be captured by the strain transfer parameter [6,7], expressed as,

m′ = (n1·n2)·(b1·b2), (1)

where n1 and n2 are the normalized intersection lines common to the slip/twinning planes and the
boundary plane, and b1 and b2 are the normalized slip/twinning shear directions in the pile-up and
emission grains. The value of m′ provides a measure of the probability for possible transmissivity of
a slip or twinning dislocation across the grain boundary. Maximization of strain transfer parameter m′

abates dislocation pile-up and promotes easier strain transfer across the grain boundary.
Precise measurement of residual stresses at different length scales is extremely vital in order to

acquire a fundamental understanding of damage mechanisms in present day structural materials.
Despite the availability of diverse techniques for estimating internal stresses such as, using hard X-rays,
hole drilling, contour method, slitting and ring coring, very few methodologies allow estimation of
stresses up to micron and sub-micron scale resolution. Diffraction techniques utilizing convergent
beam or nano-beam, hard X-rays from synchrotron are some of the available methods that can resolve
stress at inter/intra-granular level [8], but the availability of such facilities are scarce [9]. Lately,
the measurement of local scale stresses can be performed by high resolution electron back scatter
diffraction (HR-EBSD) wherein Kikuchi patterns from reference (un-deformed) and deformed states
are used to measure the residual displacements, and subsequently calculate the local elastic strain
and stress state [10–14]. However, the method is limited to 2-dimensional investigations wherein only
subsurface information is obtained [8]. With the advent of dual-beam focused ion beam (FIB) field
emission gun microscopes, measurement of residual stresses with simultaneous sub-micron lateral
and depth resolution in a semi-automated and robust way [9] is made possible. In this way both the
subsurface and bulk deformation contribution on internal stress build up is accounted for during
stress quantification. The methodology utilizes correlative imaging and milling to remove material and
estimate the local stress relaxation in the neighborhood. Depending upon the milling geometry, either
multiple stress components of the whole stress tensor can be determined or spatial stress gradients
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along one stress component is evaluated. Digital image correlation (DIC) is utilized to determine
relaxation induced displacements in the vicinity of the milled region.

In previous studies [15,16] the authors introduced a site-specific technique utilizing electron back
scattered diffraction (EBSD) and FIB-DIC linear slit milling to accurately determine spatially resolved
stress profiles in the vicinity of grain boundaries in commercially pure titanium. The investigations in
the vicinity of different grain boundaries in commercially pure titanium revealed the appearance of
a local stress minimum just next to the boundary. This was followed by a Hall-Petch type monotonic
stress decrement to a steady state regime. Correlations with the GND density and local misorientation
data further validated the observed trends (c.f. Figure 1a,b). The results further showed that the width
over which the stresses relaxed in the vicinity of the boundary was strongly dependent upon the
obstacle strength of the grain boundary i.e., the Hall-Petch coefficient, kHP (c.f. Figure 1c). The observed
stress drop was justified by a local change in elastic stress fields arising from dislocation-dislocation and
dislocation-grain boundary interactions that may lead to a relative depletion of dislocation densities in
the vicinity of specific grain boundaries. It was shown that the stress fields due to dislocation-grain
boundary interactions are long range in nature and can be of the order of 10−3 G even at distances
≈ 104·bd (where, G is the shear modulus and bd is the Burgers vector for active dislocation slip) from
the grain boundary plane.

Figure 1. (a) Local misorientation and stored dislocation densities in the vicinity of the grain boundary;
(b) corresponding residual stress profile as a function of distance from the grain boundary; (c) variation
of kHP and relaxation width with the peak GND density measured in the vicinity of different grain
boundaries (adapted from ref. [15]).

Hexagonal crystal’ structures, due to their low symmetry, often exhibit anisotropic deformation
behavior unlike face centered cubic metals with cubic symmetry. This typically arises from a lack
of easily available slip deformation modes along the c-axis and the role of mechanical twinning in
accommodating strain out of the basal plane [17–20]. Due to its inherent nature, deformation twinning
strongly impacts crystallographic texture evolution as well as the grain scale stress evolution [21,22].
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While plastic slip is spatially more homogeneous and lattice strain evolution is gradual, the onset
of twinning involves sudden reorientation of a part of the crystal associated with significant lattice
strain and localized shear. The localized lattice rotation during twinning leads to the creation of
twin boundaries. These newly formed boundaries can dynamically refine the grain size and lead to
significant latent hardening inside the twins on subsequent straining [23,24]. Furthermore, dislocations,
grain-boundaries and twins can mutually interact. Such complex local plastic response often gives rise
to significant stress heterogeneities in the vicinity of twins. The significance of understanding such
localized stress fields is in determining their associated effects either on accommodating deformation
close to crack tips or on nucleation and propagation of cracks and thus their tendency to limit
ductility [21,22]. Unfortunately, due to the sudden nature of twin formation that comprises nucleation
and propagation, capturing load partitioning between the twin and untwinned parent experimentally
is still extremely important.

The current work therefore aims to extends the aforementioned combination of EBSD and FIB-DIC
methodology to quantify stress fields arising from the interaction of twin boundaries with parent
grains and grain boundaries in commercially pure titanium. The observed trends are subsequently
discussed with respect to underlying physical processes and the subsequent impact of deformation
twinning on fracture behavior of titanium is acknowledged.

3. Experimental Methods

Commercially available grade II titanium was subjected to room temperature in situ four-point
bending test inside a Tescan Lyra dual beam (FEG-SEM/FIB) scanning electron microscope (Brno,
Czech Republic). The initial microstructure comprised of coarse grains with a mean grain size of
~100 μm. Prior to mechanical testing, bending specimens were prepared for EBSD measurements using
conventional metallographic techniques [25]. Specimens were strained to a final surface true strain,
ε = 0.18. Microstructural characterization was performed by means of EBSD, thereby extracting
both topographical and orientation information about the individual grains. A step size of 0.3 μm and
hexagonal type of grid was used for the measurements. The acquired raw EBSD data was subsequently
analyzed using EDAX-TSL OIMTM Analysis 7.3 (software and MTEX open source Matlab toolbox [26].
Slip traces in individual grains were imaged using in situ scanning electron microscopy (SEM) (Tescan
Lyra, Brno, Czech Republic). The orientation of the grain boundary plane was determined by milling
into the region containing the boundary using focused ion beam and examining the grain boundary
trace along the milled cross section. All observations were made on the tensile surface of the bent
specimen, with the direction of viewing parallel to the surface normal, hereinafter referred to as the A3
sample axis.

Residual Stress Measurement by FIB-DIC Slit Milling

The protocol followed during the measurement of residual stress starts with the acquisition of
a scanning electron microscopy (SEM) image of the area to be analyzed. After recording the first image,
a slit is milled on the surface. Then, a second image of the same area is taken. From the comparison of
these two SEM images recorded before and after stress release by DIC the displacements are obtained.
These displacements are compared with those obtained by the analytical solution for an isotropic
elastic material, and the value of residual stress is obtained from the slope of the fitting [27].

Figure 2 shows the geometry of the slit used in our experiments including its dimensions: a length
L, a width w and a depth a. The evaluated displacements of the surface, ux, are normal to the plane
of the slit. The origin of coordinates is placed at the center of the slit. Considering the geometry,
in plane displacements Udir can be related to residual stress σdir in the same direction by an analytical
expression (see Equation (2)) such that [27–29]:

Udir =
2.243

E′ σdir

a∫
0

cosθ

(
1 +

sin2θ

2(1 − ν)

)
× (1.12 + 0.18·sech(tanθ))dz, (2)
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where E′ is E/
(
1 − ν2), E is the Young’s modulus, ν is the Poisson’s ratio, θ is arctan(d/a), a is the

depth of the slit and d is the distance from the slit; dir represents x or y directions. The displacements
caused by the stress release depend on the slit depth a and are directly proportional to the σ/E ratio.
Moreover, the extraction of the residual stress requires the a priori knowledge of the elastic properties of
the material under study (i.e., Young’s modulus and Poisson’s ratio). In the present study, the adopted
rectangular slit geometry allows measurement of only one stress component that is aligned laterally to
the longitudinal direction of the slit.

Figure 2. Schematic of slit introduced by FIB milling.

SEM images acquired before and after FIB milling are processed using a commercial digital
image correlation software GOM Correlate v. 2016 and subsequent displacements lateral to the slit are
recorded for each facet (group of pixels) position.

Figure 3 shows an example of a typically obtained DIC contour map of relative displacements
normal to the slit corresponding to the local stress release due to milling. The scale bar of the image
is in the range of tens of nanometers. Each color means that a group of pixels is displaced over the
respective number of nanometers. When studying the displacements normal to the plane of the slit,
the displacement is to the right (red color) or to the left (blue). Consequently, data arrays comprising
of facet ID, coordinates and relative displacements are exported for post processing and residual stress
determination. A Matlab based script is utilized to empirically determine the residual stress values
from the experimentally measured displacements, as per Equation (2).

Figure 3. An arbitrary example illustrating the displacement field map from DIC analysis in GOM;
image acquired over a field of view of ~28 μm, the color bar in the right side shows the magnitude of
recorded surface displacements due to stress relaxation by FIB milling along direction x on both sides
of the slit. The values range between −100 to +100 nm.
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In the current work, linear slits, oriented normal to the grain/twin boundary trace, with widths
between 0.3–0.5 μm, depths from 1.5–2.5 μm, and lengths varying from 15–25 μm (depending on the
twin/grain size), were milled inside individual grains/twins showing pile-up, classified on the basis of
measured local lattice misorientation values near the grain/twin boundary. For each slit, multiple SEM
images of resolution 768 × 768 pixels were acquired at high magnifications (field of view of 10–15 μm)
to ensure a high spatial resolution of measured displacement field. In order to obtain statistically
sufficient data points, DIC was performed using a facet size of 19 × 19 pixels with a step width of
16 pixels. Yttria-stabilized Zirconia (YSZ) nano-particles were used for surface decoration to obtain
optimum image contrast for high accuracy DIC analysis.

To quantify displacements in the range of nanometers, the precision of measurements at reduced
length scales at high magnifications is critical. The accuracy of the measured displacement field
from DIC, ux,y depends upon the image pixel size along x and y directions, Nx,y and sub-pixel shift
resolution parameter k, given by the expression [28,30]:

ux,y = k·(Nx,y). (3)

Under favorable imaging conditions the value of k achievable from the DIC algorithm is 0.01,
which amounts to a precision of 1 × 10−5 [30,31]. It must be mentioned here that the sub-pixel
shift resolution is a major criterion for stress measurement with high spatial resolution. Due to the
characteristics of the above expression, the measurement accuracy can be progressively improved with
smaller imaging sizes i.e., view fields. In realistic cases, including imaging related drift inaccuracies,
the sub-pixel shift resolution varies from 0.01 to 0.1. For instance, in the current work the pixel sizes
range between 13–18 nm (for the above defined view fields and image resolution) leading to the
resultant sensitivity of the DIC software of each measured displacement being in the range of 0.1 nm
to 1.8 nm. In the present work, SEM imaging parameters were optimized as per ref. [30] to minimize
experimental drift related inaccuracies.

Stress distributions at sub-microscopic length scales need not always be homogeneous i.e.,
constant stress all throughout the material, but may considerably vary spatially. In such cases, stress
determination by simplistic averaging of all displacements along the slit length, misrepresents the
actual stress state of the material. A multiple fitting approach [15,29], wherein a stress value is obtained
for displacements corresponding to each row was implemented to account for spatially heterogeneous
stress states. All stress calculations were made using orientation dependent elastic modulus values,
extracted from ref. [32], wherein the angle between the indentation loading axis and the crystal c-axis
was varied to obtain an angular dependence of the elastic modulus with respect to c-axis orientation.

4. Results and Discussion

4.1. Stress Gradients across Twin-Parent Interface

Figure 4 illustrates a representative case of coherent twin-parent interface in titanium. Figure 4a
shows the inverse pole figure (IPF) map of the highlighted twin boundary in the inset image.
The viewing axis corresponds to the A3 direction. The twinned region and the parent grain are
labelled as ‘Tgrain’ and ‘Pgrain’, respectively. While the c-axis of twinned grain is oriented parallel
to the viewing axis, the parent grain was oriented such that its c-axis was aligned with the tensile
axis. Figure 4a also shows the orientation of the milled slit lying between points A and B. Figure 4b,c
represent the kernel average misorientation (KAM) and local average misorientation (LAM) mappings.
The KAM physically describes the average misorientation spread between a reference pixel and its
nearest neighbor pixels for a defined kernel size. The LAM angle corresponds to the misorientation
averaged over all nearest neighbor pairs within a kernel. Both LAM and KAM values were calculated
for the 2nd nearest neighbor with a threshold value of 2◦ [33].

{
1012

}
Tension twin boundaries are

shown in red in Figure 4b,c. The characterization of twins in the EBSD maps (c.f. Figure 4b,c) was
done on the basis of the characteristic misorientation angle of 85.03◦ about the

〈
1120

〉
rotation axis
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(given in minimum angle-axis pair), which corresponds to
{

1012
}〈

1011
〉
. tension twin. A maximum

angular deviation of ±6◦ was considered [34,35]. The KAM and LAM maps indicate signs of stress
concentration at the interface.

Figure 4. (a) Inverse pole figure (IPF) map of twin lamellae intersecting a grain boundary; inset image
shows a low magnification IPF map enclosing the area of interest highlighted in black square. Slit orientation
between points A and B is shown schematically; parent and twin grains are labelled as Pgrain and Tgrain;
(b) KAM and (c) LAM maps (

{
1012

}〈
1011

〉
tension twin boundaries shown in red and high angle grain

boundaries shown in black); (d) GND density and misorientation profile (with respect to the grain boundary)
inside twin and neighbor grain; and (e) LAM profile between points A and B.

Figure 4d shows the misorientation profile with respect to the interface along the twin grain and
parent grain. The degree of misorientation between the twin center and the interface is of the order of ~0.6◦,
whereas between the boundary and parent grain interior is ~0.7◦. GND density values are additionally
shown as a function of distance from the twin-parent interface. GND density (ρGND) values from EBSD
data were calculated using the strain gradient approach [36,37], given by the expression:

ρGND =
2θ

nλ|bd| (4)

where θ is the experimentally measured KAM value, λ is the step size, n is the number of nearest
neighbors averaged in the KAM calculation, and bd is the Burgers vector corresponding to the active
slip system in the grain. It must be noted that the GND values obtained from Equation (4) provide
a lower bound estimate as they can only account for contributions from the non-paired edge dislocation
segments and dislocation walls (since both lead to an effective unclosed burgers circuit, thereby
contributing to the measured local misorientation). Figure 4e displays the LAM values with respect to
the distance from the twin-parent interface. The maximum LAM value is recorded at the boundary
as 0.45◦. Both the GND and LAM values decrease monotonically on moving away from the twin
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boundary. The excellent agreement between the LAM and GND values is not surprising since both
values are derived from the measured local misorientation.

Figure 5a shows the interaction of
(
1010

)
prismatic slip bands with the twin-parent interface

shown in Figure 4. The corresponding local misorientation gradient due to slip accumulation at
the interface is shown in the inset LAM map. Figure 5b,c represents the FIB-DIC analysis and
corresponding stress measurements for the region shown in Figure 4. Figure 5b shows the spatial
orientation of the milled slit with respect to the twin boundary. The white dots correspond to the
YSZ particles used for surface decoration. The twin boundary plane orientation is highlighted by the
yellow parallelogram, with the twin plane normal defined as Tn. The measured stress values were
resolved along the twin plane to obtain the shear component acting on the twinning plane along
the twin boundary trace, designated as σ1,Twinplane. Figure 5c displays the variation of σ1,Twinplane as
a function of normal distance from the twin boundary i.e., along direction 2. The stress values all
throughout the twin and parent remain compressive in nature, with a continuous transition across the
interface. The magnitude of the stress is highest at the interface reaching up to a value of ~−180 MPa,
subsequently dropping to −80 MPa near the twin center. On the other hand, the stress values in the
parent grain interior stabilize at ~−110 MPa. On comparing the stress gradients with Figure 4d,e the
agreement seems excellent, thereby indicating that the observed stress fluctuations indeed confer to
the actual stress state in the twin and parent grains.

Figure 5. (a) Image quality map showing instances of
(
1010

)
prismatic slip bands interacting with twin

parent interface; inset image shows corresponding local misorientation gradient along the identified
slip trace; (b) SEM image of decorated twin-parent interface from Figure 4a; the twin boundary plane
orientation is shown in yellow with twin plane normal Tn. Slit coordinate system labelled by directions
‘1’ and ‘2’; (c) corresponding measured resolved shear stress component (σ1,Twinplane) along line AB.

The observations indicate the presence of compressive residual stress states acting parallel to the
twin boundary plane. In order to understand the implications of such a stress state it is important to
delve into the mechanistic of migration of coherent twin-parent interfaces. The lateral broadening of
a twin typically involves shear coupled migration of twin boundaries, whereby the normal translation
of the boundaries is simultaneously accompanied by shearing of the parent grain. The magnitude of
the theoretical twin shear St is characteristic for the twin type and in the case of

{
1012

}〈
1011

〉
tension

twins is given as: St =
( c

a )
2−3

( c
a )

√
3

. For titanium with c/a = 1.587, St = 0.171.

Twin boundary motion typically involves the glide of twinning dislocations/zonal dislocations,
which are defined as regions wherein non-homogeneous shear at the twin matrix interfaces is
accomplished at the expense of pure atomic shuffling in multilayer twin lamellae (c.f. Figure 6a).
The mechanism of lateral thickening is demonstrated in Figure 6a. During tensile loading, the stress
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component acting along the twin plane τapplied typically drives the motion of twinning dislocations
along the twin plane, resulting in shearing of the adjacent parent region and simultaneous thickening
of the twin by a value Δh. This process repeats itself as long as the applied stress is sufficient to
move the twinning dislocations and sustain the thickening process. In the unloaded state however,
the presence of a compressive residual stress state generates a negative shear that may promote the
motion of twinning dislocations in a direction opposite to that in case for externally applied stress (c.f.
Figure 6b). Such a scenario typically indicates the favorability of the twin lamellae to undergo thinning
during unloading and also disappear when applied load is reversed. This further explains why lower
applied stresses are required to activate de-twinning as compared to twin nucleation during cyclic
loading behavior, since the already present internal compressive stresses act as an additive stress to the
applied load [38,39]. Indeed, it must be noted that the considerations of anisotropy in twin boundary
motion in the longitudinal and transverse directions, due to the former being shear dominated and the
latter primarily driven by atomic shuffling, is also crucial to accurately understand the de-twinning
phenomenon. In the forthcoming section, it will be also shown how the stress state at the twin tips
further contribute to the aforementioned de-twinning effects, often observed in hexagonal close packed
metals [40].

Figure 6. (a) Schematic showing twin boundary migration leading to twin broadening under applied
stress; the stress component parallel to the twin boundary drives the motion of zonal dislocations that
result in simultaneous shearing and twin thickening i.e., shear coupled twin boundary motion (b) In
unloaded state, compressive residual stress states can exert negative shear forces and subsequently
favor opposite movement of twinning dislocations and concurrent twin shrinkage i.e., de-twinning.

4.2. Stress Gradients Arising from Twin-Grain Boundary Interactions

Figure 7 illustrates an instance of twin-grain boundary interaction wherein
{

1012
}

tension twin
lamellae impinge and are subsequently being blocked at the grain boundary. Figure 7a represents
the inverse pole figure map of the twin-grain boundary intersection zone, wherein two tension twins
of the same variant meet the grain boundary (marked as GB). The selected area corresponds to the
magnified view of the highlighted region in the inset image. The inset image indicates that the
investigated twin could either arise in the blue grain by means of propagation of the dark pink twin in
the neighboring green grain across the grain boundary or due to simultaneous nucleation of twins at
the grain boundary, which subsequently propagate inside both green and blue grains. As in Figure 4a,
the parent grain is denoted as ‘Pgrain’, whereas the twinned domains are labelled as ‘Tgrain’ and the
neighboring grain is represented as ‘Ngrain’. A schematic of the orientation of the milled slit from
point A to B is additionally shown in Figure 7a. Figure 7b,c represent the KAM and LAM maps
of the same region, with twin boundaries highlighted in red and grain boundaries shown in black.
Grain boundaries were designated by a lower threshold of 15◦ in Figure 7b,c. A grain boundary map
color coded with respect to the ease of twin transmission is presented in Figure 7d. The values at
the grain boundary of interest indicate a poor probability of twin transfer, evident by an m′ value of
0.3 (c.f. Equation (1)). Grain and twin orientations are further depicted by the spatial orientation of
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the hexagonal crystals. Traces corresponding to the twin plane (in orange) and twin shear directions
(in blue) are also plotted in Figure 7d. Figure 7e shows the distribution of GND values as well as
the misorientation profile with respect to the grain boundary along line AB. Figure 7f indicates the
LAM distribution along line AB. Figure 7e,f indicate a peak lattice distortion and dislocation density in
the vicinity of the grain boundary that decays to lower values on moving left (towards twin interior)
or right (into the neighboring grain). Lattice rotations inside the twin near the twin-grain boundary
interface are significantly high and drop drastically, within a width of 1 μm away from the grain
boundary. On the other hand, the strain gradient in the neighboring grain shows a less sharp decrease.
The GND and LAM values in the neighbor grain indicate a local minimum in the vicinity of the grain
boundary, within a width of 440 nm.

Figure 7. (a) Inverse pole figure (IPF) map of twin lamellae intersecting a grain boundary; inset
image shows a low magnification IPF map enclosing the area of interest highlighted in black square.
Slit orientation between points A and B is shown schematically; parent, twin and neighbor grains
are labelled as Pgrain, Tgrain and Ngrain; (b) KAM, (c) LAM and (d) m′ maps corresponding to twin
transmission across grain boundary (

{
1012

}〈
1011

〉
tension twin boundaries shown in red and high

angle grain boundaries shown in black); (e) GND density and misorientation profile (with respect to
the grain boundary) inside twin and neighbor grain and (f) LAM profile between points A and B.

Figure 8 presents the stress measurements obtained from the FIB-DIC slit milling technique.
Figure 8a presents the image quality map of the region shown in Figure 7a, with a schematic of the slit.
The twins, parent and neighbor grains are labelled as Tgrain, Pgrain and Ngrain respectively. Figure 8b
corresponds to an SEM image captured post slit milling of the region highlighted in Figure 8a. The twin
boundary plane orientation is depicted and the corresponding inclination of the twinning plane normal
with respect to the sample surface is measured as 137◦. The twinning shear direction, Sd is aligned
with the normal to the slit wall, represented by axis 1. The longitudinal axis of the slit is labelled as 2.
Since the measured stress component from slit milling corresponds to σ11, the corresponding stress
component lying on the twinning plane and in the direction of twinning shear can be described as
σ1R = σ11 ∗ cos47◦. Figure 8c shows the orientation of the grain boundary plane, marked by red arrow,
to be perpendicular to the longitudinal axis of the slit, labelled as ‘2’. Figure 8d represents the measured
profile of resolved stress on the twin plane along the twinning shear direction, σ1R along line AB.
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The stress gradients inside the twin domain reveal high compressive stresses at the twin tip, reaching
values up to ~−170 MPa. On moving inwards, the stress values decrease considerably reaching values
in the less negative/low positive range. On the other hand, the stress profile in the neighboring grain
registers tensile stresses as high as ~50 MPa near the grain boundary that subsequently drop to very
low positive values on moving away from the grain boundary. Agreeing with the trends seen in
Figure 7e,f, the stress values in the neighbor grain show a local minimum near the grain boundary.

Figure 8. (a) Image quality map of region shown in Figure 7a with schematic of milled slit; (b) SEM
image of decorated twin-grain boundary intersection from Figure 7a; twin boundary plane orientation
is shown in orange with twin plane normal Tn and twin shear direction Sd. Slit coordinate system
labelled by directions ‘1’ and ‘2’, measured angle between twin boundary normal and axis ‘1’ (normal
to the slit wall) is displayed as 137◦; (c) the orientation of the grain boundary plane (marked by red
arrow) with respect to the slit length aligned normal to the wall of the milled trench; (d) corresponding
measured resolved shear stress component (along the twinning plane in the direction of twinning
shear) along line AB.

Residual stress profiles measured inside the twin and the neighbor grain indicate a sign
reversal in stress states across the twin-grain boundary interface. Previous studies employing
simulations also reported similar observations of sign reversal of stress states in twin and neighboring
grains [41–44]. In general, grain orientations in low symmetry hexagonal crystals can be classified into
crystallographically ‘soft’ or ‘hard’ orientations, depending on whether they are initially favorably
oriented for strain accommodation along the <a>-axis (i.e., basal or prismatic slip) or not.

{
1012

}
tension twinning typically results when the local stress along the c-axis of a crystallographically ‘hard’
parent orientation is tensile in nature. Under an externally applied stress, the soft orientations are
typically the first to yield while the hard grain orientations, being elastically stiffer, undergo elastic
straining due to lack of slip accommodation. This mechanism continues until a threshold stress is
reached, whereby twinning is able to activate in the crystallographic hard grain orientations. Twinning
in hexagonal crystals proceeds primarily via 3 stages: nucleation, propagation and lateral growth of
the twin lamella. Nucleation involves formation of viable twin nuclei, a few atoms thick, preferably at
grain boundaries associated with high localized stress concentration. It has been suggested that the
twin nucleation mechanism is triggered by the interaction of grain boundary dislocations and stress
driven slip dislocations [40]. Typically, the nucleation process is governed by two main factors, that is,
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the local resolved shear stress along the twinning shear direction on the twin plane and the ease of
accommodation of twin associated shear in the neighbor grain (either by twinning or dislocation slip).
The accommodation strains imposed on the neighboring grains by twinning can be readily calculated
from the twinning shear by rotating its displacement tensor into the crystallographic reference frame
of the neighboring grain.

Following nucleation, the twin propagates along the longitudinal direction, elongating in shape
(Figure 9a). The green arrows in Figure 9a,b indicate the direction of the applied stress in the current
study. Propagation refers to the process of the twin front moving, by means of glide of twinning
dislocations, into the bulk of the grain and eventually terminating on encountering an obstacle such
as grain boundary. The orange arrow in Figure 9b indicates the direction of the resolved shear stress
component that drives twin propagation. Hereafter, further stress increase triggers lateral growth
of the twins leading to their thickening (Figure 9b). The mechanism of twin thickening is already
described in Section 4.1 (c.f. Figure 6a).

Figure 9. (a) Schematic showing twin propagation in a parent grain, applied stress in the present study
is depicted by green arrows, direction of propagation shown by black open arrow; (b) twin growth
leads to lateral thickening under external stress once the twin hits the grain boundary, the forward
stress component driving motion of twinning front (shown in blue arrow) is accommodated in the
neighboring grain; (c) direction of back stresses acting on the twin in the investigated region during
unloading that resist further twin growth.

While the part of the parent undergoing twinning undergoes significant stress relaxation,
the untwinned parts of the parent grain, as well as the neighboring grains devoid of twinning show
a significant increase in the internal stresses on further straining. Additionally, owing to the nearly
90◦ crystallographic reorientation of the twinned volume, the twins also assume a plastically hard
orientation in terms of both slip as well as

{
1012

}
tension twinning (Figure 9b), leading to build up of

large compressive internal stresses.
During unloading it is expected that the large internal stresses stored in the untwinned parent

grain and the neighboring grains would impose considerable back stress on the twin (schematically
illustrated by the blue arrows in Figure 9c), which explains the observed compressive stress state inside
the twin domain (Figure 8d). The values of stresses near the twin tip in the present study reached
values of −170 MPa. Comparing these values and the ones obtained in Section 4.1 to the typical critical
resolved shear stresses for twinning in pure titanium that is around 125 MPa [45], indicates that the
reaction stresses at the twin tips as well as along the twin boundary plane are significant enough to
trigger mechanisms such as de-twinning in these regions. Furthermore, the high back stresses near
the tips and low values at the mid region of the twin also comply with the typically seen lamellar
twin morphology with converging tips (higher resistance to lateral growth) and a relatively thick
mid-section (easier thickening under external stress).

The tensile stress gradient observed in the neighbor grain (Figure 8d) most likely arises from the
forward stress component (Figure 9b) driving twin propagation (owing to the directional nature of
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twinning) and countering the aforementioned back stress. When the twin hits the grain boundary this
positive stress in front of the twin tip is plastically accommodated in the neighboring grain, either
by slip or twinning. In the present case absence of twins and a steady change in misorientation
observed in the neighbor grain (c.f. Figure 7a–d) typically indicates slip induced strain accommodation.
Similar to the observations in reference [15], the stress profile indicated a local minimum close to
the boundary (Figure 8d). This characteristic is attributed to the role of stress fields arising from
superposition of twinning dislocations and grain boundary dislocations, which in turn influence the
pile-up configuration.

4.3. Implications for Macroscopic Damage Performance and Fatigue Behavior of Hexagonal Materials

The implications of the observations in the current work are significant in terms of understanding
the role of twins on the fracture behavior in titanium. The findings indicate that stress development
inside twins is significantly impacted by neighbor grain deformation as well as the plastic response
of the untwinned parent. The values presented in the current study also highlight the role of twins
in crack nucleation in the adjacent grain, especially at the twin tips. Furthermore, compressive back
stresses acting parallel to the twin-parent interface in the unloaded state, along with the reaction forces
at the twin tips explain the frequently observed dynamic microstructural changes induced due to
internal back stresses during unloading via mechanisms such as, de-twinning or re-twinning [39,40].
The measured values also indicate that stresses can be significantly large to easily drive such reverse
migration of twin boundaries, thereby corroborating the frequently observed behavior of twins
disappearing during cyclical loading experiments.

The quantitative estimates of local stress profiles near twin boundaries provides an in depth
understanding of microscale stress evolution, which is essential for designing microstructures that can
enhance bulk scale mechanical performance.

5. Conclusions

A novel correlative technique utilizing EBSD and a FIB-DIC method for obtaining site specific
microstructural and local stress information is presented. Stress gradients due to dislocation pile-up at
pure titanium twin boundaries and at twin-grain boundary intersections are quantified. The following
conclusions are drawn:

1. Stress gradients across the tension twin-parent interface were compressive in nature, with the
maximum stresses recorded at the twin boundary. A resolved stress of ~−180 MPa acting along
the twin boundary is reported. The results indicate that the in-built stresses are significant enough
to promote reverse migration or de-twinning during reverse loading.

2. Stress profiles at twin grain boundary intersections show a sign reversal, being compressive inside
the twin and tensile in the neighboring grain. The results provide a quantitative measure of back
stresses exerted on the twin in unloaded condition (which reach values as high as ~−170 MPa
near the twin tips) and stress gradients originating in the neighbor grain due to the interaction of
twinning dislocations and a grain boundary.

3. The stress values at the twin tips and in the twin center also highlight the role of local stresses
in defining the typically observed lamellar morphology of twins with wider mid-sections and
converging tips.

4. The observations in the current work highlight the contribution of residual stresses associated
with deformation twinning in hexagonal close packed metals in predicting their damage behavior.
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Abstract: This paper proposes a new method of evaluating the indentation toughness of hardmetals
using the length of Palmqvist cracks (C) and Vickers indentation diagonal size (di). Indentation load
“P” is divided into two parts: Pi for plastic indentation size and Pc for Palmqvist cracks. Pi depends
upon the square of the indentation size (di

2) and Pc depends upon (C3/2). The new method produces
a very good linear relationship between the calculated indentation toughness values and the standard
conventional linear elastic fracture mechanics toughness values with the same cemented carbide
materials for a large number of standard Kennametal grades for both straight WC-Co carbide grades
and grades containing cubic carbides. The new method also works on WC-Co hardmetal data selected
from recently published literature. The technique compares the indentation toughness values of
WC-Co materials before and after vacuum annealing at high temperature. The indentation toughness
values of annealed carbide samples were lower than for un-annealed WC-Co hardmetals.

Keywords: WC-CO cemented carbide materials; Vickers hardness; Palmqvist indentation cracks;
indentation toughness; linear elastic fracture mechanics toughness, KIC, GIC

1. Introduction

WC-Co based cemented carbide materials, also known as hardmetals, with and without the
addition of cubic carbides such as TiC, TaC, and NbC to the base material, are extensively used in
metalcutting, mining, metalforming, and other speciality wear-resistant applications. Many hardmetal
components rely on material hardness, and while a number of application-relevant properties, such as
strength, elastic modulus, and hardness are easy to measure, the conventional linear elastic fracture
mechanics approach for measuring the fracture toughness, critical energy release rate (GIC), and critical
stress intensity factor (KIC) requires considerable effort. Specifically, the pre-cracking of specimens has
remained a serious obstacle.

The Palmqvist indentation cracking test is sometimes used for the characterization of the
toughness of cemented carbides [1]. The test provides a measure of the indentation crack resistance of
a brittle material from the length of cracks induced with a Vickers diamond hardness impression and
applied load as per Equation (1)

W = P/C (1)

where W is the Palmqvist indentation toughness, P is the indentation load on a Vickers diamond
indenter, and C is the sum of the four Palmqvist cracks lengths, (C1 + C3) + (C2 + C4) emanating from
the four corners of the indentation after the load has been removed. Crack length C1 + C3 is measured
along one indentation diagonal length and C2 + C4 is measured along the other indentation diagonal
length [2]. It is to be noted that W has the unit of kg/mm, similar to GIC in linear elastic fracture
mechanics formulation.

Palmqvist cracks geometrically different from half-penny cracks are essentially confined to
the specimen surface and therefore surface preparation is extremely important and critical for the
evaluation of indentation toughness. Exner [2] further examined the issue of specimen surface
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preparation techniques such as diamond polishing of the ground specimen so that the deformed
binder phase layer near the surface and surface residual compressive stress observed in the WC phase
are minimized, and further recommended a high-temperature (1000–1100 ◦C) vacuum annealing
procedure after diamond-polishing procedures so that reproducible Palmqvist cracks are generated at
each indentation load.

2. Indentation Toughness versus Linear Elastic Fracture Mechanics Toughness

In recent years, considerable efforts have been directed at relating indentation toughness W
or equivalent K values with conventional linear elastic fracture mechanics (KIC) or equivalent GIC
values for the same cemented carbide materials. Niihara [3] and Warren and Matzke [4] independently
suggested the relationship in Equation (2)

KIC = b(H·W)1/2 (2)

The above relationship is based upon the formation of half-penny cracks which have not been
observed in cemented carbide materials. In the above equation, “b” is a non-dimensional constant
dependent on the ratio of Young’s modulus“E” and Vickers hardness “H” in Niihara’s analysis.
The value of constant in Warren and Matzke’s analysis is unspecified. These investigators collected
a large body of experimental data on WC-Co hardmetals and showed good linear correspondence with
Equation (2) for KIC values up to ~17 MPa·m1/2. The latest model is that of Shetty and colleagues [5],
who used a wedge loaded crack as a fracture mechanical analogue to the situation in Palmqvist cracks
and showed that KIC can be evaluated as Equation (3)

KIC = 0.0889(H·W)1/2 (3)

Shetty’s model has become an accepted model for evaluating the indentation toughness of
hardmetals and is being used extensively by the carbide industry for that purpose [6] The indentation
toughness values have a good linear relationship with KIC values determined by the conventional
linear elastic fracture mechanics procedures for values up to ~20 MPa·m1/2 but the linear relationship
breaks down for carbide materials with very high toughness values. The reason for this discrepancy is
that Palmqvist cracks are extremely small compared with indentation diagonal size, so that ratio of
C/2di is extremely small, at much less than 1. In that case indentation toughness values are very large
compared with KIC values. This paper proposes a new method to address this problem.

3. The New Approach for Evaluating the Indentation Toughness

Two effects are observed whenever a flat and properly polished specimen of a cemented carbide
material is indented with a Vickers indenter with load “P”. One can observe Vickers plastic indentation
with size “d1” and “d2” along with Palmqvist cracks emanating from the four corners of the Vickers
indentation. The size of the average indentation diagonal di = (d1 + d2)/2 and lengths of cracks depend
upon the mechanical properties (plastic deformation and toughness properties of a given carbide
material which in turn depend upon the chemical composition of WC-Co, WC grain size, and the
average thickness of the binder phase). Sometimes the indentation load has to be sufficiently large to
induce Palmqvist cracks on all four corners of the Vickers indentation in very-high toughness cemented
carbide materials.

The technical approach adopted here is as follows:
One can divide indentation load “P” into two components, Pi and Pc. Pi is responsible for causing

average indentation “di” and Pc for causing Palmqvist cracks C = C1 +C2 +C3 + C4. One can write the
Equation (4) as

P = Pi + Pc (4)
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It is well-known that Pi is proportional to the square of the average indentation “di”. Therefore,
Equation (5) can be written as

Pi = Xi·di
2 (5)

Also, Pc is proportional to C3/2 and therefore Equation (6) is as follows:

Pc = Xc·C3/2 (6)

Therefore, one can write the two equations into Equation (7)

P = Xi·di
2 + Xc·C3/2 (7)

Now, if the indentation load is in “kg”, the indentation size is in mm and C is in mm. Then, “Xi” is
described in kg/mm2) and “Xc” is in kg/mm3/2. Assuming that Xi = 1; and Xc = 1, this leads to
Equation (8)

P = di
2 + C3/2 (8)

One can combine these equations and arrive at Equations (9) and (10)

Km = Pc/C3/2 (9)

Wm = Pc/C (10)

Therefore, one can calculate “Km” and “Wm” by using the Pc and C from the measured values of
indentation size and total lengths of Palmqvist cracks. It should be understood that Km and Wm are
different from conventional indentation toughness “W”, as is mentioned in Equation (1).

4. Results and Discussions

The results are presented in three sections as follows.

4.1. Application to Kennametal Cemented Carbide Grades

Detailed investigations [7] were undertaken in early 1980s on the Palmqvist toughness and
the linear elastic fracture mechanics toughness (KIC) of a large number of commercially available
Kennametal carbide grades covering metal cutting, mining, metal forming, and specialty grades.
Metalcutting grades contained fair amounts of cubic carbides such as TiC, NbC etc., whereas others
were essentially straight WC-Co grades with less than 0.5% cubic carbides. The properly polished
samples were indented at various indentation loads varying from 30 to 120 kg. Three measurements
were conducted at each load for indentation size and Palmqvist crack measurements. Considerable
variation in Palmqvist crack lengths was noted even within a single indentation from one corner to the
opposite corner. Linear elastic fracture mechanics measurements (KIC) were also conducted from the
same batch of carbide samples using the Terra Tek procedure [8]. Indentation toughness “Km” was
calculated at 100 kg indentation load and compared with the average value of KIC. Figure 1 shows the
Km versus KIC. The linear agreement between Km and KIC is quite reasonable across the whole range of
carbide materials.

4.2. Application to Recently Published Crack Length and Vickers Hardness Data

Recently, Seikh and colleagues published a paper [9] measuring the indentation toughness and
KIC values on a large number of straight WC-Co cemented carbide samples using an indentation
load of 30 kg for both Vickers hardness and Palmqvist crack measurements. Ten measurements were
performed for each WC-Co material for a total of eight different carbide materials. KIC measurements
were also conducted for all of the eight carbide materials. The sum of Palmqvist crack lengths “C”
was calculated from the given data and indentation toughness (Km) was calculated for each carbide
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material. Figure 2 shows the plot of indentation toughness “Km” versus “KIC” for all of the samples.
The linear agreement between Km versus KIC is excellent across the whole range of carbide materials.
This shows the clear difference indentation toughness between the method adopted in this approach
versus the previous methods, as detailed in Section 2 of this paper.

Figure 1. Indentation toughness (Km) versus fracture mechanics toughness (KIC) for Kennametal grades.
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Figure 2. Indentation toughness (Km) versus fracture mechanics toughness (KIC), for WC-Co hardmetals.

4.3. Effect of Vacuum Annealing on Indentation Toughness of Carbide Materials

Exner et al. [10] conducted Palmqvist crack measurements on a number of straight WC-Co carbide
grades, which were vacuum annealed at 1100 ◦C before Palmqvist crack lengths were carried out at
indentation loads of 30, 45, 60, 100, and 150 kg. It was not possible to compare indentation toughness
before and after vacuum annealing in that work because no crack measurements were conducted
on the as-sintered un-annealed samples. However, it was possible to compare the results with the
published data of Seikh and colleagues [9], who performed extensive Palmqvist crack measurements
at an indentation load of 30 kg. Therefore, indentation toughness was calculated on a few vacuum
annealed WC-Co samples at an indentation load of 30 kg and the indentation toughness results were
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compared with the indentation toughness data taken from the work of Seikh and colleagues [9].
The results are summarized in Tables 1 and 2.

Table 1. Data from Exner et al. [10] on Co Vol %; Vickers hardness and toughness.

SP# (Co Vol %) Vickers Hardness Km Wm

5.1 1705 69 50.9
10.1 1603 104 66
14.8 1390 175 103

Table 2. Data from Seikh et al. [9] on Co Vol %; Vickers hardness and toughness.

SP# (Co Vol %) Vickers Hardness Km Wm

4.2 1782 89 60
7.5 1748 86 59
10 1591 200 97.3

15.6 1483 213 108

One can note that both Km and Wm values are higher for the as-sintered WC-Co materials
(samples from Seikh et al. [9]) as compared with the vacuum-annealed carbide materials (samples from
Exner et al. [10]) for essentially similar WC-Co compositions, in spite of the fact that un-annealed
specimens have higher Vickers hardness values. In general, toughness is inversely proportional to
Vickers hardness for these hardmetal materials. This result indicates that vacuum annealing reduces
the indentation toughness of WC-Co carbide materials.

This result is completely unexpected and contradicts the results of various investigators [10,11]
who compared vacuum annealed indentation toughness values with KIC and GIC values, which were
generally measured on un-annealed as-sintered carbide samples assuming explicitly that vacuum
annealing of WC-Co material should not reduce or degrade any mechanical properties of the as-sintered
carbide materials. This is probably based on the fact that Vickers hardness does not change after
annealing. To the best of our knowledge, uniaxial yield stress and KIC measurements have not
been conducted on high-temperature vacuum-annealed WC-Co materials and reported in the open
published literature.

The work of Pickens and Gurland [12] is worth mentioning to explore this issue further.
These authors evaluated the KIC and GIC of a large number of WC-Co materials with varying volume
fraction of cobalt, WC grain sizes, and cobalt-based binder phase layer thickness, and proposed
Equation (11) to explain the results:

GIC = a·σy·l (11)

where “a” is a constant, σy is the in-situ yield stress of the binder phase, and “l” is the average thickness
of the binder phase.

Vacuum annealing at (1000–1100 ◦C) is not expected to change the value of binder phase thickness.
Also, it has been observed during routine X-ray diffraction of the polished carbide samples that the
major cobalt-based binder phase XRD peak becomes sharper and of higher intensity for the annealed
sample than that of the un-annealed as-sintered polished sample, which is broad and of low intensity.
This observation indicates that in situ yield stress of the binder phase (σy) has decreased, resulting in
a lower GIC value after annealing. This result is consistent with the lower indentation toughness of
annealed samples compared with un-annealed samples as shown in our results.

This result is also consistent with lower transverse rupture strength of CVD-coated carbide
samples routinely observed in CVD-coated samples as compared with uncoated polished samples.

It has also been well established that carbide materials coated with CVD coatings (multi-layer
TiCN/TiC/Al2O3) have performed poorly in metal cutting machining operations, especially for
rotating tools (interrupted cutting operations such as milling applications) relative to high quality
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ion-plated PVD TiN, TiCN, and TiAlN coatings, even though CVD coatings have higher abrasive
wear resistance (hot hardness) and also higher crater wear resistance (chemical inertness) than PVD
TiN, TiCN, and TiAlN coatings. The primary reason is that CVD coatings routinely deposited at high
temperatures (~1050–1250 ◦C) reduce the toughness of the base carbide materials. PVD coatings are
generally deposited at around ~500 ◦C and do not degrade the transverse rupture strength of the
base material.

5. Conclusions

1. A new method of evaluating the indentation toughness of hardmetals has been proposed.
2. The new measured indentation toughness values provide very good linear agreement with KIC

values measured by conventional linear elastic fracture mechanics procedures.
3. Vacuum annealing of as-sintered cemented carbide materials at 1000–1100 ◦C lowers the

indentation toughness of cemented carbide materials.
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