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Preface to ”Advances in Flow Modeling for Water
Resources and Hydrological Engineering”

This book presents a print version the Special Issue of the journal Hydrology dedicated to

“Advances in Flow Modeling for Water Resources and Hydrological Engineering”. The overall

goal of this Special Issue was to consider the recent advances on models and methods for water

resource modelling. In particular, basin-wide water resources planning, watershed management,

flood forecasting, droughts, climate changes impacts on flood risk and water resources, reservoir

operation and management, river morphology and sediment transport, river water quality, and

irrigation were the main issues that the papers published in this Special Issue aimed to discuss. These

original objectives were achieved, and in the 21 papers collected in this volume, readers will find a

collection of scientific contributions providing a sample of the state-of-the-art and forefront research

in these fields. Among the articles published in the Special Issue 1 is a Technical Note and 20 are

Research Articles. In total, 79 authors from five different continents (Africa, America, Asia, Europe,

and Oceania) contributed to the Special Issue, showing the results of case studies and demonstration

sites from the same five continents. The geographic distribution of the case studies is wide enough to

attract the interest of an international audience of readers. The articles collected here will hopefully

provide different, useful insights into advancements in computer techniques that allow the water

scientists to develop complex models at different scales to support water resources planning and

management.

Carmelina Costanzo, Tommaso Caloiero, and Roberta Padulano

Editors
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Advances in Flow Modeling for Water Resources and
Hydrological Engineering
Carmelina Costanzo 1,* , Roberta Padulano 2 and Tommaso Caloiero 3
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3 National Research Council—Institute for Agricultural and Forest Systems in Mediterranean (CNR-ISAFOM),

Via Cavour 4/6, 87036 Rende, Italy
* Correspondence: carmen.costanzo@unical.it

Abstract: Surface and ground waters can be considered the main sources of water supply for agricul-
tural, municipal, and industrial consumers. Over the centuries, the combination of both naturally
occurring conditions and humanity’s actions has placed increasing pressure on these water resources.
As an example, climate change and natural variability in the distribution and occurrence of water are
among the natural driving forces that complicate the sustainable development of water resources.
Recent advances in computer techniques have allowed scientists to develop complex models at
different scales to support water-resource planning and management. The Special Issue “Advances in
Flow Modeling for Water Resources and Hydrological Engineering” presents a collection of scientific
contributions providing a sample of the state-of-the-art research in this field.

Keywords: water resources modelling; flood forecast; climate-change impacts; drought; river quality;
river morphology; watershed hydrology; watershed management; reservoir management

1. Introduction

Water resource systems planning and management issues are often very complex. The
pressures on water resources are increasing with the expansion of global development,
involving ecological and hydrological consequences in river basins and groundwater
aquifers and water-quality deterioration. All this leads to the growing need to investigate
the effects of different human influences and impacts on the hydrological regime and water
quality, such as land-use changes, climatic variability and climate change, and intensified
water and land-use practices. Moreover, economic, environmental, and social issues have
gained considerable attention in water resources research. In this context, computer-based
models can help to choose the most impactful plans, designs and policies. Over the last
few years, advances in computer techniques have allowed scientists to develop complex
models at different scales to support water resource planning and management.

The Special Issue “Advances in Flow Modeling for Water Resources and Hydrological
Engineering” focuses on recent advances in models and methods for water resource mod-
elling. In particular, the following issues have been discussed: basin-wide water resources
planning; watershed management; flood forecasting; droughts; climate change impacts on
flood risk and water resources; reservoir operation and management; river morphology
and sediment transport; river-water quality.

2. Some Data of the Special Issue

From early December 2019 to late September 2022, a total of 36 papers were submitted
to this Special Issue. After a rigorous editorial check and peer-review process, involving
external and independent experts in the field, 15 papers were rejected and 21 papers were
accepted (about 57%). Of the 21 articles published in the Special Issue, 1 is a Technical

1
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Note [1], and 20 are Research Articles [2–21]. Figure 1 compares the geographic distribution
of the first authors of the research teams publishing in the Special Issue (Figure 1a), as
well as that of the case studies and demonstration sites (Figure 1b). The analysis of this
figure allows one an overview of the scientific community working on flow modelling for
water resources and hydrological engineering, although it is just a sample and thus not
an exhaustive representation. Seventy-nine authors from five different continents (Africa,
America, Asia, Europe and Oceania) contributed to the Special Issue, showing the results
of case studies and demonstration sites from the same five continents.

Figure 1. Geographic distribution of (a) first authors of research teams publishing in the Special Issue;
(b) case studies and demonstration sites that are discussed in the papers.

Figure 2 shows the main keywords of the papers in Special Issue, which reflect the
scope of scientific content on the subject. The relevant themes are numerous, ranging from
hydraulic laws to hydraulic numerical models, to climate change, to hydrological models
and forecasting models. All these themes refer to applications to experimental cases or
actual rivers or catchment areas. “Modelling” is the predominant keyword, cited in 5 out
of 20 articles, among which three referred to “Hydrological Modelling”.

2
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Figure 2. Word cloud of the keywords published in the Special Issue.

3. Overview of the Special Issue Contributions

The paper [1] presents a web app for a rapid, smart and smooth computation of
catchment-scale water balance, relying on the Thornthwaite–Mather method, which only
requires simple input information such as temperature, precipitation and location of the site.
By properly setting, or possibly calibrating, input parameters such as the runoff coefficient,
flow values are simulated, and they can be compared to observed values for validation. The
app is tested on two different catchments: one in Northern Italy and the other in Slovenia,
with different performances due to the underestimation of snowfall and snow melting in
the latter.

Paper [2] presents an in-depth trend analysis of the main hydro-climatic variables
(rainfall, temperature, low and high flows) recorded in the headwaters of the Mero catch-
ment (NW Spain). The case study is a near-natural regime stream, negligibly influenced or
modified by human activities, and it is particularly significant in terms of water resources
for the nearby area. The study detected statistically significant trends in mean seasonal
stream discharge for autumn and summer. In addition, a significant upward trend in the
number of days with low flow was particularly evident in spring and summer. Addi-
tionally, a falling trend in high flows was observed in autumn. Such trends often proved
to be inconsistent with rainfall trends: however, this behaviour can be explained by also
accounting for temperature trends.

In paper [3], the authors address the possible role of climate change in altering ground-
water quality in terms of tile drainage and consequent nitrogen yield, using a test case
located in the Great Lakes area (Canada). A well-known field-scale model, DRAINMOD,
is calibrated, relying on literature parameters and site observations for rainfall and tem-
perature, and then applied to climate projections under a future emission scenario. Tile
flow is estimated to increase, especially in winter; however, the projected rise in nitrate loss
through tiles was uncorrelated with tile flow. This could be explained by an increase in
minimum spring temperature, leading to enhanced nitrification and excessive nitrate loss.

The goal of paper [4] is to assess the potentialities and limitations of CFD models
in simulating the performance of the Parshall flume, a variation on the Venturi flume

3
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often used to collect laboratory and field discharge data. By using OpenFOAM, which
is associated with seven different turbulence models, a selection of geometries for the
Parshall flume are numerically set up, and numerical results are compared to the measured
data collected in corresponding experimental scenarios. Results show that, although their
performances vary, all the tested turbulence models are able to satisfactorily capture the
actual flow in the flume. However, additional tests are recommended to further explore the
range of simulated discharge values.

In paper [5], the estuarine area of the Yukon River (Alaska) is analysed with particular
reference to the surface sediment plumes formed by glacier-melt and rainfall sediment
runoff, with the aim of exploring the mechanisms behind plume plunging at the boundary
between river water and marine water. Analysis relies on discharge and sediment mea-
surements, as well as on plume observations conducted from a boat. It was found that
both the suspended sediment concentration and sediment load of the Yukon River were
relatively high in the glacier-melt and rainfall runoffs of July-September. Hence, temporal
variations of glacier-melt and rainfall could change the behavior of the sediment plume in
the coastal region.

The goal of paper [6] is to set up a flood prediction model based on the concept of
“Probability of Success”. The model, developed for the Croatian catchment referring to the
Gornja Kašina hydrological station, assesses the probability of flooding as the overlap of
five statistical categories describing the most relevant factors affecting the rainfall–runoff
transformation (climatological, geological and geographical features). Comparison with
past flood observations for the test case showed that the model could capture flood events
that caused significant damages, although they were not registered as “floods” by the
involved stream gauges.

In paper [7], a real-scale dam-break wave was simulated using the 2D finite volume
Roe-TVD method. For this purpose, a numerical code was developed to solve the 2D depth
average, shallow water equations on unstructured triangular cells considering turbulence
terms and a dry bed front. To validate the code, initially, available experimental data were
considered. After verifying the model, the real-scale dam break was simulated, and the
flow behaviour from encountering the two bridges was analysed along the pathway. The
flood wave arrival time to the bridges, the flooded area and the duration of flooding of the
bridges were studied.

Paper [8] aims to provide an explanation and a theoretical foundation for the empirical
well-known eddy viscosity profiles. The eddy viscosity is defined as a product between a
velocity scale and a length scale. From this definition, two analytical eddy viscosity models
are proposed. The proposed analytical models are validated through the computation of
velocity profiles, obtained from the resolution of the momentum equation, and comparison
with experimental data.

In paper [9], the spatial variability of the main water balance components in an
intensively agricultural area in the headwaters of Upper East Fork White River in Indiana,
USA, was analysed. Extensive data collection was necessary to provide the best possible
input for a SWAT model set up for the simulation. To optimise the data outputs, a spatial
calibration approach was implemented in four gauging sites. It was confirmed that in areas
with intensified agricultural development—an activity that heavily disturbs the land phase
of the hydrological cycle—it is critical for hydrological models to incorporate factors such
as water use and relevant agricultural management practices.

The authors of paper [10] use a computational fluid dynamics (CFD) approach to
simulate flows in Parshall flumes, which are used to measure flowrates in channels. The
objective of this research was to study the reliability of numerical simulations of a Parshall
flume using various nonlinear turbulence models. The numerical results are compared
with the experimental data, which show that choosing the right turbulence model is the
key element in accurately simulating Parshall flumes.

Paper [11] aims to develop a robust and rational methodology to assess the change in
the hydrological response of a post-fire watershed, especially where the scarcity or absence

4
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of hydrometric data do not allow the calibration of a more complex rainfall–runoff model.
Thus, this study proposes an integrated approach that combines spatial information on
burned areas and levels of fire severity, direct soil infiltration measurements and rainfall–
runoff modelling. This approach was applied to a burned forest catchment in Italy to
explain the repercussions of fire on the hydrological response of a natural watershed. Flood
peak and volume were computed through the application of the Soil Conservation Service-
Curve Number method (SCS-CN); the flow propagation was simulated through a lag-time
approach based on the time–area curve of the catchment.

Paper [12] presents the physical model study of shock waves at the Mohmand Dam
Spillway project in Pakistan. In this study, a hydraulic analysis of shock waves was carried
out to investigate its generation mechanism. Different experiments were performed to
analyse the rooster tail on a flat spillway chute and to examine the factors affecting the
characteristics of the rooster tail. The results revealed that shock wave height is influenced
by spillway chute slope, pier shape and flow depth. Moreover, the height of the shock
wave can be minimized by installing a semi-elliptical pier on the tail part of the main pier.

Paper [13] evaluates the potential for a newly proposed nonlinear subsurface flux equa-
tion to improve the performance of the hydrological Hillslope Link Model. The equation
contains parameters that are functionally related to the hillslope steepness and the presence
of tile drainage. To assess performance improvements, they compare simulation results to
streamflow observations during a 17-year period (2002–2018) at 140 U.S. Geological Survey
(USGS) gauging stations. The new equation provides a better representation of hydrograph
recession curves, hydrograph timing and total runoff volume. However, the authors found
discrepancies in the spatial distribution of hillslope scale parameters.

Paper [14] describes the main stages and processes required to implement and improve
an operational hydrologic forecasting system in the Upper Zambezi River Basin and its
sub-basins. The process of implementation was complex, and several decisions needed to
be made about the input data (precipitation from satellites or climate products), the hydro-
logical models to be included along with their optimal parameter sets and the timescales
required for the generation of streamflow forecasts. Once the system was completely oper-
ational, additional developments were required to improve its performance and reduce the
spread of total hydrologic uncertainty into the final streamflow forecast products.

Paper [15] assesses historical (1983–2005) and future (2026–2100) rainfall, maximum
temperature and minimum temperature trends in the Ziway Lake Basin (Ethiopia). Simu-
lated historical and future climate data were obtained from the CMIP5 datasets considering
the RCP4.5 and RCP8.5 emission scenarios. The modified Mann–Kendall trend test was
applied to estimate the trends of annual rainfall, Tmax and Tmin in historical and future
periods. Rainfall experienced no clear trends, while Tmax, and Tmin significantly increased
in both RCP 4.5 and 8.5 scenarios, especially in the central part of the basin at the end of
the 21st century.

In paper [16], the potential effects of climate change and variability on the maximum
precipitation, temperature and hydrological regime in Devil’s Creek, Tacna, Peru were
analyzed. For this purpose, the outputs of the meteorological variables of fifteen regional
climate models were used as inputs for the hydrological model considering the RCP4.5
and RCP8.5 emission scenarios. The results showed an increase in the maximum annual
precipitation by more than 30% for both the RCP4.5 and RCP8.5 scenarios for the 2021–2050
period with reference to the 1981–2005 period. Moreover, the maximum flows could
increase by 220% and 154% for the RCP4.5 scenarios for the 2021–2050 and 2051–2080
terms, respectively, and 234% and 484% for the RCP8.5 scenarios and for the 2021–2050 and
2051–2080 terms, respectively.

The aim of paper [17] is to develop a modified model that improves the accuracy of
the determination of skin friction factors in gravel-bed rivers. With this aim, 100 velocity
profile data obtained from eight gravel-bed rivers were utilized to develop an analytical
method that considers the momentum thickness of the boundary layer and its deviation
in large-scale topographic bedforms in a 1D force-balance model. The proposed model

5
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showed high accuracy in the prediction of skin friction factors for energy slopes between
0.001 and 0.1. Additionally, the model was used to modify the classic Einstein–Strickler
equation, allowing an improvement of the accuracy of the predicted skin friction factors in
nonuniform flow conditions even when velocity profiles and energy slope were unavailable.

In paper [18], the transition from supercritical to subcritical flow around a fully
submerged abrupt negative step in a horizontal rectangular open channel was investigated
in a laboratory experiment. As a result, five different types of rapidly varying flow were
observed by varying the subcritical downstream tailwater depth. Moreover, the numerical
results showed that the Boussinesq equations can simulate the basic flow characteristics
with acceptable accuracy.

In paper [19], monthly streamflow and satellite-based actual evapotranspiration data
(AET) were used to evaluate the Soil and Water Assessment Tool (SWAT) model for the
calibration of an experimental sub-basin with mixed land-use characteristics in Athens,
Greece. Three calibration scenarios were conducted with streamflow, AET and streamflow–
AET data to evaluate the simulated outputs. The sensitivity analysis showed that the most
sensitive parameters for streamflow are related to groundwater flow, runoff generation
and channel routing, and for actual evapotranspiration, they are all connected to soil
properties. This research showed that combining streamflow and MODIS satellite-based
AET data in the calibration process can improve model performance regarding streamflow
and water balance and contribute to understanding the hydrological processes in a mixed
land-use catchment.

Paper [20] tests the suitability of the RFFE approaches within smaller headwater
catchments in the Pilbara (Australia) and evaluates them through a comparison of peak
discharge values derived from a 2D hydrodynamic direct rainfall model. This paper
provides the first comparative study of The RFFE approaches for the Pilbara using updated
ARR values to validate their use within smaller catchments in the same region.

Paper [21] deals with how the Colorado River may respond to future climates. Histori-
cal and future streamflow projections for the Colorado River basin were evaluated with a
perspective of drought and surplus periods.

4. Conclusions

This Special Issue on numerical methods and models for water resource modelling is
very interesting and constitutes a point of reference for future developments on the topic.

In particular, the Special Issue illustrates that the use of hydraulic models can assist
with hydraulic constructions for planning the negative effects of shock waves on spillway
operations [12], to determine the best combination of different turbulence models to design
Parshall flumes [4,10], to model the eddy viscosity in surface flows [8], to determine hazard
maps downstream of a dam [7] and to improve the accuracy of the determination of skin
friction factors in gravel-bed rivers [17] and the performance of the hydrological Hillslope
Link Model [13].

Similarly, the presented hydrological models contribute to future development regard-
ing the study of the hydrological response after a fire [11], environmental sustainability
ensuring socioeconomic stability and the production of critical crops in agriculture [9] and
to determine the peak flow through regionalization techniques [20]. Significant attention is
paid to the impacts of climate change on the performance of hydrological models in terms
of water quantity and quality, using observed trends [3,21] and future climate scenarios [2],
and to the role of extreme flood events [5,6], also by means of simplified [1] or empirical [6]
prediction models.

Finally, the use of high-resolution Satellite Precipitation Products [14] and emission
scenarios [15,16] as inputs for the hydrological model allowed us to improve the existing
hydrologic forecasting system and detect the impacts of climate changes on the hydrologi-
cal regime.
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Abstract: Historical and future drought and surplus periods in the Colorado River basin are evalu-
ated based on eight climate scenarios. Unimpaired streamflow from 17 stations in the Colorado River
are evaluated based on U.S. Geological Survey, Bureau of Reclamation, and Coupled Modeled Inter-
comparison Projection 5 downscaled data from 1950–2099. Representative Concentration Pathway
(RCP) 4.5 and 8.5 emission scenarios are considered for four climate models (HadGEM2-ES, CNRM-
CM5, CanESM2, MI-ROC5). Drought (surplus) quantities, magnitudes, severities, and water year
flows are compared for the historical and future periods. Results indicate that there is a significant
difference between the historical record and future projections. The results are not consistent in terms
of increase of drought or surplus; however, the intensity (as measured by magnitude and duration)
will likely increase for both RCP 4.5 and 8.5. The CanESM2 and CNRM-CM5 models project wetter
scenarios, and HadGEM2 and MI-ROC5 models project drier scenarios. For the critical Lees Ferry
station, models indicate a chance of higher drought and surplus length and magnitude on the order
of two times the historical period. In addition, basin wide flow at Lees Ferry had a shift in the future
mean ensemble of approximately 3–10% for the water year. Future hydrologic changes will heighten
the need for appropriate management and infrastructure options available to adapt to these changes.

Keywords: drought; climate change; water; hydrology; streamflow

1. Introduction

The Colorado River basin is one of the most important basins in the United States and
provides critical water resource for seven States (Colorado, Utah, Wyoming, New Mexico,
Nevada, Arizona, and California) and Mexico. It serves a population of over 36 million
people, supports an economy of $26 billion based on recreation, provides water for 4 million
acres of farmland and sustains 30 endemic fish species [1]. It is also a highly managed
system with over 50 million acre-ft of storage available between the two largest reservoirs
(Lake Mead and Lake Powell). This large amount of storage is critical for sustaining
water supplies during droughts, hydropower generation, recreation, and environmental
productivity. Much of the southwestern United States has experienced sustained drought
over the past 20 years and this has resulted in declines in water supplies in many basins
and reservoirs. For instance, the Colorado River basin experienced Tier 1 and 2 shortage
for the first time in 2022 and 2023 which trigger mandatory water consumption cuts for
southwestern states. In addition, drought continency plans will need to be developed
to ensure long term sustainability of water supplies and reservoir [2]. There is a need to
understand if this is the “new normal” for the future or are these changes part of drought
and surplus cycles that are experienced over years.

Extensive research has been conducted on the impact of climate change on the water
conditions of the Colorado River basin. Early studies [3] used specific warming scenarios
(e.g., 1, 2, 3 ◦C warming) along with hydrologic and system models to evaluate changes.
Rajagopalan et al. [4] demonstrated how increased demand and changing climate were
taxing the reliability of water supply. As Coupled Model Intercomparison Project (CMIP)
projections of future climate have become available, studies have focused on impacts in
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headwater basins [5,6], uncertainties in precipitation projections [7], the role of increasing
temperature on reduction of streamflow [8,9], and implications of changes in future flows in
the basin [10]. Others such as Woodhouse et al. [11] have evaluated hypothetical droughts
from 1–4 ◦C warming and implications for reliability of Colorado River flows. Finally, the
Bureau of Reclamation [12] has studied this extensively using paleo records and future
flows into major reservoirs (Lake Mead and Lake Powell). Most studies that have evaluated
the future projections, use the entire suite of models from CMIP5 (on the order of 32 models)
and usually for Representative Concentration Pathway (RCP) 4.5 and 8.5.

This work fills a gap in research where both drought and surplus periods from the
historical records and future projections that are likely in the Colorado River. The contribu-
tions from the work presented here include the evaluation of both drought and surplus
periods from 2021–2099 based on specific climate model projections that are most likely
for this region. It is important to note that paleo records are not considered here as the
focus is on evaluating the impact of future streamflow conditions in relation to historical
(as measured from gauge records). Finally, observations and conclusions are drawn on
changes in extremes (both droughts and surpluses) to stations that contribute to the entire
basin and those for specific states (e.g., Arizona).

2. Materials and Methods
2.1. Data

The main data used in this study is yearly streamflow for various locations in the
Colorado River basin from past periods and for the future. The selected stations represent
a combination of headwater locations that are important for understanding high water
generating portions of the basin, a main river station (e.g., Lees Ferry) that is important for
water management, and lower basin stations that contribute only to Arizona flows and are
important for understanding monsoonal impacts. A total of 17 stations noted below are
used in the analysis of droughts and surpluses.

2.1.1. Historical Streamflow

Unimpaired streamflow stations are needed to conduct this analysis and remove any
anthropogenic effects. Unimpaired stations were initially identified by Wallis et al. [13]
updated by Tootle et al. [14]. For this study, those locations within the Colorado River
basin are used from the larger U.S. data set. This results in 16 stations that were updated
from the U.S. Geological Survey (USGS) NWISWeb Data retrieval (Available online: https:
//waterdata.usgs.gov/nwis/, accessed on 1 January 2022) to water year 2021, so the
analysis is performed using the time period water year 1951–2021. This time period was
selected by Tootle et al. [13] as being ideal for having a large number of streamflow stations
and sufficient number of years of data for long-term analyses. In addition, the use of NWIS
streamflow data allows for these results to be compared in the future with other analyses
that may be conducted in the west on other unimpaired streamflow data. In addition, the
Lees Ferry data was obtained for water years 1906–2021 from the Bureau of Reclamation
who maintains natural flow that accounts for consumptive uses and losses. (Available
online: https://www.usbr.gov/lc/region/g4000/NaturalFlow/index.html, accessed on
1 January 2022). In the analysis performed for all the stations (Section 3.1), the period
of 1951–2021 was used for Lees Ferry to allow for appropriate comparisons. For specific
analysis of Lees Ferry (Section 3.2), additional analysis was performed using the extended
record 1906–2021.

Monthly data for all the stations is used to compute the water year cumulation defined
as the months October–September. The 17 stations noted above are summarized and show
in Table 1 and Figure 1. These are also locations where future flow data is available (see
Section 2.1.2). For these stations, water year streamflow data is calculated in million acre-ft
(MAF) which is a common unit used for water management. (Note: 1 MAF = 1233 million
cubic meters MCM).
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Table 1. List of Stations with characteristics.

Station Name Location/Name Elevation (m) Drainage Area (km2)

Lees Ferry Upper (U1) 940 289,561

Piney River Upper (U2) 2217 219

East River Upper (U3) 2440 749

Lake Fork Upper (U4) 2386 878

Slater Fork Upper (U5) 2012 391

Rock Creek Upper (U6) 2210 381

Yellowstone River Upper (U7) 2265 342

White River Upper (U8) 1951 1678

Fish Creek Upper (U9) 2338 156

Muddy Creek Upper (U10) 1983 272

Smiths Fork Upper (U11) 2044 427

Gila River Lower (L1) 1419 4828

San Francisco River Lower (L2) 1047 7156

Gila River at Safford Lower (L3) 957 20,350

Salt River Chrysotile Lower (L4) 1023 7379

Salt River Roosevelt Lower (L5) 664 11,152

Tonto Creek Lower (L6) 769 1748
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Of the 17 stations identified in Table 1, 11 stations are from the Upper basin and six
are from the Lower basin. It is noteworthy that 10 of the Upper basin stations contribute
flows to Lees Ferry which is a measure of total Upper basin. The inclusion of all the
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stations allows for a spatial analysis of how flows may change in the future and eventually
contribute to the overall flow at Lees Ferry. In addition, the inclusion of the six Lower basin
stations allows for further spatial analysis of the entire Colorado River (Upper and Lower).

2.1.2. Future Projections of Streamflow

Future water year streamflow values were obtained from the comprehensive database
of downscaled hydrology projections using Bias Correction and Spatial Disaggregation
(BCSD) and made available by Bureau of Reclamation [14]. These projections represent
downscaled climate projections (e.g., wind, temperature, precipitation) of the Coupled
Modeled Intercomparison Project 5 (CMIP) projections to grid scales of 1

2 degree 12 km us-
ing BCSD [15]. The downscaled climate data is then used in the VIC hydrologic models for
the western U.S. and values aggregated to subbasin scale [16]. The VIC hydrologic model
used to develop the downscaled streamflow projections is physically based for various
subbasins of the Colorado River basin and routes to key points that provide streamflow pro-
jections. This results in 97 projections of monthly and daily hydrology at specified locations
(e.g., streamflow stations) over the contiguous U.S. using BCSD on CMIP5 projections. In
the Reclamation archive [14], there are 18 CMIP5 models and Representative Concentration
Pathways (RCP) 4.5 and 8.5 scenarios available to the year 2099.

A total of eight projections were used that represent four models (of the 18 noted
above) at two emission levels as RCP 4.5 and 8.5. The emission level of RCP 4.5 is an
intermediate climate change scenario that minimizes greenhouse gas emissions. RCP 8.5
is the highest level of greenhouse gas emissions resulting from a large population with
high energy [17]. The Fourth National Climate Assessment [18] identified RCP 4.5 and
8.5 as the core scenarios representing the appropriate range of future conditions. The four
model simulations are those used by Pierce et al. [19] and Lynam and Piechota [20] to
evaluate various scenarios of California streamflow and include HadGEM2-ES, CNRM-
CM5, CanESM2, and MIROC5. While there is no direct evidence that these models behave
well for the Colorado River basin, these models are selected here based on their ability to
simulate historical climate spatial and temperature structure at the global, Southwestern U.S.
and California scales [19]. In addition, the range of these models will give a representative
sample of the scenarios while still allowing for a detailed analysis of what specific futures
may look like in terms of water supply. For this study there is no assumption about the
model bias (e.g., water, wet, average) and direct reference is made to the models that best
represent climate of the region.

To best represent the overall impact of the models for the two climate scenarios (RCP
4.5 and 8.5), ensemble water year means are calculated based on the average of the four
models. This is a common practice in climate change studies where multiple models are
evaluated and there is a need to establish a best estimate of the “average” of the models,
e.g., [21].

2.2. Drought and Surplus Definitions

Following a definition used by Lynam and Piechota [20] drought was defined as
periods where there was two or more consecutive years of deficit flow (below average flow)
with the period ending only when two consecutive years of surplus occurred. The average
flow for the historical period is used for all analyses to ensure analyses are evaluating the
impact in relation to current hydrologic conditions. Similarly, surplus periods were defined
as two or more consecutive years of excess flow (above average flow) with the period
ending only when two consecutive years of deficit occurred. Other studies in the west have
used drought definitions where in any given year a drought can occur if the index (i.e.,
PDSI) drops below zero or alternatively using a three-year moving average to determine
drought years [12]. The approach used here recognizes the varied nature of drought (and
surplus) definitions while using a standard statistical measure appropriate for a basin that
has significant storage (i.e., 4 years of storage in the two major reservoirs). For both drought

12



Hydrology 2022, 9, 227

and surplus periods, duration, magnitude (defined as the cumulative of the departure from
the average), and the severity (defined as magnitude/duration) were compiled.

2.3. Testing of Differences

The difference in the total number of droughts and surplus periods for each scenario
(i.e., historical vs. future periods) was evaluated using the F-test. In this test, the variance
in two populations is evaluated to see if there is a significant difference. In this study, the
population consist of the number of drought and surplus periods. For all tests, the historical
population of drought and surplus periods is evaluated against the future population
of drought and surplus periods determined in the analysis. Results are displayed and
discussed in Section 3.

The sample populations of drought and surplus for each scenario are also presented
as box and whisker plots where the middle of the box represents the median, the top and
bottom represent the 75th and 25th percentiles of the population and the top and bottom of
the whisker represent the 90th and 10th percentiles of the population (see Section 3.2).

3. Results
3.1. Station Specific Results for the Basin

The station specific results of the entire basin for historical and future droughts (sur-
pluses) are shown in Tables 2–4, and Figures 2 and 3. These results are shown for future
flows including drought and surplus periods (duration and magnitude) along with changes
in the mean water year flow. For all analysis presented in this Section 3.1, the historical
time period of 1951–2021 is used for all stations.

Table 2. Duration (in years) of drought and surplus for Upper (U) and Lower (L) Basin stations based
on 1951–2021 for all stations and also the time period 1907–2021 for Lees Ferry. For drought duration,
red values are higher than the historical record and blue values are lower. For surplus duration, blue
values are higher than the historical record and red values are lower.

Drought Duration RCP 4.5 RCP 8.5

Station Historical CanESM2 CNRM-
CM5

HadGEM2-
ES

MI-
ROC5 CanESM2 CNRM-

CM5
HadGEM2-

ES
MI-

ROC5

Lees Ferry (U) 1907–2021 22 10 6 10 17 13 17 32 14
Lees Ferry (U) 1951–2021 11 8 6 10 17 11 8 32 14

Piney River (U) 11 10 11 9 12 7 17 14 19
East River (U) 9 28 13 12 25 16 12 37 21
Lake Fork (U) 17 5 4 7 5 3 4 20 13
Slater Fork (U) 9 3 2 3 4 2 4 2 4
Rock Creek (U) 22 6 5 18 22 5 11 32 8

Yellowstone River (U) 9 30 27 54 50 18 28
White River (U) 11 15 8 17 24 13 17 54 24
Fish Creek (U) 11 10 11 24 27 12 21 31 27

Muddy Creek U) 15 4 6 14 27 4 4 17 13
Gila River (L) 21 2 7 2 10 4

San Franciso River (L) 27 2 2 3 3
Gila at Safford (L) 28

Salt River Chrysotile (L) 27 12 50 44 24 12 65
Salt River Roosevelt (L) 27 19 10 30 44 24 12 57 35

Tonto Creek (L) 23 38 12 23 44 24 17 73 45
Smiths Fork (L) 14 5 11 15 22 5 8 12 13
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Table 2. Cont.

Surplus Duration RCP 4.5 RCP 8.5

Station Historical CanESM2 CNRM-
CM5

HadGEM2-
ES

MI-
ROC5 CanESM2 CNRM-

CM5
HadGEM2-

ES
MI-

ROC5

Lees Ferry (U) 1907–2021 18 16 20 8 4 17 23 6 8
Lees Ferry (U) 1951–2021 10 16 20 10 5 18 23 6 11

Piney River (U) 7 17 20 10 6 17 15 7 11
East River (U) 10 9 11 6 4 17 15 6 11
Lake Fork (U) 10 44 65 20 13 27 40 8 11
Slater Fork (U) 9 36 20 31 20 38 33 43 30
Rock Creek (U) 20 16 20 6 5 21 27 6 8

Yellowstone River (U) 9 3 3 2 2 8 3
White River (U) 9 9 20 4 5 15 15 2 3
Fish Creek (U) 9 8 15 4 3 15 4 6 8

Muddy Creek U) 9 19 18 13 5 19 14 6 3
Gila River (L) 8 30 16 25 15 13

San Franciso River (L) 6 69 70 21 37
Gila at Safford (L) 6

Salt River Chrysotile (L) 11 6 2 2 9 10 2
Salt River Roosevelt (L) 11 7 7 6 2 10 16 2 8

Tonto Creek (L) 8 7 6 2 2 7 12 4 3
Smiths Fork (L) 10 14 12 4 10 32 8 11 7

Table 3. Magnitude (in MAF) of drought and surplus periods for Upper (U) and Lower (L) Basin
stations based on 1951–2021 for all stations and also the time period 1907–2021 for Lees Ferry. Blue
values are higher than the historical record and red values are lower (Note: 1 MAF = 1233 million
cubic m).

Drought Magnitude RCP 4.5 RCP 8.5

Station Historical CanESM2 CNRM-
CM5

HadGEM2-
ES

MI-
ROC5 CanESM2 CNRM-

CM5
HadGEM2-

ES
MI-

ROC5

Lees Ferry (U) 1907–2021 −52.3 −14.3 −20.0 −35.7 −48.8 −26.9 −30.7 −123.4 −56.3
Lees Ferry (U) 1951–2021 −20.9 −9.2 −14.8 −27.1 −34.1 −12.3 −16.8 −95.8 −44.2

Piney River (U) −0.08 −0.06 −0.10 −0.09 −0.12 −0.10 −0.12 −0.18 −0.26
East River (U) −0.33 −0.89 −0.44 −0.77 −1.02 −0.60 −0.63 −2.56 −1.59
Lake Fork (U) −0.18 −0.05 −0.07 −0.21 −0.16 −0.18 −0.04 −0.71 −0.37
Slater Fork (U) −0.13 −0.05 −0.05 −0.02 −0.07 −0.03 −0.02 −0.05 −0.07
Rock Creek (U) −0.87 −0.06 −0.11 −0.38 −0.56 −0.13 −0.14 −0.96 −0.23

Yellowstone River (U) −0.11 −0.95 −0.70 −2.85 −2.15 −0.78 −1.01
White River (U) −0.52 −1.04 −1.06 −2.61 −2.85 −1.41 −1.89 −10.20 −3.73
Fish Creek (U) −0.08 −0.08 −0.13 −0.25 −0.38 −0.15 −0.19 −0.49 −0.33

Muddy Creek U) −0.06 −0.02 −0.04 −0.11 −0.22 −0.04 −0.03 −0.22 −0.14
Gila River (L) −0.69 −0.03 −0.08 −0.06 −0.14 −0.10

San Franciso River (L) −0.90 −0.05 −0.04 −0.06 −0.07
Gila at Safford (L) −1.99

Salt River Chrysotile (L) −3.11 −1.44 −7.68 −9.54 −2.03 −1.64 −9.70
Salt River Roosevelt (L) −4.14 −1.83 −1.21 −4.02 −10.77 −1.34 −1.32 −9.64 −5.13

Tonto Creek (L) −0.78 −0.94 −0.52 −0.89 −2.79 −0.49 −0.42 −3.12 −1.55
Smiths Fork (L) −0.32 −0.13 −0.24 −0.47 −0.47 −0.14 −0.19 −0.49 −0.27
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Table 3. Cont.

Surplus Magnitude RCP 4.5 RCP 8.5

Station Historical CanESM2 CNRM-
CM5

HadGEM2-
ES

MI-
ROC5 CanESM2 CNRM-

CM5
HadGEM2-

ES
MI-

ROC5

Lees Ferry (U) 1907–2021 60.9 54.6 98.2 21.8 27.9 142.9 89.1 19.2 20.6
Lees Ferry (U) 1951–2021 45.0 66.7 115.5 25.3 29.8 157.9 109.0 24.3 29.8

Piney River (U) 0.12 0.21 0.30 0.17 0.12 0.32 0.21 0.12 0.14
East River (U) 0.55 0.85 0.52 0.24 0.36 1.17 0.66 0.22 0.41
Lake Fork (U) 0.36 4.01 6.51 1.25 1.11 2.55 5.12 0.53 1.08
Slater Fork (U) 0.21 1.58 1.02 0.94 0.87 1.56 1.67 1.30 0.82
Rock Creek (U) 0.65 0.48 0.61 0.35 0.25 1.70 1.01 0.15 0.35

Yellowstone River (U) 0.18 0.04 0.04 0.11 0.09 0.35 0.11
White River (U) 1.04 0.85 2.72 0.46 0.88 2.12 1.68 0.58 0.50
Fish Creek (U) 0.18 0.11 0.13 0.09 0.07 0.55 0.13 0.05 0.03

Muddy Creek U) 0.12 0.40 0.48 0.18 0.10 0.79 0.31 0.06 0.08
Gila River (L) 0.48 2.01 1.79 2.88 0.40 0.98

San Franciso River (L) 0.71 8.33 12.03 1.96 5.13
Gila at Safford (L) 1.86

Salt River Chrysotile (L) 3.32 1.74 1.62 0.85 1.28 3.71 0.86
Salt River Roosevelt (L) 4.39 2.20 3.02 3.05 2.33 3.30 9.14 0.17 1.44

Tonto Creek (L) 1.21 0.30 0.39 0.72 0.13 0.57 1.51 0.01 0.10
Smiths Fork (L) 0.17 0.80 0.42 0.30 0.20 3.36 0.31 0.42 0.29

Table 4. Table of historical and future annual water year mean flow (MAF) for all eight scenarios and
historical period of 1951–2021 for all stations. For Lees Ferry, the historical mean is also show for the
time period 1907–2021. Ensemble means are also provided as the average of the four models for each
RCP 4.5 and 8.5. Blue values are higher than the historical record and red values are lower. (Note: 1
MAF = 1233 million cubic m).

Station
RCP 4.5 RCP 8.5

Historical CanESM2 CNRM-
CM5

HadGEM2-
ES

MI-
ROC5 Ensemble CanESM2 CNRM-

CM5
HadGEM2-

ES
MI-

ROC5 Ensemble

Lees Ferry (U) 1906–2021 14.7 16.7 16.8 13.6 13.8 15.2 17.7 17.3 12.3 13.6 15.2
Lees Ferry (U) 1951–2021 13.8 16.7 16.8 13.6 13.8 15.2 17.7 17.3 12.3 13.6 15.2

Piney River (U) 0.055 0.061 0.060 0.056 0.056 0.058 0.060 0.061 0.053 0.054 0.057
East River (U) 0.228 0.239 0.230 0.195 0.207 0.218 0.233 0.240 0.174 0.199 0.212
Lake Fork (U) 0.162 0.252 0.259 0.197 0.207 0.229 0.241 0.268 0.155 0.194 0.215
Slater Fork (U) 0.057 0.093 0.093 0.086 0.083 0.089 0.101 0.096 0.085 0.084 0.092
Rock Creek (U) 0.096 0.120 0.116 0.084 0.093 0.103 0.140 0.114 0.076 0.094 0.106

Yellowstone River (U) 0.098 0.074 0.073 0.050 0.059 0.064 0.087 0.072 0.044 0.060 0.066
White River (U) 0.432 0.437 0.457 0.348 0.363 0.401 0.439 0.452 0.288 0.340 0.380
Fish Creek (U) 0.034 0.035 0.033 0.026 0.024 0.030 0.045 0.033 0.024 0.024 0.032

Muddy Creek U) 0.027 0.042 0.041 0.027 0.025 0.034 0.050 0.039 0.024 0.023 0.034
Gila River (L) 0.118 0.183 0.228 0.168 0.167 0.187 0.200 0.244 0.140 0.172 0.189

San Franciso River (L) 0.153 0.301 0.382 0.273 0.266 0.306 0.319 0.407 0.227 0.274 0.307
Gila at Safford (L) 0.338 0.754 0.925 0.688 0.665 0.758 0.808 0.982 0.582 0.686 0.765

Salt River Chrysotile (L) 0.447 0.388 0.488 0.335 0.307 0.379 0.406 0.538 0.280 0.329 0.388
Salt River Roosevelt (L) 0.579 0.596 0.746 0.520 0.456 0.580 0.633 0.834 0.433 0.494 0.599

Tonto Creek (L) 0.110 0.096 0.117 0.085 0.066 0.091 0.108 0.137 0.070 0.074 0.097
Smiths Fork (L) 0.135 0.170 0.146 0.126 0.131 0.143 0.206 0.142 0.132 0.139 0.155
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3.1.1. Drought (Surplus) Duration

For the evaluation of drought duration and magnitude, the changes appear to be larger
under the RCP 8.5 scenario as compared to the historical record and RCP 4.5 (Tables 2 and 3).
The longest duration droughts occur in the Lower basin (e.g., Salt Creek stations). His-
torically, the longest drought was 27 years at Salt Creek, and in the future (MI-ROC5
scenario), droughts may be up to 44–65 years long (Table 2). In the Upper basin, Lees Ferry
station has two models (HadGEM2-ES and MI-ROC5) where the drought duration is longer
(14–32 years compared to 11 years in the historical record. All other models show shorter
drought periods than the historical record.

The duration of surplus periods is longer for many of the stations in the Upper basin.
For instance, Lake Fork has seven of the eight scenarios with longer duration, and Slater
Fork has all the scenarios with longer surplus duration (increasing from 9 years in the
historical record to 20–43 years depending on the model scenario). In comparison, Lees
Ferry six of the eight scenarios had longer duration surplus periods than the historical
record (increasing in duration from 10 years in the historical record to 11–23 years in
the future).

3.1.2. Drought (Surplus) Magnitude

The largest changes in drought magnitude (as indicated by negative values in Table 3)
appear in four Upper Basin stations (East River, Yellowstone River, White River, Fish Creek)
that show a higher magnitude in all scenarios corresponding to the longer drought periods
(Table 2). The change in magnitude is very large and, in some cases, shows droughts that
are 5–20 times larger than the historical record. It should be noted that these are much
smaller headwater basins as compared to Lees Ferry that represents the entire Upper basin.
For Lees Ferry, two of the models (HadGEM2-ES and MI-ROC5) had drought magnitudes
larger than the historical record (on the order of two to four times larger). For instance,
HadGEM2-ES2 and MI-ROC5 models under the RCP 8.5 scenarios had largest drought
magnitudes of −95.8 MAF and −44.2 MAF over multiple years, compared to the largest
drought in the historical record that was −20.9 MAF.

For the magnitudes of future surplus, the CanESM2 and CNRM-CM5 models’ con-
ditions were likely to be wetter. Similar to the results for surplus duration periods, Lake
Fork and Slater Fork had all the scenarios with higher surplus magnitudes (increasing from
2–20 times in magnitude depending on scenario). For Lees Ferry, two of the models had
higher surplus magnitudes (CanESM2 and CNRM-CM5) on the order of two to three times
larger than the historical record.

3.1.3. Changes in Water Year Mean Flow

To understand the implications of changes in the mean water supply for a given year,
it is important to understand how the water year (October–September) flows change from
the historical record to the future. This is different from the results show in Table 3 which
are the average drought (surplus) that is expected over a longer period for the historical
record and the future projections. Table 4 presents the historical water year average flow
for each station and the change in water year average flow that would occur under each
of the future climate scenarios. Of all the scenarios (RCP 4.5 and 8.5 and four models),
60% of the results indicated a future mean water year flow that would be higher than the
historical mean. As noted earlier, the CanESM2 and CNRM-CM5 models are wetter than
the HadGEM2-ES and MI-ROC5 that tend to have drier conditions as noted in the water
year flows. For the RCP 4.5 and 8.5 scenarios using CanESM2 and CNRM-CM5 models,
85% of analyses had higher (or wetter) water year means. Similarly, for the HadGEM2-ES
and MI-ROC5 models, 66% had lower (or drier) water year means.

When comparing the RCP 4.5 and 8.5 results in Table 4, there does not appear to
be much of a difference. For instance, both RCPs have similar changes in the ensemble
water year mean-six (6) stations are lower (drier) and 11 are higher (wetter). Of note, is the
approximate 10% (from 13.8 MAF to 15.2 MAF) increase in water year flow at Lees Ferry
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in Table 4 based on the historical record (1951–2021) and 3% increase (from 14.7 MAF to
15.2 MAF) based on the historical record (1907–2021). It is important to note that this is an
ensemble from two models that produce higher averages (on the order of 17 MAF) and two
models that produce lower average (on the order of 12–13 MAF). If realized, this would
have significant implications for water management in the region.

Figures 2 and 3 present the spatial changes in the basin and the magnitude of the
water year flows. There is a slight tendency for higher magnitude of changes in water
year flows under the RCP 8.5 scenarios than 4.5 scenarios. For instance, at Lees Ferry, the
ensemble for RCP 4.5 and 8.5 is 15.2 MAF. Figures 2 and 3 also show the tendency for
wetter conditions in CanESM2 and CNRM-CM5 streamflow projections and generally drier
in the Had-GEM2 and MI-ROC5 streamflow projections (for both RCP 4.5 and 8.5). This
is consistent with results seen in California climate change analysis [19,20]. However, the
spatial results for the Had-GEM2 and MI-ROC5 were not as consistent as the CanESM2
and CNRM-CM5 scenarios. For the Had-GEM2 and MI-ROC5 scenarios (both RCP 4.5 and
8.5) there was a mix of wet and dry signals in the streamflow projections in both the Upper
and Lower basin.

3.2. Further Analysis for Lees Ferry

Specific results of historical flows (using the entire record from 1907–2021) and climate
projections (RCP 4.5 and 8.5) are presented in Figures 4–6 for Lees Ferry. This is the most
critical station in the Colorado River basin and represents the dividing point between the
Upper and Lower basin located downstream of Lake Powell (Glen Canyon Dam).
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Figure 6. Scatter plot of duration vs. severity for historical and all RCP 4.5 and 8.5 scenarios at Lees
Ferry. (Note: 1 MAF = 1233 million cubic m).

The variation in surplus and deficit quantities is presented with boxplots in Figure 4.
Each boxplot represents the population of droughts and surplus for the specified scenario.
For the CanESM2 and CNRM-CM5 models (RCP 4.5 and 8.5), the overall tendency is
more surplus (positive flows) periods. For instance, the 25th, 50th and 75th percentiles
change from historical values of −15, 0, 10 MAF, respectively, to values under CNRM-CM5
(RCP 8.5) of −5, 0, 43 MAF, respectively. For the HadGEM2-ES and MI-ROC5 (RCP4.5
and 8.5) scenarios, the overall tendency was more deficit (negative flows) periods. For
instance, the 25th, 50th and 75th percentiles change from historical values of −15, 0, 10 MAF,
respectively, to values under HadGEM2-ES (RCP 8.5) of −44, 0, 6 MAF, respectively. In
Figure 4, it appears there is a large range in values (i.e., larger box) in the RCP 8.5 scenarios
as compared to RCP 4.5. This is further evaluated in Figure 6.

Further representation of model specific variations at Lees Ferry is shown in Figure 5
for all models and RCP 4.5 and 8.5. As noted earlier, the CanESM2 and CNRM-CM5 are
wetter scenarios, and HadGEM2 and MI-ROC5 are drier. Example scenarios include a range
of surplus periods for CanESM2 (RCP 8.5) with durations of 17 to 2 years and magnitudes
of 143 to 2 MAF compared to historical surpluses with durations of 18 to 3 years and
magnitudes of 61 to 3 MAF. Similar example scenarios include a range of deficit periods for
HadGEM2 (RCP 8.5) with durations of 32 to 3 years and magnitudes of −123 to −18 MAF
compared to historical surpluses with durations of 22 to 2 years and magnitudes of −52 to
−1 MAF. This indicates more extreme surplus and deficit periods in the future when an
ensemble of all models is used.

The severity (defined as magnitude divided by duration) of drought and surplus
for all scenarios in comparison to the historical data is presented in Figure 6. The green
circles represent the historical drought and surplus periods (16 total) ranging from −3.1
to 3.9 MAF/year with durations from 2 to 22 years. Under future conditions, maximum
drought and surplus severity increases to levels of −8.2 to 14.0 MAF/year. The number of
drought and surplus periods is also noteworthy. In the historical record, there are eight
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(8) drought and eight (8) surplus periods. Where in the future record for RCP 4.5 (8.5),
there are 26 (22) drought periods and 30 (26) surplus periods. Thus, the ensemble of model
scenarios shows a slightly wetter condition for Lees Ferry and more extreme drought
and surplus periods. Many of these are under 5 years in duration reflecting the rapidly
changing conditions in the future.

4. Discussion

In this study, historical and future streamflow projections for the Colorado River basin
were evaluated with a perspective of drought and surplus periods. The results of this
study conform with past studies of the region. For instance, Lynam and Piechota [20] and
Pierce et al. [19] found that the HadGEM2-ES model had drier conditions (lower streamflow)
in California and CNRM-CM5 model to have wetter conditions (higher streamflow). The
results for the Colorado River basin in this research have similar signatures in the model
output for streamflow projections at Lees Ferry (i.e., surplus flows for CNRM-CM5 and
drier flows for HadGEM2-ES). This does highlight the potential of either connections
between California basins and Colorado River, and/or similarities in which models before
well in the western United States for climate change studies. This also highlights the range
of climate scenarios that can be provided from GCMs. In general, Pierce et al. [19] found
that all the GCMs had warming in the future, but some of the models were warming at
higher levels than others and the cooler/wetter models were less warm. This range in
model scenarios could be viewed as contradictory, or it could be viewed as a measure
of the uncertainty of potential future projections. This does have implications on water
management as the range of future conditions are planned for and assigned levels of risk.

Other research in the Colorado River basin has shown the potential for declines at
Lees Ferry under future climate ensemble mean projections below a critical threshold of
13.8 MAF [11]. The results in the study presented here show many scenarios are above
this threshold (i.e., wetter conditions) and highlight the importance of understanding the
appropriate models for the region. It is noteworthy that some of the previous studies [12]
have shown the change in seasonal runoff with higher streamflow (10–20%) occurring
during the December–March period and less during the critical April–July period. This
may be important in establishing the timing of future streamflow under warmer conditions.
In addition, other studies use many models (32) from CMIP5 which adds to the variability
shown in results. It is believed that the study presented here is a more focused approached
that has specific results for certain model scenarios. This will lead to a better understanding
of climate change impacts in the western United States.

Various studies have confirmed the wet signal identified in the research presented here.
Hoerling et al. [9] noted an increase in the median precipitation from CMIP5 projections
for both RCP 4.5 and 8.5 precipitation over Colorado by the middle of the 21st century.
Ayers et al. [21] showed higher precipitation projections in CMIP5 (compared to CMIP3)
along with streamflow for the Upper Colorado River basin. Lukas et al. [22] also noted this
potential for higher streamflow along with an earlier snowmelt

5. Conclusions

The research presented here provides interesting findings related to how the Colorado
River may respond to future climates. While the results are not always consistent in terms
of how drought or surplus periods will change in the future, the intensity (as measured by
magnitude and duration) will likely increase for both RCP 4.5 and 8.5. There did not appear
to be large difference between the results for the RCP 4.5 and RCP 8.5 scenarios. There
were more pronounced differences between models where the CanESM2 and CNRM-CM5
models had a wet signal, and HadGEM2 and MI-ROC5 models had a dry signal. The
spatial results for the Had-GEM2 and MI-ROC5 were not as consistent (i.e., mix of dry and
wet) as the CanESM2 and CNRM-CM5 scenarios which were mostly wet. Most interesting
results were for the Lees Ferry station where models indicate a chance of higher drought
and surplus length and magnitude on the order of two times the historical period. It was a
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surprise that the future mean ensemble water flow for the Lees Ferry was approximately
3–10% of the historical and highlights the sensitivity of record length used in the analysis.

The hydroclimatology and future water supply of the Colorado River basin is an
active area of research, discussion and management. While there remains a lot of uncer-
tainties with future projections, the future will likely have more extremes (wet and dry).
These uncertainties include the large-scale climate models that are downscaled for local
climate conditions and the different hydrologic modeling methods (e.g., physically based,
distributed, semi-distributed, statistical). Regardless, the results of this study, highlight
that the future may have extended dry or wet periods that were not always seen in the
historical (or paleo) record and may question the use of paleo records given that future
climates may look very different. Having the appropriate management and infrastructure
options available will be critical to adapt to these changes.
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Abstract: Arid and semi-arid regions typically lack high-resolution river gauging data causing
difficulties in understanding rainfall-runoff patterns. A common predictive method for discharge
estimation within ungauged catchments is regional flood frequency estimation (RFFE), deriving
peak discharge estimates from similar, gauged catchments and applying them to the catchment of
interest. The majority of RFFE equations are developed for larger catchments where flow events may
be larger and of greater interest. We test a series of RFFE methods derived for the Pilbara region,
applying them to new ungauged small catchments under 10 km2. Rainfall values are derived from a
guideline Australian design rainfall database, Australian Rainfall and Runoff 2019 (ARR2019) which
was recently updated with an additional 30 years of rainfall data. RFFE equations are compared
to a direct rainfall model to evaluate their performance within small catchments, identifying key
limitations and considerations when modelling small headwater catchments.

Keywords: regional flood frequency; ungauged catchments; direct rainfall modelling; headwater
catchments; Australia

1. Introduction

Flood frequency analysis is commonly undertaken to identify and estimate flood quan-
tiles corresponding to a given return period using the available streamflow observations in
a catchment [1]. Where streamflow records are absent, or catchments are widely ungauged,
prediction of streamflow involves applying regional flood frequency estimation (RFFE)
methods, which are data-driven empirical procedures that attempt to compensate for a lack
of temporal data at a given location with spatial data, obtained from other locations within
a homogenous region [2]. RFFE approaches are frequently used throughout Australia
for the prediction of flood events. Accurately predicting the magnitude of flood events
is essential for the planning of water resource systems [3] in addition to adhering to the
design standards of engineered structures designed to convey a certain flow [4,5]. A lack of
long-term rainfall and streamflow data within arid and semi-arid regions is a major issue
for run-off modelling [6] and this challenge is highlighted here within the Pilbara region in
Western Australia.

Western Australia accounts for 39% of the global supply of iron ore [7] but has a
notable lack of rainfall and streamflow data owing to (a) the high spatial and temporal
variability of streamflow, (b) the high cost of establishing dense hydrologic gauging sites
(c) the likelihood of gauging sites being destroyed by flash flooding events and (d) the
disproportionate interest of flow events in larger river channels resulting in a scarcity of
data smaller catchments. This data scarcity results in a fewer opportunities for validation of
hydrological models used and therefore there are limited opportunities to demonstrate that
a given-site specific model is capable of making accurate predictions for periods outside a
calibration period [8]. Nevertheless, increasing engineering modifications are carried out
in small catchments in the Pilbara, such as culvert installation for roads and railways or

25



Hydrology 2022, 9, 165

mining river diversions—such as those found in our study region. River diversions are
expensive engineering structures and their design and performance rely on adequately
estimating both frequent and rare flow events [9]. There is also increased recognition of
the importance to estimate and subsequently preserve natural hydrologic flow conditions
resulting in an interest in estimating frequent flow events (e.g., 1EY, 0.5EY and 0.2EY where
EY stands for the average number of exceedances per year) particularly in these semi-arid
areas where flow is sparse and poorly understood.

Current practices for the design and prediction of peak discharges for river relocation
designs are based on several estimation methods such as regionalisation methods, numeri-
cal and hydrologic modelling. The outcome of these methodological provides wide-ranging,
typically heuristic results. However, the improvement of two-dimensional hydrodynamic
models is changing how peak discharges are being estimated. Direct rainfall modelling
(or rain-on-grid) has increasingly become a standard approach for predicting design flood
behaviour [10,11]. The application of rainfall directly onto a 2D domain allows for the sim-
ulation of catchment runoff by applying it directly to the modelling grid [12,13]. Catchment
runoff within direct rainfall models is dependent on the grid or mesh cell area, the rainfall
depth, grid cell roughness, rainfall losses (IL/CL) and the slope between neighbouring
cells. This distributed rainfall approach directly onto the 2D domain can give considerably
more detail, particularly in the upper parts of sub-catchments [14] and has been found to
provide a better representation of minor overland flowpaths than conventional modelling
methods [12]. In the absence of stream gauges, this paper examines the suitability of direct
rainfall modelling to test the suitability of RFFE approaches on small ungauged catchments
within the Pilbara. The tested RFFE approaches were previously designed for the semi-arid
Pilbara region and have previously been validated using gauged flow data within medium
to large catchments [15–18]. Most direct-rainfall models are used as a means of indirect
calibration or comparison with traditional hydrological predictive methods and can be
used to elucidate discrepancies in other models [19]. Direct rainfall models are useful in the
modelling of design flood simulations providing appropriate checks and quality assurance
procedures are implemented [13]. There are many sources of uncertainty that can have
a strong influence on flood mapping and flow hydrographs, including synthetic rainfall
estimation with IDF curves [20], initial soil moisture conditions [21,22] the basin response
model, modelling grid sizes [23] and the difference between storm return time and the
correspondent flood return time [24] to name a few.

This paper tests the suitability of these RFFE approaches within smaller headwater
catchments in the Pilbara and evaluates them through a comparison of peak discharge
values derived from a 2D hydrodynamic direct rainfall model. This paper provides the
first comparative study of RFFE approaches for the Pilbara using updated ARR (2019) [25]
values to validate their use within smaller catchments in the same region. To achieve this,
we firstly (a) select existing RFFE techniques previously applied and validated in larger
catchments, (b) simulate direct rainfall events within a series of smaller catchments (c) use
the resulting discharge values to quasi-validate their application within small headwater
catchments to provide a range of likely predicted peak discharges for a range of annual
exceedance probabilities.

2. Study Area

The Pilbara region of Western Australia is a large arid to semi-arid region with a
wide expanse of ungauged catchments with limited streamflow records within its catch-
ments [26,27]. The region in a transitional location between the Eyrean (central desert) and
the southern Torresian (tropical) bioclimatic regions [28]. The Pilbara region is classified
as either Arid, desert hot (Bwh) and Arid steppe hot (Bsh) by the updated Köppen–Geiger
climate classification [29]. Temperatures exceed 30 ◦C for most of the year, and rarely
dip below 10 ◦C. Because of its positioning, tropical depressions and recurrent cyclonic
events comprise most the regions’ total rainfall [30,31]. The Pilbara has a low total rainfall
averaging between 250–300 mm annually [26,32,33] but the majority of flow events are
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concentrated in short duration floods of high magnitude [34]. The region is characterized
by extreme hydroclimatic conditions, in which the rainfall is highly sporadic [31], driven
by infrequent tropical cyclones (Figure 1) and thunderstorms occurring mainly within
the summer months between January to March [26,35]. Winter rainfall is typically from
low pressure trough systems [26]. For smaller streams, such as those within headwater
channels, flow events typically last around 5 days of the year.
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Rainfall is very localised, causing issues for the correlation of rainfall and runoff. In
addition, the Pilbara has very high evaporative losses, the annual potential evaporation
is also 10 times higher than the annual rainfall [37]. Runoff is also highly variable, and
only 2–13% of mean annual rainfall becomes runoff in the Pilbara [38]. Higher percentages
of rainfall almost certainly run off in small headwater catchments, with a lot of runoff
infiltrating into streambeds and therefore failing to reach downstream gauging stations [38].
Most gauging sites are located within larger catchments, however most of these initial
stream gauges were not operational until 1967 [33,39].

The Pilbara region is also rich in iron ore and open-cut mines resulting in a wide
array of engineering structures built to service mine sites, in addition to many watercourse
modifications such as culverts, drains and river diversion channels constructed both within
large and smaller channels. River diversion channels for mining in the Pilbara region are
designed conservatively to convey rare flow events driven by large cyclonic events or
infrequent 100 and 1000-year ARI floods (or the 1 to 0.1AEP (%)) [9]. Many river diversions
are constructed within smaller catchments that lack gauged rainfall or streamflow data
resulting in a poor understanding of the peak flood discharges and more frequent events
experienced within these catchments.

3. Materials and Methods
3.1. General Approach

This research tests a series of RFFE methods to calculate predicted peak discharge
(Qpeak) previously used within the Pilbara and applies them specifically to smaller sized
catchments using updated ARR2019 IFD rainfall values. The selected RFFE methods
were chosen based on their satisfactory performance when applied in larger catchments
in the Pilbara. The methods tested include a QRT and PRT method from Taylor et al.,
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2011 [15], QRT and PRT methods from Rahman et al., 2012 [2], a Regional Flood Frequency
Procedure (RFFP2000) from Flavell., 2012 [17], a IFM method from Davies and Yip, 2014 [18]
and the ARR 2016 RFFE (Table 1). Further details on the RFFE approaches and their
prior performance is provided in Table S1 of the Supplementary Material. Next, the
RFFE methods are quasi-validated against a TUFLOW direct rainfall model, acting as the
observation of rainfall within the catchments lacking gauging infrastructure. The results
yield a range of peak discharge estimates for each AEP. The direct rainfall model (and
associated sensitivity analysis) is used to provide validation for the most appropriate RFFE
for small catchments. Figure 2 shows the full sequence of steps. Similar approaches have
been undertaken to assess the performance of ARR 2016 RFFE using RORB modelling [40]
or to incorporate it into a direct rainfall model of complex urban catchments [41]. However,
few studies have used direct rainfall modelling approaches to benchmark RFFE methods
within small semi-arid headwater channels.

Table 1. Regional Flood Frequency Estimation methods applied to headwater catchments.

Method Equation

ARR (Australian Rainfall and Runoff Regional Flood Frequency
Estimation Model) RFFE Model

Qx = Q10 × GFx
with Q10 as: log10 = b0 + b1 log10 (area) + b2 log10(I6,50) Where
b0, b1 and b2 are regression coefficients, estimated using OLS
regression, area is the catchment area in km2 and I6,50 is the
design rainfall intensity at catchment centroid for a 6 h duration
and 50% AEP. The values of b0, b1 and b2 and the regional
Growth Factors (GFx) are embedded into the RFFE Model 2015.

Index Flood Method (IFM) (Davies and Yip, 2014) [18]
For a small catchment area: Q5 = 7.32 × 10−8 A0.651 I1hr, 2 yrs

5.251

Frequency Factors: 2ARI = 0.31, 5ARI = 1.0
10 ARI = 1.70, 20ARI = 2.58, 50ARI = 4.15, 100ARI = 5.82

Parameter Regression Technique (PRT) (Taylor et al., 2011) [15]
M = −11.411 + 0.527 × ln(area) + 7.765 × ln(I12hr,2)
S = C1:g = C2 where C1 and C2 are regional average M = 2.54 +
0.52[ln(area) − 4.71] + 8.08[ln(I12,2) − 1.47]

Fixed Region Parameter Regression Technique (PRT) (Rahman
et al., 2012a) [2]

M = 2.54 + 0.52[ln(area) − 4.71] + 8.08[ln(I12hr,2) − 1.47]
stdev = 1.45 + 0.10(zarea) + 0.07(zforest) (4.8.17) skew = −0.49 −
0.08(zarea) − 0.64(zsden) (4.8.18)

Quartile Regression Technique QRT (Taylor et al., 2011) [15]

ln(Q2) = −11.366 + 0.521 × ln(area) + 7.858 × ln(I12hr,2) ln(Q5) =
−15.913 + 0.486 × ln(area) + 5.336 × ln(I1hr,2)
ln(Q10) = −14.285 + 0.465 × ln(area) + 5.055 × ln(I1hr,2) ln(Q20)
= −12.949 + 0.445 × ln(area) + 4.824 × ln(I1hr,2) ln(Q50) =
−4.914 + 0.431 × ln(area) + 5.705 × ln(I12hr,2) ln(Q100) = −4.072
+ 0.413 × ln(area) + 5.412 × ln(I12hr,2)

Quartile Regression Technique QRT (Rahman et al., 2012) [2]

ln(Q2) = 2.66 + 0.51(ln(area) − 4.71) + 8.08 [ln(I12,2) − 1.47]
ln(Q5) = 3.90 + 0.48[ln(area) − 4.71] + 7.20 [ln(I12,2) − 1.47]
ln(Q10) = 4.51 + 0.45[ln(area) − 4.71] + 6.74 [ln(I12,2) − 1.47]
ln(Q20) = 5.01 + 0.44[ln(area) − 4.71] + 6.19 [ln(I12,2) − 1.47]
ln(Q50) = 5.59 + 0.41[ln(area) − 4.71] + 5.66 [ln(I12,2) − 1.47]
ln(Q100) = 5.87 + 0.39[ln(area) − 4.71] + 5.34 [ln(I12,1) − 1.47]

RFFP (Flavell, 2012) [17]

Q2 = 1.72 × 10−64(ASe
0.5)0.8 LAT−12.17 LONG38.77 (L2/A)−1.05

Q5 = 7.47 × 10−46(ASe
0.5)0.81 LAT−14.62 LONG31.40 (L2/A)−0.68

Q10 =2.36 × 10−34(ASe
0.5)0.81 LAT−15.24 LONG26.28 (L2/A)−0.39

With the largest value from two Q20 equations being adopted
for the Q20 value:
Q20 = 1.98 × 10 − 23(ASe

0.5)0.79 LAT−15.08LONG20.91

Q20 = Q10 = (13.21A0.61)/(8.74A0.60)
Q50 = Q20 × frequency factor (Q50/Q20)
Q100 = Q20 × frequency factor (Q100/Q20)
A = catchment area (km2), Se = equivalent uniform slope
(m/km) and L = mainstream length (km)

28



Hydrology 2022, 9, 165Hydrology 2022, 9, 165 5 of 24 
 

 

 
Figure 2. Workflow of steps to determine Regional Flood Frequency Estimation (RFFE) selection 
and for small headwater channels. 

3.2. Regionalisation Approaches 
Regionalisation refers to the process of transferring hydrological information from 

one catchment to another. RFFE approaches assume a statistical relationship between ob-
servable catchment properties and flood discharge characteristics, allowing the construc-
tion of flood hydrographs by applying relationships developed for gauged catchments 
with similar properties [42]. Regionalization approaches are commonly based either on 
spatial proximity or similar catchment attributes [43]. Within regionalization methods, 
model parameters are used as an instrument to transfer hydrological information from 
gauged to ungauged basins [44]. In general, a regional model can be stated in a simplified 
form defined by Wagener and Wheater (2006) as:  𝜽෡𝑳 = 𝑯𝑹ሺ𝜽𝑹|𝝓ሻ + 𝒗𝑹 (1)

where  𝜃෠௅ is the estimated hydrological variable of interest at the ungauged site (it can be 
an estimated model parameter, probability or cumulative distribution function parameter, 
or hydrological response such as streamflow or flow events), 𝐻ோ  is a functional relation 
for  𝜃෠௅ using a set of catchment attributes—physiographic or meteorological attributes 𝜙, 𝜃ோ  is a set of regional hydrological variables of interests and 𝑣ோ is an error term [45]. 
Regionalisation approaches may be satisfactory if the catchments are similar in some sense, 
but error prone if they are not [46]. Razavi and Coulibaly (2013) provide a review of meth-
odology for streamflow prediction in ungauged basin using regionalization methods, con-
cluding that most model-dependent methods in arid to warm-temperate climates (e.g., 
Australia) indicate that physical similarity and spatial proximity appear to be the best ap-
proach to estimating streamflow. However, the most regionalisation methods are highly 
site-specific, and therefore, a comparative study between suitable approaches is suggested 
before selecting the regionalisation method for a given site or region. 

  

Figure 2. Workflow of steps to determine Regional Flood Frequency Estimation (RFFE) selection and
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3.2. Regionalisation Approaches

Regionalisation refers to the process of transferring hydrological information from one
catchment to another. RFFE approaches assume a statistical relationship between observ-
able catchment properties and flood discharge characteristics, allowing the construction
of flood hydrographs by applying relationships developed for gauged catchments with
similar properties [42]. Regionalization approaches are commonly based either on spatial
proximity or similar catchment attributes [43]. Within regionalization methods, model
parameters are used as an instrument to transfer hydrological information from gauged
to ungauged basins [44]. In general, a regional model can be stated in a simplified form
defined by Wagener and Wheater (2006) as:

θ̂L = HR( θR|φ) + vR (1)

where θ̂L is the estimated hydrological variable of interest at the ungauged site (it can be
an estimated model parameter, probability or cumulative distribution function parameter,
or hydrological response such as streamflow or flow events), HR is a functional relation
for θ̂L using a set of catchment attributes—physiographic or meteorological attributes
φ, θR is a set of regional hydrological variables of interests and vR is an error term [45].
Regionalisation approaches may be satisfactory if the catchments are similar in some sense,
but error prone if they are not [46]. Razavi and Coulibaly (2013) provide a review of
methodology for streamflow prediction in ungauged basin using regionalization methods,
concluding that most model-dependent methods in arid to warm-temperate climates (e.g.,
Australia) indicate that physical similarity and spatial proximity appear to be the best
approach to estimating streamflow. However, the most regionalisation methods are highly
site-specific, and therefore, a comparative study between suitable approaches is suggested
before selecting the regionalisation method for a given site or region.
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3.3. Regional Flood Frequency Estimation (RFFE)

Regional flood frequency estimation (RFFE) is widely used to estimate flood quartiles
in ungauged catchments. RFFE approaches provide an alternative method to flood fre-
quency analysis (FFA) where a lack of temporal data is substituted with spatial data to make
more accurate flood estimates at ungauged sites [15]. Common RFFE techniques include
Probabilistic Rational Method (PRM), Quantile Regression Techniques (QRT) the Index
Flood Method (IFM) and a Parameter Regression Technique (PRT). Regression based RFFE
methods are more commonly applied to recent studies within Australia. The following
section details selected regression based RFFE methods, which are developed from a longer
record of data and are considered to give a more reliable estimation of design flows.

3.3.1. Quartile Regression Technique

The quartile regression technique (QRT) is used frequently within ungauged catch-
ments. The method estimates flood quartiles through a multiple regression between
recorded streamflow data and a set of climatic and catchment characteristics within a
region [47]. The QRT regression technique is expressed as:

QT = aBbCCDd (2)

where B, C and D are catchment and climatic characteristics variables (predictors); a, b,
c, d are the regression coefficients and QT is the flood magnitude with T-year ARI (flood
quantile) [48].

3.3.2. Parameter Regression Technique

The parameter regression technique (PRT) is similar to the QRT. However, instead of
quartiles, the first three moments of the log-Pearson type 3 (LP3) distribution are taken as
dependent variables in regression analysis against catchment characteristics [15]. Let Q
be the annual maximum flood series at a site and X = ln(Q), then the mean (M), standard
deviation (S) and skew (g) of the X series are taken as dependent variables:

ln QT = M + KTS (3)

where QT is a flood quantile of T years ARI and KT is the standardized LP3 frequency factor
(which is a function of skew) and can be obtained from ARR or can be approximated [15].

3.3.3. Index Flood Method

The index flood method (IFM) assumes that the exceedance probability distribution of
annual peak discharge is identical, except for a site-specific scaling factor called the index
flood (average likely flood) [49]. The IFM method is expressed as:

QT = qTµi (4)

where QT is the flood quantile, µi is the function basin area, slope and qT is a regional
growth factor (a dimensionless frequency distribution quantity common to all sites within
each homogeneous region).

3.4. Australian Rainfall and Runoff (ARR) RFFE

The Australian Rainfall and Runoff (ARR) guidelines offer predicted estimates of
rainfall intensity, frequency, and duration (IFD) values for Australia. Additionally, ARR also
has a regional flood frequency estimation model which is widely used and recommended
for design flood estimation [11,50]. The ARR guidelines were updated in 2016 and again in
2019. Five predictor values were adopted for the RFFE technique [51,52]. These predictor
values are: catchment area (in km2); design rainfall intensity at catchment centroid (in
mm/h) for the 6 h duration and 50% AEP (50% I6h); design rainfall intensity at catchment
centroid (in mm/h) for the 6 h duration and 2% AEP (2% I6h); ratio of design rainfall
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intensities of AEPs of 2% and 50% for duration of 6 h (2% I6h/50% I6h); and catchment shape
factor (Sf), which is defined as the shortest distance between catchment outlet and centroid
divided by the square root of catchment area. The RFFE technique used in ARR is adapted
for different regions throughout Australia (Figure 3).
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Figure 3. Adopted regions for RFFE technique in Australia. Modified from Rahman et al., (2019) [52].
The Fortescue Catchment, Pilbara is outlined.

Each region is determined based on a Region of Interest (ROI) approach based on
geographical proximity of gauging stations, with fringe zones between regions defined
by the 500 mm and 400 mm isohyet to delineate between humid and arid/semi-arid
regions [53]. The Pilbara region was characterized as an alternative sub-region distinct from
the other arid and semi-arid regions of Australia [51]. This was due to (a) concentrations
of stream gauging stations in three parts of Western Australia which are separated by
long distances (e.g., Kimberley region, Pilbara region and South-West WA) and (b) notable
differences in region hydrologic conditions [2]. The approach used for the Pilbara region
was modified to an IFM as suggested by Farquharson et al., (1992) [54]. This recommended
approach is an IFM with Q10 as an index variable and a dimensionless growth factor (GF)
for X% AEP (GFx):

Qx = Q10 × GFx (5)

A prediction equation was developed for Q10 as a function of catchment characteristics,
and regional growth factors were developed based on the estimated at-site flood quartile. A
Bayesian parameter estimation procedure with LP3 distribution was used to estimate flood
quantiles for each gauged site for AEPs of 50%, 20%, 10%, 5%, 2% and 1%. Rahman et al.,
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(2019) provide further information surrounding this process [52]. The adopted predictive
equation for the index variable Q10 has the form:

log10(Q10) = b0 + b1log10(area) + b2log10(I6, 50) (6)

where b0, b1 and b2 are regression coefficients, estimated using OLS regression, area is the
catchment area (in km2) and I6,50 is the design rainfall intensity at catchment centroid for
a 6 h duration and 50% AEP. The values of b0, b1 and b2 and the regional growth factors
(GFx) are embedded into the RFFE Model 2015.

3.5. Direct Rainfall Modelling

Direct Rainfall Modelling (also known as rain-on-grid) was undertaken in TUFLOW
HPC, a 2D fixed-grid, adaptive time-step, hydrodynamic solver that uses an explicit finite
volume solution [55]. TUFLOW HPC reduces the run time of models. The direct-rainfall
approach applied the rainfall hyetograph (mm versus time) uniformly to active cells within
the defined grid of the catchment of interest. Each hyetograph value represents the rainfall
that fell per increment. The double precision version of TUFLOW Classic was used in
initial model set-up to minimize initial model errors (such as deficient or erroneous data)
before running greater numbers of simulations in the GPU for faster run-times after model
establishment. TUFLOW Classic uses a fixed time step and will highlight any initial errors
with the model runs. Instabilities in the model highlight bad data or poor model set up [56].
TUFLOW HPC can hide poor model set up through its adaptive time-stepping to ensure the
model remains stable. Model simulation parameters (grid size, time-step) were established
to optimise the accuracy, run-time, and stability of the model. To effectively resolve flow
events within the channel it is recommended to provide at least 5 grid/mesh elements
laterally across the river channel [57].

The time-step for the model runs was maintained at 1/5 of the selected model grid
size in meters (a time-step appropriate for TUFLOW classic) [55] with a cell wet/dry
depth of 0.0002 m to account for the high proportion of shallow flow with a direct rainfall
model. Due to the small catchment size, rainfall values are small and the reported IL/CL
values for larger Pilbara river channels are scaled to these larger catchment hydrological
inputs. Simply, the observed losses in larger catchments are larger than the grid-averaged
rainfall inputs in small headwater channels. Therefore, IL/CL values were not applied
during the final modelled scenarios. Hall (2015) provides a description of the advantages
and disadvantages of direct rainfall modelling through model construction, calibration
validation and sensitivity analysis [13].

3.5.1. Inputs
Catchment DEMs

Headwater channels (first-to-third order) are the areas from which water originates
within a channel network and are closely coupled to hillslope processes [58]. This study
used a high-resolution dataset around the periphery of the Yandi iron ore mine in the
Pilbara, WA (Figure 4). Catchments were selected based on the high-resolution dataset
covering the full extent of the catchment. Surface catchment DEMs were derived from
a wide area semi-global matching (SGM) survey [59] (horizontal accuracy = 0.5 m and
vertical accuracy = 0.25 m) undertaken in the Upper Fortescue catchment. Additionally, the
catchments were screened for minimal catchment disturbance, such as mining, agriculture
of the hydraulic alteration of the waterway from bridges and culverts. Catchments with
engineering infrastructure, such as railways, culverts and main roads were modelled
until the upstream contact with these features. Ten catchments (ranging from 0.96 km2

to 9.23 km2) matched these requirements and were selected to test the RFFE approaches
(Table 2).
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Table 2. Catchment description for RFFE and direct rainfall analysis. 

Catchment Area (km2) Latitude Longitude Se (m/km) L (km) 
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6 1.95 −22.732084 118.965195 12.49 1.37 
7 5.99 −22.765762 119.159322 22.48 2.06 
8 3.23 −22.804315 119.161401 22.72 1.30 
9 1.1 −22.795682 119.109156 26.71 1.17 
10 2.42 −22.735894 118.980309 16.85 1.21 

Rainfall 
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was used to provide rainfall intensities for RFFE analysis and as a modelling input for 
direct rainfall modelling. The BOM 2016 IFD values provide a rainfall intensity (mm/h) or 
depth (mm) based on the latitude, longitude, and catchment size within a set location 
(Figure 5). BOM2016 IFD values replaced the older 1987 IFD and interim 2013 IFD values 
providing 30 additional years of hydrological data and adjustments to the approach. Ad-
ditionally, the direct rainfall was applied to the 2D model over the entire catchment as 
time-series data as mm versus hours. The time-series data has a histogram stair-step shape) 
therefore rainfall was applied as a stepped approach holding the rainfall constant during 
the allocated time interval (BMT, 2018) meaning each rainfall value is the amount of rain 
that fell in mm between the previous time and current time. Rainfall was applied to every 
active cell within the digitised catchment. Ten varied areal hyetograph patterns were used 
for each catchment (Figure 6). Podger et al., (2018) provide a detailed description of the 
creation of these hyetograph patterns [61]. 

Figure 4. Map of headwater catchments used to test RFFE methods. Numbered catchments border
the Yandi Mine in Eastern Pilbara, WA.

Table 2. Catchment description for RFFE and direct rainfall analysis.

Catchment Area (km2) Latitude Longitude Se (m/km) L (km)

1 1.05 −22.711924 118.955892 18.54 1.13
2 0.96 −22.694436 119.001585 40.57 0.71
3 1.68 −22.695323 119.045882 16.65 1.10
4 1.48 −22.690506 119.087058 22.97 1.64
5 1.71 −22.697491 119.084533 37.61 1.55
6 1.95 −22.732084 118.965195 12.49 1.37
7 5.99 −22.765762 119.159322 22.48 2.06
8 3.23 −22.804315 119.161401 22.72 1.30
9 1.1 −22.795682 119.109156 26.71 1.17

10 2.42 −22.735894 118.980309 16.85 1.21

Rainfall

The Bureau of Meteorology, Australia (BOM) 2016 Design Rainfall Data System [60]
was used to provide rainfall intensities for RFFE analysis and as a modelling input for direct
rainfall modelling. The BOM 2016 IFD values provide a rainfall intensity (mm/h) or depth
(mm) based on the latitude, longitude, and catchment size within a set location (Figure 5).
BOM2016 IFD values replaced the older 1987 IFD and interim 2013 IFD values providing
30 additional years of hydrological data and adjustments to the approach. Additionally, the
direct rainfall was applied to the 2D model over the entire catchment as time-series data as
mm versus hours. The time-series data has a histogram stair-step shape) therefore rainfall
was applied as a stepped approach holding the rainfall constant during the allocated time
interval (BMT, 2018) meaning each rainfall value is the amount of rain that fell in mm
between the previous time and current time. Rainfall was applied to every active cell
within the digitised catchment. Ten varied areal hyetograph patterns were used for each
catchment (Figure 6). Podger et al., (2018) provide a detailed description of the creation of
these hyetograph patterns [61].
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Figure 5. Single location IFD design rainfall plot (Catchment 1). Legend shows Annual Exceedance 
Probability (AEP) expressed as a percentage. Output from BOM Design Rainfall Data System [60]. 

Figure 5. Single location IFD design rainfall plot (Catchment 1). Legend shows Annual Exceedance
Probability (AEP) expressed as a percentage. Output from BOM Design Rainfall Data System [60].

3.5.2. Roughness

Manning’s n values were assigned to account for runoff conditions. The roughness
values assigned within a direct rainfall model can affect the timing of runoff. Additionally,
constant roughness values may underestimate the effective roughness and ignores the role
of spatially varied roughness within the catchment. Catchment floodplains were assigned
a Manning’s value of n = 0.02 and the channel was assigned a default Manning’s value of
0.035. Adjustments of the roughness values were made in the sensitivity analysis of the
TUFLOW models.

3.5.3. Output
Discharge

For each catchment a cross section was delineated near the catchment outlet, (Figure 7).
At this cross section, a plot output was created in the form of a time-series hydrograph.
This time-series provides the flood flow through the catchment during each model scenario
and is used to identify peak discharge (Qpeak) values for each rainfall event. Backwater
development has been reported during flood modelling of channel confluences within
the larger Marillana Catchment [62]. Therefore, cross sections were delineated slightly
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upstream from the catchment outlet to reduce backwater flow events impacting peak
discharge values during flood modelling.
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In addition to using the plot output for each simulation, maps of water depth (d) and
velocity (V) were constructed at each of the model time-steps. The output from this was
used to make an independent estimate of discharge using a velocity-area method:

Q = AV (7)

where Q is the discharge expressed in cubic meters per second (m3 s−1 or cumecs), A is the
stream cross sectional area (m2) and V is the mean velocity of stream flow (m s−1). Mea-
surements of stream water depth (stage) are typically measured at sites within the Pilbara,
however continuous flow measurement of river discharge is expensive and logistically
unwise given the annual frequency of flow events within the region.

3.6. Sensitivity Analysis

Sensitivity analysis or calibration methods are critical steps in rainfall-runoff and
developing useful models of complicated hydrologic systems [63,64]. Models can be
calibrated to observed data to demonstrate that the model can produce an observed flow
time series with an acceptable level of accuracy [64]. Alternatively, a model may be available
that has been previously calibrated for a catchment as part of another study. Sensitive
model parameters should be recognised and appropriately evaluated to ensure they are
constrained within acceptable ranges. Prediction in ungauged basins is challenging to
validate owing to the data limitations within the area. When models are not able to be
calibrated to measurements sensitivity testing should at least be carried out to assess the
sensitivity of the model to variations in the main model parameters [11]. Model evaluation
may not be limited to how accurately model predictions match historical observations,
but how well the model represents the hydrological system. In this paper, we use a
direct rainfall model to quasi-validate and select the most appropriate RFFE procedure for
headwater, small size catchments. All RFFE procedures used in this investigation have
been previously calibrated on larger catchments in the Pilbara.

There is no standard method for estimating uncertainty in streamflow in ungauged
basins using regionalisation techniques [44]. Uncertainty is estimated here in the sensitivity
analysis of the direct rainfall modelling approach by adjusting model parameters on three
catchments. (Figure 8). Sensitivity analysis was carried out to determine the optimum
model running conditions and explore the suitability of direct rainfall modelling within
these small headwater catchments. Catchments were selected on the basis of channel
gradient to encompass a range of catchment types within the analysis. Catchment 5 was
the steepest, with greater expected areas of supercritical flow and areas of complex terrain
which would challenge model performance [56]. Other catchments included catchment 1; a
small, shallow, unconfined channel with multiple flow paths and 10; a larger catchment
with a predominantly unconfined single-thread channel representative of many of the
headwater channels in the vicinity.

Existing direct rainfall models have been found to be most sensitive to Manning’s
roughness and rainfall [13] and therefore sensitivity analysis was carried out to address
the parameters that have larger uncertainties within the model. Sensitivity analysis was
carried out to address: rainfall hyetograph shape, Manning’s roughness (adjusted to +/−
20% or the upper and lower bounds for characteristic minor natural streams [65] and grid
sizing, assessed with a 1 m, 2 m, 5 m and 10 m spacing.

3.7. Procedure for Evaluating RFFE Approaches

To evaluate the RFFE approaches, we use the result of the direct rainfall model to act
as a measured series in this “quasi-validation”. This quasi-validation uses joint plots of
the RFFE output and simulated rain-on-grid discharge to compare the output of predictive
methods. The ARR RFFE approach provides confidence limits of 5% Lower confidence
limit (LCL) and a 95% Upper confidence limit (UCL) which are used as the absolute cut off
for RFFE values. The evaluation procedure was as follows: (1) Was the RFFE output within
the 5–95% confidence limit range for the ARR approach? (2) Did the approach demonstrate
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appropriate hydrological scaling across space and flood return period? (i.e., did the results
increase with an increase in rainfall magnitude or catchment area) and lastly, (3) Did RFFE
results display good agreement with findings from the rain-on-grid model? If not, did any
approaches align with other tested RFFE methods.
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of the longitudinal profile of the river channel. The red dashed line shows the equal area slope.

4. Results
4.1. Estimates of Peak Discharge for RFFE Methods

Rainfall values for RFFE approaches were obtained from BOM Design Rainfall Data
System (2016) using 2016 Intensity, Frequency and Duration (IFD) values. The rainfall
output showed a relatively homogenous depth for catchments ranging between 0.96 km2

and 2 km2. Larger catchments (sized 5.99 and 3.23 km2) were predicted to have higher
rainfall depths for the 12 h storm across the range of AEP (Table 3). A wide range of Qpp
values were obtained using the RFFE equations (Figure 9). The Flavell RFFP2000 procedure
produced higher Qpp values for Q2 events. Between Q5 and Q100, the ARR values were
highest, with greatest agreement with the IFM and Flavell RFFP2000. The PRT and QRT
approach from Taylor et al., (2011) show nearly identical values with no increase in peak
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discharge values for an increase in catchment size. The fixed region PRT (Rahman et al.,
2012) provided the lowest estimates of predicted peak discharge. Both QRT and PRT
approaches produced low discharge values across Q10–Q100 flow events.

Table 3. ARR rainfall depths (mm) for a 12 h storm per AEP (%).

Catchment Area (km2) 50AEP 20AEP 10AEP 5AEP 2AEP 1AEP

1 1.05 2.35 6.75 11.0 16.0 23.3 29.0
2 0.96 2.37 6.78 11.0 16.1 23.4 29.1
3 1.68 3.34 9.59 15.6 22.7 33.1 41.2
4 1.48 3.32 9.52 15.5 26.6 32.8 40.9
5 1.71 3.59 10.3 16.8 24.4 35.5 44.3
6 1.95 3.22 9.24 15.1 21.9 31.9 39.7
7 5.99 7.21 20.7 33.7 49.0 71.3 88.9
8 3.23 4.70 13.5 22.0 32.0 46.5 58.0
9 1.1 2.59 7.44 12.1 17.6 25.6 32.0
10 2.42 3.72 10.7 17.4 25.3 36.8 45.9Hydrology 2022, 9, 165 15 of 24 
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Catchment 2ARI 5ARI 10ARI 20ARI 50ARI 100ARI 
1 0.51 7.75 16.56 17.58 58.10 77.79 
3 2.24 10.63 12.45 19.39 30.37 83.30 
4 0.80 2.68 3.50 18.41 21.22 62.69 
5 2.88 10.11 27.40 32.56 70.25 120.11 
6 1.38 5.75 7.32 7.50 6.32 58.53 
7 4.16 9.60 52.0 72.66 76.73 87.60 
8 0.20 1.95 52.29 61.26 68.82 85.86 
9 2.20 2.37 9.78 10.97 62.24 128.20 

10 0.64 3.72 10.7 17.4 25.3 36.80 

Figure 9. Comparison of small flood predicted peak discharges using RFFE approaches [2,15,17,18]
for Q2, Q5, Q10, Q20, Q50 and Q100 return intervals.

4.2. Direct Rainfall Catchment Modelling

Table 4 shows the output values from direct rainfall modelling from the 10 catchments.
Figure 10 show the results of direct rainfall modelling. These values have also been plotted
next to the RFFE approaches with similar output (ARR RFFE (2019), IFM (Davies and Yip,
2014) and the Flavell RFFP (Flavell, (2012)) selected from deductive reasoning, omitting
PRT and QRT approaches that yielded uncharacteristically small flood magnitudes across
all annual exceedance probability.
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Table 4. Modelled peak discharges using the direct rainfall modelling approach for a 12 h rainfall
event across average return intervals. Peak discharge values are in m3 s−1.

Catchment 2ARI 5ARI 10ARI 20ARI 50ARI 100ARI

1 0.51 7.75 16.56 17.58 58.10 77.79
3 2.24 10.63 12.45 19.39 30.37 83.30
4 0.80 2.68 3.50 18.41 21.22 62.69
5 2.88 10.11 27.40 32.56 70.25 120.11
6 1.38 5.75 7.32 7.50 6.32 58.53
7 4.16 9.60 52.0 72.66 76.73 87.60
8 0.20 1.95 52.29 61.26 68.82 85.86
9 2.20 2.37 9.78 10.97 62.24 128.20

10 0.64 3.72 10.7 17.4 25.3 36.80Hydrology 2022, 9, 165 16 of 24 
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Figure 10. IFM [18], ARR RFFE and RFFP2000 [17] approaches compared with results from direct
rainfall modelling from TUFLOW for the modelled headwater catchments.

4.3. TUFLOW Sensitivity Analysis

The results of the sensitivity analysis are found in Figure 11. The grid size of the
model caused large variability in peak discharge values. Changes in peak velocity values
were sensitive to this change in grid size, resulting in higher velocities (as one would
expect) for a higher resolution DEM (e.g., 2 m) compared to the 10 m grid size. This
increase in velocity is attributed to the more detailed topographic representation of channel
constrictions and channel bed heterogeneity in the higher resolution grid size (Figure 12).
C5 was the steepest and most topographically varied catchment, with steep confining areas.
Within this catchment there was greater variability in the peak discharge from adjustments
to Manning’s n value, hyetograph shape, (and most prominently) grid size; where Qpp
values were doubled between a grid size increment increase of 5 m to 10 m. Final model
scenarios used a grid size of 2 m, rainfall pattern 6, which resulted in the highest peak
discharge in sensitivity analysis and a channel-wide Manning’s roughness value of 0.035.
The range of output values for the sensitivity analysis are found in Table 5.
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Figure 11. Sensitivity analysis box plot to show results for Catchments 1, 5 and 10 for a Q20 flood
where Manning’s n, hyetograph shape and grid size were adjusted.

Table 5. Results of sensitivity analysis catchments 1, 5 and 10 for the 20ARI.

Catchment Grid Size Hyetograph Manning’s n Qpeak (m3 s−1)

1 5 7 0.028 18.76
1 5 7 0.035 13.71
1 5 7 0.042 11.02
1 5 1 0.035 17.22
1 5 2 0.035 7.38
1 5 3 0.035 14.24
1 5 4 0.035 8.67
1 5 5 0.035 10.70
1 5 6 0.035 6.68
1 5 7 0.035 13.71
1 5 8 0.035 9.98
1 5 9 0.035 13.58
1 5 10 0.035 13.66
1 2 7 0.035 10.54
1 5 7 0.035 13.71
1 10 7 0.035 21.61

5 5 7 0.028 26.62
5 5 7 0.035 13.30
5 5 7 0.042 9.86
5 5 1 0.035 7.87
5 5 2 0.035 10.75
5 5 3 0.035 17.36
5 5 4 0.035 18.90
5 5 5 0.035 13.01
5 5 6 0.035 11.60
5 5 7 0.035 13.30
5 5 8 0.035 7.92
5 5 9 0.035 9.25
5 5 10 0.035 6.29
5 1 7 0.035 8.93
5 2 7 0.035 10.10
5 5 7 0.035 13.30
5 10 7 0.035 46.21

10 5 7 0.028 9.48
10 5 7 0.035 15.45
10 5 7 0.042 7.80
10 5 1 0.035 14.28
10 5 2 0.035 14.66
10 5 3 0.035 16.96
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Table 5. Cont.

Catchment Grid Size Hyetograph Manning’s n Qpeak (m3 s−1)

10 5 4 0.035 16.00
10 5 5 0.035 17.55
10 5 6 0.035 20.34
10 5 7 0.035 15.45
10 5 8 0.035 20.22
10 5 9 0.035 15.27
10 5 10 0.035 21.91
10 2 7 0.035 20.82
10 5 7 0.035 15.45
10 10 7 0.035 33.98Hydrology 2022, 9, 165 17 of 24 

 

 

 
Figure 12. Effect of grid size variation in the direct rainfall model. Figure (a) shows 10 m grid, (b) 5 
m grid and (c) 2 m grid sizing. 

  

Figure 12. Effect of grid size variation in the direct rainfall model. Figure (a) shows 10 m grid, (b)
5 m grid and (c) 2 m grid sizing.
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5. Discussion
5.1. Direct Rainfall Model Performance
5.1.1. Sensitivity Analysis

Sensitivity analysis of the direct rainfall model has indicated that the steeper, confined
C5 is more sensitive to alterations in grid size, Manning’s n and hyetograph shape. Further
research and integration of IL/CL values would improve the model’s representation
of headwater channel processes. A grid size of 2 m was selected to avoid excessive
computation time but to integrate detailed topographic forms such as smaller flowpaths
and to capture the heterogeneity of the natural environment. Higher within a catchment,
flowpaths become smaller and may be poorly represented by the model if they exist on
a sub-grid scale, affecting the timing of runoff routing within the catchment [57] (ARR,
2012). This is likely a key contributor to the increased Qpp values for coarser resolution
model grid sizes (5–10 m). Mesh (grid-size) resolution has been shown to have a high
impact on a models output flow volume in other studies conducting direct rainfall in small
catchments [23]. Additionally, the slope between neighbouring cells has a key influence on
the behaviour of catchment runoff, and therefore peak discharge values. Care should be
taken to adequately understand the potential variability in peak discharge estimation using
direct rainfall models. Additionally, explicit consideration of local variation in rainfall
patterns in peak flood discharge modelling efforts is advised.

5.1.2. Applicability of Direct Rainfall Modelling in Headwater Catchments

Direct rainfall models are subject to higher levels of mass error when using the di-
rect rainfall approach particularly where the model has areas of steep, complex flow or
the model is located at a high elevation above sea level and experience relatively small
inflows [56]. The catchments modelled here have many of these challenges. They are
small catchments with small inflows, and experience sudden changes in slope conditions.
Drainage pathways are not clearly defined and for some catchments, the hydrological
boundaries between channel and floodplain are difficult to model. Flow is routed along the
floodplain or within a claypan environment culminating in diffusive and complex drainage
patterns. For these catchments, there were unexpected peak discharge values which may
not fully represent what would occur in these catchments outside of where flow is rapidly
dispersed away from channel setting (e.g., catchment 10).

The catchment outlet of several small headwater channels was prone to backwater
effects. Such backwater effects have been reported for other channels in the Pilbara region
from constrictions within the channel [34]. Backwaters can decrease velocities, raise the
water surface elevation (WSE) and extend upstream [34]. Peak discharge values obtained
from the catchment outlet were based on a cross section beyond the extent of backwater
effects from outlet constrictions or tributary junctions. Care was taken to inspect the
mapped output to interpret the water surface elevation at catchment cross sections.

Despite these warnings, the use of direct rainfall modelling is useful within small catch-
ments with well-defined drainage pathways to quasi-calibrate selected RFFE approaches in
the complete absence of rainfall and streamflow data. In doing so, an approximation of
likely flood flows within these ungauged settings can be made. However, direct rainfall
modelling with these catchment characteristics should not replace a hydrologic modellers
perspicacity in dealing with flow estimation within dryland headwater environments. Even
when calibration is properly done, models tend to have greater predictive strengths over
shorter timeframes than longer timeframes as the system over short time scales is more sim-
ilar to the one which it was calibrated for. Therefore, greater trust can be placed on the more
frequent flow predictions than longterm flow dynamics within these headwater catchments.

5.2. RFFE Evaluation

The evaluation procedure was as follows: (1) Was the RFFE output within the 5–95%
confidence limit range for the ARR approach. (2) Did the approach demonstrate appropriate
hydrological scaling across space and flood return period (i.e., did the results increase with
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an increase in rainfall magnitude or catchment area) and lastly, (3) Did RFFE results display
good agreement with findings from the rain-on-grid model and if not, did any approaches
align with other tested RFFE methods. Many of the RFFE approaches for the Pilbara region
are created using far larger catchment sizes. For example, the Flavell RFFP2000 approach is
derived from an average catchment size of 5570 km2 and this research tests the application
of this RFFE in catchments with an average size of 2.16 km2. Despite this magnitude
variation in catchment size, these RFFE approaches are used in these smaller catchments
for design discharge calculations. However, the direct modelling highlights that catchment
representativeness remains an issue. This issue is exacerbated by sparse gauging coverage
and continues to be a high priority for future research [57].

The RFFP2000 (Flavell, 2012), IFM (Davies and Yip, 2014) and ARR RFFE (2019)
methods produce higher estimates of peak discharge. These three methods diverge from
the other approaches in estimating higher peak discharge estimates and this deviation is
more pronounced in less frequent flood flows (Q20, Q50 and Q100). These three methods
are also more sensitive to changes in catchment area with larger catchments (above 5 km2)
predicted to have peak discharges double that of smaller catchments (around 2 km2).

Both PRT methods estimate the lowest peak discharge values across all ARI, with little
increase in discharge across less frequent flood flow events. These estimation techniques
are less sensitive to catchment size and may overlook flood flow magnitudes within
smaller catchments as they were created with a dataset comprised of larger catchments.
Additionally, parameter regression techniques give emphasis to the mean and therefore
frequent flows [66]. These methods provide a lower estimate of peak discharges, with
emphasis on frequent flow events and are likely not suited to smaller headwater catchments
such as those in this study.

The QRT methods show slightly higher predicted peak discharges but still do not
provide convincing flood discharges at higher return intervals. PRT and QRT methods
should be used with caution on smaller headwater channels. The IFM (Davies and Yip,
2014) method uses greater weighted frequency factors which results in the larger range of
peak flood values across return intervals. This greater range of frequency factors for the
IFM method compared to the PRT methods is likely to better represent higher magnitude
flow events within these headwater catchments.

The ARR RFFE (2019) [25] approach is industry standard for larger catchments and is
useful for small headwater catchments even if it is likely to provide a conservative estimate.
The ARR RFFE model is noted to have large uncertainty with mean relative errors of
50–60% [57]. Alternative methods developed by Flavell (RFFP2000 and RFFP2006) and
by Davies and Yip (2014) have been suggested as viable locally developed replacements
to ARR2015 methods for the Pilbara region [57]. The Flavell RFFE approach is relatively
complicated in comparison to the IFM and ARR (RFFE) 2019 approaches. The Flavell RFFP
approach requires some catchment analysis to provide equation values (such as slope,
latitude, longitude, length of catchment) but it is likely these values would be easy to
populate for any catchment of interest. The Davies and Yip (2014) IFM approach uses a
wide spatial distribution and catchment range in developing design equations making it
applicable throughout the Indian Ocean drainage division [18]. The RFFP2000, IFM and
ARR RFFE (2019) are therefore suggested for the estimate of peak discharge values within
small ungauged headwater channels.

6. Conclusions

The role of this research was to identify peak discharge values from a direct rain-
fall model, and to compare these findings with RFFE approaches conducted within the
region. Within the TUFLOW direct rainfall model simulations, the model was predomi-
nantly sensitive to grid size and Manning’s n, with the rainfall pattern having a smaller
impact on Qpeak. It is worth noting however that even the variation in the shape of the
hyetograph produced up to 50% variation in the final Qpeak value within the sensitivity
analysis. Therefore, awareness of the limitations of direct rainfall modelling within these
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steeper catchments is necessary when using this approach or selecting an RFFE approach.
Despite this caution, the Flavell RFFP2000 and Davies and Yip, (2014) IFM appear the most
reasonable estimates of peak discharge within the channels. These approaches provide
lower estimates than the ARR2019 RFFE models, which are suggested to provide higher
flow rates and are commonly used as part of a conservative approach to waterway design
within the Pilbara. Whilst the direct rainfall modelling approach has many barriers when
applied to headwater channels, this approach is useful to provide a frame of reference
when selecting an RFFE approach for ungauged headwater catchments. It is common for
a RFFE approach to be applied without first considering the weaknesses and limitations
of the derived equation, or its suitability within small headwater catchments. Here, we
show the potential for direct rainfall modelling and its applicability in an environment
with limited opportunities to validate peak flood discharge estimation methods. The lack
of gauged real-world measurements within these catchments continues to present the main
obstacle in improving our understanding of flow conditions and rainfall values within the
Pilbara region.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/hydrology9100165/s1, Table S1: Supplementary material high-
lighting key method details for the RFFE estimation methods applied to headwater catchments in the
Pilbara, WA.
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Abstract: In this study, monthly streamflow and satellite-based actual evapotranspiration data (AET)
were used to evaluate the Soil and Water Assessment Tool (SWAT) model for the calibration of
an experimental sub-basin with mixed land-use characteristics in Athens, Greece. Three calibration
scenarios were performed using streamflow (i.e., single variable), AET (i.e., single variable), and
streamflow–AET data together (i.e., multi-variable) to provide insights into how different calibration
scenarios affect the hydrological processes of a catchment with complex land use characteristics. The
actual evapotranspiration data were obtained from the Moderate Resolution Imaging Spectroradiome-
ter (MODIS). The calibration was achieved with the use of the SUFI-2 algorithm in the SWAT-CUP
program. The results suggested that the single variable calibrations showed moderately better perfor-
mance than the multi-variable calibration. However, the multi-variable calibration scenario displayed
acceptable outcomes for both streamflow and actual evapotranspiration and indicated reasonably
good streamflow estimations (NSE = 0.70; R2 = 0.86; PBIAS = 6.1%). The model under-predicted
AET in all calibration scenarios during the dry season compared to MODIS satellite-based AET.
Overall, this study demonstrated that satellite-based AET data, together with streamflow data, can
enhance model performance and be a good choice for watersheds lacking sufficient spatial data
and observations.

Keywords: SWAT; streamflow; MODIS; evapotranspiration; hydrological modeling; multi-variable calibration

1. Introduction

Hydrological models have been extensively utilized to estimate the consequences of
climate variability, land management practices, and policy directions at various temporal
and spatial scales [1]. Model development requires a good comprehension of the watershed
characteristics to achieve accurate model simulation [2,3]. Nonetheless, most basins are
ungauged or inadequately gauged [4]. The absence of adequate observations affects the
calibration process and further model improvement [5].

Hydrological model calibration is typically achieved with flow data at the outlet of the
basin by choosing the most suitable values for input parameters and comparing simulated
outcomes with observed data [6]. However, calibration focused on one variable only may
aggregate all watershed processes together and intensify the occurrence of the equifinality
problem (i.e., multiple parameter sets can reproduce a similar output) [7–9]. Using multiple
variables (e.g., streamflow, evapotranspiration, soil moisture) in the calibration process
attempts to overcome equifinality across multiple parameter sets [10–12].

In addition, unknown procedures to the modeler, such as unidentified discharges, agri-
cultural activities, and dumping of construction materials, interfere with the natural behav-
ior of the system and increase the uncertainty in streamflow calibration [13,14]. Therefore,
incorporating remote sensing data in model calibration can increase model accuracy, cap-
ture the spatial and temporal heterogeneity of hydrological processes, and be a promising
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alternative for catchments lacking sufficient observations [13,15,16]. Satellite-based actual
evapotranspiration (AET) data can be used to constrain hydrological parameters associated
with the water balance [17,18]. For instance, a study in southern India [13] used MODIS
satellite-based AET data to calibrate the SWAT model and suggested that satellite-based
AET data with a monthly temporal resolution can be used to reduce equifinality obtained
from traditional streamflow calibration. In addition, a study in Myanmar [16] calibrated the
SWAT model using (Global Land Evaporation Amsterdam Model (GLEAM) satellite-based
AET data and measured streamflow. This study suggested that constraining the model with
actual evapotranspiration and streamflow data (i.e., multi-variable calibration) can produce
good results for both variables. Finally, a study in a catchment in Michigan [18] calibrated
the SWAT model using observed streamflow data and remotely sensed based AET data
from the Simplified Surface Energy Balance (SSEBop) model and the Atmosphere-Land
Exchange Inverse (ALEXI) model. The results of this study suggested that incorporating
satellite-based AET data in the hydrological model calibration can maintain a satisfactory
performance for streamflow while improving evapotranspiration estimations.

The complexity of spatially distributed model applications in mixed land-use water-
sheds (i.e., blended combinations of land use) has been explored in past studies [19–23].
Nevertheless, the use of remote sensing data for hydrological model calibration in mixed
land-use watersheds has not yet been thoroughly analysed. Urban and peri-urban environ-
ments are characterized by high variability in land use, soil types, management practices,
and diverse hydrological processes, which increase issues of model uncertainties and make
the calibration process challenging [20,24]. The SWAT model is a physically-based model
that incorporates the spatial distribution of land use, topography, and soil and allows dif-
ferent hydrological processes in a watershed to interconnect [6]. This makes the model able
to estimate how the hydrological components are affected by land management methods in
catchments with complex land uses and heterogeneity in soil formations. This study used
streamflow and satellite-based actual evapotranspiration (AET) data to calibrate the SWAT
model of an urban/peri-urban catchment characterized by a typical Mediterranean climate.
Three calibration scenarios were developed using (i) streamflow data, (ii) AET data, and
(iii) both streamflow and AET data. This study aims to (i) investigate which parameters
are more sensitive in the single variable and multi-variable scenarios; (ii) assess the model
performance of the different scenarios; (iii) examine the outcomes of major hydrological
components between the single-variable and multi-variable scenarios, and (iv) evaluate the
suitability of remote sensing data for streamflow simulation. This study is the first attempt
to simulate the hydrological components of an experimental sub-basin with complex land
use characteristics and will provide insights into how different calibration scenarios affect
the hydrological processes for sustainable water resource management. The major innova-
tion of the proposed methodology is that it has been developed for a typical Mediterranean
peri-urban area and can be easily applied to catchments with similar hydrological and
geomorphological characteristics.

2. Materials and Methods
2.1. Description of the Study Area

The study site is a sub-basin (140 km2) of the Kifissos River basin (380 km2), Athens,
Greece (Figure 1). The Kifissos River’s route is almost 22 km, of which at least 14 km are
within an urban area [25]. The elevation varies from 1399 m in the northern part to 94 m
in the southern part. The study area has as mild Mediterranean climate [26]. The mean
annual temperature is 16.4 ◦C, and the mean annual rainfall is 643 mm [27]. The mean
annual actual evapotranspiration is 483 mm. The annual evapotranspiration ranges from
551 mm (upstream) to 395 mm (downstream) (Figure 2a).
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Figure 2. Kifissos River sub-basin (a) MODIS average annual evapotranspiration, (b) land use, and
(c) soil types. The study area includes 25 sub-basins of which the sub-basin numbers (1–11) indicate
the sub-basins used for actual evapotranspiration calibration.

The sub-basin is an urban/peri-urban area. The dominant land cover types are resi-
dential areas (34.1%), shrubland (15.9%), and agriculture (12.4%) (Figure 2b) [28]. Table A1
displays the land use categories of the study area at catchment level and Table A2 displays
the land use categories of the study area at sub-basin level. The major soils are Cambisols,
Regosols, Leptosols, and Luvisols [29]. These formations are generally high in clay and
sand contents with good soil permeability (Figure 2c).

2.2. Data Sources

The input data include a digital elevation model (DEM) at 30 m resolution from the
website of the US Geological Survey [30], a land use map from the 100 m 2018 Corine
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Land Cover map [28], a soil map from the Food and Agriculture Organization Digital
Soil Map of the World (30 arcseconds resolution) [31], and meteorological data from the
National Observatory of Athens [27]. Daily rainfall data were obtained from 2015 to 2019.
The daily measured streamflow data at the basin outlet (Monastiri gauging station) were
available from 2018 to 2019 and were retrieved from Open Hydrosystem Information
Network [32]. The actual evapotranspiration (AET) data were collected from the Moderate
Resolution Imaging Spectroradiometer Global Evaporation [33] with a pixel resolution of
500 × 500 m [34].

2.3. The SWAT Hydrological Model

The SWAT (Soil and Water Assessment Tool) program is an open-source, physically
based, continuous-time river basin model developed to estimate the influence of manage-
ment practices on discharge, sediments, and agriculture in large complex basins [6,35]. The
model runs on a daily time step, and its main variables are hydrology, weather, soil, land
use, sediments, nutrients, bacteria, and pathogens.

In SWAT, the basin is divided into sub-basins, then into hydrologic response units
(HRUs) with unique land use, soil, and slope characteristics [36]. The water balance is
computed separately for each hydrologic response unit [37]. The water balance equation is
estimated using the following (Equation (1)):

SWt = SWo + ∑t
i=1

(
Rday − Qsur f − Ea − Wseep − Qgw

)
, (1)

where SWt is the soil water content (mm), SWo is the soil water content on day i in the
previous period (mm), t is the time step (days), Rday indicates the amount of precipitation
on day i (mm), Qsur f represents the surface streamflow on day i (mm), Ea indicates the AET
on day i (mm), Wseep is the percolation and bypass flow on day i (mm), and Qgw represents
the return flow on day i (mm).

2.4. Model Setup

The QGIS interface of the SWAT model was utilized for model configuration [38]. The
watershed was delineated into 25 sub-basins and 386 hydrological response units (HRUs).
A 10% threshold was used for land use, soil, and slope to limit the influence of minor soil
and land use types for each sub-basin. The Corine Land Cover land use classes [28] were
converted to the SWAT land use classes [6]. The model was simulated from 2015 to 2019
and run on a daily time step. Two years (1 January 2015–31 December 2016) were set as
a warm-up period. The potential evapotranspiration was calculated using the Penman–
Monteith method, the surface runoff was estimated using the curve number method [39],
and the channel routing was computed using the variable storage coefficient method [40].

2.5. Model Calibration and Sensitivity Analysis

The model was calibrated using the Sequential Uncertainty Fitting Algorithm (SUFI-2)
in the SWAT-Calibration and Uncertainty Program (SWAT-CUP) [41]. In SUFI-2, the
calibrating parameters are set according to literature and sensitivity analysis, and then the
parameters sets are generated using Latin hypercube sampling (LHS) [14]. The significance
of each parameter is defined with a t-test. Parameters with large t-stat and small p-value
(p-value < 0.03) are identified as sensitive parameters [42].

Three calibration scenarios were conducted using monthly time series of streamflow
from one station at the outlet of the study site and the MODIS satellite-based actual
evapotranspiration (AET) from eleven sub-basins based on data availability [33]. The
daily streamflow was converted to monthly for comparison reasons. The monthly average
values were calculated by a resample function, and the missing values were estimated
by an interpolation function using the linear method (Python pandas library). The actual
evapotranspiration data from MODIS were in a geotiff format (raster). In addition, to
compare the MODIS satellite-based AET (pixel values) to the SWAT simulated AET, an
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area-weighted averaging approach in QGIS (zonal statistics) was performed to create the
aggregated monthly values for each sub-basin [23,43].

The scenarios include: (i) streamflow calibration (i.e., single variable), (ii) AET calibra-
tion (i.e., single variable), and (iii) both streamflow and AET calibration (i.e., multi-variable).
Based on data availability, streamflow was calibrated from 2018 to 2019, and evapotran-
spiration was calibrated from 2017 to 2019. All the available data were used for model
calibration to represent the wet and dry conditions properly (2017: 487 mm, 2018: 675 mm,
2019: 765 mm). The calibration process used 20 parameters linked to streamflow and
evapotranspiration (Table 1), and their sensitivities were estimated. The original value
ranges of the parameters and their sensitivities for each calibration scenario are displayed
in Table 2. In the single variable calibrations, the two variables (i.e., streamflow and ac-
tual evapotranspiration) were calibrated separately, and the performance of the second
variable was evaluated. In the multi-variable calibration the two variables were calibrated
together using a multi-variable objective function and assigning equal weights to each
variable [16,44]. The Nash–Sutcliffe model efficiency (NS) was used as an objective function,
and 900 simulations per iteration were performed and up to three iterations.

Table 1. Calibrated parameters. The method “r” (relative) indicates multiplying the current parameter
value by a given value, the method “v” (replace) indicates replacing the current parameter value, and
the method “a” (absolute) indicates adding a given value to the current parameter [14].

Category Parameter Description

Surface runoff r_CN2.mgt Curve number
v_SURLAG.bsn Surface runoff lag coefficient

Groundwater/Baseflow v_ALPHA_BF.gw Baseflow alpha factor
a_GW_DELAY.gw Groundwater delay
v_RCHRG_DP.gw Deep aquifer percolation fraction

v_REVAPMN.gw Threshold depth of water in the shallow aquifer for
“revap” to occur

v_GW_REVAP.gw Groundwater “revap” coefficient

v_GWQMN.gw Threshold depth of water in the shallow aquifer
required for return flow to occur

Lateral flow r_LAT_TTIME.hru Lateral flow travel time
r_HRU_SLP.hru Average slope steepness

Channel r_OV_N.hru Manning’s coefficient for overland flow
r_SLSUBBSN.hru Average slope length
v_CH_N2.rte Manning’s coefficient for the main channel
v_CH_K2.rte Hydraulic conductivity of the main channel alluvium

Soil v_ESCO.bsn Soil evaporation compensation coefficient
v_EPCO.hru Plant uptake compensation coefficient
v_CANMX.hru Maximum canopy storage
r_SOL_K.sol Saturated hydraulic conductivity
r_SOL_BD.sol Moist bulk density of the soil layer
r_SOL_AWC.sol Soil available water storage capacity

The model performance of each scenario was further analyzed using the coeffi-
cient of determination

(
R2
)

[45], Nash–Sutcliffe efficiency (NSE) [46], and percent bias
(PBIAS) [47], as shown in Equations (2)–(4).

R2 =

[
∑n

i=1
(
Qobs(i)− Qobs

)(
Qsim(i)− Qsim

)]2

∑n
i=1
(
Qobs(i)− Qobs

)2
∑n

i=1
(
Qsim(i)− Qsim

)2 , (2)

NSE = 1 −
[

∑n
i=1(Qobs(i)− Qsim(i))

2

∑n
i=1
(
Qobs(i)− Qobs

)2

]
, (3)
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PBIAS =

[
∑n

i=1(Qobs(i)− Qsim(i)) ∗ 100
∑n

i=1 Qobs(i)

]
, (4)

where Qobs is the measured streamflow, Qsim is the simulated streamflow on the day i, Qobs
is the mean of measured streamflow, and Qsim is the mean of simulated streamflow. R2

varies from 0 to 1, where 0 indicates no correlation and 1 means perfect correlation and
less error variance. NSE can vary from −∞ to 1, where values ≤ 0 show that the model is
unreliable and values closer to 1 indicate a perfect fit between simulated and measured data.
The best PBIAS value is 0. Positive values show that the model results are underestimated,
and negative values show that the model results are overestimated. Model performance
can be assessed as “satisfactory” for a monthly time step if R2 > 0.60, NSE > 0.50, and
PBIAS ≤ ±15% for watershed-scale models [48].

Table 2. SWAT calibrated parameters and their sensitivities for each calibration scenario. Numbers in
bold indicate the parameters with the highest sensitivity (p-value < 0.03).

Parameters
Initial Ranges Flow Calibration AET Calibration Flow and

AET Calibration

Min Max t-Test p-Value t-Test p-Value t-Test p-Value

CN2 −0.10 0.10 −0.85 0.40 1.25 0.21 −0.53 0.59
SURLAG 0.00 10.00 0.38 0.70 0.64 0.53 1.23 0.22

ALPHA_BF 0.00 1.00 −0.07 0.95 0.47 0.64 −0.46 0.65
GW_DELAY −30.00 90.00 9.89 0.00 −0.82 0.41 9.70 0.00
RCHRG_DP 0.00 0.50 2.78 0.01 −1.24 0.21 2.61 0.01
REVAPMN 800.00 1900.00 0.53 0.60 0.05 0.96 −0.35 0.73
GW_REVAP 0.02 0.20 1.17 0.24 −1.47 0.14 −1.30 0.19
GWQMN 0.00 500.00 0.18 0.86 0.69 0.49 −0.34 0.73

LAT_TTIME 0.00 180.00 18.98 0.00 −0.02 0.99 22.12 0.00
HRU_SLP −0.50 3.00 6.09 0.00 −7.58 0.00 −8.84 0.00

OV_N −0.50 3.00 −0.59 0.56 0.37 0.71 0.66 0.51
SLSUBBSN −0.20 0.20 −2.23 0.03 2.15 0.03 0.17 0.86

CH_N2 0.01 0.30 0.35 0.72 1.56 0.12 1.21 0.23
CH_K2 0.00 127.00 −1.52 0.13 −0.47 0.64 1.60 0.11
ESCO 0.50 0.95 1.70 0.09 29.33 0.00 4.98 0.00
EPCO 0.50 0.95 −0.74 0.46 −5.50 0.00 −0.64 0.52
SOL_K −0.80 0.80 8.43 0.00 −8.24 0.00 −7.85 0.00

SOL_BD −0.30 0.30 10.46 0.00 −7.70 0.00 −8.45 0.00
SOL_AWC −0.05 0.05 −0.34 0.73 0.35 0.72 2.52 0.01

3. Results
3.1. Sensitivity Analysis

The most sensitive parameters for each calibration scenario are shown in Table 2.
Sensitive parameters are identified by p-value less than 0.03. Figure A1 shows the relative
changes of the five most sensitive parameters for each calibration scenario versus objective
function. Most variations of NSE values were found to be in the calibration with streamflow
rather than single evapotranspiration and multi-variable calibrations.

In the streamflow calibration, the parameters with the highest sensitivity were lateral
flow travel time (LAT_TTIME), moist bulk density of the soil layer (SOL_BD), groundwater
delay time (GW_DELAY), saturated hydraulic conductivity (SOL_K), and average slope
steepness (HRU_SLP). These parameters were connected to groundwater flow, runoff
generation, and channel routing. In the AET calibration, the parameters with the highest
sensitivity were soil evaporation compensation coefficient (ESCO), saturated hydraulic
conductivity (SOL_K), moist bulk density of the soil layer (SOL_BD), average slope steep-
ness (HRU_SLP), and plant uptake compensation coefficient (EPCO), which are mostly
related to soil properties. In the multi-variable calibration, the most sensitive parameters
were lateral flow travel time (LAT_TTIME), groundwater delay time (GW_DELAY), aver-
age slope steepness (HRU_SLP), moist bulk density of the soil layer (SOL_BD), saturated
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hydraulic conductivity (SOL_K), and soil evaporation compensation coefficient (ESCO).
These parameters referred to both groundwater flow and soil properties.

3.2. Model Performance Evaluation

The model performance was assessed with criteria recommended by Moriasi et al. [48].
In all three calibration scenarios, the deviations from the observed values start to increase
during the dry season and decline during the wet season. Table 3 displays the model
performance for all three scenarios for all the sub-basins. Figure 3 presents the measured
and simulated hydrographs at the outlet of the catchment (Monastiri gauging station) for
all three scenarios. Finally, Figure 4 shows the measured and simulated AET for the entire
study area at a catchment scale.

Table 3. Model evaluation statistics for each calibration scenario; (a) Streamflow calibration, (b) AET
calibration, and (c) Multi-variable calibration. The location of the sub-basins 1–11 is indicated
in Figure 2a–c.

Variable Station/Sub-Basin
NSE R2 PBIAS (%)

(a) (b) (c) (a) (b) (c) (a) (b) (c)

Streamflow Monastiri station 0.71 0.38 0.70 0.84 0.84 0.86 5.60 8.29 6.10

Evapotranspiration

Sub-basin 1 0.27 0.49 0.18 0.58 0.75 0.57 11.68 11.60 16.70
Sub-basin 2 0.30 0.33 0.28 0.72 0.76 0.76 10.96 12.70 13.80
Sub-basin 3 0.11 0.36 −0.10 0.59 0.69 0.55 15.81 15.00 21.70
Sub-basin 4 0.37 0.34 0.42 0.73 0.75 0.75 8.48 12.50 13.60
Sub-basin 5 0.09 0.28 0.15 0.80 0.78 0.81 3.07 6.10 5.30
Sub-basin 6 0.22 0.35 0.26 0.64 0.74 0.68 9.00 10.70 14.50
Sub-basin 7 −0.17 −0.14 0.19 0.87 0.80 0.86 −12.72 −5.30 −8.40
Sub-basin 8 0.57 0.56 0.69 0.82 0.82 0.83 2.46 6.40 5.40
Sub-basin 9 0.42 0.51 0.56 0.83 0.82 0.79 2.69 7.00 7.00

Sub-basin 10 0.44 0.58 0.52 0.80 0.87 0.81 1.19 6.00 4.00
Sub-basin 11 0.34 0.54 0.63 0.84 0.82 0.83 −0.53 7.70 2.90
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catchment scale.

3.2.1. Streamflow Calibration

The streamflow calibration showed good results in general for streamflow (NSE = 0.71;
R2 = 0.84; PBIAS = 5.6%) (Table 3). The results regarding evapotranspiration were unsat-
isfactory for NSE (NSE within −0.17 to 0.57), except for sub-basin 8 (NSE = 0.57), and
satisfactory for R2 and PBIAS (R2 > 0.58; PBIAS within −12.7% to 15.8%). Figure 3 desig-
nates a satisfying match between measured and simulated streamflow except for low flows
during the dry season. However, the temporal dynamics of the hydrograph were generated
correctly. Figure 4 indicates differences between observed and simulated AET. Stream-
flow calibration underestimated evapotranspiration in the wet season and overestimated
evapotranspiration at the beginning of the dry season.

3.2.2. Actual Evapotranspiration Calibration

The AET calibration presented unsatisfactory performance for NSE for sub-basins
2–7 and satisfactory performance for sub-basins 1, 8, 9, 10, and 11 (NSE within −0.14 to
0.58) (Table 3). In respect of R2 and PBIAS, the results were satisfactory for all the sub-
basins (R2 > 0.69; PBIAS within −5.3% to 15%). The performance for streamflow was
unsatisfactory (NSE = 0.38; R2 = 0.84; PBIAS = 8.3%). In particular, the observed and
simulated AET values did not match well. Nevertheless, they showed a well-matched
seasonal variation of evapotranspiration (Figure 4). AET calibration underestimated low
flows and overestimated high flows for the simulation period (Figure 3). Performance
statistics were generally better for streamflow than evapotranspiration in single-variable
calibration scenarios.

3.2.3. Multi-Variable Calibration

The multi-variable scenario, using streamflow and MODIS satellite-based AET, showed
satisfactory performance for streamflow (NSE = 0.70; R2 = 0.86; PBIAS = 6.1%) and un-
satisfactory (sub-basins 1–7) to satisfactory (sub-basins 8–11) performance for evapotran-
spiration (NSE within −0.10 to 0.69; R2 > 0.55; PBIAS within −8.4% to 21.7%) (Table 3).
Simulated and observed streamflow values are much better than those for AET calibration
and similar to streamflow calibration (Figure 3). Results for AET are related to those of
AET calibration, showing underestimation of the simulated values (Figure 4). Compared
to single variable calibration scenarios, multi-variable calibration displayed similar NSE
values obtained from single-variable calibration, and R2 showed good performances (>0.75)
for both variables (Table 3).
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3.3. Major Water Balance Components

The major water balance components (i.e., actual evapotranspiration, water yield, and
precipitation) are displayed in Figure 5. In general, average annual precipitation (643 mm)
was slightly greater than combined water yield (WYLD) and actual evapotranspiration
(AET) values. Actual evapotranspiration contributed a large amount of water loss from the
watershed, about 60% in all scenarios. The total water yield of the multi-variable calibration
is higher than the other two modeling scenarios. In particular, the total water yield was
estimated to be 171 mm for flow calibration, 151 mm for AET calibration, and 186 mm for
multi-variable calibration.
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4. Discussion

In this study, the SWAT hydrological model was used to interpret the behaviour of
an urban/sub-urban environment and analyse its underlying mechanisms. The study
area is a typical Mediterranean catchment prone to natural hazards such as floods, forest
fires and their combined impact. Therefore, the mechanisms governing surface runoff and
the interactions between the hydrological components should be analysed in depth for
these vulnerable areas. The main objective was to investigate which parameters are more
sensitive in a mixed land-use basin and to propose a multi-variable calibration procedure
using both streamflow and satellite-based AET data for SWAT modelling.

The sensitivity analysis results showed that the parameters with the highest sensitivity
for streamflow are connected to groundwater flow, runoff generation, and channel routing,
and for actual evapotranspiration, they are linked to soil properties, respectively (Table 2,
Figure A1). The differences in the sensitivity of the parameters are due to different data
used in the calibration process. Similar outcomes were obtained by Sirisena et al. [16] and
Moriasi et al. [49]. Sirisena et al. [16] concluded that the most sensitive parameters for
evapotranspiration were connected to soil properties. Moriasi et al. [49] pointed out that
the high sensitivity of the soil parameters to AET indicated a connection between actual
evaporation and soil water.

Both variables present a slightly better performance in the single calibrations with
streamflow and evapotranspiration than in the multi-variable calibration (Table 3). Nonethe-
less, the multi-variable calibration produced satisfactory results for both streamflow and
AET and showed reasonably good streamflow estimations (NSE = 0.70). AET showed
the best performance for forests (e.g., sub-basins 1, 8, 9, 10, 11). This indicates that the
MODIS data probably show better performance at simulating forests and semi-natural
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areas than in sub-urban areas, including more complex management systems. In addition,
evapotranspiration algorithms are characterized by resolution issues, misclassification of
land use, and data generation uncertainties [50]. Therefore, these algorithms may not
correctly capture the land use changes (especially in sub-urban areas) and the available soil
moisture on the ground.

In most sub-basins, MODIS satellite-based AET and SWAT simulated AET show that
seasonal patterns match well, although the SWAT model under-predicted AET compared
with the MODIS satellite-based AET during the dry season (Figure 4, Table 3). These results
are consistent with those of other studies [51,52]. A study in Morocco [51] and a study in
Iran [52] suggested that the multi-variable calibration can produce good results for both
variables. Nevertheless, the single variable calibrations showed better performance. The
differences for all three scenarios intensify during the dry season and decline during the
wet season (Figures 3 and 4). The underestimation of AET and the low baseflow, especially
during the dry season (Figure 3), could suggest unknown water contributions in the study
area. These deviations are probably also connected to soil replenishment and the crops’
high water demand during the dry season. Furthermore, it is worth mentioning that
MODIS satellite-based AET could include errors and underestimations or overestimations
of the “true” AET, altering the model’s water balance [53]. For instance, the higher MODIS
satellite-based AET values in the AET calibration scenario led to lower water yield values
than the streamflow calibration scenario (Figure 5). Satellite-based evapotranspiration
datasets use sensor-derived parameters (e.g., surface heat flux, latent heat flux) that may
have several uncertainties. Model misrepresentations, errors in the inputs, and spatial and
temporal scaling decrease the efficiency of the algorithms [54].

For both single variable calibrations, the simulated second variable (i.e., AET for
streamflow calibration and streamflow for AET calibration) is not well represented. The
unsatisfactory performance of the second variable in the single variable calibrations indi-
cates the poor representation of the catchment’s water balance. Many studies support that
incorporating satellite data in the hydrological model calibration improved the estimation
of water balance components regardless of the model performance improvement. A study
in China [55] calibrated the SWAT model with GLEAM AET data and streamflow. Although
streamflow only calibration produced reliable results, this approach grouped the hydro-
logical process. Furthermore, a study by Immerzeel and Droogers [13] pointed out that
incorporating AET data in hydrological model calibration reduces equifinality obtained
from traditional streamflow only calibration. The water balance is best reproduced when
both streamflow and AET are used in the calibration process [52]. Several studies [49,56]
reported that satellite AET data could be used to constrain hydrological parameters that
are highly sensitive to evapotranspiration.

In general, the calibration process is challenging because of the uncertainties that exist
due to model simplification, processes that are not accounted by the model, and processes
that are unknown to the modeler [14]. In this study, the main sources of uncertainty are
connected to inaccuracies (i) in the quality of input data (climate, soil, and land cover reso-
lution), (ii) in the model set up (aggregation and interpolation methods), (iii) in the choice
of objective data and parameterization, (iv) observed data, and (v) processes unknown
to the modeler which interfere with the natural system [42]. Observational errors in the
precipitation data, MODIS actual evapotranspiration, and discharge, as well as the effects
of elevation and topography, increase bias and generate variability. For example, errors
in streamflow measurements can vary from 6% to 19% under different combinations of
channel types and measurement techniques [57]. In addition, poor resolution and data
generation uncertainties in evapotranspiration algorithms can induce biases between AET
simulated values and satellite-based AET [17,50,58]. For instance, a study in Ethiopia [50]
estimated the major water balance components of the Upper Blue Nile basin using the
JGrass-NewAge hydrological system and remote sensing data (GLEAM and MODIS AET).
This study concluded that the satellite-based data introduce bias in estimating the water
budget. Another study by [58] conducted a multi-objective validation for West Africa river
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basins using remote sensing data. The results showed that MODIS satellite-based AET
underestimated SWAT-simulated AET in arid areas. Finally, Dile et al. [17] evaluated AET
outputs derived from AVHRR and MOD16 AET datasets using outputs from a SWAT model
for Ethiopia. This study suggested that datasets did not agree well with the precipitation in
regions with a bimodal precipitation pattern. Therefore, careful consideration should be
given to analyzing data from satellite-based products. Further information is necessary to
estimate the uncertainty in model outputs and improve the calibration results at HRU level.

5. Conclusions

This study used monthly streamflow and MODIS satellite-based AET data to calibrate
the SWAT model. Three calibration scenarios were conducted with streamflow, AET,
and streamflow–AET data to evaluate the simulated outputs. The sensitivity analysis
showed that the most sensitive parameters for streamflow are related to groundwater
flow, runoff generation, and channel routing, and for actual evapotranspiration, they
are all connected to soil properties. The model performance results indicated that the
single variable calibrations showed satisfactory performance only for the first variable that
was simulated. The multi-variable calibration showed satisfactory performance for both
streamflow and AET. The SWAT model generally under-predicted AET in all scenarios
compared to MODIS satellite-based AET.

This research showed that combining streamflow and MODIS satellite-based AET data
in the calibration process can improve model performance regarding streamflow and water
balance and contribute to understanding the hydrological processes in a mixed land-use
catchment. Furthermore, the use of satellite data in model calibration, as presented in
this study, can be utilized in catchments lacking measured data or in catchments with
similar hydrological and geomorphological characteristics. Future work should incorporate
discharge, soil moisture, and HRU level AET data in a combined objective function at
a high temporal resolution.
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Appendix A

The following tables display the land use categories of the study area at catchment
(Table A1) and sub-basin level (Table A2).

Table A1. Land use categories of the study area at catchment level.

Corine Classification SWAT Code SWAT Classification (%) Catchment

Industrial or commercial units UCOM Commercial 11.43
Discontinuous urban fabric URLD Residential-Low Density 34.11

Road and rail networks and associated land UTRN Transportation 4.07
Continuous urban fabric URHD Residential-High Density 1.54

Pastures PAST Pasture 0.31
Land principally occupied by agriculture, with

significant areas of natural vegetation AGRL Agricultural Land-Generic 12.39

Broad-leaved forest FRSD Forest-Deciduous 3.11
Coniferous forest FRSE Forest-Evergreen 9.59

Mixed forest FRST Forest-Mixed 7.51
Sclerophyllous vegetation RNGB Range-Brush 15.94

Table A2. Land use categories of the study area at sub-basin level. Artificial surfaces (i.e., urban
fabric, industrial, commercial and transport units), agricultural areas (i.e., arable land, pastures
and heterogeneous agricultural areas) and forests and semi natural areas (i.e., forests, scrub and
herbaceous vegetation associations).

Sub-Basins Artificial Surfaces (%) Agricultural Areas (%) Forests and Semi Natural Areas (%)

Sub-basin 1 1.88 5.02 93.10
Sub-basin 2 53.36 9.95 36.69
Sub-basin 3 21.83 9.28 68.89
Sub-basin 4 56.11 25.05 18.84
Sub-basin 5 76.91 0.74 22.35
Sub-basin 6 18.31 23.25 58.45
Sub-basin 7 76.43 8.34 15.23
Sub-basin 8 56.77 0.29 42.94
Sub-basin 9 75.28 3.06 21.65
Sub-basin 10 80.65 2.72 16.63
Sub-basin 11 28.65 27.38 43.97
Sub-basin 12 100.01 0.00 0.00
Sub-basin 13 74.16 25.83 0.00
Sub-basin 14 73.29 26.71 0.00
Sub-basin 15 81.90 18.10 0.00
Sub-basin 16 99.33 0.67 0.00
Sub-basin 17 64.20 35.76 0.04
Sub-basin 18 29.88 19.13 51.00
Sub-basin 19 7.98 13.54 78.48
Sub-basin 20 9.29 28.47 62.23
Sub-basin 21 80.42 19.58 0.00
Sub-basin 22 73.64 26.36 0.00
Sub-basin 23 83.87 16.13 0.00
Sub-basin 24 100.01 0.00 0.00
Sub-basin 25 100.00 0.00 0.00

The following figure shows the relative changes of the five most sensitive parameters
for each calibration scenario versus objective function (Figure A1).
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Abstract: The transition from supercritical to subcritical flow around a fully submerged abrupt
negative step in a horizontal rectangular open channel has been investigated. In a laboratory
experiment the one-dimensional energy and the momentum conservation equations were studied
by means of depth and pressure measurements by piezometers installed along the bottom and
the step face. Froude number varied in the range 1.9 to 5.8 while the step height to critical depth
ratio was in the range 1.34 to 2.56. The results are presented in dimensionless form using mainly a
characteristic length scale that is the sum of critical depth and step height and the Froude number
of the supercritical flow upstream. Five different types of rapidly varying flow are observed when
the subcritical downstream tailwater depth varied. The supercritical water jet at the top of the step
either strikes the bottom downstream of the step when the maximum pressure head is greater, or
moves to the surface of the flow when it is lower than tailwater depth, and the separation of the
two flow regimes occurs when the tailwater depth to the characteristic length scale is around 1.05.
The normalized energy loss and a closure parameter for the momentum equation are presented
in dimensionless diagrams for practical use by the design engineer. Finally, the one-dimensional
equations of motion including Boussinesq terms are solved numerically and the results found are
congruent to the experimental findings.

Keywords: abrupt negative step; hydraulic jump; energy loss; momentum closure; Boussinesq
equations; specified intervals

1. Introduction

Stilling basins are designed to dissipate the kinetic energy of the flow by means of
hydraulic jumps formed in them, for which a thorough investigation of the physical and
numerical study is reported in [1]. In several cases an abrupt forward facing (negative)
step is introduced to stabilize the jump, so that it is not swept away from the basin. The
transition from supercritical to subcritical flow at an abrupt negative step affects the design
and construction of a stilling basin. The design usually includes determination of the step
height, the required tailwater water elevation, an adequate basin length and all necessary
structures in it such as blocks, end sill, etc. Submerged negative steps can also be met in
river training works, in canals conveying water, as well as in natural streams. Engineers and
scientists have been studying the flow of submerged steps in the laboratory for a long time,
measuring mainly the flow depths and pressure distribution at the bottom and the step
face, and trying to correlate the flow parameters to energy and momentum conservation,
as well as to the various flow profiles that appear there.

In laboratory experiments the flow is usually controlled by a sluice gate upstream,
and a sharp crested overflow downstream of the step. Five different rapidly varying flow
profiles have been observed around a step with supercritical flow upstream and subcritical
downstream [2–4], namely minimum B-jump, B-jump, wave-train, wave-jump and A-jump
(Figure 1). Minimum B-jump (Figure 1i) is the hydraulic jump at the toe of the step, B-jump
(Figure 1ii) is the submerged jump downstream of the step, wave-train (Figure 1iii) is the
surface jet-type flow without formation of a hydraulic jump, wave-jump (Figure 1iv) is
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the flow of an ascending jet forming a standing wave downstream of the step, before it
dives and results in a submerged hydraulic jump, and A-jump (Figure 1v) is the flow where
the hydraulic jump is formed upstream of the step. These profiles appear with the above
sequence if one increases the downstream tailwater depth continuously.
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Several researchers in the past have studied the transition from supercritical to subcrit-
ical flow over a fully submerged negative (abrupt or rounded) step by experiments. Several
authors [2–11] have investigated the influence of the pressure distribution at the face of the
step of different jump types in order to obtain closure of the one-dimensional momentum
equation. Velocity and shear stress distribution was measured [12] at the channel bottom
using a Preston tube. In some cases the flow type alternated between B-jump, wave-train
and wave-jump every once in a while [4,13,14], thus resulting in varying velocity and
pressure fields. Standard deviation of pressure fluctuations at the channel bottom axis was
measured by [15], while published experimental results of jumps at an abrupt drop with
subcritical and supercritical flow conditions upstream have also been reported [16]. The
presence of roughness elements inside a channel with an abrupt drop reduced the pressure
forces on the bottom axis of the channel [17,18], if compared to the developed pressure
either from the classical hydraulic jump or inside a smooth channel with drop. Also, for
upstream Froude number greater than eight, the relative height of the step to upstream
depth d/y1 does not seem to affect the energy loss [5], while the energy dissipation of the
jump [6] is higher in the case of a channel with negative step, if compared to the energy
loss in a channel with a positive step. The wave-jump type flow was found to dissipate the
energy more efficiently than the classical hydraulic jump [7,19], while inclined channels
under the presence of negative or positive step with sharp crested B-jumps resulted in
higher energy dissipation than A-jumps [20]. The different flow profiles developed in
sloping rectangular open channels with an abrupt drop have also been investigated [21],
while the highest energy loss was observed in B-jump, if compared to the minimum B-jump
and the A-jump [22]. The energy loss was reported [23] in dimensionless form, while
jumps formed at a negative step are more stable, energy dissipative efficient and more
compact [24], if compared to the jumps appearing in positive steps.

Regarding numerical modeling of the flow in the presence of an abrupt step, the
B-jump was studied [25] in an open channel 0.4 m wide with a 9.7 cm abrupt drop high for
upstream Froude numbers 1.21 and 1.4. The Reynolds-Averaged Navier Stokes (RANS)
equations were solved using the ANSYS-FLUENT commercial software with the finite
volume method to compute the free surface profile and the time-averaged velocity field.
The B-jump, wave-jump and A-jump in an open channel 2 m long and 0.4 m wide with
abrupt drops 3.20 and 6.52 cm high, for Froude number in the range 2.8–3.9, have been
studied [26] using Smoothed Particle Hydrodynamics (SPH) to discretize the Navier Stokes
equations along with k-ε turbulence model. The results regarded the computation of the
instantaneous velocity and vorticity fields.

Systematic pressure measurements have not been reported to date in the area of an
abrupt drop in an open channel hence, pressure distribution cannot be linked to the linear
characteristics of the flow. Energy losses and momentum equation balance have not been
reported conclusively around a step with supercritical flow upstream, which is a result
due to lack of use of the appropriate dimensionless representation of them. The aim of the
present work is to investigate the rapidly varying flow in a horizontal rectangular open
channel with the presence of a fully submerged abrupt negative step, with supercritical flow
upstream and subcritical downstream. To obtain it we performed systematic measurements
of the linear flow characteristics as well as the pressure at the bottom and face of the step, for
supercritical flow upstream with Froude number up to about 6. From these measurements
the conditions under which different flow patterns appear, as well as other aspects of the
flow, such as the closure of the one-dimensional momentum and energy loss equations
will be investigated, and the results will be presented in dimensionless form. The Saint
Venant equations will be solved in one dimension including Boussinesq terms that have
been usually omitted in the past, to evaluate some of the experimental findings.

2. Theory

The flow under investigation (Figure 2) is that around a vertical forward facing
(negative) step where the flow upstream is supercritical and downstream subcritical. The
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parameters involved are the flow rate per unit width q, the step height d, the upstream and
downstream depths y1 and y2 and mean velocities V1 and V2, respectively. Two parameters
that are important in the description of the flow are the critical depth yc = (q2/g)1/3 and the
Froude number of the supercritical flow upstream of the step Fr1 = V1/(gy1)1/2, g being
the gravitational acceleration.
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Let us study the flow theoretically using the one-dimensional momentum and energy
conservation equations [27]. We apply the one-dimensional momentum equation along
the main flow direction per unit width, in the control volume between upstream Cross
Section 1 with supercritical flow and downstream Cross Section 2 with subcritical flow, and
depths y1 and y2, respectively, to get

1
2

gy2
1 + kgd(y1 + d/2)− 1

2
gy2

2 = q(V2 −V1) (1)

In Equation (1) we assume that the velocity is uniform at Cross Sections 1 and 2, the
shear stresses at the wall and the bottom of the channel can be neglected, and the pressure
distribution at the face of the step is hydrostatic hence, F1 = (gy1

2)/2, F2 = (gy2
2)/2 and

Fs = kgd(y1 + d/2). To make Equation (1) valid, the second term on the left that corresponds
to force on step face ρgd(y1 + d/2) from the hydrostatic pressure distribution with pressure
ρgy1 at the top and ρg(y1 + d) at the bottom must be multiplied by a correction factor k,
defined to be the ratio of the real pressure that is due to the curvature of the streamlines
near the step, to the anticipated hydrostatic one at the middle of the step ρg(y1 + d/2) [3].

If the flow rate q and depths y1 and y2 are known, solving Equation (1) for k we get

k =
q(V2 −V1)− 1

2 g
(
y2

1 − y2
2
)

gd
(

y1 +
d
2

) (2)

Equation (2) holds if the flow depth at the step is y1, in other words for all types of
flow but A-jump. For the latter case the term in the denominator must be replaced by
gd(y2 − d/2).
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The energy loss ∆H at the step is computed from the one-dimensional energy equation
assuming known depths and flow rate, and uniform velocity at Cross Sections 1 and 2.

∆H = H1 −H2 = d + y1 + V2
1/2g− y2 −V2

2/2g (3)

where H1 and H2, are the energy heads at Cross Sections 1 and 2, respectively, considering
uniform velocity distributions.

3. Experiments
3.1. Setup and Procedure

Experiments were carried out at the Laboratory of Applied Hydraulics of the School
of Civil Engineering at the National Technical University of Athens, Greece. The open
channel used is 10.50 m long with rectangular cross section 0.255 m wide × 0.50 m deep is
shown in Figure 3, and was equipped with a sluice gate upstream and a thin crested weir
at downstream end. The section of the channel where measurements were taken has been
modified to accommodate the experiments. The steel, nontransparent bottom has been
replaced with Lucite with a row of piezometers attached to it, and the vertical side glass
walls were replaced with new ones with improved optical properties.
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The water supply was obtained via a recirculation system that consists of a 3 kW pump
with variable speed motor and maximum discharge capacity of 40 L/s at 5 m head, which
is connected to a 2.65 m3 water tank at the downstream end of the channel. Water was
pumped to the upstream end of the channel through a PVC pipe of nominal diameter 0.2 m.
The flowrate was measured with an ultrasonic flow meter of 2–5% accuracy, attached in the
horizontal PVC pipe that flowed full about 10 pipe diameters downstream of the pump. A
screen system at the entrance of the water in the channel was used to dissipate the kinetic
energy of the inflow and reduce waves from agitation, upstream of the sluice gate.

A downstream facing vertical step 10.3 cm high and 1 m long made of Lucite was
placed 4.85 m upstream of the channel end. The vertical sluice gate was positioned 0.35 m
upstream of the step face, in order to control the flow from upstream. Ten piezometers were
placed in the middle of the step and three along the middle of the step face. Twenty-one
piezometers were placed along the middle of the Lucite bottom downstream of the step.
The piezometers were de-aerated during the course of the experiment, once the step was
submerged in the flow.

The flow was controlled with the vertical sluice gate and supercritical flow was
obtained on the step surface at the desired inflow Froude number upstream from the drop.
Downstream, the flow was controlled with a vertical sharp crested weir at the end of
the channel, and the depth was adjusted to the desired level. Once the supercritical flow
conditions were set upstream of the drop, the rapidly varying flow around it was adjusted
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by the tailwater depth. The depth of flow was measured using a point gauge and from the
piezometers far downstream of the step, where the flow was parallel to the bottom.

The experimental procedure was as follows. The pump was set to the desired flow rate
adjusted by the variable speed motor and measured with the ultrasonic flow meter, then
the channel was filled with water above the step, keeping the end weir at the appropriate
elevation. The piezometers were de-aerated and the supercritical flow upstream of the drop
was adjusted to the desired inflow Froude number with the sluice gate opening. Then, the
flow conditions downstream of the submerged step were adjusted with the end weir to the
desired type of flow. Increasing the weir height gradually, the flow was set from minimum
B-jump to B-jump, to wave-train, to (standing) wave-jump, to A-jump. The flow depths
were measured with a point gauge with accuracy ±0.0001 m. The supercritical flow depth,
y1, was measured at a distance 3 y1 upstream of the drop, while the tailwater subcritical
depth y2 was measured at a distance 2.5 m downstream of the drop, (Figure 2). In both
cases the flow depths y1 and y2 were measured at Cross Sections 1 and 2, where the flow
was almost uniform. Three hundred (291) different jump and pressure measurements for
various upstream and downstream conditions have been performed. The range of the main
flow parameters is listed in the following Table 1.

Table 1. Range of initial parameters of supercritical flow upstream of the step.

Q (L/s) q (L/s/m) y1 (cm) y2 (cm) Inflow Fr1 Inflow Re

6.46–17.50 25.32–68-67 1.4–3.6 25.8–26.8 1.88–5.82 23,000–63,000

3.2. Results

In order to normalize the measured lengths, i.e., the flow depths y1 and y2, we must
define a length scale which should include information regarding the flow parameters.
These parameters must involve information regarding the fluid and the geometry of the
flow. A characteristic length scale has been defined to be the sum yc + d, which involves
information regarding the flow rate q in terms of the critical depth, and the potential energy
of the flow in terms of the step height. This length scale is also greater than y1 + d and
approaches asymptotically the maximum (supercritical) water surface elevation upstream
of the drop.

In an effort to distinguish the flow regimes of the different jump types the normalized
depth Fr1(yc + d)/y2 is plotted in Figure 4 as a function of the inflow Froude number
Fr1 upstream. The triangles correspond to wave-train where the supercritical jet flow
remains at the surface downstream of the drop and subsequently diffuses into the tailwater
due to turbulent shear stress at the interface between the supercritical and subcritical
flow regimes. Downstream of the step, there exists a long recirculation regime up to the
point of reattachment. The wave-train separates the following two flow regimes: The first
where the supercritical jet flow impinges at the bottom near the toe of the step followed
by a (minimum B or B type) hydraulic jump that may be submerged; the second where
the supercritical jet flow remains at the surface downstream of the drop (wave-jump or
A-jump). An indicative ‘line’ separating the two regimes may be regarded that for which
Fr1(yc + d)/y2 = 0.71 Fr1 + 0.43.

The normalized depth y2/[Fr1(yc + d)] is plotted in Figure 5 against y2/[Fr1(y1 + d)]
for all different types of the flow, and subcritical tailwater depth. It is evident that all data
collapse on a single curve for all flow types, with subcritical flow downstream of the step.
The second order polynomial regression line (with correlation coefficient R2 = 0.98) shown
in the graph that relates the two mononyms, can be of use in the design of stilling basins,
because it relates the incoming flow of known discharge q with depth y1 (Froude number
Fr1), to the tailwater depth y2 and the step height d. For example, if we consider a 5 m
wide orthogonal channel conveying discharge of 30 m3/s, with known (defined) upstream
and downstream depths y1 = 0.60 m and y2 = 4.00 m, the Froude number and critical depth
are Fr1 = 4.12 and yc = 1.54 m respectively. Then, from the implicit function with respect to
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step height, by trial and error one gets d = 2.58 m, corresponding to y2/[(yc + d)Fr1] = 0.24
and y2/[(y1 + d)Fr1] = 0.31.
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The energy loss calculated from the one-dimensional energy Equation (3) where
uniform velocity distribution is assumed, is normalized by yc and plotted versus the
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normalized length Fr1(yc + d)/y2 for all different types of flow in Figure 6. All the data
collapse on a second order polynomial:

y = −0.047x2 + 1.38x− 2.10 (4)
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This figure can be used along with Figure 5 to estimate energy loss for the design of a
stilling basin that has been selected for construction.

The pressure force at the face of the step is corrected using a pressure correction
coefficient k computed from Equation (2). Assuming uniform streamwise velocity and
hydrostatic pressure distribution, k is computed using depth y2 at the step face for the
A-jump type of flow and y1 for all other types of flow considered. Neglecting the momen-
tum loss due to friction, the computed k is plotted against dimensionless length (y1 + d)/y2
in Figure 7. It is evident that only a few data regarding minimum B-jump are found in
the regime (y1 + d)/y2 > 1, while the majority of the measurements are in the regime
(y1 + d)/y2 < 1. The pressure correction coefficient k takes a value around 0.5 when the
flow type is minimum B-jump and 1 for A-jump. If we substitute k = 1/2 in Equation (1) or
k = 1 in modified (1) we end up.

1
2 gy2

1 +
1
2 gd

(
y1 +

d
2

)
− 1

2 gy2
2 = q(V2 −V1)

1
2 gd(y1 + d)2 − 1

2 gd
(

y1 +
d
2

)
− 1

2 gy2
2 = q(V2 −V1)

(5)

for the minimum B-jump and

1
2 gy2

1 + gd
(

y2 − d
2

)
− 1

2 gy2
2 = q(V2 −V1)

1
2 gy2

1 − 1
2 g(y2 − d)2 = q(V2 −V1)

(6)

for the A-jump. The first equation shows that if we consider hydrostatic pressure distribu-
tion on the step face, the momentum from the left must be reduced by gd(y1 + d/2)/2 for
closure, that is equal to one half of the pressure force on the step face, if the water elevation
is at y1 + d. The second shows that the pressure distribution on the step face is hydrostatic,
since the pressure force of the step face on the control volume is counter balanced by the
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force of the trapezoidal pressure distribution between elevations 0 and d from bottom
(step face).
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When the hydraulic jump is submerged (B-jump) 0.5 < k < 1.5 for 0.6 < (y1 + d)/y2 < 1.
If the flow does not impinge at the bottom, in other words if surface flow is observed
downstream of the step face, then 1 < k < 2 for 0.55 < (y1 + d)/y2 < 0.9 (wave-train) and
k > 1.5 for 0.5 < (y1 + d)/y2 < 0.7 (wave-jump).

We present the pressure head measurements along the middle of the face of the step
measured with three piezometers located 2.0, 4.5 and 7.0 cm above the channel bottom in
Figure 8. The lines plotted are linear fits to measured pressure head, where the correlation
coefficients were found to be greater than 0.99. The red line is the one corresponding to
zero pressure at the top of the step. When the flow is supercritical or the minimum B-jump
appears downstream, part of the step face appears to have negative pressure. When the
flow type is B-jump, i.e., when the hydraulic jump is submerged, the pressure may be
positive all over the face of the step, or negative in part of it, when the tailwater depth is
low. For the case of the wave-train the pressure at the face of the step is marginally positive,
depending upon the transient characteristic of the flow [4,13], while it is positive all over
for the wave-jump and the A-jump.

Assuming linear pressure distributions at the face of the step we can compute the
maximum pressure at the bottom. If we normalize the measured pressures with maximum
pressure at the step and the vertical distance from the bottom versus the maximum pressure
head we end up with a dimensionless graph p/pmax against y/(p/ρg)max shown in Figure 9.
One may observe that when the maximum pressure head is equal to the step height,
p/pmax~0, and may occur for three types of flow, supercritical, minimum B-jump and
B-jump. For all other types of flow the pressure is positive over the face of the step and the
maximum pressure head is greater than d.

We can normalize the horizontal distance x from the toe of the step using the theoretical
distance where a free water jet atop the step with velocity V1 would reach the bottom
downstream, namely 21/2 Fr1d. In Figure 10 we have plotted the pressure head p/ρg at
along the bottom downstream from the step normalized by y2, versus the dimensionless
distance x/(21/2 Fr1d) where the supercritical free water jet would theoretically impinge at
the bottom, for all different types of jumps. It is evident that when the water jet strikes the
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bottom (B-jump and minimum B-jump), there is a peak pressure at some distance from the
step that is due to stagnation, as a result of the vertical velocity component. In particular,
for the case of the minimum B-jump the peak pressure occurred around x/(21/2 Fr1d) = 0.3.
Furthermore, the pressure upstream of the maximum is less than the hydrostatic one for the
previous three types of the flow, which is a result of the curved streamlines of the water jet.
When the flow runs on the surface (wave-train, wave-jump, A-jump) the peak disappears,
the pressure is lower than hydrostatic up to about x/(21/2 Fr1d) = 0.5 and it is attributed to
the ‘suction’ developed from the fast water jet at the top of the step (Bernoulli).

Next, the normalized maximum pressure head pmax/ρg measured at the bottom of
the channel downstream of the step by tailwater depth y2, is plotted versus y2/(yc + d)
for all types of jumps in Figure 11. Two groups of points appear in this figure showing a
sharp discontinuity, the group on the left from pressure measurements of the minimum
B-jump and B-jump types of flow where (pmax/ρg)/y2 > 1, while the group on the right
from pressure measurements of the wave-train, the wave-jump and the A-jump types of
flow where (pmax/ρg)/y2 < 1. This sharp discontinuity occurs at y2/(yc + d)~1.07 where
the flow type from B-jump converts to wave-train, i.e., when the flow becomes a surface jet
with a very long recirculation regime downstream of the step. Apparently, the pressure
distribution is not hydrostatic in both regimes, on the left because the piezometer measures
the dynamic pressure that is due to the vertical velocity component besides the hydrostatic
pressure mentioned earlier, while on the right where the fast surface flow ‘sucks’ the
underlying slow recirculating fluid (Bernoulli).
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The pressure distribution on the face of the step has been found to be linear along the
three piezometers installed 2.0, 4.5 and 7.0 cm above the channel bottom, i.e., the lowest is
2 cm above the bottom while the highest 3.3 cm below the top of the step. If we assume that
the pressure distribution is linear over the face of the step and extrapolate the measured
linear pressure distribution to the bottom and the top of it, then we can compute the
pressure force that the step exerts on the flow. Hence, it is evident to compare the pressure
force on the step face estimated from the one-dimensional momentum equation, with the
force computed from the hypothetical linear pressure distribution that is measured by the
three piezometers and is extrapolated to the top and bottom of the step. Hence, the force
estimated from the momentum equation is computed as the difference between pressure
force and inertial force at Cross Sections 1 and 2 in Figure 2, assuming uniform velocity and
hydrostatic pressure distribution, while the measured force is computed by integrating the
assumed ‘linear’ pressure distribution over the step height. Both forces are normalized by
the minimum force obtained for critical depth. The normalized estimated force is plotted
versus the measured one in Figure 12, and found to be bigger as expected. Apparently,
the differences are resulting from (1) negligence of the friction force from the walls and
bottom of the channel and (2) from the hypothesis of linear pressure distribution at the face
of the step.
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Figure 10. Distribution of dimensionless measured pressure head along the bottom of the channel
versus the dimensionless horizontal distance downstream of the drop (i) min B-jump, (ii) B-jump,
(iii) wave-train, (iv) wave-jump, and (v) A-jump.
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4. Numerical Modeling
4.1. Governing Equations

Boussinesq equations have been used to model the unsteady one-dimensional rapidly
varied open channel flow [27] and simulate the minimum B jump and A jump. These
include additional terms if compared to Saint Venant equations from the non-hydrostatic
pressure distribution resulting from the curved streamlines. The channel is prismatic with
rectangular cross section and rigid bottom and sides with no lateral flow. The assumptions
made are the following: (1) the vertical velocity is zero at the channel bottom and maximum
at free surface, (2) the streamwise velocity is uniformly distributed over the depth, (3) the
lateral velocity is zero, (4) the fluid is incompressible, (5) the bottom slope is small and
(6) the formula for energy friction slope of steady flow is used for the unsteady flow. The
one-dimensional Boussinesq equations for mass and momentum conservation in vector
form are

∂G
∂t

+
∂F
∂x

= S, (7)

where

G =

[
y

uy

]
, F =

[
uy

u2y +
(

1
2

)
gy2 −

(
1
3

)
y3E

]
, S =

[
0

gy(So − Sf)

]
, (8)

E =
∂2u
∂x∂t

+ u
∂2u
∂x2 −

(
∂u
∂x

)2
(9)

In equations above, x is the longitudinal distance along the channel measured from
the sluice gate, t is the time, y = y(x,t) and u = u(x,t) are the unknown depth and average
over the cross section velocity in the main flow direction, t Sf the energy grade slope, So the
longitudinal bottom slope, g the gravitational acceleration and E = E(x,t) the Boussinesq
term. The energy slope computed from Manning formula in SI units is Sf = n2

f u2/R4/3,
where nf is the Manning friction coefficient, u the mean over the wetted cross-section
velocity and R the hydraulic radius.

The system of equations can only be solved numerically. The Dissipative Two-Four [28]
and the MacCormack [29] finite difference schemes were applied for the discretization of the
mass and momentum conservation equations, with the appropriate initial and boundary
conditions. The first scheme is fourth order accurate in space and second order accurate in
time, while the second is second order accurate both in space and time, both allowing for
the proper simulation of the Boussinesq terms as well as the free surface of hydraulic jump.
Iterations continue until the depth difference between two successive iterations is less than
a fixed value, then the minimum B jump or the A jump form as part of the steady state
solution. Implementation of the numerical schemes used for the solution of Equation (7) is
presented in the Appendix A.

The input data for the developed algorithm include the geometry of the channel, the
flow depths yup and ydo as well as the flow rate, Q. The algorithm has been programmed
in house using the Matlab® computational environment.

4.2. Results

Four experiments have been selected, two regarding formation of the minimum
B-jump and two of the A-jump shown in Table 2, where the flow rate Q, upstream Froude
number Fr and depth yup at the vena contracta, and the depth ydo upstream of the weir for
each jump have been considered. These experiments were modeled using the same flow
conditions (upstream and tailwater depths and the flow rate), and the numerical results are
compared to the experiments in the following paragraphs.
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Table 2. Measured parameters for modeling of the hydraulic jumps.

Test Case/Experiment Q (L/s) Fr yup (m) ydo (m) Type of Jump

1 8.11 3.59 0.0200 0.1259 minimum B
2 9.88 4.37 0.0200 0.1442 minimum B
3 6.70 3.20 0.0190 0.1922 A jump
4 9.41 4.50 0.0190 0.2234 A jump

The spatial step was 0.025 m resulting in 201 nodes for all cases. The time interval
in each iteration was variable for stability purposes, subject to Courant–Friedrichs–Lewy
condition. Artificial viscosity was added to the numerical schemes to reduce oscillations in
the region of the jump. The dissipation parameter has been set to 0.012 after trial and error,
and was applied to all cases. The computed flow depth difference in all nodes between two
successive iterations did not exceed 10−4 m for convergence.

In Figures 13 and 14 the numerical results are compared to experiments regarding test
case 1 (min B-jump) and test case 3 (A-jump) respectively. In the same figures we have
plotted the Boussinesq terms computed, using the two different schemes for comparison.
From these figures it is evident that Boussinesq term is significant in the region of the jump
owing to the non-parallel streamlines where it takes the highest values, while is vanishes
everywhere else. The location of the jump is in acceptable agreement with measurements,
especially in the case of the A-jump (Figure 14 top), while the jump shape cannot be
predicted numerically, as expected. The measured pressure at the bottom of the channel
is also plotted upstream and downstream of the step for comparison. It is asymptotically
congruent to the computed depth in the uniform (parallel) flow sections upstream and
downstream of the hydraulic jump in both cases, while the hydrostatic pressure distribution
is confirmed outside the region of the jump, from the almost zero value of the Boussinesq
term, as expected.

The computed mean velocity over the cross section along the channel is plotted for
test cases 1 and 3 in Figure 15, and is not different for both computational schemes. The
MacCormack scheme overestimates slightly the velocity at the upstream end of the channel,
while the two numerical schemes produce almost identical results downstream. The
‘computational pseudo-time’ evolution of the hydraulic jump until steady state is shown
in Figure 16 for test cases 2 (min B-jump) and 4 (A-jump), using the Dissipative Two-Four
and the MacCormack scheme respectively. In these figures the free surface profile is also
shown at time t = 0, resulting from the initial condition, while it can be noted that the jump
moves upstream until it is stabilized in its final location. Similar numerical results have
been produced for the other test cases.

The required iterations for the algorithm to reach steady state and the maximum
percentage error regarding mass conservation are shown in Table 3 for all test cases and
both numerical schemes. The depth of flow and mean velocity were used to compute the
flow rate. It is evident that the mass conservation error from the MacCormack scheme is
smaller if compared to that of the Dissipative Two-Four scheme, except for case 4, while the
algorithm reaches steady state solution faster if the MacCormack scheme is used, requiring
smaller number of iterations except for test cases 2 and 4.

Table 3. Mass balance error and number of iterations for convergence.

Test Case/Experiment Numerical Scheme Maximum Mass Conservation Error (%) Iterations

1 Dissipative Two-Four
MacCormack

4.01
3.59

6117
5779

2 Dissipative Two-Four
MacCormack

4.07
3.64

4866
5067

3 Dissipative Two-Four
MacCormack

2.45
2.13

5474
4934

4 Dissipative Two-Four
MacCormack

3.92
4.09

5965
6355

83



Hydrology 2022, 9, 74Hydrology 2022, 9, x  20 of 35 
 

 

 

 
Figure 13. Test case 1: Top: Comparison between the computed free surface profile and the ex-
periment (point gauge and pressure head measurements). Bottom: Numerical results for the Bous-
sinesq term along the channel for the Dissipative Two-Four scheme, prediction and the correction 
step. 

 

Figure 13. Test case 1: (Top) Comparison between the computed free surface profile and the experi-
ment (point gauge and pressure head measurements). (Bottom) Numerical results for the Boussinesq
term along the channel for the Dissipative Two-Four scheme, prediction and the correction step.
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Figure 14. Test case 3: Top: Comparison between the computed free surface profile and the ex-
periment (point gauge and pressure head measurements). Bottom: Numerical results for the Bous-
sinesq term along the channel length for the MacCormack scheme, prediction and the correction 
step. 
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Figure 16. Numerical results for the temporal evolution of the jump: Test case 2 (top) for the
Dissipative Two-Four scheme, and test case 4 (bottom) for the MacCormack scheme.

5. Discussion

The presence of a fully submerged step in an orthogonal channel with supercritical
flow upstream and subcritical downstream results in five major types of rapidly varying
flow. They are, in the order of appearance for increasing tailwater depth: (i) minimum
B-jump, (ii) B-jump, (iii) wave-train, (iv) wave-jump and (v) A-jump. For the first two types
of jumps the supercritical water jet impinges at the bottom, while for the other types the
water jet moves at the surface.

A characteristic length scale used for the description of the flow and to normalize
the measured lengths, was found to be the sum of the step height and critical depth
d + yc, regarding the potential energy height and the minimum energy (critical) depth of
the flow. To apply the momentum equation in the flow direction, the assumption of the
hydrostatic pressure distribution at the face of the step had to be reevaluated, and closure
was obtained with the use of a pressure correction coefficient k. The one-dimensional
momentum equation has led to an equation for the theoretical calculation of k as a function
of measured flow depths y1 and y2, the step height d and the discharge per unit width q
(Equation (2)). The coefficient k for the case of the downward moving water jet (minimum
B-jump and B-jump) was found in general less than one, while for the case of a surface
water jet (wave-train, wave-jump and A-jump) was found greater than one (Figure 7). Note
that in some measurements regarding B-jump k was greater than the unity, possibly due to
the alternating flow characteristics between B-jump and wave-train, something that has
been also observed earlier [13]. A comparison of k computed from experiments from earlier
investigations is shown in Figure 17, where k has been plotted regardless of the type of
flow. From this graph it is evident that k takes the highest values if (y1 + d)/y2 < 0.5, and
the lowest ones if (y1 + d)/y2 > 1. There are experiments [4,6,12,22] where k computed
from the measurements takes negative values, a result that is considered to be ambiguous,
since the momentum upstream of the step must always exceed that of tailwater. One issue
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could be related to the different accuracy of the measurements presented in those studies.
Another issue could be related to the size of the step and the type of the flow. In fact, from
the analysis of the experiments, it turned out that the types of flow that gave negative
values of k are the minimum B-jump and B-jump for small height steps. Those flows that
impinge at the bottom if combined with small step height may produce negative pressure
profile (see for example Figure 8ii where part of the pressure is negative in a step that is
high if compared to yc). The data of [4] show several points around k = 0 a result that is
attributed to small step size, if compared to the critical depth of the flow. The data show a
very large scatter for (y1 + d)/y2 < 0.5, where k in some cases is much larger than 2. The
high values of k mean that the pressure at the face of the step is greater than hydrostatic
(Figure 8v). A closer look at the experiments showed that all the data that gave k > 2
correspond to wave-jump. Hence, the recirculation roller under the jump where the flow
expands in depth increases the pressure abruptly on the step face, resulting in large values
of k and ejection of the water jet upwards. Moreover, the discrepancy of the data may be
attributed to the different size of the channel width and flow parameters used in different
experiments as shown in Table 4.

Apparently, the flow downstream of the step is three-dimensional (3D) based on the
ratio of the channel width to the tailwater depth b/y2 < 5. Note that the flow is not affected
by the side walls in a wide channel with b/y2 > 5 [27]. It is evident that in a wider channel
the flow is rather two-dimensional with no secondary flow, if compared to a narrower one
where the tailwater depth is around the same size of channel width, with strong secondary
flow and three-dimensional flow characteristics. Moreover, discrepancies may occur from
the size of the step height used, if compared to a characteristic length, such as the critical
depth yc. If d/yc < 1, the curvature of streamlines at the drop is small, resulting in a
minimal effect of the step in the momentum equation. The effect of the geometrical and
hydraulic parameters is also shown in Figure 18 where the present data of Figure 5 are
plotted in Figure 18 along with data from earlier investigations. There is a significant spread
of the data that is due to the geometric characteristics and flow parameters used.
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Table 4. Main geometric and hydraulic parameters of earlier and the present experiment.

Researchers b (m) d (cm) q (l/s/m) Fr1 d/yc
Flow

Dimensionality

Rajaratnam & Ortiz 1977 [12] 0.410 3.60–7.60 35.79–145.24 2.97–10.55 0.40–1.43 3D

Hager & Bretz 1986 [6] 0.500 7.60 60.00–400.00 3.93–5.71 0.36–1.06 3D

Kawagoshi & Hager 1990 [19] 0.500 5.00–7.70 5.98–179.56 1.99–13.68 0.37–5.00 3D

Pagliara 1992 [7,9] 0.500 3.72–8.45 9.80–138.00 1.85–6.90 0.45–2.78 3D

Mossa 1999 [13] 0.300
0.400

5.30–10.00
3.20–6.52

23.33–62.00
33.93–80.30

3.19–8.87
2.77–9.92

0.72–1.68
0.41–1.06 3D

Mossa et al., 2003 [4] 0.300
0.400

5.30–16.00
3.20–6.52

21.47–65.11
33.68–80.37

1.56–10.24
1.78–10.33

0.72–3.58
0.39–1.07 3D

Larson 2004 [22] 0.610 9.72–30.48 95.63–386.22 4.10–6.41 0.39–2.22 3D

Papanicolaou & Matziounis 2006 [23] 0.100 2.50–10.00 29.90–71.50 1.73–4.91 0.31–2.17 3D

Present 0.255 10.30 25.32–67.08 1.88–5.82 1.34–2.56 3D
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investigations [4,6,7,9,12,13,19,22,23].

The normalized energy loss computed from the one-dimensional energy equation
with critical depth ∆H/yc is a function of the dimensionless parameter Fr1(yc + d)/y2 as
shown in Figure 6. A quadratic equation can give an estimate of ∆H/yc when the flowrate,
step height, Froude number and tailwater depth are given. In Figure 19 we have plotted
the present data along with data from earlier experiments for comparison. Data [4] show
the same trend as the present ones and those in [22], while those by other authors have
shown higher energy loss even in the regime 2 < Fr1(yc + d)/y2 < 6 of the present data.
From Table 4 one may note that the data with higher energy loss correspond to a two-
dimensional type of flow where the open channel used was quite wide. The hydraulic jump
is an energy loss mechanism where dissipation occurs due to vigorous mixing (mixing
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energy) at Kolmogorov scale where the viscosity is dominant, converting the high kinetic
energy of the flow into heat. In wider channels the side walls do not affect the flow, thus
enhancing mixing, while in narrower ones the side wall shear suppresses turbulence and
subsequently the energy losses. This is evident in the experiments by Mossa et al. [4], where
the normalized loss in the 0.40 m wide SIA channel is higher than that in the 0.30 m wide
IAM channel for the same values of Fr1(yc + d)/y2 in the horizontal axis. Moreover, the
experiments by Larson [22] in a 0.61 m wide channel show higher energy losses than those
in measurements in narrow channels [23].
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Figure 19. Dimensionless energy loss ∆H/yc as a function of Fr1(yc + d)/y2 for all types of
jumps [4,6,7,9,12,13,19,22,23].

Measurements of the pressure at the step face and downstream of the toe have been
performed by piezometers installed along the middle of the channel cross section. The
pressure at the face of the step measured at three points was found to vary linearly with
distance from bottom. The pressure was extrapolated linearly to the top and bottom of
the step, and part of it was found to be negative near the top for the cases of supercritical
flow, minimum B-jump and B-jump, while it was positive on the face of the step for the
wave-train, wave jump and A-jump. The normalized pressure by the maximum pressure
at the bottom was zero at the face of the step at dimensionless height y/(p/ρg)max~1 from
bottom, only for minimum B-jump and B-jump.

The pressure head at the bottom downstream of the step has shown a maximum
that greater than tailwater depth, and occurred at normalized distance x/(21/2Fr1d)~0.25
from the step for the minimum B-jump and B-jump, while the pressure head was lower
everywhere else up to x/(21/2Fr1d)~2. For the types of flow wave-train, wave-jump and
A-jump the pressure was lower than hydrostatic up to about x/(21/2Fr1d)~1.50, meaning
that the water jet creates a surface flow that sucks the fluid from recirculation zone below
it. The normalized maximum pressure head (p/ρg)max/y2 at the bottom of the channel
downstream of the step was found greater than 1 for y2/(yc + d) < 1.07 for min B-jump and
B-jump, and lower than 1 for y2/(yc + d) > 1.07 for all other types of flow. Hence, one may
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observe that the water jet flows at the surface once the tailwater depth for y2 > 1.07(yc + d).
Finally, the normalized force at the face of the step computed from the pressure distribution
was found lower than the estimated one from closure of the momentum equation, a result
that is expected since in theoretical analysis friction force has been neglected, and pressure
distribution at the step is assumed to be linear.

Regarding the numerical modeling of the free surface and the location of the mini-
mum B jump as well as the A jump, the Boussinesq equations were discretized with two
finite difference schemes, the Dissipative Two-Four scheme and the MacCormack scheme.
Apparently, the RANS equations combined with a turbulence closure model or SPH can
capture the turbulent structure of a steady hydraulic jump but the computational cost
is high, since at high Reynolds numbers the computational time required for a decent
computer is very long. Detailed discussion on this may be found in [30,31], while in [31] it
is stated that RANS equations combined with a turbulence closure model can model the
mean flow variables with accuracy over 90%, including also air concentrations. Moreover,
the high fidelity Eulerian methods such as the LES or DNS or the Langragian method
SPH can capture the turbulent structure of a steady hydraulic jump but the computational
cost is high. For practical civil engineering applications shallow water modeling is much
simpler to use while the one-dimensional shallow water equations can capture the basic
characteristics of a hydraulic jump with acceptable accuracy. Computations of the flow
depth and the average cross-sectional velocity at the downstream boundary node and at the
step were done using the method of characteristics and an iterative convergence algorithm
for the flow depth between two successive iterations. Experiment and numerical results
regarding the free surface elevation were in agreement, thus validating the numerical
algorithm. In the four test cases examined the MacCormack scheme has shown smaller
error in mass conservation.

6. Conclusions

From the analysis of experimental data and the appropriate non dimensional rep-
resentation of the findings in a submerged abrupt drop in an orthogonal channel with
supercritical flow upstream where Fr < 6 and 1 < d/yc < 3, the following conclusions
are drawn:

• Five different types of subcritical flow are observed downstream of a submerged
vertical step in an orthogonal channel, minimum B-jump and B-jump where the
supercritical jet impinges at the bottom if dimensionless depth y2/(yc + d) < 1.07,
and wave-train, wave jump and A-jump when the water jet moves at the surface if
y2/(yc + d) > 1.07. These can be distinguished if the normalized depth Fr1(yc + d)/y2
is plotted against Fr1.

• For all five different types of flow, there is an equation relating the upstream and
downstream depths y1 and y2, the critical depth and Froude number (Figure 5), from
which one may compute the step height that fulfills these data.

• The energy loss in dimensionless form ∆H/yc for each type of flow can be estimated
using Figure 6, where it is plotted versus the normalized length Fr1(yc + d)/y2.

• Regarding the closure of momentum equation, for the limiting case of minimum
B-jump the pressure correction coefficient k = 1/2 is equivalent to pressure force
upstream from a linear pressure distribution extended to depth y1 + d but reduced
by gd(y1 + d/2)/2 for closure; for the limiting case of A-jump the pressure correction
coefficient k = 1 is equivalent to pressure force downstream from hydrostatic pressure
distribution to depth (y2 − d) from free the surface for closure.

• The pressure distribution measured at the face of the step was linear. If extended to
the top of the step, there was a regime of negative pressure for the minimum B-jump
and B-jump types of flow. The pressure head at the bottom downstream of the step
showed a maximum that exceeded the tailwater depth for the minimum B-jump and
B-jump types of flow, while around the toe was less than y2 for all other types of flow.
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• The present experiment can be useful to the hydraulic engineer in the design of stilling
basins with abrupt negative steps and other structures relevant to the dissipation of
kinetic energy of water.

• The numerical results showed that Boussinesq equations can simulate the basic flow
characteristics of the minimum B-jump and the A-jump with acceptable accuracy.
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Appendix A

On the Numerical Solution of Boussinesq Equations

The physical and computational grid for the solution of the governing equations is
shown in Figure A1. The jump forms inside a horizontal open channel with rectangular
cross section of width b and flow rate Q, combining the use of an upstream sluice gate
and a downstream sharp crested weir, with the distance between them to be 5.20 m. The
longitudinal distance x is measured from the origin set at vena contracta downstream of
the sluice gate. The distance between vena contracta and the weir is L = 5.00 m (region
where the computational solution is sought) and is discretized by a number of n nodes
including the boundary nodes, creating a uniform grid with interval ∆x = L/(n − 1). The
depth at vena contracta is yup and the depth upstream of the weir where the flow is almost
uniform is ydo. The index i denotes the computational grid location, and the upstream
and downstream boundaries correspond to nodes i = 1 and i = n with depths yup and
ydo respectively. The abrupt drop is located at node i = m and it is treated numerically as
a boundary.

Hydrology 2022, 9, x  30 of 35 
 

 

 
Figure A1. Physical and computational domain of the rapidly varied flow in the region of the drop. 

The Boussinesq equations can be solved numerically using two different schemes, 
the Dissipative Two-Four and the MacCormack scheme. The Dissipative Two-Four 
scheme consists of a predictor and a corrector step, again for the spatial derivatives of 
Equation (7), in the predictor step forward finite differences are used and in the corrector 
step backward finite differences. This scheme includes the spatial nodes i + 2, i + 1 and i in 
the predictor step (Equation (A1)) and the nodes i, i − 1 and i − 2 in the corrector step 
(Equation (A2)) respectively, as: G୧∗ = G୧୩ + λ6 ൫F୧ାଶ୩ − 8F୧ାଵ୩ + 7F୧୩൯ + ΔtS୧୩,  (A1)

G୧∗∗ = 12 ൫G୧୩ + G୧∗൯ + λ12 (−7F୧∗ + 8F୧ିଵ∗ − F୧ିଶ∗ ) + 12 ΔtS୧∗, (A2)

The vector G୧୩ାଵ at the next iteration level k + 1 and grid point i is given by: G୧୩ାଵ = 12 ൫G୧୩ + G୧∗∗൯, (A3)

where λ = Δt/Δx, Δt being the time step and superscripts k and k + 1 refer to two succes-
sive iterations. All variables with asterisk (*) refer to those calculated at the predictor step 
while all variables with double asterisk (**) refer to those calculated at the corrector step. 

The MacCormack scheme is a two-step algorithm scheme. For the spatial derivatives 
of Equation (7), forward finite differences are used including nodes i + 1 and i in the 
predictor step (Equation (A4)), while in the corrector step backward finite differences are 
used including the nodes i and i − 1 (Equation (A5)) as: G୧∗ = G୧୩ − λ൫F୧ାଵ୩ − F୧୩൯ + ΔtS୧୩, (A4)

and G୧∗∗ = G୧∗ − λ(F୧∗ − F୧ିଵ∗ ) + ΔtS୧∗. (A5)

The flow variables at the next iteration level k + 1 and grid point i are given by 
Equation (A3). 

Denoting i to be the spatial node and k the iteration number, the second order de-
rivative in the Boussinesq term ∂ଶu ∂xଶ⁄  is approximated by a three point central finite 
difference in both steps, predictor and corrector. Forward finite difference is used in the 
predictor step (Equation (A6)) and backward finite difference in the corrector step 
(Equation (A7)) for the first order derivative ∂u ∂x⁄   as: 

Figure A1. Physical and computational domain of the rapidly varied flow in the region of the drop.

91



Hydrology 2022, 9, 74

The Boussinesq equations can be solved numerically using two different schemes, the
Dissipative Two-Four and the MacCormack scheme. The Dissipative Two-Four scheme
consists of a predictor and a corrector step, again for the spatial derivatives of Equation (7),
in the predictor step forward finite differences are used and in the corrector step backward
finite differences. This scheme includes the spatial nodes i + 2, i + 1 and i in the predictor
step (Equation (A1)) and the nodes i, i − 1 and i − 2 in the corrector step (Equation (A2))
respectively, as:

G∗i = Gk
i +

λ

6

(
Fk

i+2 − 8Fk
i+1 + 7Fk

i

)
+ ∆tSk

i , (A1)

G∗∗i =
1
2

(
Gk

i + G∗i
)
+
λ

12
(
−7F∗i + 8F∗i−1 − F∗i−2

)
+

1
2

∆tS∗i , (A2)

The vector Gk+1
i at the next iteration level k + 1 and grid point i is given by:

Gk+1
i =

1
2

(
Gk

i + G∗∗i
)

, (A3)

where λ = ∆t/∆x, ∆t being the time step and superscripts k and k + 1 refer to two successive
iterations. All variables with asterisk (*) refer to those calculated at the predictor step while
all variables with double asterisk (**) refer to those calculated at the corrector step.

The MacCormack scheme is a two-step algorithm scheme. For the spatial derivatives
of Equation (7), forward finite differences are used including nodes i + 1 and i in the
predictor step (Equation (A4)), while in the corrector step backward finite differences are
used including the nodes i and i − 1 (Equation (A5)) as:

G∗i = Gk
i − λ

(
Fk

i+1 − Fk
i

)
+ ∆tSk

i , (A4)

and
G∗∗i = G∗i − λ

(
F∗i − F∗i−1

)
+ ∆tS∗i . (A5)

The flow variables at the next iteration level k + 1 and grid point i are given by
Equation (A3).

Denoting i to be the spatial node and k the iteration number, the second order deriva-
tive in the Boussinesq term ∂2u/∂x2 is approximated by a three point central finite difference
in both steps, predictor and corrector. Forward finite difference is used in the predictor step
(Equation (A6)) and backward finite difference in the corrector step (Equation (A7)) for the
first order derivative ∂u/∂x as:

Ei = uk
i

uk
i+1 − 2uk

i + uk
i−1

∆x2 −
(

uk
i+1 − uk

i
∆x

)2

, (A6)

E∗i = u∗i
u∗i+1 − 2u∗i + u∗i−1

∆x2 −
(

u∗i − u∗i−1
∆x

)2

. (A7)

The mixed partial derivative ∂2u/∂x∂t has been ignored since it is zero at steady state.
The appropriate initial and boundary conditions must be set in order to have a well

posed problem [27]. At time t = 0 two characteristic curves enter at the computational
domain, so the flow depth and the streamwise velocity must be specified at each grid
point. An auxiliary condition has to be specified for each characteristic curve entering
the boundaries of the computational domain, which includes the steady, gradually varied
supercritical flow, in the entire length of the channel. From the steady gradually varied
flow equation:

dy
dx

=
So − Sf

1− Fr2 (A8)

the flow depth and velocity are computed at each grid point numerically using the Kutta-
Merson method with known initial depth upstream, so the calculations can proceed down-
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stream at each grid point. The initial depth yup is that at the exit of the sluice gate, while
Fr = u/

√
gy is the Froude number of the flow.

The flow conditions at each boundary are fixed. At node i = 1 (Figure A1) the flow
is supercritical with depth yup while at node i = n the flow is subcritical with depth ydo.
During the iteration process the flow depths at nodes i = 1, i = n, are constant and known
from the experimental measurements taken downstream of the sluice gate and upstream of
the weir, respectively. The velocity at i = 1, uup, is also constant and known, uup = Q/byup,
while at i = n it has to be computed.

The velocity at the downstream boundary node i = n will be estimated with the
method of specified intervals and the positive characteristic equation discretized by finite
differences. In Figure A1 points A and B correspond to the nodes n − 1 and n respectively,
at time level k, while the positive characteristic passing through the point P with the
unknown velocity at the downstream boundary at the time level k + 1 is indicated. The
point R is the intersection of the positive characteristic passing through the point P with the
grid line of the time level k. With the method of specified intervals the velocity, the celerity
and the flow depth at point R respectively, are calculated [32] from Equations (A9)–(A11) as

uR =
uB + λ(cBuA − cAuB)

1 + λ(uB − uA + cB − cA)
, (A9)

cR =
cB + λuR(cB − cA)

1 + λ(cB − cA)
, (A10)

yR = c2
R/g, (A11)

where c =
√

gy is the celerity of the propagating wave inside a rectangular open channel of

small amplitude in shallow water and uA = uk
n−1, uB = uk

n, cA =
√

gyk
n−1 and cB =

√
gyk

n.
The energy line slope at point R is estimated as:

SfR = n2
f u2

R/R4/3
R , (A12)

where RR = byR/(b + 2yR). Then the velocity at point P i.e., the variable uk+1
n at iteration k

+ 1, can be computed from the following relationship:

uP = uk+1
n = uR + 2cR − 2

√
gyk+1

n − g∆t
(
SfR − So

)
, (A13)

The unknown flow variables at the step were computed using the method of specified
intervals. In the case of the minimum B jump the flow is supercritical at the step. The
depth and the velocity at node, i = m will be calculated using the positive and the negative
characteristic curves. In Figure A2a, points A and B correspond to nodes m − 1 and m
respectively, at time level k, while the positive and negative characteristics passing through
point P with the unknown flow depth and velocity at node m at the time level k + 1 are
indicated. The point R is the intersection of the positive characteristic through point P with
the grid line of time level k. The method of specified intervals computes the velocity, the
celerity, the flow depth and the energy line slope at point R with Equations (A9)–(A12).
The point S is the intersection of the negative characteristic passing through point P with
the grid line of time level k. The velocity, the celerity, the flow depth and the energy
line slope at point S through the negative characteristic curve are computed [32] from
Equations (A14)–(A17) as

uS =
uB − λ(cBuA − cAuB)

1 + λ(uB − uA − cB + cA)
, (A14)

cS =
cB − λuS(cB − cA)

1− λ(cB − cA)
, (A15)
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yS = c2
S/g, (A16)

SfS = n2
f u2

S/R4/3
S , (A17)

In Equations (A9), (A10), (A14) and (A15), it is uA = uk
m−1, uB = uk

m, cA =
√

gyk
m−1,

cB =
√

gyk
m and RS = byS/(b + 2yS). Then, the flow depth and the velocity at point P i.e., the

variables yk+1
m , uk+1

m , at iteration k + 1 can be computed from the following equations:

yP = yk+1
m =

{
0.25

[
uR − uS + 2(cR + cS)− g∆t

(
SfR − SfS

)]}2/g, (A18)

uP = uk+1
m = 0.5

[
uR + uS + 2(cR − cS)− g∆t

(
SfR + SfS

)]
, (A19)
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Figure A2. Characteristic curves at the drop: (a) Supercritical flow; (b) Subcritical flow.

In the case of the A-jump the flow is subcritical at the step. The difference in compari-
son with the minimum B-jump is the direction of the negative characteristic curve shown
in Figure A2b. In Figure A2b, points A, B and C correspond to nodes m − 1, m and m + 1
respectively at time level k, while the positive and the negative characteristics passing
through point P with unknown flow depth and velocity at node m at the time level k + 1
are indicated. The point R is the intersection of the positive characteristic passing through
point P with the grid line of time level k. The velocity, the celerity the flow depth as well as
the energy line slope at point R are calculated from Equations (A9)–(A12) with uA = uk

m−1,
uB = uk

m. Point S is the intersection of the negative characteristic passing through point P
with the grid line of time level k. The velocity, the celerity, the flow depth as well as the
energy line slope at point S through the negative characteristic curve are computed [32]
from Equations (A20)–(A23) as

uS =
uB + λ(cBuC − cCuB)

1 + λ(uC − uB − cB + cC)
, (A20)

cS =
cB + λuS(cB − cC)

1 + λ(cB − cC)
, (A21)

yS = c2
S/g, (A22)

SfS = n2
f u2

S/R4/3
S , (A23)
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where uB = uk
m, uC = uk

m+1, cB =
√

gyk
m, cC =

√
gyk

m+1 and RS = byS/(b + 2yS). Then the

flow depth and velocity at point P i.e., the variables yk+1
m , uk+1

m at iteration k + 1 can be
computed from Equations (A18) and (A19), respectively.

The time step ∆t, was variable in each iteration satisfying the Courant-Friedrichs-Lewy
condition for all spatial nodes for stability reasons, calculated from the following relationship:

∆t =
cn∆x

max
(∣∣uk

i

∣∣+
√

gyk
i

) , (A24)

where cn is the Courant number which must be less than or equal to 0.65 [28] and ∆x is the
constant spatial step as shown in Figure A1.

High oscillations occur in the region of the jump; therefore, in order to filter them out,
artificial viscosity had to be added to the numerical schemes. According to Chaudhry [27]
we implement the following. First the parameter ξi at computational node i and at iteration
k + 1 is calculated as:

ξk+1
i =

∣∣∣yk+1
i+1 − 2yk+1

i + yk+1
i−1

∣∣∣
∣∣∣yk+1

i+1

∣∣∣+ 2
∣∣∣yk+1

i

∣∣∣+
∣∣∣yk+1

i−1

∣∣∣
, for the interior nodes (A25)

ξk+1
i =

∣∣∣yk+1
i+1 − yk+1

i

∣∣∣
∣∣∣yk+1

i+1

∣∣∣+
∣∣∣yk+1

i

∣∣∣
, for the upstream end node (A26)

ξk+1
i =

∣∣∣yk+1
i − yk+1

i−1

∣∣∣
∣∣∣yk+1

i

∣∣∣+
∣∣∣yk+1

i−1

∣∣∣
, for the downstream end node (A27)

Then at the center of the segment between node i and node i + 1 it is:

ξk+1
i+(1/2) = kart

∆x
∆t

max
(
ξk+1

i , ξk+1
i+1

)
, (A28)

Similarly between node i − 1 and node i

ξk+1
i−(1/2) = kart

∆x
∆t

max
(
ξk+1

i−1 , ξk+1
i

)
, (A29)

where kart is the coefficient adjusting the amount of dissipation. Finally the flow depth and
the velocity are modified to the new ones according to the following equation:

fnew
k+1
i = fold

k+1
i + ξk+1

i+(1/2)

(
fold

k+1
i+1 − fold

k+1
i

)
− ξk+1

i−(1/2)

(
fold

k+1
i − fold

k+1
i−1

)
, (A30)

where f is either the flow depth or the velocity.
The developed algorithm for each numerical scheme consists of the following steps:

1. Compute the flow depth and velocity at all computational spatial nodes at initial time
(t = 0) according to the initial condition of the problem. At first iteration:

2. Set up the depths yup and ydo at the upstream and downstream boundary nodes
respectively, known from the experimental measurements.

3. Compute the vector G∗i in the predictor step, the vector G∗∗i in the corrector step and
the vector Gi for all internal computational spatial nodes except for the node where
the drop is placed.

4. Compute the vector Gi at the location of the drop and the velocity at the downstream
boundary node with the specified intervals method.

5. Compute ξi and ξi±(1/2) and modify the flow depth and velocity according to
Equation (A30).
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6. Repeat steps 2–5, with the computed depth and velocity of the present iteration to be
the starting values for the next iteration. The algorithm iterates until the change of
the depth between two successive iterations in all computational spatial nodes is less
than a fixed convergence value. Then the minimum B-jump or the A-jump form as
part of the steady state solution.
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Abstract: Determination of skin friction factor has been a controversial topic, particularly in gravel-
bed rivers where total flow resistance is influenced by the existence of small-scale skin roughness
and large-scale topographic forms. The accuracy of existing models predicting skin friction factors
in conditions where small-scale skin roughness and large-scale topographic forms exist is very
low. The objective of this study is to develop a modified model that improves the accuracy of the
determination of skin friction factors in gravel-bed rivers. To this end, 100 velocity profile data
obtained from eight gravel-bed rivers were utilized to develop an analytical method that considers
the momentum thickness of the boundary layer and its deviation in large-scale topographic bedforms
in a 1D force-balance model. The results show that the accuracy of the skin friction factors is enhanced
when (1) the model is in the form of an exponential function of energy slope, and (2) the deviation of
momentum thickness is considered in the model. The proposed model results in high accuracy of the
predicted skin friction factors for energy slopes between 0.001 and 0.1, which exist in most gravel-bed
rivers with different morphologies. Additionally, this study model was used to modify the classic
Einstein–Strickler equation. The modified equation resulted in improved accuracy of the predicted
skin friction factors in non-uniform flow conditions even when velocity profiles and energy slope
were not available.

Keywords: gravel bed rivers; skin friction; flow resistance; bed forms; energy slope; boundary
layer characteristics

1. Introduction

Friction factor and its sources have always been a major research topic [1–4]. During
the past decades, the decomposition of friction factor has been a prevalent approach in
sedimentology. Usually, the total friction factor is assumed to be the sum of the skin friction
factor and bedform friction factor [5,6]. Briefly, large-scale impediments, such as bedforms
or submerged vegetation patches, are responsible for the formation of large-scale flow
structures. These large-scale flow structures transfer large amounts of momentum in the
upper and the middle region of flow [7,8]. On the other hand, skin friction is the key factor
in the momentum transfer procedures in the near-bed region of rivers. To be brief, not
only does the skin friction factor play a key role in the flow resistance, but also it is the
main index of shear stress which governs sedimentation and erosion processes. While the
determination of skin friction factor has been focused on in the field and experimental
studies, the results can also be used in numerical modeling of sedimentation. Such models
can be used to predict the changes in bed geometry under different flow scenarios [9].

In the main, velocity profile has been widely used to predict bed friction factor in
natural waterways. However, in the presence of a highly rough bed, using of velocity
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profile may lead to some unexpected results. This condition arises from the multi-layer
structure of the boundary layer above the coarse sediments. Indeed, the lower layer of flow
(or roughness layer), which is in contact with the coarse sediments, may have different
characteristics in closely similar bed materials of river beds with different geometries of
bedforms [10]. For small values of h/D, where h is the water depth, and D is a geometry
parameter representative of the bed roughness (generally a grain diameter), the streamwise
velocity profile is not self-similar inside the roughness layer [11,12]. This characteristic
can only be detected by highly sensitive and expensive velocimeter tools, such as acoustic
Doppler velocity profiler (ADVP). On the other hand, in a wide range of engineering works,
the accuracy and sensitivity of velocimetry are limited by common tools, such as rotary
current meters with poor spatial resolution, particularly in the near-bed zone. Consequently,
there is a fundamental need for the development of new approaches that be applicable in
the absence of sensitive and expensive velocimeter tools.

2. Materials and Methods

Amongst the well-known friction and flow resistance indices, the Darcy–Weisbach
friction factor is one of the most applied ones in hydraulic calculations. The total friction
factor (f ) can be written as the following [13,14]:

f = 8
(

u∗
um

)2
(1)

where um is the average streamwise velocity in a particular section of flow, and u∗ is the
shear velocity which can be calculated via different methods. Application of the boundary-
layer parameters based on the ASCE Task Force recommendation has led to a series of new
approaches, such as the boundary-layer characteristics method (BLCM) [15]. Considering
the BLCM, the shear velocity can be calculated as:

u∗ =
(δ∗ − θ)umax

cδ∗
(2)

where C is a constant with a value of 4.4 [16], δ∗ is the boundary layer displacement
thickness, θ is the momentum thickness of the boundary layer, and, umax is the maximum
velocity of a particular velocity profile. δ∗ and θ can be calculated as [16]:

δ∗ =
∫ h

0

(
1− u

umax

)
dy (3)

θ =
∫ h

0

u
umax

(
1− u

umax

)
dy (4)

Gravel bed rivers have recently been investigated in a distinct topic in which the
friction factor can be divided into two parts [13,17–20]:

f = f ′ + f ′′ (5)

where f ′ is the skin friction factor (emerged from grains) and f ′′ is the form friction factor
(emerged from large-scale topographic forms of the river bed). For plane beds, bed shear
stress is the representative stress of the skin friction factor. Figure 1 shows a typical velocity
distribution in which bed shear stress can be defined via momentum thickness of the
boundary layer:

τbed =
1
b

dD
dx

=
d

dx

(
ρU2θ

)
(6)

100



Hydrology 2022, 9, 58

where D is the drag force emerged by the bed surface and b is the width of the channel.
On the other hand, for a wide channel, the shear stress can be calculated based on the
Darcy–Weisbach equation:

τbed = γhs f = γh

(
1
8

f ′
U2

hg

)
= γ f ′

U2

8g
(7)

where γ is the specific gravity of water, h is the flow depth, g is the gravity acceleration,
and u is the weighted average velocity. However, in the above-mentioned equations, the
roughness of the bed surface is not considered directly. For a relatively plane bed and
uniform flow, Einstein suggested a modified form of Stickler’s Equation to relate the bed
roughness (nb) to the median grain size (d50) [21].

nb =
d50

1/6

24
(8)
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By considering Einstein’s Equation, the Darcy–Weisbach friction factor can be calcu-
lated as:

f ′ =
g

72

(
d50

d

)1/3
(9)

where d is the flow depth in a wide channel. In the same approach to relative roughness,
Keulegan (1938) [22] developed a relatively simple but practical equation:

f ′ =
[

2.03log
(

12.2h
ks

)]−2
(10)

In this equation, h is the depth of flow and ks is Nikuradse equivalent roughness size.
Determination of ks is a controversial issue and there is a wide range of estimations from
1.23d35 to 3d90 or 6.6d50 [23–25]. In another approach, the Shields parameter can be applied
in the Keulegan Equation via a series of calculations. Critical shields parameter (τ*cr) can
be defined as:

τ∗cr =
τ

γ(SG− 1))d50
=

hS f

(SG− 1)d50
(11)

where γ is the specific gravity of water, and SG is the ratio of sediments’ specific gravity
to water specific gravity. This equation is valid for both uniform and non-uniform flow if
S f presents the true gradient of the energy loss. On the other hand, τ*cr can be written in
association with S f as the following [14,26]:

τ∗cr = 0.15S0.25
f (12)
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Assuming ks = d50 in Equation (5), and by comparing Equations (6) and (7), f ′ can be
calculated via logarithm rules. The final equation can be written as [14]:

f ′ =
[
0.9742− 1.5225log

(
S f

)]−2
(13)

While Einstein’s Equation (Equations (12) and (13)) is based on field and empirical
studies on uniform flow and relatively plane bed, derivation of f ′ in Equation (13) is
not restricted to those conditions. This fundamental difference will lead to considerably
different results when the two approaches are applied to a unique case.

3. Motivation and Objective

Generally, skin friction factors calculated via classic approaches (e.g., [21]) are devel-
oped based on uniform flow conditions where plane bed morphology is assumed and
where no emergent or submerged vegetation and obstacles exist. Accordingly, existing
models for predicting the skin friction factors for riverbeds where large-scale topographic
forms and vegetation exist yield inaccurate results. Determination of friction factor in non-
uniform flow is a relatively complicated task that is very far from the classic approaches
and needs advanced algorithms and methodologies [4,15,19].

The objective of this study is to develop a modified model that improves the accuracy
of the determination of skin friction factors in gravel-bed rivers. Accordingly, prevalent
equations have been modified to increase their accuracy in the presence of large bedforms
and non-uniform flow.

4. Methodology and Technical Approach

Since many classic equations of roughness and friction factor were developed based
on the uniform flow condition, considering the fundamental assumptions in the application
of the uniform flow is essential. According to (1/7)th power velocity profile law of Prandtl,
the velocity distribution of a uniform flow can be described as [27,28]:

u
U

=
(y

δ

)1/7
(14)

where δ is the boundary layer which is defined as the region adjacent to a surface over which
the velocity changes from zero to the free-stream velocity (0.99 U) [29]. The momentum
thickness is also calculable as:

θ =
7

72
δ =

7
72

y
(

U
u

)7
(15)

By considering the definition of δ, the momentum thickness can be defined as a linear
function of flow depth:

θ =
7
72

y
(

U
0.99U

)7
∼= 0.1043y (16)

where y is the vertical elevation in which u = 0.99 U and is typically equal to the total depth
of flow. Inserting Equation (16) into Equation (6) results in a differential form of bed shear
stress for uniform flow:

τUni f orm =
d

dx

(
0.1043ρU2y

)
(17)

Assuming a condition in which skin friction factor is calculated via a classic approach
(such as Einstein–Strickler, which relies on uniform flow) and also via a boundary layer
characteristic approach such as in Equation (13), the ratio of skin friction factors can be
written as:

f ′bed
f ′Uni f orm

=
τbed

τUni f orm
(18)
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where f ′bed is the calculated value of skin friction factor via momentum thickness and
f ′Uni f orm is the skin friction factor calculated via Einstein’s Equation. By inserting Equa-
tions (6) and (17) into Equation (18), the ratio of skin friction factors can be obtained as:

f ′bed
f ′Uni f orm

=
d

dx
(
ρU2θ

)

d
dx (0.1043ρU2y)

∼= 9.587
y0.99

θ (19)

Subsequently, the skin friction in a non-uniform flow can be estimated as:

f ′ =
9.587

y
θ f ′Uni f orm (20)

Nonetheless, there is a fundamental assumption in this equation: all the momentum
thickness of the boundary layer is produced by skin friction. However, despite uniform and
even quasi-uniform flow, it is a controversial assumption for non-uniform flow. Figure 2
shows a conceptual scheme of momentum thickness above a large-scale topographic form.
Owing to Equation (5), the momentum transition is affected by skin friction and form
friction in a complex process. Consequently, a portion of the momentum thickness, which
is not restricted to one as the upper limit, must be considered in Equation (20). This
phenomenon can be included in Equation (20) in the form of:

f ′ =
9.587

y
(ϕθ) f ′Uni f orm (21)

and
ϕθ

d
= 0.1043

f ′

f ′Uni f orm
(22)

where ϕ is an indicator representing the portion of momentum thickness which is shaped
by the skin friction and d is the flow depth in relatively shallow rivers. Equation (22)
and the value of ϕθ

d are investigated via data gathered in 100 velocimetry stations of eight
gravel-bed rivers, including four reaches in Iran and four in Italy (Table 1). Total and skin
friction factors were respectively calculated via BLCM (Equations (1)–(4)) and the Keulegan
approach (With a wide range of Ks values). The equivalent skin friction of uniform flow
was also calculated via the Einstein–Strickler Equation (Equations (8) and (9)) by applying
the value of d50.
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Table 1. The rivers and profiles used to derive Equation (24).

River Location No. of
Profiles

Avg. Depth
(cm)

Avg. Umean
(cm/s)

Avg. d50
(mm) Avg. Fr Avg. f Average f ’

(Keulegan) Avg. Sf

Melodari Italy 14 13.6 64.9 20 0.554 1.204 0.101 0.038
Cerasia Italy 15 19.5 56 47 0.416 0.78 0.072 0.016
Valanidi Italy 8 15.8 61.4 35 0.502 1.089 0.086 0.026
Gallico Italy 13 24.5 72.2 52 0.470 1.182 0.088 0.028

Zayanderud Iran 5 73 77 10 0.291 0.092 0.044 0.001
Kaj Iran 8 27 63.9 10 0.396 0.153 0.042 0.004

Gamasyab Iran 24 30 84.2 19 0.287 0.107 0.043 0.003
Marbor Iran 13 22 92.6 17 0.433 0.116 0.050 0.006

Consequently, considering ϕθ
d as a nonlinear multivariable function of a series of

non-dimensional parameters, this parameter can be defined as:

ϕθ

d
= m ∗ Frc1 ∗

(
d50

d

)c2
∗ Sc3

f ∗ Rec4
grain (23)

Subsequently, the modified momentum thickness (θskin) which is formed by the skin
friction would be:

θskin = ϕθ =

(
m ∗ Frc1 ∗

(
d50

d

)c2
∗ Sc3

f ∗ Rec4
grain

)
∗ d (24)

Using the conjugate gradient approach to minimize the root-mean-square deviation
(RMSD) for the 100 velocity profile, “m”, “c1”, “c2”, “c3”, and “c4” were respectively
calculated for different Ks values. The results are presented in Table 2. RMSD should
always be a non-negative value including 0, which represents the perfect fit, and generally,
the lower value of RMSD is considered the better result.

Table 2. Calculated parameters to determine modified momentum thickness emerged by skin friction
for different equivalent roughness in the Keulegan Equation.

θskin = ϕθ =

(
m ∗ Frc1 ∗

(
d50

d

)c2
∗ Sc3

f ∗ Rec4
grain

)
∗ d

ks m c1 c2 c3 c4
Pearson

Correlation
Coefficient

Equivalent Equation
for Skin Friction Factor

D50 0.013 0 −0.8 0 0 0.89 0.017 ∗
(

d50
d

)−0.47

1.5 D50 0.014 0 −0.85 0 0 0.93 0.018 ∗
(

d50
d

)−0.52

2 D50 0.015 0 −0.9 0 0 0.94 0.019 ∗
(

d50
d

)−0.57

Lamb–Shields Method
(Equation (13)) 0.225 0 −0.33 0.33 0 0.80 0.3 ∗ S0.33

f

While none of the classic variants of the Keulegan Equation contain flow parameters,
the Lamb–Shields-based form of the Keulegan Equation (Equation (13)) was considered
as the basis for comparison (Figure 3). Normalized root-mean-square deviation (NRMSD)
was calculated for this comparison as the following:

NRMSD =
1

θskin (Keulegan− Shields)

√
∑N

1 (θskin (Keulegan− Shields)− θskin)
2

N
(25)

In order to describe the application of the developed equation in a practical situation,
a field case study was established to evaluate the skin friction factor where bed topography
was captured with high resolution.
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Figure 3. Comparison between values of modified momentum thickness of skin friction and their
correlation with the Keulegan–Shields approach.

5. Field Study and Data Collection

The Marbor River is located in the central Zagros Mountains in the Dena region of
the Isfahan province in Iran. A relatively straight reach of a local branch was selected for
this study. The bed materials consist of gravel size grains with sparse round cobbles and
negligible sand-size grains in the banks. The reach width varies from 3 to 4.5 m and the
length of the study area was 15.2 m. Grain size distribution and the flow velocity were
captured in five sections through 13 stations. The grain size distribution was calculated
by using the Wolman method in all stations [30]. Figure 4 shows the general grain size
distribution of the reach. Water surface elevation and topographic map of the bed were
produced via accurate surveying. The topography of the bed, river plan, and the location
of the sections are shown in Figure 5. The topography and velocimetry results represent a
completely non-uniform flow condition in the selected reach. Figure 6 shows the profiles of
the riverbed and water surface and also velocity distributions in the centroid of the reach.
Bed slope has been calculated via accurate surveying and the 2D gravity projections on
global coordinates have been included in the water fluxes [31,32]. All in all, data from
13 stations were used for the evaluation of skin friction factor by different methods. The
displacement and momentum thicknesses of the boundary layer were calculated for each
station through the 2D velocity profile (Table 3).
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Table 3. Measured and calculated flow parameters in the Marbor River.

Station IA IC IIA IIB IIC IIIA IIIB IIIC IVA IVB IVC VA VB

d50
(mm) 20 22 21 17 23 17 13 16 20 16 19 19 16

d (cm) 21 23 21 21 17 23 21 17 29 23 11 33 25
Umean
(m/s) 1.26 1.22 0.94 1.11 0.58 1.16 1.08 0.94 0.94 0.76 0.46 0.88 0.71

u*
(m/s) 0.16 0.17 0.14 0.162 0.092 0.098 0.086 0.074 0.095 0.094 0.036 0.14 0.075

Fr 0.88 0.81 0.65 0.77 0.45 0.77 0.75 0.73 0.56 0.51 0.44 0.49 0.45
δ∗ (m) 0.034 0.043 0.049 0.048 0.038 0.024 0.024 0.014 0.049 0.033 0.008 0.082 0.043
θ (m) 0.019 0.023 0.025 0.027 0.018 0.016 0.017 0.01 0.028 0.022 0.006 0.043 0.028
f (-) 0.123 0.153 0.175 0.168 0.199 0.056 0.050 0.049 0.082 0.123 0.048 0.195 0.090
f′ (-) 0.066 0.067 0.061 0.067 0.050 0.047 0.045 0.044 0.040 0.040 0.034 0.052 0.040
f′′ (-) 0.057 0.086 0.114 0.101 0.148 0.009 0.005 0.005 0.042 0.083 0.014 0.143 0.049

f′Uniform
(-) 0.062 0.062 0.063 0.059 0.070 0.057 0.054 0.062 0.056 0.056 0.076 0.053 0.055

Subsequently, the skin friction factor values were evaluated using the following
four methods:

a: Applying the friction factor of the equivalent uniform flow and the measured
momentum thickness (Equation (20)): In this approach, the momentum thickness must
be calculated via velocity profile. The results are comparable to the exact values of the
flow characteristics method with equivalent Lamb–Shields parameter (Figure 7a). While
there is a general correlation between these values, the deviation is also clear because of the
ϕ parameter.
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Figure 7. Skin friction factor calculated using Equation (20) (a), Equation (21) (b), modified Einstein–
Strickler Equation (c), and classic Einstein–Strickler Equation (d), in the Marbor River. The vertical
axis shows the skin friction factor calculated with the flow characteristic method. The ranges of
deviations are shown with dashed blue lines.

b: Applying the friction factor of the equivalent uniform flow and the modified
momentum thickness (Equation (21)): Using the ϕ parameter in this approach leads to
an independent equation that only relies on the energy slope, and the results are very
close to the exact values. This approach is independent of velocity profile which makes
it a suitable method in engineering works (Figure 7b). The applied equation is shown in
Table 2 ( f ′ = 0.3 ∗ S0.33

f ). The calculated values of ϕ (using Equation (24)) and the measured
values of this parameter are also shown in Table 4. Investigation of the values of ϕ at the
37 stations of the two gravel-bed rivers (Marbor and Gamasyab) shows that for the majority
of the velocimetry stations, ϕ < 1. For the centerline of the explored reach of the Marbor
River, higher values of ϕ (ϕ ≥ 1) are observed in the local contractions (Sec. I and Sec III),
while the bed profile seems to have a much lower impact on the values of ϕ (Figure 8). The
higher values of ϕ in the contractions might be related to the morphological drag of walls.
Essentially, wall drag is the main source of scattering of results, particularly in natural
channels [33]. However, Lamb et al. (2008) [26] mentioned that the effect of wall drag
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increases in the high bed slops (S > 0.02). In this study, this phenomenon was observed for
two sections, although more data sets are required to evaluate the value of ϕ for various
ranges of contractions. Figure 9 shows the surface waves near the wall of a contraction
zone, which clearly shows the development of a horizontal boundary layer.

Table 4. Comparison between measured and calculated ϕ.

Section I II III IV V

Station Left Right Left Cent. Right Left Cent. Right Left Cent. Right Left Cent.

Calculated ϕ 1.21 1.14 0.85 0.95 0.72 1.23 1.07 1.30 0.85 0.90 0.81 0.82 0.68

Measured ϕ 1.18 1.11 0.83 0.93 0.71 1.22 1.07 1.30 0.78 0.77 0.87 0.81 0.69
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Figure 9. Surface waves and the contraction streamlines, which are visible near the wall of a
contraction zone (Marbor River).

c: Applying modified friction factor of the equivalent uniform flow: Modified Einstein—
Strickler Equation was used (by considering Ks = D50. See Table 2). This method is also
independent of the velocity profile. The results contain a higher level of errors in comparison
with the two previous methods, although it is less scattered in comparison with the classic
Einstein–Strickler Equation (Figure 7c).

d: Applying friction factor of the equivalent uniform flow: The classic Einstein–
Strickler Equation according to Equation (9) (Figure 7d).
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6. Discussion

The findings of this study indicate that the skin friction factor can be calculated via
Equation (21) with high accuracy in comparison with other classic methods. Many studies
have shown that the average velocity is not the only relevant velocity scale in determining bed
friction, and the effect of flow characteristics needs to be considered [34–38]. Correspondingly, the
presented approach does not rely on average velocity as a single variable. Actually, it contains the
effects of momentum thickness and its deviations in topographic forms. This method calculates
the skin friction factor as an exponential function of energy slope, which means the skin friction
factor rises when the energy slope increases. Lamb et al. (2008) [26] explained this phenomenon
as a result of backwater effects and an associated pressure differential, which increased the mobil-
ity of particles on steeper slopes. This method also eliminated the need for velocity profiles which
play a significant role in many fluvial parameters. However, the concept of the ϕ parameter is
not restricted to the measurements where energy slope is available. Applying this concept in
the classic Einstein–Strickler method leads to a modified version of the method, evaluating skin
friction factor without considering energy slope and velocity profiles.

In order to compare the accuracy of the methods which are developed based on the
ϕ parameter, the relative error ((f ’BLCM − f ’)/f ’BLCM) was calculated for 100 velocimetry
points (Figure 10). This was done for a wide range of energy slopes (0.001–0.1). The results
showed that Equation (21) contains less than 5% of error in comparison to the boundary
layer flow characteristics method for energy slopes between 0.0014 and 0.056, considering
the normal range of friction factor in gravel-bed rivers (Figure 10a). For the high energy
slope (Sf > 0.06), the error increases linearly. The results also showed that for the conditions
where the energy slope is not available, the modified Einstein’s Equation (based on the ϕ
parameter’s concept) can reduce the error up to 50% on average (Figure 10b). In addition
to the Marbor river, for other rivers with different energy slopes, the accuracy of results
obtained from Equation (21) can be compared with the results obtained from the Einstein
equation (Figure 11). According to the Figure, the Einstein equation is not appropriately
accurate in low and high energy slopes. One reason can be attributed to the assumptions
taken into account by Einstein. The normal or semi-normal flow regime is not prevalent
in rivers with very steep energy slopes because of the tendency of flow to accelerate in
such conditions. On the other hand, very low energy slopes are prevalent in the presence
of flow blockage or decelerating flow. Despite the Einstein equation, Equation (21) takes
energy slope into account. Consequently, the accuracy of the estimated skin friction factor
increased on extreme slopes. However, it must be considered that the findings of this
research are limited by the number of rivers where flow data are available. As presented in
Figure 11a, the accuracy of results decreased sparsely in higher energy slopes. However,
the accuracy of the results is still acceptable in comparison with classic methods. Despite
the energy slope, relative errors do not comply with a predictable pattern for average
velocity and relative roughness (Figure 12). The relative error remains below 6% in most
cases. However, large relative errors have been observed in the presence of higher relative
roughness. Consequently, it is recommended that future research studies focus on the
accuracy of the proposed approach in rivers with higher relative roughness.
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7. Conclusions

The skin drag in open-channel flow is determinable through the modified momentum
thickness of the boundary layer. In order to derive a general equation, a 1D force-balance
model was applied based on the momentum thickness of the boundary layer. The values
of the initial model were compared to standard uniform flow models of skin friction. The
deviation of the predicted values (known as ϕ) was formulated through dimensionless
parameters and an optimization procedure that used data sets of eight gravel-bed rivers
with 100 velocimetry stations. Applying the ϕ parameter in the Einstein–Strickler Equation,
the skin friction factor reveals an exponential function of the energy slope. The comparison
with previous studies (e.g., [26]) shows a similar relation for the total friction factor and
bed slope. This method was also considered for a field case study and the results showed a
high correlation between the new method and the Keulegan method. The high correlation
rate is also expectable for an energy slope range between 0.001 and 0.1, which involves the
majority of gravel-bed rivers. The application of ϕ parameters can lead to engineer-friendly
equations which are applicable in engineering works where velocity profile is not available.
The results showed that for the conditions where the energy slope is not available, the
modified Einstein’s Equation (based on the ϕ parameter’s concept) can reduce the error up
to 50% on average.
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Abstract: Global projections of climate change indicate negative impacts on hydrological systems,
with significant changes in precipitation and temperature in many parts of the world. As a result,
floods and droughts are expected. This article discusses the potential effects of climate change and
variability on the maximum precipitation, temperature, and hydrological regime in Devil’s Creek,
Tacna, Peru. The outputs of precipitation and daily temperature of fifteen regional climate models
were used for the RCP4.5 and RCP8.5 emission scenarios. The methodology used includes the
bias correction and downscaling of meteorological variables using the quintiles mapping technique,
hydrological modeling, the evaluation of two emission scenarios, and its effect on the maximum
flows of the stream. The results of the multi-model ensemble show that the maximum annual
precipitation will probably increase by more than 30% for the RCP4.5 and RCP8.5 scenarios for
the 2021–2050 period relative to the 1981–2005 period. Likewise, as expected, the maximum flows
could increase by 220% and 154% for the RCP4.5 scenarios for the 2021–2050 and 2051–2080 terms,
respectively, and 234% and 484% for the RCP8.5 scenarios and for the 2021–2050 and 2051–2080 terms,
respectively, concerning the recorded historical value, increasing the probability of flood events and
damage in populations located downstream.

Keywords: maximum precipitation; maximum flow; climate change; hydrological modeling

1. Introduction

Changes in temperature and precipitation patterns, due to the increase in greenhouse
gas concentrations, affect hydrological processes. Consequently, negative impacts are
expected on water resources for agriculture, urban uses, mining, industry, aquatic life
in rivers and lakes, and hydroelectric power production. Similarly, spatial changes in
the intensity and frequency of precipitation can affect the magnitude and frequency of
flows, increasing the intensity of floods and droughts, with important impacts on economic
activities at the local and regional levels [1,2].

On the other hand, on a global scale, studies show that the temperature increases by more
than 3.5 ◦C, under the RCP8.5 emission scenario. By the end of the 21st century, precipitation
is projected to reduce by more than 20% for medium and low latitudes [3]. Similarly, an
increase in evaporation and a decrease in soil moisture content and groundwater recharge
are expected. Consequently, drought conditions and increased evapotranspiration rates are
projected for summer in subtropical regions, as well as medium and low latitudes [3].

In Peru, a national evaluation of climate scenarios carried out by the Peruvian National
Meteorological and Hydrological Service (SENAMHI), estimated a progressive increase
in the maximum and minimum temperature, by 2.8 ◦C on average by the end of the
21st century. Similarly, a reduction in precipitation of 40% is projected for winter, and an
average increase of 20% during summer and spring [4].
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An increase in temperature with a decrease in precipitation will produce a drastic
decrease in water availability in rivers and other natural sources, as well as a substan-
tial increase in evapotranspiration rates, meaning greater water consumption, affecting
agricultural and municipal uses, and the production of electrical and industrial energy.
Additionally, a slow but sustained reduction in glaciers in Peru is expected, which plays
an important role in the supply of water to the water systems of communities in the
Andean regions.

On the other hand, many regions of the north, center, and south of Peru are frequently
seriously affected by floods and huaycos (debris flow and mudslides) as a result of high-
intensity precipitation which occurs in the basins, influenced by the El Niño phenomenon. It
is estimated that 26 El Niño events have occurred during the 20th century. The most severe
events occurred in 1924–1925, 1982–1983, 1997–1998 [5], and most recently in 2016–2017.
These events have generated great damages and economic losses in the social, productive,
and infrastructure sectors. The total sectoral damages caused by the El Niño phenomena
1982–1983 and 1997–1998 were around USD 3200 million and USD 3500 million, respectively,
including direct and indirect damages [6]. In the latest 2016–2017 event, total damages
were estimated to be around USD 4 billion [7].

Similarly, at the JORGE BASADRE rain gauge, located in the city of Tacna, precipitation
of 5.1 mm was recorded in 24 h in 2017, constituting one of the highest values ever recorded
for November. The intensities were variable and covered a large part of the coastal zone of
the Tacna region [8].

On the other hand, extreme precipitation events are commonly represented using
IDF precipitation curves. Extreme weather events are becoming more severe and frequent,
which leads to uncertainties as to how prepared the infrastructure is to face these changes.
Infrastructure designs are based on the IDF precipitation curves with the assumption of
stationarity, which means that the statistical properties of future events will be similar to
those of the past [9,10]. However, climate change is expected to alter climate extremes,
a concept called non-stationarity [11].

The main objective of this research is to evaluate the potential impacts of climate
change and variability on precipitation and maximum flows in the Devil’s Creek, located in
the Tacna region, Peru. The Tacna region is located in the northern region of the Atacama
Desert. The Atacama Desert is one of the largest hyper-arid deserts in the world [12].

For this purpose, the outputs of the meteorological variables of fifteen regional climate
models of the Coupled Model Intercomparison Project Phase 5 [13] were used as inputs for
the hydrological model. A bias correction was applied for temperature and precipitation
using the quantile mapping method [14–17], which enables bias correction of the regional
climate model simulations in comparison with the data observed in rain gauges. The
changes in precipitation and maximum flow were evaluated for the period 2021–2050 and
the RCP4.5 (intermediate) and RCP8.5 (high) emission scenarios.

The results, in combination with the evaluation of the maximum precipitation and
temperature, the analysis of frequencies, and hydrological modeling, will help to answer the
research questions such as: What would be the changes of the maximum precipitation and
temperature in the sub-basin of the Devil’s Creek under historical conditions and climate
change scenarios? What changes would the frequency of maximum flows experience in
the study area under scenarios of variability and climate change? What are the differences
between historical conditions and climate change?

2. Materials and Methods
2.1. Precipitation Data and Historical Temperature

Historical data of daily precipitation and temperature of five (5) rain gauges near
the study basin (Figure 1) were collected and analyzed for the period 1966–2020. The
completion and extension of information were carried out with the Climatol software,
which uses an approach based on the method used by Paulhus and Kohler [16] to complete
the missing daily precipitation data. This consists of spatial interpolation of the normal
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precipitation rate of neighboring rain gauges. This proportion method is extended in the
Climatol package with options to use differences and full standardization to normalize the
data [18]. However, because the JORGE BASADRE rain gauge only had daily precipitation
data since 1993 (Table 1), and because a minimum period of 30 years is necessary, for
analysis of the frequency of maximum precipitation, it was considered appropriate to
evaluate information from the product named PISCO (Peruvian Interpolated data of the
SENAMHI Climatological and hydrological Observations. Precipitation v2.0) [19], available
from SENAMHI (National Service of Meteorology and Hydrology of Peru). To use these
data, they had to be corrected using the quantile mapping technique and validated for the
Devil’s Creek area using local rain gauges (JORGE BASADRE, Calana, Calientes, Sama
Grande, and Palca) as reference rainfall or observed values. These data have made it
possible to complete the daily precipitation dataset for the JORGE BASADRE rain gauge,
from 1981–1992.

Figure 1. Location of the Devil’s Creek with the meteorological rain gauges selected for the down-
scaling and cells of the general circulation models (GCMs).

Table 1. Availability of precipitation data.

Rain Gauge No. Values Start Date Final Date % Gaps Duration (Years)

Calana 19,704 1 January 1966 31 December 2020 2 55

JORGE BASADRE 9952 1 January 1993 31 December 2020 3 28

Calientes 19,298 1 January 1966 31 December 2020 4 55

Sama Grande 19,789 1 January 1966 31December 2020 1 55

Palca 15,866 1 July 1966 31 December 2020 20 55

2.2. General Circulation Models and Scenarios

When considering climate change, one of the challenges water resource managers
often face is deciding which general circulation models (GCMs) should be used to assess the
impacts of climate change on water resource systems. This is a puzzling question because
all GCMs demonstrate uncertainty in the prediction of historical climate variables [20,21].
However, some criteria, such as spatial resolution, the degree of atmospheric–ocean cou-
pling, and the availability of multiple realizations, can be taken into account when selecting
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a set of GCMs to reduce uncertainties in the predictions of maximum precipitation and
floods based on any individual GCM [2,22,23]. Considering the high degree of uncer-
tainty that climate models present in the projection of precipitation, fifteen regional climate
models have been deemed convenient to be evaluated in this research.

Currently, there are regionally scaled models (25 km× 25 km) whose outputs still need
bias correction and spatial downscaling to improve their performance in a particular region.
This research uses 15 general circulation models of the CMIP5 project (the NASA NEX-
GDDP dataset–Coupled Model Intercomparison Project Phase 5): ACCESS1-0, bcc-csm1-
1, CanESM2, CCSM4, CESM1-BGC, CNRM-CM5, CSIRO-Mk3-6-0, GFDL -CM3, GFDL-
ESM2G, GFDL-ESM2M, IPSL-CM5A-LR, MIROC-ESM, MIROC-ESM-CHEM, MIROC5,
MPI-ESM-LR, MPI-ESM-MR [24].

On the other hand, climate data from the downscaled emission scenarios RCP4.5
(intermediate emission) and RCP8.5 (high emissions) are used. These scenarios have
been selected based on their emission trajectories; medium and high, respectively, for the
period 2021–2080.

2.3. Bias Correction and Downscaling

Downscaling can be defined as a technique that increases the resolution of GCMs to
obtain the climate at a local scale. There are two fundamental methods for downscaling
large-scale data from GCM results: statistical and dynamic downscaling. Their concepts
have been discussed in various articles [25–28]. This research uses a statistical downscaling
of the outputs of the previously described regional models. Quantile mapping is applied to
perform bias correction in regional climate model simulations compared to observed data.
This method is designed to fit the distribution of the modeled data, so that they match
observed climate data [29,30]; in this case, precipitation and temperature. The following
expression was applied and resolved in Rstudio to find the corrected future value:

y f
corr,i = F−1

y

(
Fx

(
x f

i

))
(1)

where y f
corr,i is the future value corrected at time i, and Fx (x), Fy (y) represent the empirical

cumulative distribution functions of the model (x) and observations (y). To perform bias
correction and the downscaling, this study uses a historical period and a base period
simulated by climate models, both from January 1981 to December 2005. With this, the
correction for the future period 2021–2080 is applied.

2.4. Climate Model Ensembles

The evaluation of the capacity of a climate model to simulate trends in extreme events
is complex due to internal climate variability, whose simulated phases are unique for the
realization of each model [31]. On the other hand, we know that, currently, the models have
improved a lot in projecting the future climate. However, a high degree of uncertainty still
persists, showing great variability between models in mainly projecting precipitation. In this
sense, the multi-model ensembles highlight the uncertainty in climate predictions that result
from structural differences in global climate models, as well as the uncertainty due to variations
in the initial conditions or parameterizations of the model [32]. Similarly, several investigations
have shown that a weighted ensemble method, based on the simulation performance of the
models, may have better projection abilities than the equal-weighted ensembles [33–36].

In this study, the ensemble of downscaled climate scenarios of the 14 global circulation
models (GCMs) applied to the Devil’s Creek is given by the weighted average whose
weights are determined according to the performance of each model concerning the histori-
cal period 1981–2005. The determination of the weights of each GCM is determined by the
genetic algorithm [37], whose objective function is to minimize:

Fobj = min
2005

∑
j=1981

(
Phist,j −

14

∑
i=1

(
wi ∗ PGCM,j

)
)2

(2)
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where Phist is the historical maximum annual precipitation for the Devil’s Creek, for the
year j, PGCM is the maximum annual precipitation of the GCM of the Devil’s Creek, and w
is the weight of each GCM. The objective is to minimize the error between the observed
value and the simulated value, optimizing the weights that each model would have based
on its performance with the history.

The proposed objective function is interpreted as the ensemble of the 14 GCMs in the
Devil’s Creek for the period 1981–2005 to be identical to the maximum annual precipitation
generated in the creek.

The genetic algorithm begins with an initial population subjected to the selection process
of the objective function evaluation to later apply the genetic crossing and mutation operators.
These are responsible for diversifying the individuals of the initial population [37,38]. A
simple ensemble with equal weighting is used for the minimum and maximum temperatures.

2.5. Hydrological Modeling
2.5.1. Frequency Analysis of Total Daily Precipitation for the Northern Area of the City
of Tacna

In the Caplina river basin, there are five rain gauges: two main climate rain gauges
(La Yarada and Calana), two ordinary rain gauges (Calientes and Palca), and a main
agricultural climate rain gauge (JORGE BASADRE) [39]. Due to its proximity to the city
of Tacna, the total daily precipitation recorded at the JORGE BASADRE rain gauge was
considered representative of the northern area of the city of Tacna. This rain gauge has
a continuous record of 28 years (1993 to 2020) (Figure 2). The frequency analysis was
performed from the partial duration series, which was adjusted to the Gumbel distribution.

Figure 2. Total daily precipitation—JORGE BASADRE rain gauge.

Figure 3 shows that the precipitation event recorded on 21 February 2020 has a return
period of 255.8 years.
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Figure 3. Frequency analysis of the partial series of total daily precipitation at JORGE BASADRE rain
gauge (from 1993 to 2020).

2.5.2. Estimated Precipitation Events for the Devil’s Creek

Figure 4 shows the comparison of the total daily rainfall discharged from the PISCO
product for the coordinates of the JORGE BASADRE rain gauge and the total daily rainfall
from the JORGE BASADRE rain gauge, during the period 1 January 1993 to 21 April 2014.

Figure 4. Comparison double-mass between the precipitation data of the PISCO product in JORGE
BASADRE rain gauge and the rainfall of the JORGE BASADRE rain gauge, during 7780 days
(1 January 1993–21 April 2014).
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The efficiency criterion used to evaluate the similarity of the daily rainfall at the
JORGE BASADRE rain gauge and the PISCO daily precipitation was the Nash–Sutcliffe
model. The efficiency criterion of Nash and Sutcliffe efficiency (E) is defined by the
following equation [40].

E = 1− ∑N
1 (Oi − Pi)

2

∑N
1
(
Oi −O

)2 (3)

where Oi is the daily rainfall recorded, Pi is the PISCO daily precipitation, O is the
mean daily rainfall recorded, and N is the number of observations. The ranges of E
lay between 0.75 and 1.0 (Very good), 0.65 and 0.75 (Good), 0.5 and 0.65 (Satisfactory),
and ≤0.5 (Unsatisfactory).

The Nash–Sutcliffe efficiency index of the PISCO product was 0.83, which shows a
very good correspondence between the series indicated above [41]. Likewise, it was found
that the difference between the total daily precipitation depth discharged from the PISCO
product for the coordinates of the JORGE BASADRE rain gauge with respect to the total
daily rainfall (depth) from the JORGE BASADRE rain gauge was −31%. Similarly, it was
found that the difference between the total daily precipitation depth discharged from the
PISCO product for the coordinates of the middle and upper parts of the Devil’s Creek with
respect to the total daily precipitation depth discharged from the PISCO product for the
JORGE BASADRE rain gauge was −6%. Figure 5 shows a comparison of the total daily
rainfall discharged from the PISCO product for the coordinates of the middle and upper
parts of the Devil’s Creek and the total daily rainfall from the JORGE BASADRE rain gauge
discharged from the PISCO product, during the period 01 January 1993 to 21 April 2014.

Figure 5. Comparation double-mass between the precipitation data of the PISCO product in the
JORGE BASADRE rain gauge versus the precipitation data of the PISCO product in Devil’s Creek
over 7780 days (1 January 1993–21 April 2014).

On the other hand, the FIAG UNJBG automatic rain gauge has continuously recorded
precipitation every 30 min from 7 December 2019 to the present (7 May 2021). Given that
the FIAG UNJBG automatic rain gauge is located near the JORGE BASADRE rain gauge, it
was assumed that the precipitation which falls every 30 min in the middle and upper parts
of the Devil’s Creek differed by −38% with respect to FIAG UNJBG automatic rain gauge.
The calculations are as follows:
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• JORGE BASAGRE rain gauge = 1.31 × PISCO precipitation in JORGE BASADRE;
• PISCO precipitation for the coordinates of the middle and upper parts of the Devil’s

Creek × 1.06 = PISCO precipitation in JORGE BASADRE;
• The FIAG UNJBG automatic rain gauge is located near the JORGE BASADRE rain

gauge; therefore, we assumed that the rainfall data of the FIAG UNJBG automatic rain
gauge were the same that the rainfall data of the JORGE BASADRE rain gauge;

• Then, PISCO precipitation for the coordinates of the middle and upper parts of the
Devil’s Creek × 1.38 = Rainfall data of the FIAG UNJBG automatic rain gauge. The
value 1.38 is a result of 1.31 × 1.06.

Considering this, the estimated precipitation for the middle and upper parts of the
Devil’s Creek for the period 7 December 2019 to 7 May 2021 is shown in Figure 6. In that
period, three main events have been identified.
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In order to corroborate the lower amount of precipitation in the Devil’s Creek con-
cerning the FIAG UNJBG automatic rain gauge, a space–time analysis of the information
recorded at the JORGE BASADRE rain gauge was carried out with other daily satellite
products, such as IMERG and CHIRPS. To do this, two virtual rain gauges were defined to
be compared with the JORGE BASADRE rain gauge. Table 2 shows the location of each of
the aforementioned rain gauges.
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Table 2. Virtual rain gauges and JORGE BASADRE rain gauge.

No Rain Gauge Length Latitude Elevation (masl) Source Record

1 Jorge Basadre G. −70.2515◦ −18.0268◦ 552 UNJBG 1993–2014,
2017–2021

2 EV01 −70.25◦ −17.95◦ 941 - -
5 EV02 −70.15◦ −17.85◦ 1560 - -

Additionally, Figure 7 shows the location of the aforementioned rain gauges. The two
virtual rain gauges are located in the lower and upper parts of the basin. It should be noted
that the quadrants correspond to the available satellite information.

Figure 7. Location of virtual rain gauges and the JORGE BASADRE rain gauge.

For the spatial analysis of precipitation, three satellite products were used, as shown
in Table 3. Similarly, for the IMERG product, the early and final versions were used. The
information for each product was the total daily precipitation.

In the case of the IMERG product, the information was available from 2000 to date,
and in the case of CHIRPS, the information was complete for the entire analysis period.

Figure 8 shows the series of total daily precipitation data from the JORGE BASADRE
rain gauge and the series of each satellite product downloaded for the same coordinate
from the JORGE BASADRE rain gauge. It can be seen that the data downloaded for the total
daily precipitation of the IMERG Early product slightly overestimated the precipitation,
and the IMERG Final product underestimated the precipitation information at the JORGE
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BASADRE rain gauge. In contrast, the data downloaded for the total daily precipitation
of the CHIRPS product were greater than the data for the total daily precipitation of the
JORGE BASADRE rain gauge.

Table 3. Satellite and data base products analyzed.

Product Version Abbreviation Source Resolution Frequency Term

Peruvian Interpolated data
of SENAMHI’s

Climatological and
Hydrological Observations

V. 2.1 PISCO SENAMHI 0.1◦ × 0.1◦ Daily 1981–2016

Integrated Multi-satellite
Retrievals for GPM Early V06B IMERG-F NASA 0.1◦ × 0.1◦ Daily and 30 min 2000–2021

Integrated Multi-satellite
Retrievals for GPM Final V06B IMERG-E NASA 0.1◦ × 0.1◦ Daily and 30 min 2000–2021

Climate Hazards group
Infrared Precipitation with

Rain gauges
V. 2.0 CHIRPS UCSB (x) 0.05◦ × 0.05◦ Daily 1981–2021

(x) University of California Santa Bárbara.
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Although the information from the satellite products used does not have a good corre-
lation with the data observed from the JORGE BASADRE rain gauge, a spatial correlation
between them can be determined to establish indicators of spatial variation. The spatial
correlation was carried out between the three established rain gauges: JORGE BASADRE
rain gauge, Virtual Rain Gauge 01 (lower part of the Creek), and Virtual Rain Gauge 2
(upper part of the creek).

Figure 9 shows the results of the correlations made concerning the JORGE BASADRE
rain gauge and the virtual rain gauges EV01 and EV02. With the IMERG Early product,
the results obtained were that the precipitation in the EV01 area was 40% lower than the
precipitation in the JORGE BASADRE rain gauge, whereas the EV02 rain gauge area had
41% less precipitation than the JORGE BASADRE rain gauge area. Similarly, with the
IMERG Final product, the results obtained were that the precipitation in the EV01 area was
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33% lower than the precipitation in the JORGE BASADRE rain gauge, whereas the EV02
rain gauge area had 71% less precipitation than the zone of JORGE BASADRE rain gauge.

Concerning the CHIRPS product, the precipitation in the EV01 and EV02 zones was
lower by 27% and 45%, respectively, in comparison to the JORGE BASADRE rain gauge. In
summary, the previous results corroborate that the amount of precipitation in the Devil’s
Creek was less than the amount of precipitation in the city of Tacna, during the period of
common observation between them.

Table 4 shows a summary table of the linear regression coefficients obtained in the
comparison of the data series. It is observed that the area of the EV01 virtual rain gauge,
on average, would have 31% less precipitation than the JORGE BASADRE rain gauge,
whereas the area of the EV02 virtual rain gauge would have 51.7% less precipitation than
the JORGE BASADRE rain gauge.

Table 4. Summary of the regression coefficients and percentage between the JORGE BASADRE rain
gauge and the virtual rain gauge (EV01 and EV02).

Virtual
Rain Gauge

PISCO JB
Rain Gauge

IMERG Early
JB Rain Gauge

IMERG Final
JB Rain Gauge

CHIRPS JB
Rain Gauge Mean

EV01 and EV02 Have Less
Precipitation than JORGE

BASADRE Rain Gauge
(%)

EV01 0.76 0.60 0.67 0.73 0.69 100% − 69% = 31.0%
EV02 0.51 0.59 0.29 0.54 0.483 100% − 48.3% = 51.7%
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2.5.3. Types of Soils and Infiltration Capacity in the Devil’s Creek

Characterization of the soil type was carried out through field samplings conducted on
22 July 2020. Figure 10 shows the places where three soil samplings and the corresponding
infiltration tests were carried out. The information on the infiltration tests is presented
in Table 5.

Table 5. Location of sampling points, texture, infiltration equation, and hydraulic conductivity
at saturation (Ks).

Sampling UTM Coordinates Texture Infiltration Equation
F (mm), t (min)

Ks
(mm/min)

1 368477E, 8019016N Clayey silt F = 4.0 t0.81 0.872

2 368477E, 8019035N Sandy silt with gravel
and clay F = 3.67 t0.87 1311

3 368328E, 8018959N Sandy silt
with gravels F = 7.2 t0.72 0.749
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Figure 10. Location of soil sampling points.

2.5.4. Hydrological Model of the Devil’s Creek

Hydrological modeling of the maximum flow produced in the Devil’s Creek was
carried out using the RS MINERVE program.

The RS MINERVE program is open access and widely used in Peru and national
institutions such as the National Water Authority (ANA, by its abbreviation in Spanish)
and the Potable Water and Sewerage Service of Lima (SENAMHI, by its abbreviation
in Spanish) [42].

The RS MINERVE program is a flow simulation program which allows the modeling
of complex hydraulic and hydrological networks following a semi-distributed approach.
The program is capable of representing not only the main hydrological processes such as
snow and glacier melting, surface and sub-surface runoff, but also regulatory infrastructure
such as retention dams, spillways, water intakes, turbines, and pumps, among others.

RS MINERVE integrates different hydrological precipitation-runoff models such as
GSM, SOCONT, SAC-SMA, GR4J, and HBV. Likewise, it allows the inclusion of hydraulic
structures through different models (reservoirs, turbines, spillways, etc.) [43].

The model used for the hydrological modeling of the Devil’s Creek was the SOCONT
(Soil CONTribution model). The SOCONT and GR4J models are more sensitive in extreme
event modeling than the HBV and SAC models [44]. As shown in Figure 11, the SOCONT
model procedure consists of the Snow-SD model simulating the evolution of the glacial
layer (melting and accumulation) as a function of temperature (T) and precipitation (P),
and calculating the equivalent precipitation (Peq). In the case of Devil’s Creek, and because
it is not a glacial stream, the equivalent precipitation constituted the precipitation. This
equivalent precipitation was used as input to the GR3 model that takes into account
the potential evapotranspiration (ETP) and generates the net intensity of rainfall for the
SWMM model.
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Figure 11. Composition of the SOCONT model.

The flow components of the SOCONT model are explained below:

- P: precipitation (L/T);
- T: Temperature (◦C);
- Pw: Liquid precipitation (L/T);
- Psn: Solid precipitation (L/T);
- Peq: Equivalent precipitation (L/T) equal Pw (L/T), because there is no glacial area in

the basin;
- iInf: Infiltration intensity (L/T)

iInf = Peq (1 − (HGR3/HGR3Max)2), If HGR3 ≤ HGR3Max, where HGR3 (L) is the actual
capacity of infiltration reservoir (L), and HGR3Max (L) is the maximum capacity of the
infiltration reservoir.
iInf = 0, if HGR3 > HGR3Max;

- ETR: Real evapotranspiration (L/T)

ETR = ETP
√

HGR3/HGR3Max, If HGR3 ≤ HGR3Max
ETR = ETP, If HGR3 > HGR3Max;

- iNet: Net intensity (L/T), iNet = Peq − iInf;
- QGR3: Base discharge (L3/T)

QGR3 = KGR3·HGR3·A, If HGR3 ≤ HGR3Max, where KGR3 is the release coefficient of the
infiltration reservoir (1/T) and A is the surface (L2).
QGR3 = KGR3·HGR3Max·A, if HGR3 > HGR3Max;

- Ir: Runoff intensity (L/T), Ir = Kr
√

J0H5/3
r ·1/L, where Kr is the Strickler coefficient

(L1/3/T), J0 is the average slope of the plane, Hr is the runoff water level downstream
of the surface (L), and L is the length of the plane (L);

- Qr: Surface runoff (L3/T), Qr = Ir·A;
- Qtot: Total runoff (L3/T), Qtot = QGR3 + Qr.
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According to Table 6, the total number of parameters necessary for hydrological
modeling is 16, of which 7 parameters are typical of the SOCONT model and also take into
account 4 initial conditions.

Table 6. SOCONT model parameters and plugins [45].

Object Name Units Description Regular Range

SOCONT

A m2 Surface >0
S mm/◦C/d Reference degree-day snowmelt coefficient 0.5 to 20

SInt mm/◦C/d Degree-day snowmelt coefficient 0 to 4
Smin mm/◦C/d Minimal degree-day snowmelt coefficient ≥0
SPh d Phase shift of the sinusoidal function 1 to 365

ThetaCri - Critical relative water content of the snow pack 0.1
bp d/mm Melt coefficient due to liquid precipitation 0.0125

Tcp1 ◦C Minimum critical temperature for liquid precipitation 0
Tcp2 ◦C Maximum critical temperature for solid precipitation 4
Tcf ◦C Critical snowmelt temperature 0

HGR3Max m Maximum height of infiltration reservoir 0 to 2
KGR3 1/s Release coefficient of infiltration reservoir 0.00025 to 0.1

L m Length of the plane >0
J0 - Runoff slope >0
Kr m1/3/s Strickler coefficient 0.1 to 90

CFR - Refreezing coefficient 0 to 1

SWEIni m Initial snow water equivalent height -
HGR3Ini m Initial level in infiltration reservoir -

HrIni m Initial runoff water level downstream of the surface -
ThetaIni - Initial relative water content in the snow pack -

3. Results
3.1. Projected Maximum Annual Precipitation
3.1.1. Period 2021–2050

• RCP4.5 scenario

The maximum annual precipitation projected for the period 2021–2050 under the
RCP4.5 emission scenario in the Devil’s Creek is presented in Figure 12. The results show
a variation range from 0.79 mm to 283 mm with an average of 5.64 mm and a standard
deviation of 12.65 mm. The maximum value was projected by the model MPI_ESM_LR
(the coupled Max Planck Institute Earth System Model). Likewise, the models bcc_csm1_1,
CanESM2, CCSM4, GFDL_ESM2G, GFDL_ESM2M, MPI_ESM_LR projected maximum
annual precipitation in a range of 27 mm to 283 mm. The bcc_csm1_1 and GFDL_ESM2M
models predicted around 46 mm by 2034.

On the other hand, given the uncertainty in the projections, an arithmetic average of
all models has been estimated, as well as an ensemble (dashed blue line) which has been
calculated, assigning a greater weight to the model that has better performance concerning
the maximum annual rainfall observed (see Equation (2)). The Access1-0 model was
discarded from the analysis of maximum annual precipitation because it projected high
values greater than 500 mm. The results of the assembly of the models indicate variation in
the annual maximum daily precipitation from 2.77 mm to 24.70 mm, with an average of
5.70 mm for the period 2021–2050. The range of uncertainty in the predictions is shown
in Figure 13, in which the linear extensions represent the highest and lowest values; the
upper, central, and lower limits of the box represent the percentiles of 75%, 50%, and 25%,
respectively; and the solid circles represent the outliers, which correspond to the maximum
values predicted by each model.
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Figure 12. Annual maximum daily precipitation projected by 14 climate models under the RCP4.5
scenario for the Devil’s Creek. The dashed blue line corresponds to the ensemble. Period: 2021–2050.

Figure 13. Boxplot for future projections of the annual maximum daily precipitation of 14 GCMs
under the RCP4.5 scenario in the Devil’s Creek, period 2021–2050. The linear extensions represent the
highest and lowest values; the upper, middle and lower limits of the box represent the percentiles of
75%, 50%, and 25%, respectively; and the solid circles represent the outliers.

• RCP8.5 Scenario

The annual maximum daily precipitation projected for the 2021–2050 term under the
RCP8.5 emission scenario in the Devil’s Creek is shown in Figure 14. A varied range of
1.70 mm to 75.7 mm is evidenced with an average of 5.24 mm and a standard deviation of
3.29 mm for all models, indicating a low dispersion concerning the mean. The maximum
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value was projected by the GFDL_ESM2M (Fluid Dynamics Laboratory (GFDL) GFDL-
ESM2M model).

Figure 14. Annual maximum daily precipitation projected by 14 climate models under the RCP8.5
scenario for the Devil’s Creek. The dashed blue line corresponds to the ensemble. Period: 2021–2050.

Likewise, the CanESM2, CNRM_CM5, GFDL_ESM2M, MIROC_ESM_CHEM, MIROC5
models projected the highest annual maximum precipitation values in a range of 25.5 mm
to 75.7 mm, indicating that, in this period of analysis, heavy precipitation could occur in
the Devil’s Creek.

On the other hand, the results of the model ensemble indicate a variation in the
maximum annual precipitation from 3.14 mm to 25.96 mm, with an average of 5.80 mm for
the 2021–2050 term under the RCP8.5 scenario.

The range of uncertainty in the predictions is shown in Figure 15. Similarly, the linear
extensions represent the highest and lowest values; the upper, central, and lower limits of
the box represent the percentiles of 75%, 50%, and 25%, respectively; and the solid circles
represent the outliers, which correspond to the maximum values predicted by each model.

3.1.2. Period 2051–2080

• RCP4.5 Scenario

The maximum annual precipitation projected for the period 2051–2080 under the
RCP4.5 emission scenario in the Devil’s Creek is shown in Figure 16. The results indicate
a variation range from 0.86 mm to 95.46 mm with an average of 5.55 mm and a standard
deviation of 5.20 mm for all models, indicating a low dispersion concerning the mean. The
maximum value was projected by the CCSM4 model (The Community Climate System
Model Version 4). Likewise, of the 14 models evaluated, 7 of them CCSM4, CNRM_CM5,
GFDL_ESM2M, IPSL_CM5A_LR, MIROC_ESM_CHEM, MIROC5, MPI_ESM_LR projected
the highest annual maximum precipitation values in a range of 21 mm to 96 mm, indicating
that heavy precipitation could occur in the Devil’s Creek during the analysis period under
this emission scenario.
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Figure 15. Boxplot for future projections of the annual maximum daily precipitation of 14 GCMs
under the RCP8.5 scenario in the Devil’s Creek, period 2021–2050. The linear extensions represent the
highest and lowest values; the upper, middle and lower limits of the box represent the percentiles of
75%, 50%, and 25%, respectively; and the solid circles represent the outliers.

Figure 16. Annual maximum daily precipitation projected by 14 climate models under the RCP4.5
scenario for Devil’s Creek. The dashed blue line corresponds to the ensemble. Period: 2051–2080.

On the other hand, the results of the model ensemble indicate a variation in the
maximum annual precipitation from 2.77 mm to 17.86 mm, with an average of 5.60 mm for
the 2051–2080 term under the RCP4.5 scenario. The range of uncertainty in the predictions
is presented in Figure 17.
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Figure 17. Boxplot for future projections of the annual maximum daily precipitation of 14 GCMs
under the RCP4.5 scenario in the Devil’s Creek, period 2051–2080. The linear extensions represent the
highest and lowest values; the upper, middle and lower limits of the box represent the percentiles of
75%, 50%, and 25%, respectively; and the solid circles represent the outliers.

• RCP8.5 Scenario

The maximum annual precipitation projected for the period 2051–2080 under the
RCP8.5 emission scenario in the Devil’s Creek is shown in Figure 18. The results indicate
a variation range from 0.62 mm to 224.65 mm with an average of 6.0 mm and a standard
deviation of 10.50 mm for all models, indicating a high dispersion concerning the mean.
The maximum value is projected by the bcc_csm1_1 (the Beijing Climate Center Climate
System Model). Likewise, of the 14 models evaluated, 6 of them bcc_csm1_1, CanESM2,
CNRM_CM5, GFDL_ESM2G, IPSL_CM5A_LR, MIROC5 projected the highest annual
maximum precipitation values in a range from 19.28 mm to 224.65 mm, indicating that
heavy rainfall could occur in the stream of the river. Diablo during the analysis period
under this broadcast scenario.

On the other hand, the results of the model ensemble indicate a variation in the
maximum annual precipitation from 2.92 mm to 49.74 mm, with an average of 7.21 mm for
the 2051–2080 term under the RCP8.5 scenario. The range of uncertainty in the predictions
is presented in Figure 19. Similarly, the linear extensions represent the highest and lowest
values; the upper, middle, and lower limits of the box represent the percentiles of 75%, 50%,
and 25%, respectively.

On the other hand, a relative change has been calculated in relation to the historical
average for the period 1981–2005, simulated by the corrected and scaled GCM for the
Devil’s Creek. Under the RCP4.5 scenario, the annual maximum daily precipitation could
increase by 32.44%, on average; with a range from −35.80% to +470.77%. Under the
RCP8.5 scenario, the maximum annual precipitation will probably increase by 34.64%, on
average, during the 2021–2050 term. Values range from −27.24% to 502.37%. Positive
and negative values indicate a probable increase and decrease in the annual maximum
daily precipitation, respectively. For the 2021–2050 period, under the RCP4.5 scenario, the
maximum annual precipitation could increase by 29.79%, on average; the range is from
−35.66% to +314.45%. On the other hand, under the RCP8.5 scenario, the maximum annual
precipitation could increase by 67.23%, on average. For this scenario, the values range from
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−32.24% to 1053.97%. The maximum percentage value corresponds to a positive anomaly
of 45.43 mm concerning the historical average simulated by the GCM.

Figure 18. Annual maximum daily precipitation projected by 14 climate models under the RCP8.5
scenario for the Devil’s Creek. The dashed blue line corresponds to the ensemble. Period: 2051–2080.

Figure 19. Boxplot for future projections of the annual maximum daily precipitation of 14 GCMs
under the RCP8.5 scenario in the Devil’s Creek, 2051–2080 term. The linear extensions represent the
highest and lowest values; the upper, middle, and lower limits of the box represent the percentiles of
75%, 50%, and 25%, respectively; and the solid circles represent the outliers.
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3.2. Projected Temperature
3.2.1. Annual Average Temperature

The temperature under climate change is another important variable that needs to be
evaluated and projected to determine the potential impact on the hydrological response of
the basin under study. Figures 20 and 21 present the minimum average annual temperature
simulated by regional climate models, after bias correction and scaling for the study area,
under RCP4.5 and RCP8.5 scenarios, for the 1981–2100 term. The black line corresponds
to the averaged time series of all models evaluated. Similarly, as evidenced by other
researchers, climate models agree in projecting a positive trend in temperature. However,
from 2050 onwards, greater variability and a decrease in the trend are observed under
the RCP4.5 scenario. On the other hand, as expected, the RCP8.5 high-emissions scenario
projected the highest values. In both scenarios, the MIRO-ESM-CHEM model projects
the highest minimum temperature values. Figures 22 and 23 show the average annual
maximum temperature projected by the regional climate models for the study area, under
the RCP4.5 and RCP8.5 scenarios, 1981–2100 term. Similarly, the black line corresponds
to the averaged time series of all the evaluated models and for both scenarios, the MIRO-
ESM-CHEM model projects the highest values of maximum temperature.

Figure 20. Minimum annual average temperature simulated by climate models, corrected and scaled
for the Devil’s Creek, 1981–2100 term, RCP4.5 emission scenario. The black line represents the
averaged ensemble of 15 GCMs.

Figure 21. Minimum annual average temperature simulated by climate models, corrected and scaled
for the Devil’s Creek, 1981–2100 term, RCP8.5 emission scenario. The black line represents the
averaged ensemble of the 15 GCMs.
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Figure 22. Maximum annual average temperature simulated by climate models, corrected and scaled
for the Devil’s Creek, 1981–2100 term, RCP4.5 emission scenario. The black line represents the
averaged ensemble of 15 GCMs.

Figure 23. Maximum annual average temperature simulated by regional climate models, corrected
and scaled for the Devil’s Creek, 1981–2100 term, RCP8.5 emission scenario. The black line represents
the averaged ensemble of 15 GCMs.

3.2.2. Average Monthly Temperature

Figure 24 presents the minimum monthly average temperature under the RCP4.5 and
RCP8.5 scenarios for the Devil’s Creek, 2021–2050 and 2051–2080 periods for the average
multi-model ensemble of 15 regional climate models. Likewise, the historical period of
1981–2005 simulated by the GCM is observed. Monthly increases of 2.13 ◦C and 3.45 ◦C
on average are projected for the minimum temperature under the RCP4.5 scenario, and
of 2.62 ◦C and 4.90 ◦C under the RCP8.5 scenario, for the 2021–2050 and 2051–2080 terms,
respectively. All of them corresponded with the 1981–2005 term. Likewise, the months of
May, June, July, and August, as well as the period from January to March, project the largest
increases in the minimum temperature for both scenarios. Figure 25 presents the maximum
monthly average temperatures for the RCP4.5 and RCP8.5 scenarios. The results indicate
an increase in the monthly average maximum temperature of 1.79 and 2.85 ◦C under the
RCP4.5 scenario for the 2021–2050 and 2051–2080 terms, both relative to the 1985–2005 term.
On the other hand, under the RCP8.5 scenario, the average increase is 2.12 ◦C and 4.06 ◦C
for the periods previously described. For both scenarios, June, July, and August show the
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largest increases, meaning that there will probably be greater warming during winter in the
coming decades. Likewise, the minimum temperatures tend to increase slightly in relation
to the maximum temperatures.

Figure 24. Average monthly temperature (minimum) under RCP4.5 and RCP8.5 scenarios for the Devil’s
Creek, 2021–2050 and 2051–2080 periods. The multi-model ensemble average of 15 GCMs.

Figure 25. Average monthly temperature (maximum) under RCP4.5 and RCP8.5 scenarios for the Devil’s
Creek, 2021–2050 and 2051–2080 periods. The multi-model ensemble average of 15 GCMs.

3.2.3. Monthly Changes

In this study, we have provided average temperature changes for two periods: 2020–2050
and 2051–2080, relative to the period 1981–2005. Figure 26 shows the monthly average
temperature changes (minimum) under RCP4.5 and RCP8.5 scenarios for the Devil’s Creek,
for the multi-model average ensemble of 15 GCMs corrected and downscaled. For both
scenarios and the two study periods, changes are positives; consequently, minimum tempera-
ture would increase in the next decades under climate change. Under the RCP4.5 scenario,
the largest positive changes are projected in July and August: 2.7 ◦C on average for the
period 2021–2050. Additionally, this is a change of 4.4 ◦C, on average, for winter (JJA) during
the period 2051–2080. The lowest minimum temperature changes are projected for spring
(SON) with 1.8 ◦C and 2.9 ◦C for both periods, respectively. On the other hand, under the
RCP8.5 scenario, the highest values of increase in the minimum temperature are projected for
winter (JJA), more than 3.2 ◦C and 6. 3 ◦C for both periods.

Figure 27 shows the monthly average temperature change (maximum) under the
RCP4.5 and RCP8.5 scenarios. Under the RCP4.5 scenario, it is evident that the greatest
positive change in the maximum temperature would occur in winter (JJA), more than 3.0 ◦C
and 4.9 ◦C for both periods. Similarly, for the RCP8.5 high-emissions scenario, in winter,
the highest increases are projected, ranging from 3.5 to 6.9 ◦C, on average, for the periods
2021–2050 and 2051–2080, respectively.
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Figure 26. Average monthly temperature change (minimum) under RCP4.5 and RCP8.5 scenarios for
the Devil’s Creek, 2021–2050 and 2051–2080 periods. The multi-model ensemble average of 15 GCMs.

Figure 27. Average monthly temperature change (maximum) under RCP4.5 and RCP8.5 scenarios for
the Devil’s Creek, 2021–2050 and 2051–2080 periods. The multi-model ensemble average of 15 GCMs.

3.3. Calibration and Generation of Maximum Flows in the Devil’s Creek
3.3.1. Under Historical Conditions

As a precedent to the generation of the maximum flows produced in the Devil’s Creek,
it should be mentioned that the channel of this creek was interrupted by an informal
embankment used as a trail to access farms in the area of the Alto de la Alianza hill. The
collapse of this embankment, located 2.0 km from the town of La Florida (City of Tacna),
caused the debris flow on 21 February 2020. Figure 28 shows the site before and after the
collapse of the informal embankment called Paso Camiara.

The calibration of the hydrological model was carried out by modeling the maximum
flow produced in the Devil’s Creek, dated 21 February 2020, as a result of the event of
maximum rain and rupture of the Paso Camiara informal embankment. Figure 29 shows
the topology of the Devil’s Creek, generated in the RS Minerve model.

As seen in Figure 7, the Devil’s Creek was subdivided into five sub-basins: two in
the upper part (SC1 and SC2), two in the middle part (SC3 and SC4), and one in the lower
part (SC5). Each of the sub-basins is linked to a virtual precipitation rain gauge. The
precipitation events for each sub-basin are shown in Table 7.

The rain event of 21 February 2020, attributable to the positive anomaly of the sea
surface temperature between +1 ◦C and +2 ◦C, produced off the coast of Tacna between
22 January 2020 and 22 February 2020 (Figure 30) [12].
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Figure 28. Before and after the Devil’s Creek channel was obstructed by an informal embankment as
an access trail to farms in the Alto de la Alianza hill.

Figure 29. Structure of the RS Minerve Model for simulation of the 21 February 2020 event.
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Table 7. The intensity of precipitation over each sub-basin (mm/h).

Date Hour SC5 SC4 and SC3 SC2 and SC1

21 February 2020 15:00 0.00 0.00 0.00

21 February 2020 16:00 0.43 0.39 0.34

21 February 2020 17:00 2.03 1.83 1.62

21 February 2020 18:00 1.01 0.91 0.81

21 February 2020 19:00 5.36 4.82 4.29

21 February 2020 20:00 2.46 2.21 1.97

21 February 2020 21:00 0.86 0.77 0.69

21 February 2020 22:00 0.00 0.00 0.00
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Figure 30. Sea surface temperature anomalies between 1 December 2019 and 28 March 2020.

Sub-basins 1 and 2 discharge their waters to River 1, and this flow joins the runoff
produced by Sub-basin 3. This discharge feeds River 2, which joins the production of
run-off from Sub-basin 4, before entering the informal Paso Camiara embankment. This
structure served to model the dam break effect. Finally, the abrupt discharge from the dam
break joins the runoff produced in Sub-basin 5. The parameters and initial conditions for
each of the sub-basins are shown in Table 8. Likewise, the parameters and initial conditions
for each river, are shown in Table 9.

In order to enter the RS Minerve, utilizing the bathymetry information of the Paso
Camiara informal embankment (height vs. volume), the calculations were made using
information from the topographic survey (Figure 31).

To simulate the dam break effect, it was assumed that this would occur when the
dam’s maximum height of 13.0 m was reached.

A necessary aspect to carry out the calculation of the dam break is the determination
of the width of the breach.
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To calculate the width of the rectangular breach (b), the formula proposed by Froehlich
(2008) can be used, obtained by processing 69 cases of dam failures [46]:

b = 0.27 k0 V0.32 H0.040
b (4)

where b (m) is the width of the breach, k0 (Adim) is 1.3 (Overflow failures) and 1.0 (For
other cases), V (m3) is the volume of water stored above the bottom of the breach, and Hb
(m) is the height of the breach.

Table 8. SOCONT model parameters for each sub-basin.

Sub-Basins SC1 SC2 SC3 SC4 SC5

SOCONT Model Parameters

A m2 8,446,871 7,775,105 16,991,236 8,542,694 11,086,674

bp d/mm 0.0125 0.0125 0.0125 0.0125 0.0125

CFR - 1 1 1 1 1

HGR3Max m2 0.1 0.1 0.1 0.2 0.5

J0 - 0.102 0.060 0.028 0.036 0.047

KGR3 1/s 0.001 0.001 0.001 0.001 0.001

Kr m1/3/s 2 2 2 2 2

L m 1489.2 1301.7 1514.2 1008.1 1613.8

S mm/◦C/d 5 5 5 5 5

Sint mm/◦C/d 0 0 0 0 0

Smin mm/◦C/d 0 0 0 0 0

SPh d 80 80 80 80 80

Tcf ◦C 0 0 0 0 0

Tcp1 ◦C 0 0 0 0 0

Tcp2 ◦C 4 4 4 4 4

ThetaCri - 0.1 0.1 0.1 0.1 0.1

Initial conditions

SWEIni m 0 0 0 0 0

ThetaIni - 0 0 0 0 0

HGR3Ini m 0.1 0.1 0.1 0.1 0.1

HrIni m 0 0 0 0 0

Table 9. Riverbed model parameters by cinematic approximation.

Riverbed River 1 River 2

Parameters

L m 12,541.4 8622.1

B0 m 5 12

m - 1 1

J0 - 0.03 0.0335

K m1/3/s 30 30

N - 1 1

Initial conditions

Qini m3/s 0 0
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Figure 31. Bathymetry of the informal Paso Camiara embankment.

If we consider k0 = 1.3, the volume of water stored before the dam break was 23,911.5 m3,
and if the total water height above the breach is 13.0 m, there will be a breach width of
9.8 m.

Likewise, if the breach is considered as a spillway, with a coefficient of 1.5, the dis-
charge flow at the instant of the total rupture of the dam would be 688.7 m3/s.

Q = 1.5 × b × Hmax1.5 = 1.5 × 9.8 × 131.5 = 688.7 m3/s

The results of these calculations are shown in Table 10.

Table 10. Instantaneous discharge flow due to breach of the Paso Camiara informal embankment.

Paso Camiara Dam
Hc (m) V (Hm3) b (m) Qp (m3/s)

13 0.0239115 9.8 688.7

The simulated hydrographs produced by each of the sub-basins are shown in Figure 32.
The entrance hydrograph to the Paso Camiara informal embankment is shown in

Figure 33. A maximum inflow flow of 10.72 m3/s produced at 22:00 h was calculated. It
should be mentioned that the Devil’s Creek does not have a gauging station. The maximum
flow of 10.72 m3/s was contrasted with the water footprints left by the event in the riverbed
of the Devil’s Creek.

Figure 34 shows the height and flow hydrographs in the Paso Camiara dam. The
results of the simulation show that from 4:00 p.m. on 21 February 2020, the filling of the
Paso Camiara informal embankment began, breaking at a maximum water height of 15.7 m
and discharging a maximum flow of 2550.8 m3/s. Figure 35 shows the debris flow which
produced floods that caused the loss of three human lives as well as great economic losses
in Tacna city.
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Figure 32. Hydrographs generated by the sub-basins.

Figure 33. Hydrograph of entry to the Paso Camiara informal embankment.

Figure 34. Hydrographs of water height in the dam and flow discharged due to the collapse of the
Paso Camiara dam.
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Figure 35. Gestion newspaper reports: debris flow in Tacna left three people dead, 22 February 2020.

3.3.2. Under Climate Change Conditions

To carry out the hydrological modeling of the maximum flow in the Devil’s Creek,
produced by maximum rainfall events generated by climate change models, a topology
was used without considering the Paso Camiara informal embankment. Therefore, Sub-
basins 1 and 2 discharge their waters to River 1, and this flow joins the runoff produced
by Sub-basin 3. This discharge feeds River 2, which joins the production of run-off from
Sub-basin 4, which joins the runoff produced in Sub-basin 5. Likewise, the parameters and
initial conditions for each of the sub-basins were maintained. Figure 36 shows the structure
of the RS Minerve model.

The modeling of the maximum flow product of precipitation intensities over each
sub-basin (mm/h) for the RCP4.5 and 8.5 scenarios, and for 2021–2050 and 2051–2080 terms
(Table 11), are shown in Table 12 and Figure 37, respectively.
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Figure 36. Structure of the RS Minerve Model for the simulations of events with different climate
change scenarios.

Table 11. Precipitation intensity over each sub-basin (mm/h) for RCP4.5 and 8.5 scenarios, from 2021
to 2050 and from 2051 to 2080.

2021–2050 (RCP4.5) 2051–2080 (RCP4.5) 2021–2050 (RCP8.5) 2051–2080 (RCP8.5)

Hours SC5
SC4
and
SC3

SC2
and
SC1

SC5
SC4
and
SC3

SC2
and
SC1

SC5
SC4
and
SC3

SC2
and
SC1

SC5
SC4
and
SC3

SC2
and
SC1

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

1 0.87 0.78 0.70 0.63 0.57 0.51 0.92 0.83 0.73 1.76 1.58 1.41

2 4.11 3.70 3.29 2.98 2.69 2.39 4.34 3.90 3.47 8.31 7.48 6.65

3 2.04 1.84 1.64 1.48 1.34 1.19 2.16 1.94 1.73 4.13 3.72 3.31

4 10.85 9.77 8.68 7.88 7.09 6.30 11.45 10.31 9.16 21.94 19.75 17.55

5 4.98 4.48 3.98 3.62 3.25 2.89 5.26 4.73 4.20 10.07 9.06 8.06

6 1.74 1.57 1.39 1.26 1.14 1.01 1.84 1.65 1.47 3.52 3.17 2.82

7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Total in 6 h 24.60 22.14 19.68 17.86 16.07 14.29 25.96 23.36 20.77 49.74 44.77 39.79
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Table 12. Flood hydrographs for RCP4.5 and RCP8.5 scenarios from 2021 to 2050 and from 2051
to 2080.

Time (Hour) Years 2021–2050
RCP4.5

Years 2021–2050
RCP8.5

Years 2051–2080
RCP4.5

Years 2051–2080
RCP8.5

1.0 0.0 0.0 0.0 0.0

2.0 0.1 0.1 0.1 0.2

3.0 2.2 2.5 1.2 14.0

4.0 4.9 5.5 2.9 16.6

5.0 23.7 26.0 13.5 76.4

6.0 30.4 32.9 19.1 78.6

7.0 26.0 27.7 17.6 55.7

8.0 19.1 20.1 13.8 34.9

9.0 14.4 15.1 10.9 23.9

10.0 11.3 11.7 8.9 17.5

11.0 9.1 9.5 7.4 13.4

12.0 7.6 7.8 6.3 10.7

13.0 6.4 6.6 5.4 8.7

14.0 5.5 5.7 4.7 7.3

15.0 4.9 5.0 4.2 6.3

Figure 37. Flood hydrographs for RCP4.5 and RCP8.5 scenarios for 2021–2050 and 2051–2080 terms.

4. Discussion

This research addressed the impacts of natural variability and climate change on
the maximum precipitation and maximum flows in the Devil’s Creek, Tacna, Peru. For
the projection of the future maximum annual precipitation, maximum temperature, and
minimum temperature, the analysis is based on the daily output of 15 general circulation
models (GCMs) of the CMIP5 project (Coupled Model Intercomparison Project Phase 5) and
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considers two emission scenarios: RCP4.5 and RCP8.5. The Access1-0 model projection was
discarded due to a high overestimation of maximum precipitation. Furthermore, given the
uncertainty in the projections by the GCMs [31], an ensemble of 14 GCMs was assessed. In
general, although most models do not agree in projecting similar trends in precipitation as
evidenced in other investigations [21,45,46], the projections indicate that the future pattern
of maximum annual precipitation will experience significant changes, with increases for
the two periods evaluated and for both scenarios.

Compared with historical conditions, heavy precipitation events are intensified, espe-
cially for the high-emissions scenario, according to the multi-model ensemble of 14 GCMs.
Under the RCP4.5 scenario, the maximum annual precipitation could increase by more
than 32%, on average, whereas under the RCP8.5 scenario, it could increase by 35%, on
average, during the 2021–2050 period relative to the historical period of 1981–2005. On
the other hand, for the 2051–2080 period, the maximum annual precipitation projected
for the RCP4.5 scenario tends to decrease slightly. However, significant positive change is
projected under the RCP8.5 scenario relative to the 1981–2005 period.

Regarding future temperature changes, as evidenced in other investigations, the
GCMs agree in projecting a positive temperature trend [47,48]. However, as of 2050, greater
variability and a decrease in the low trend are observed under the RCP4.5 scenario for the
Devil’s Creek area. Additionally, as expected, the RCP8.5 scenario projected the highest
temperature values. For both scenarios, the values in June, July, and August denote a high
range of positive changes of the minimum temperature. The behavior is similar for the
monthly average maximum temperature during the 2021–2050 term for both scenarios.
In contrast, it occurs during the 2050–2080 term under the RCP8.5 scenario that indicates
significant warming during June, July, and August; similarly, it happens for January,
February, and March.

Regarding the historical rainfall event of 21 February 2020, in the Devil’s Creek, it can
be affirmed that this is attributable to the positive anomaly of the sea surface temperature
off the coast of Tacna during the days before that date.

Likewise, the lowest estimated rainfall sheet for the event of 21 February 2020, in the
Devil’s Creek, concerning the rainfall sheet recorded in the city of Tacna, is attributed to
the shorter distance from the city of Tacna to the coastal area. This was demonstrated, in
the absence of registered information on rainfall on the Devil’s Creek, through the spatio-
temporal analysis of the information registered in the city of Tacna (JORGE BASADRE rain
gauge) and satellite products such as IMERG and CHIRPS.

Regarding the debris flow produced as a result of the rainfall event of 21 February
2020, which caused a loss of human lives, this was the consequence of the collapse of an
informal embankment built as a trail, located 2.0 km upstream from the town center named
La Florida (City of Tacna).

Regarding the historical and future hydrological modeling, these were carried out
through the RS Minerve program. The historical hydrological modeling was calibrated by
estimating the footprints of maximum flows produced in the middle section of the Devil’s
Creek and the evidence and testimonies recorded in videos of the magnitude of the disaster
caused by the debris flow of 21 February 2020. The future hydrological modeling was
carried out for two time periods: 2021 to 2050 and 2051 to 2080, for RCP4.5 and RCP8.5
scenarios, respectively. The results will be used for the design of studies and alternatives
for the protection of the population in the area of influence of the Devil’s Creek.

5. Conclusions

Climate models agree in projecting a positive trend in surface temperature. However,
from 2050 onwards, greater variability and a decrease in the trend were observed under
the RCP4.5 scenario. On the other hand, as expected, the RCP8.5 high-emissions scenario
projected the highest values. For both scenarios and for both periods, minimum and
maximum temperature would increase under climate change. Higher positive monthly
changes are projected in June, July, and August, meaning that winters would be warmer.
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The result of the model ensemble, under the RCP4.5 scenario, indicated a variation in
the maximum annual precipitation from 2.77 mm to 24.70 mm, with an average of 5.70 mm
for the 2021–2050 term. Additionally, this was from 3.14 mm to 25.96 mm, with an average
of 5.80 mm under the RCP8.5 scenario. For the 2051–2080 term, the multi-model ensemble
of 14 GCMs indicated a variation in the maximum annual precipitation from 2.77 mm to
17.86 mm, with an average of 5.60 mm under the RCP4.5 scenario and from 2.92 mm to
49.74 mm, averaging 7.21 mm under the RCP8.5 scenario.

Regarding the relative change, under the RCP4.5 scenario, the maximum annual
precipitation could increase by 32%, on average. Under the RCP8.5 scenario, it would
probably increase by 35%, on average, during the 2021–2050 term. On the other hand, for
the 2050–2080 term, the maximum annual precipitation could increase by 30% under the
RCP4.5 scenario and 65% under the RCP8.5 scenario.

The rainfall event of 21 February 2020, in the Devil’s Creek, is attributable to the
positive anomaly of the sea surface temperature between +1 ◦C and +2 ◦C, produced off
the coast of Tacna between 22 January 2020, and 22 February 2020.

The debris flow produced as a result of the rainfall event of 21 February 2020 was the
consequence of the collapse of an informal embankment built as a trail, located 2.0 km
upstream from the town of La Florida (City of Tacna).

Historical hydrological modeling using the RS Minerve model was calibrated by
estimating the footprints of maximum flows produced in the middle section of the Devil’s
Creek and the evidence and testimonies recorded in videos of the magnitude of the disaster
caused by the debris flow of 21 February 2020.

The maximum flood volume in the Devil’s Creek could increase by 220% and 154%
for the RCP4.5 scenario, for the 2021–2050 and 2051–2080 terms, respectively.

The maximum flood volume in the Devil’s Creek could increase by 234% and 484%
for the RCP8.5 scenario for the 2021–2050 and 2051–2080 terms, respectively.
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Abstract: Rainfall and temperature trends detection is vital for water resources management and
decision support systems in agro-hydrology. This study assessed the historical (1983–2005) and future
(2026–2100) rainfall, maximum temperature (Tmax), and minimum temperature (Tmin) trends of the
Ziway Lake Basin (Ethiopia). The daily observed rainfall and temperature data at eleven stations were
obtained from the National Meteorological Agency (NMA) of Ethiopia, while simulated historical
and future climate data were obtained from the Coupled Model Intercomparison Project 5 (CMIP5)
datasets under Representative Concentration Pathways (RCP) of 4.5 and 8.5. The CMIP5 datasets
were statistically downscaled by using the climate model data for hydrologic modeling (CMhyd)
tool and bias corrected using the distribution mapping method available in the CMhyd tool. The
performance of simulated rainfall, Tmax, and Tmin of the CMIP5 models were statistically evaluated
using observation datasets at eleven stations. The results showed that the selected CMIP5 models can
reasonably simulate the monthly rainfall, Tmax, and Tmin at the majority of the stations. Modified
Mann–Kendall trend test were applied to estimate the trends of annual rainfall, Tmax, and Tmin in the
historical and future periods. We found that rainfall experienced no clear trends, while Tmax, and Tmin

showed consistently significant increasing trends under both RCP 4.5 and 8.5 scenarios. However,
the warming is expected to be greater under RCP 8.5 than RCP 4.5 by the end of the 21st century,
resulting in an increasing trend of Tmax and Tmin at all stations. The greatest warming occurred in
the central part of the basin, with statistically significant increases largely seen by the end of the
21st century, which is expected to exacerbate the evapotranspiration demand of the area that could
negatively affect the freshwater availability within the basin. This study increases our understanding
of historic trends and projected future change effects on rainfall- and evapotranspiration-related
climate variables, which can be used to inform adaptive water resource management strategies.

Keywords: climate change; representative concentration pathways 4.5 and 8.5; modified Mann–
Kendall trend test; Ziway Lake Basin; Rift Valley; Ethiopia

1. Introduction

Climate change may have significant consequences on temperature and rainfall pat-
terns, which are the most vital climatic elements used in the decision-making process for
integrated water resources management [1,2]. For example, integrated water resources
management models utilize temperature and rainfall as important input data for assessing
freshwater availability [3]. The evidence of rapid global climate change includes an overall
increase in temperature and decrease in rainfall that could result in declining freshwater
availability [4–6], shrinking ice sheets, and rising sea level, among others [7,8]. Climate
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change impacts are more prominent in the African continent, especially countries that
are predominantly dependent on a rain-fed agricultural system [9]. For example, several
studies on temperature and rainfall changes have shown that most African countries have
experienced warmer temperatures by more than 1 ◦C, frequent heat waves, and an increase
in the number of hot days since 1901 [10]. In addition, both seasonal and annual rainfall
conditions of the African countries are highly variable [11,12].

Ethiopia, located in the eastern part of the African horn, strongly depends on rain-fed
agriculture that in turn contributes a large portion to the country’s economy. However,
due to climate change and limited water resources availability, the country’s rain-fed and
irrigated agricultural productivities are probably at risk, leading to negative consequences
on food security [13,14]. This is projected to be accelerated in the future, as reported in
many studies [15–18].

The Central Rift Valley (CRV) Lakes Basin of Ethiopia, located in the eastern part of
the country, has experienced considerable seasonal and annual rainfall variability, with
a prominent increase in temperature [19]. Some studies have already documented the
hydroclimate conditions and climate change impacts in the CRV, including partially in the
Ziway Basin (Meki and Katar sub-basins, the two major sub-basins draining into the Ziway
Lake) [20,21]. For example, Musie et al. [21] have reported climate variability has negatively
impacted the monthly streamflow of the Ziway Lake Basin (ZLB). Abraham et al. [20]
indicated future annual decrement in runoff depth from the Katar and Maki rivers. They
also documented that reduction in runoff has been caused by decrease in rainfall and
increase in temperature. Furthermore, other studies found that an annual decline in Ziway
Lake water level is due to a decrease in runoff from both the Katar and Meki rivers,
including increase in evapotranspiration from the basin [20,21]. These studies show that
water resources of the ZLB are highly exposed to a rapidly changing global climate [22].
The changes in rainfall and temperature in particular are important drivers affecting the
runoff and evapotranspiration and thus the lake water level [23]. A good description
and understanding of rainfall and temperature trends is thus crucial for many studies
related to irrigation (agriculture), climatology, and hydrology. Long-term trend analyses in
rainfall and temperature are also important for rain-fed and irrigated agricultural areas,
particularly for the ZLB, which is dominated by agricultural land [24]. It has been reported
that both rainfall and temperature can impact water availability (Ziway Lake water level),
irrigation water demand, water use efficiency, and productivity of the ZLB [25–28].

Previous studies have documented hydrological responses of the ZLB to climate
change with some studies based on only the historical period [21] and others based on
projected areal rainfall and temperature over the large area [20]. While the previous studies
focused on impact of climate change on hydrological responses of the basin [20,21,24],
rainfall and temperature trends of the basin have not been analyzed in-depth. Therefore, in-
depth characterization, understanding, and trend analysis of rainfall and temperature both
spatially and temporally are a vital procedure in assessing climate change impacts on fresh-
water resources availability, irrigation water uses, and water resources planning [29–36].
This study conducted detailed rainfall and temperature trends analysis at spatial and
temporal explicit scale, which is important for the ZLB with its significant topography
and experiences with climate variations. The current study also introduced climate model
selection criteria relevant to the case study that includes availability of the most commonly
used RCP 4.5 and 8.5 scenarios, availability of high spatial resolution and ensemble mod-
els, and recommendations from the past studies [37,38]. The study further evaluated the
performance of the selected climate models and identified the best performing models for
the study area.

The primary aim of this study was to analyze the spatial pattern and temporal trends
in annual rainfall and temperature for historical (1983–2005) and future (2026–2100) periods.
The future period was split into near-term (2026–2049), middle-term (2050–2072), and far-
term (2073–2100) time series. The study utilized rainfall, maximum temperature (Tmax),
and minimum temperature (Tmin) from eleven stations together with Coupled Model
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Intercomparison Project 5 (CMIP5) under two representative concentration pathways
(RCP 4.5 and RCP 8.5). In this study, we first selected some CMIP5 models based on the
abovementioned selection criteria and downscaled and bias corrected the climate variables
of the selected CMIP5 models. We then evaluated the performance of the CMIP5 models’
data against observations at eleven stations that are spatially fairly distributed over the
ZLB. Finally, we analyzed the annual trends of historical and future temperature and
rainfall datasets.

2. Study Area Description

The Ziway Lake Basin (ZLB) is located within 38◦00′–39◦30′ East and 7◦00′–8◦30′

North in the Adami Tullu–Jiddo Kombolcha Woreda of the East Shewa Zone, Oromia
region, Ethiopia. The basin is about 150 km south of the capital city, Addis Ababa. The
town of Ziway (recently named Batu) is situated on the lake’s western shore. The altitude
of Ziway Lake is approximately 1636 m above mean sea level (amsl), and has a maximum
water depth of 4 m, a total basin drainage area of about 7300 km2 (Figure 1), and a lake
volume of 1.5 million cubic meters [29]. Most of the basin is characterized by low to
moderately undulating topography but bounded by a steep slope and abrupt faults in
the eastern and southeastern escarpments, ranging from 4200 to 1600 m (Figure 1). ZLB
experiences a monsoon agro-climate and has a tropical climate with no uniform spatial
and temporal climatic conditions. The rainfall patterns are generally affected by the annual
oscillation of the intertropical convergence zone that forms a wet summer from June to
September [30]. The mean annual rainfall of the basin spatially varies from 417 to 1012 mm,
with a noticeable temporal variation at a monthly time scale. The mean annual temperature
ranges from approximately 15 ◦C for the highlands to 28 ◦C close to Ziway Lake.
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3. Data and Methods
3.1. Observed Data

Daily maximum and minimum temperature (Tmax and Tmin) and rainfall (RF) data
of the gauged stations, which were used for historical and future climate downscaling
and bias correction, were obtained from the National Meteorological Agency (NMA) of
Ethiopia. The dataset was obtained from eleven climate stations distributed over the Ziway
Lake Basin for the period from 1983 to 2005.

3.2. Historical and Future Climate Data

We accessed the CMPI5 model data through the four Earth System Gird Federation
(ESGF) gateways that manage, analyze, and distribute the model output and observation
data [31]. At the time of this study, the CMIP5 version is the most up-to-date set of widely
used climate models [31]. In addition, compared to CMIP3, the updated CMIP5 models
produce higher resolution projections and use an updated set of greenhouse gas emission
scenarios [32]. Among the four representative concentration pathways (RCPs), this study
selected the two most commonly used emission scenarios of the future climate, RCP 4.5
and RCP 8.5, which are, respectively, an intermediate and a very high greenhouse gas
(GHG) emission [32] scenario. We obtained the CMIP5 (RCP 4.5 and RCP 8.5) data from
https://esgf-node.llnl.gov/search/cmip5/ (accessed from 10 January 2021 to 18 January
2021). The CMIP5 output provides global climate metadata that stores the data in the form
of network command data form (NetCDF).

3.3. CMIP5 Selection Criteria

A range of Global Climate Models (GCMs) are available to access the future minimum
and maximum temperature and rainfall data [33–36]. Three criteria were set to select
suitable GCMs that capture climate of the stations in the study area [33]. The criteria are
RCP 4.5 and 8.5 scenario availability, model resolutions and ensemble, and past studies in
the study area [21,37,38]. Based on these criteria, three CMIP5 GCMs were selected and their
corresponding output data, such as rainfall, maximum temperature (Tmax), and minimum
temperature (Tmin) were downloaded under the two RCP 4.5 and RCP 8.5 scenarios. Table 1
summarizes the characteristics of the selected GCM.

Table 1. CMIP5 global climate models considered in this study.

Modeling Center Model Resolution in Degrees Institute Reference

CNRM-CERFACS CNRM-CM5 1.4 × 1.4
Centre National de Recherches

Meteorologiques/Centre Europeen de Recherche et
Formation Avancees en Calcul Scientifique

[24,38]

MPI-M MPI-ESM-LR 1.9 × 1.9 Max Planck Institute for Meteorology
(MPI-M) [33,34,38]

CSIRO-QCCCE CSIRO-MK3.6 1.8 × 1.8
Commonwealth Scientific and Industrial Research
Organization in collaboration with the Queensland

Climate Change Centre of Excellence
[37,38]

3.4. Data Extraction, Downscaling, and Bias Correction

Downscaling the GCM–CMIP5 outputs to finer spatial resolutions is necessary for a
reliable assessment of the regional impact of climate change on rainfall and temperature.
The statistical downscaling method, which is the most widely used due to its quick and
effective assessments of local climate change impacts [39,40], is applied to downscale
and generate GCM-CMIP5 data (rainfall and temperature) at individual stations. We
extracted the large-scale climate variables obtained from CMPI5 model for historical, RCP
4.5 and 8.5 scenarios and downscaled using the climate model data for hydrologic modeling
(CMhyd) tool [41]. We made a bias correction of the rainfall and temperature data using
the distribution mapping method, which is recommended in the previous studies, and also
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available in the CMhyd software [38]. We used the eleven stations’ observed temperature
and rainfall data for the bias correction and downscaling of the climate data from the three
selected GCM–CMIP5 models (Table 1).

3.5. Climate Models Performance Evaluation

We evaluated the performance of the downscaled and bias-corrected CMIP5 models
over the Ziway Lake Basin using monthly observations of rainfall, minimum temperature,
and maximum temperature from 1983 to 2005 at eleven stations. We applied three statistical
evaluation metrics that include percent bias (PBIAS), root mean square error (RMSE), and
correlation coefficient (r) [42].

3.6. Rainfall and Temperature Trend Analysis
3.6.1. Mann–Kendall Test

The foremost measures of time series data including climate change are trend analysis,
which identifies the general increasing or decreasing tendencies of the climate variables [43].
There are two main standard types of trend analysis: nonparametric and parametric meth-
ods. Parametric analysis is the most preferred method, but it is applicable for stationarity
and normally distributed and serial-independent data, which is not possible in most hydro-
climatological time series records [44]. In contrast, the nonparametric trend test requires
time series data that are independent and less sensitive to outliers [45]. In this study, we
used the nonparametric methods of Mann–Kendall (MK) to detect the rainfall and tem-
perature trends for both historical and future periods: historical (1985–2005), near-term
(2026–2049), middle-term (2050–2072), and far-term (2073–2100) time series. Because of its
reliability for detecting monotonic trends in climate time series data, the nonparametric
method of MK has been widely applied to discovering trends in hydrometeorological time
series [45–48].

For comparison purpose, we also produced the spatial distribution maps for both
mean annual temperature (Tmax and Tmin) and rainfall. For this, we used the known-
distance-based interpolation method called inverse distance weighting [49]. Then, we
applied ArcGIS technique to generate maps showing the spatial distribution for rainfall
and temperature (Tmax and Tmin) over the ZLB.

3.6.2. Modified Mann–Kendall Test

The Mann–Kendall trend (MK) test is a nonparametric test used to reliably estimate
trends of time series data. The original Mann–Kendall trend test does not consider serial
correlation and seasonality effect [48]. In the actual world, the time series data are autocor-
related and this autocorrelation produces a misconception of trend test results [50,51]. To
solve this problem, researchers and scholars proposed the modified Mann–Kendall tests,
such as the Hamed and Rao modified MK Test [51], Yue and Wang modified MK Test [45],
and modified MK test using the whitening method [52]. The modified MK (MMK) test, as
proposed by Hamed and Rao [51] considers all the significant autocorrelation coefficients
in a time series. Consequently, in this study, we used the widely applied MMK method [51].
We identified the trends of the selected variables (Tmax, Tmin, and rainfall) using the MMK
and the Sen’s slope test for annual time scales. We performed the analyses using the Python
package called PyMannKendall in Jupyter Notebook [53]. The presence of a statistically
significant trend is determined using the MK value. This statistic is used to test the null
hypothesis of no trend exists against the alternative hypothesis that a trend does exist. A
positive MK value indicates an increasing trend in the time series, while a negative MK
value indicates a decreasing trend. The MMK trend test uses a two-tailed test method for
evaluating and determining trend significance by simultaneously running three confidence
intervals (90%, 95%, and 99%) [54].
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4. Results and Discussion
4.1. Performance Evaluation of CMIP5 Models

The three CMIP5 models (CNMR-CM5, MIP-ESM, and CSIRO-MK3.6) show a positive
correlation coefficient for monthly observed rainfall with r values ranging from 0.4 to 1 at
the eleven stations (Table A1, Appendix A). The CNMR-CM5 model showed the highest
r-value of 1 at three stations (Kulumsa, Meraro, and Sagure) and a medium r-value of
0.6 at Bui station, suggesting higher (medium) agreements with the observed dataset. On
average, the spatial correlation coefficients of the selected models range from 0.5 to 0.73.
The results suggest that from the three models, the CNRM-CM5 model showed relatively
a good agreement with the observed data at all stations (0.73). This may be due to its
high horizontal spatial resolution compared to the other models, including its resolution
improvements that increased both in the atmosphere (from 2.8◦ to 1.4◦) and in the ocean
(from 2◦ to 1◦) [55–57].

All models showed good performance in simulating the monthly Tmax with r val-
ues ranging from 0.5 to 0.7, which indicates acceptable agreement against the observed
data (Table A2, Appendix A). In addition, all models showed lower magnitude of RMSE
(0.3 to 1.6 ◦C), indicating the simulated monthly Tmax values have good agreement with
the observed monthly Tmax values of the eleven stations in the basin. The PBIAS values are
in the range −15.5% to 40.1% for Tmax, which indicates that the selected models showed
both underestimation and overestimation of the observed Tmax values.

Similar to Tmax, r values of the three models for the Tmin range from 0.5 to 0.7, while
the RMSE values range from 0.8 to 1.6 ◦C (Table A3, Appendix A). This indicates that
the monthly simulated Tmin values by the three climate models reasonably represented
the observed Tmin values at all stations. The values of PBIAS are in the range −10.8% to
37.3% for Tmin, confirming the selected models both underestimated and overestimated
Tmin at different stations. Overall, the selected CMIP5 models can reasonably simulate the
monthly rainfall and temperature (Tmax and Tmin) at the majority of the eleven stations (see
Tables A1–A3, Appendix A).

4.2. Historical Annual Rainfall and Temperature Trends
4.2.1. Temporal Trends of Annual Historical Rainfall and Temperature

The modified Mann–Kendall trend test and Sen’s slope estimators for historical annual
rainfall are presented in Table 2. The table shows increasing trends in rainfall for some
stations while the other stations show decreasing trends under certain conditions of the
three selected climate models (CNMR-CM5, CSIRO-MK3.6, and MIP-ESM-LR). The results
generally indicate insignificant increasing or decreasing trends at almost all stations and
for all the three models, which in turn highlights that rainfall trends varied spatially over
the study area. However, a significant increasing trend in annual rainfall is shown at Arata,
at 5% significance level for CNRM-CM5 model output.

Table 2. Mann–Kendall trend and Sen’s slope estimator value for annual baseline (observed) and
historical rainfall within the Ziway Lake Basin from 1983–2005.

CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station

Test MK Trend Sen’s
Slope MK Trend Sen’s Slope MK Trend Sen’s Slope

Ziway −2.14 −0.52 0.16 0.08 0.79 0.33
Meki 0.42 0.10 0.01 0.06 0.79 0.34
Arata 2.17 * 0.56 −0.02 −0.02 −0.42 −0.14

Butajira −1.21 −0.31 0.63 0.27 0.63 0.23
Tora −0.50 −0.19 −0.26 −0.19 −0.58 −0.30
Bui −0.66 −0.23 0.63 0.29 0.63 0.31

Kulumsa 0.90 0.37 −0.53 −0.07 0.05 0.07
Assela 0.85 0.37 −0.16 −0.03 0.05 0.10
Sagure 1.06 0.36 0.48 0.18 1.02 0.01
Meraro 0.48 0.18 −0.90 −0.42 −0.58 −0.21

Adamitulu 1.11 0.35 0.11 0.05 0.90 0.20
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Table A4 in Appendix A summarizes the modified Mann–Kendall test results for Tmax.
The table clearly indicates that historical (model simulated) Tmax data have experienced
statistically significant upward trends.

Table A5 of Appendix A summarizes the modified Mann–Kendall trend test results
for Tmin. Similar to Tmax, the table indicates that historical (simulated) Tmin data have also
experienced statistically significant upward trends. Results show that there are significant
warming trends for annual Tmax and Tmin from 1983 to 2005 for all stations at different
significance levels (see Tables A4 and A5, Appendix A). Overall, both stations and GCM-
CMIP5 datasets showed similar upward slopes, highlighting the suitability of downscaled
Tmax and Tmin data for trend analysis.

4.2.2. Spatial Distribution of Historical Mean Annual Rainfall and Temperature

Although this study conducted historical spatial trend analysis for the three selected
GCM-CMIP5 models, we only present graphical results for CNMR-CM5 model that showed
the best performance with observed data as compared to the other models. However, the
statistical performance of the other models is summarized in Appendix A. The spatial
distribution of mean annual rainfall and temperature over the Ziway Lake Basin for the
period 1983 to 2005 are shown in Figure 2 for both observed (stations) and historical
(GCM-CMIP5 simulated) data. The spatial distribution of stations (observed) and historical
(simulated) mean annual rainfall and temperature over ZLB showed similar patterns.
Figure 2a clearly shows that the western part of Ziway Lake Basin (in the part of Meki
River) had received more rainfall than the eastern part of the Basin (in the part of Katar
River), which is consistent with model simulation outputs (Figure 2b).
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Figure 2 also shows the spatial distribution of mean annual Tmax and Tmin over ZLB
for the period from 1983 to 2005. Both observed and simulated temperatures over the study
area indicated similar spatial distribution; Tmax ranges from 28 to 19 ◦C (Figure 2c,d) and
Tmin ranges from 14 to 9 ◦C (Figure 2e,f).
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4.3. Future Annual Rainfall and Temperature Trends
4.3.1. Temporal Trends of Annual Future Rainfall and Temperature
Annual Rainfall Trend

Table 3 shows the rainfall trend analysis for the future period (2026–2049) under RCP
4.5 and RCP 8.5 scenarios. The annual average rainfall showed nonsignificant decreasing
trends under the RCP 4.5 emission scenario at most of the stations. However, under the RCP
8.5 emission scenario, annual rainfall data showed insignificant increasing or decreasing
trends except at Meki and Arata stations, which showed significantly increasing trends at
5% significance level.

Table 3. Projected Mann–Kendall trend and Sen’s slope estimator results average rainfall for eleven
stations within the Ziway Lake Basin for the period 2026–2049.

Model CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 0.71 0.52 0.38 0.23 0.94 0.06 1.61 1.34 −0.55 0.22 −1.41 −2.35
Meki −0.54 −0.11 1.07 0.29 0.12 0.24 2.06 * 2.37 0.38 −0.03 0.07 0.04
Arata −0.53 −0.09 1.41 0.53 0.02 0.14 2.01 * 1.35 0.24 0.12 −0.27 −0.15

Butajira 0.48 0.08 0.57 0.20 −0.02 −0.12 1.46 1.53 −0.38 0.08 −0.05 −0.01
Tora 0.28 0.05 0.07 0.04 0.67 0.53 1.61 1.92 −0.34 −0.02 −0.12 −0.10
Bui 0.17 0.03 0.37 0.15 0.62 0.60 1.36 0.93 0.05 −0.10 0.07 0.02

Kulumsa −0.42 −0.07 0.47 0.25 −0.07 −0.05 1.60 1.14 −0.55 −0.01 0.22 0.05
Assela −0.53 −0.07 0.62 2.90 −0.02 −0.13 1.70 1.05 −0.25 0.06 0.32 0.07
Sagure −0.18 −0.03 0.57 0.15 −0.07 −0.23 1.51 0.69 −0.67 −0.06 1.66 1.05
Meraro −0.34 −0.05 0.52 0.07 −0.27 −0.19 1.31 0.71 −0.38 −0.08 0.17 0.08

Adamitulu −0.54 −0.09 0.39 0.23 1.07 0.41 −0.06 −0.01 0.70 0.03 −0.17 −0.16

During the mid-term period (2050–2072), the annual rainfall is expected to show
increasing trends at Bui and Tora stations at the 5% significance level under the RCP 8.5
scenario for the CNRM-CM5 model, including the Ziway station under the MIP-ESM-LR
model (Table A6, Appendix A). Significant increasing trends are also projected at Arata,
Meki, and Ziway stations under the RCP 4.5 for the CSIRO-MK3.6 model. During the
far-term period (2073–2100), the annual rainfall under the RCP 8.5 scenario is projected
to have insignificant positive trends for all models (Table A7). In general, the projected
rainfall showed insignificant increase and decrease trends during the entire 21st century
under both RCP 4.5 and RCP 8.5 (Figure 3).
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The Intergovernmental Panel on Climate Change (IPCC) [58] reported frequent and
intensive occurrence of extreme events such as droughts, under both RCP 4.5 and RCP 8.5.
For example, IPCC [58] forecasted (with 66% certainty) that droughts will become more
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frequent, longer, and intensive by the end of the twenty-first century due to an overall
decrease in rainfall amounts and increase in temperature. However, our findings indicate
that the general trend in rainfall is unpredictable for the Ziway Lake Basin (ZLB), which
may cause an increase or decrease in water availability that could potentially affect the
farming practices in the ZLB. The results of prior studies on hydrological responses to
climate change also illustrated fluctuation in rainfall [20,21]. Such trends are expected to
affect the agricultural production and irrigation water requirements in the basin [59–61].

Annual Future Maximum Temperature (Tmax) and Minimum Temperature (Tmin) Trends

Table 4 presents the near-term (2026–2049) Tmax Mann–Kendall trend analysis for the
three selected models (CNRM-CM, CSIRO-MK3.6. and MIP-ESM-LR) for both RCP 4.5 and
RCP 8.5 scenarios. Maximum temperature showed significantly increasing trends at 0.1%,
1%, and 5% significance levels under both RCP 4.5 and 8.5 scenarios. However, each model
indicated a slightly different increasing level of maximum temperature.

Table 4. Projected Mann–Kendall trend and Sen’s slope estimator results for annual mean Tmax for
eleven stations within the Ziway Lake Basin for the period 2026–2049.

Model CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR

Station
Test

MK
RCP 4.5

Sen’s
RCP 4.5

MK
RCP 8.5

Sen’s
RCP 8.5

MK
RCP 4.5

Sen’s
RCP 4.5

MK
RCP 8.5

Sen’s
RCP 8.5

MK
RCP 4.5

Sen’s
RCP 4.5

MK
RCP 8.5

Sen’s
RCP 8.5

Ziway 2.00 * 0.04 1.86 0.03 2.43 * 0.03 3.35 *** 0.05 1.51 0.02 2.66 ** 0.03
Meki 2.21 * 0.04 2.51 * 0.05 2.95 ** 0.05 4.14 *** 0.05 1.51 0.03 1.71 0.03
Arata 2.21 * 0.04 2.85 ** 0.07 3.35 *** 0.07 3.35 *** 0.05 1.56 0.03 1.66 0.03

Butajira 2.21 * 0.04 1.17 0.02 3.20 *** 0.04 3.34 *** 0.05 1.56 0.02 1.66 0.02
Tora 1.56 0.03 2.00 * 0.04 1.56 0.02 3.64 *** 0.06 1.66 0.02 2.98 ** 0.03
Bui 2.20 * 0.04 0.57 0.01 0.60 0.01 3.69 *** 0.06 2.71 ** 0.02 2.01 * 0.03

Kulumsa 2.20 * 0.04 2.41 * 0.04 2.90 ** 0.04 3.35 *** 0.05 1.51 0.02 1.61 0.02
Assela 2.9 ** 0.04 2.80 ** 0.04 3.17 *** 0.05 3.34 *** 0.05 2.32 * 0.02 1.69 0.03
Sagure 2.65 ** 0.04 2.65 ** 0.04 3.62 *** 0.07 3.35 ** 0.05 1.56 0.02 3.66 ** 0.02
Meraro 2.80 0.05 2.80 ** 0.05 3.37 *** 0.04 3.32 *** 0.05 1.61 0.02 1.71 0.03

Adamitulu 2.50 ** 0.07 3.25 ** 0.07 3.52 *** 0.04 2.12 * 0.04 0.87 0.01 3.96 ** 0.02

As shown in Table A8, regardless of the applied scenarios, the mid-term (2050–2072)
maximum temperature is expected to be higher than the near-term (2026–2049). In addi-
tion, as it should be expected, the RCP 8.5 scenario is projected to cause more warming
than the RCP 4.5 scenario by the end of this century (Figure 4). We noticed a significant
increasing trend of 0.02 to 0.03 ◦C/year using the CNRM-CM5 model. The CSIRO-MK3.6
model showed a larger significant increasing rate of 0.08 to 0.09 ◦C/year within the basin
(Table A9).
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Overall, the annual maximum temperature at the eleven stations of the basin is
generally projected to increase at an increasing rate (Figure 4). More importantly, the RCP
8.5 scenario is expected to cause a higher increase in maximum temperature as compared
to the RCP 4.5 scenario (Figure 4). This could be due to a continuous increase in radiative
forcing emissions under the RCP 8.5 scenario [45].

Similar to the maximum temperature, the minimum temperature is expected to in-
crease at increasing rate at all stations for both RCP 4.5 and 8.5 scenarios (Tables A10–A12,
Appendix A). As compared to the RCP 4.5 scenario, the RCP 8.5 scenario is predicted
to cause more warming by the end of the 21st century. For example, the majority of the
stations showed a significant annual minimum temperature change of 0.1 degree by the
end of this century under RCP 8.5 and CSIROM-MK3.6 model (Table A12).

In general, irrespective of the two RCP 4.5 and 8.5 scenarios, the future annual mean
temperatures (Tmax and Tmin) have shown increasing trends relative to the historical trends.
This indicates a warmer temperature in the near-, mid-, and far-terms [62]. In addition,
RCP 8.5 is predicted to cause a larger increase in temperature than that of RCP 4.5 at all
stations, especially by the end of the 21st century. This is consistent with the conclusions
drawn by the IPCC Fifth Assessment Report (AR5) [62], which indicates an increase in
evapotranspiration within the area and crop water demand [63,64]. Additionally, the
increase in an increasing rate of future temperature will likely lead to a negative effect on
freshwater availability, crop production, and the phenological days for crops [13,14,65,66].

4.3.2. Spatial Distribution of Future Mean Annual Rainfall and Temperature

Figure 5 shows the spatial distribution of projected mean annual rainfall using the
CNRM-CM5 model under both RCP 4.5 and 8.5 scenarios within the ZLB. The figure
depicts a slight difference in rainfall distribution when compared to the spatial distribution
of historical rainfall (see Figure 2). The future rainfall projections indicate wetter conditions
over the basin under both RCP 4.5 and 8.5 scenarios except during the near-term of RCP 4.5
and mid-term of RCP 8.5 scenario (Figure 5a,d), which exhibit lower annual rainfall related
to the other periods.
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Figure 5. Spatial distribution of CNRM-CM5 model mean annual rainfall (mm/year) within the ZLB
for RCP 4.5 and 8.5 scenarios and three future periods: (a) near-term RCP 4.5, (b) near-term RCP 8.5,
(c) mid-term RCP 4.5, (d) mid-term RCP 8.5, (e) far-term RCP 4.5, and (f) far-term RCP 8.5.
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The rainfall pattern is unevenly distributed. The distribution showed lower values of
rainfall corresponding to the lower elevation (in the central part of the basin) and higher
values corresponding to the higher elevations, particularly, in the southern part. The
average rainfall depth at each gauge station during the analyzed period of 2026–2049,
2050–2072, and 2073–2100 under both scenarios exhibit different distribution, which may
be due to change in climatic conditions and topographic and physiographic factors.

The rainfall pattern shows a slight decrease within the major parts of the basin (west,
north, and east) under both RCP 4.5 and 8.5 scenarios of the near-term (Figure 5a) and
mid-term (Figure 5d), respectively. The eastern and central parts of the ZLB are expected
to receive lower rainfall values as compared with the western part of the basin (Figure 5).
Overall, as compared to the RCP 4.5 scenario, the RCP 8.5 scenario is expected to cause a
larger decrease in rainfall amounts by the end of the 21st century (Figure 5f).

The spatial distributions of projected mean annual Tmax and Tmin of CNRM-CM5 for
the two RCP (4.5 and 8.5) scenarios are shown in Figures 6 and 7, respectively. The future
minimum and maximum temperatures appear to have similar spatial distribution with
the historical (1983–2005) temperature (see Figure 2). However, relative to the historical
values, both the future Tmax and Tmin values are predicted to be noticeably increasing over
the basin under both RCP 4.5 and 8.5 scenarios.

Hydrology 2021, 8, x FOR PEER REVIEW 11 of 19 
 

 

 
Figure 5. Spatial distribution of CNRM-CM5 model mean annual rainfall (mm/year) within the ZLB 
for RCP 4.5 and 8.5 scenarios and three future periods: (a) near-term RCP 4.5, (b) near-term RCP 8.5, 
(c) mid-term RCP 4.5, (d) mid-term RCP 8.5, (e) far-term RCP 4.5, and (f) far-term RCP 8.5. 

The spatial distributions of projected mean annual Tmax and Tmin of CNRM-CM5 for 
the two RCP (4.5 and 8.5) scenarios are shown in Figures 6 and 7, respectively. The future 
minimum and maximum temperatures appear to have similar spatial distribution with 
the historical (1983–2005) temperature (see Figure 2). However, relative to the historical 
values, both the future Tmax and Tmin values are predicted to be noticeably increasing over 
the basin under both RCP 4.5 and 8.5 scenarios. 

 
Figure 6. Spatial distribution of CNRM-CM5 model mean annual Tmax (°C) within the ZLB for RCP 
4.5 and 8.5 scenarios and three future periods: (a) near-term RCP 4.5, (b) near-term RCP 8.5, (c) mid-
term RCP 4.5, (d) mid-term RCP 8.5, (e) far-term RCP 4.5, and (f) far-term RCP 8.5. 

Figure 6. Spatial distribution of CNRM-CM5 model mean annual Tmax (◦C) within the ZLB for
RCP 4.5 and 8.5 scenarios and three future periods: (a) near-term RCP 4.5, (b) near-term RCP 8.5,
(c) mid-term RCP 4.5, (d) mid-term RCP 8.5, (e) far-term RCP 4.5, and (f) far-term RCP 8.5.

The central part of the basin will experience higher Tmax and Tmin values that range
from 20 to 31 ◦C (Figure 6) and 11 to 19 ◦C (Figure 7), respectively. Apart from the western
(in the part of Meki River) and central (around Ziway Lake), some small portions of the
eastern part (in the part of Katar River) are expected to experience a cooler temperature.
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5. Conclusions

Understanding spatial and temporal trends in annual rainfall and temperature is of
interest in a basin’s water resource management and decision-making processes. Such
studies are more important in basins where agricultural development is strongly dependent
on rain-fed agriculture and irrigation, such as the Ziway Lake Basin (ZLB), Ethiopia. This
study analyzed the historical (1983 to 2005) and future (2026–2100) trends of annual rainfall,
minimum temperature (Tmin), and maximum temperature (Tmax) for the ZLB under RCP
4.5 and RCP 8.5 scenarios.

The results in this study revealed that the climate models reproduced well the spatial
and temporal patterns of the annual mean rainfall and temperature of the study area.

The annual rainfall at the eleven stations of the ZLB showed both negative and
positive insignificant trend. As the agriculture system of the basin highly depends on
rain-fed agriculture and extensive irrigation, future climate change may have negative
implications on the freshwater availability and agricultural productivity of the basin. We
found that annual Tmax and Tmin of the ZLB are projected to increase at an increasing rate
for both RCP 4.5 and 8.5. However, the RCP 8.5 is predicted to cause higher warming by the
end of the 21st century. Such change is expected to increase the evapotranspiration of the
basin, the key component of the hydrologic cycle, and thus negatively affects the freshwater
availability and ecosystem functioning of the basin. The increase in temperature further
increases the crop water requirement, which exacerbate the water supply–demand gap.

The findings of this study offer in-depth and useful information for better under-
standing and managing water resources and implementing mitigation measures to climate
change in the Ziway Lake Basin. In addition, policy makers and relevant stakeholders such
as farmer unions in the basin could also benefit from this study to minimize the negative
impacts of climate change on freshwater availability and agricultural productivity.

As this study analyzed the annual rainfall and temperature trends only, future research
work focuses on analyzing the spatiotemporal trends of seasonal rainfall and tempera-
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ture. Furthermore, future studies should also compare the CMIP5 and CMIP6 models
datasets and assess their ability to simulate the spatiotemporal distribution of rainfall
and temperature.
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Appendix A

Table A1. Statistical performance indices of the GCMs–CMIP5 for monthly rainfall of 1983 to 2005.

Model CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station RMSE (mm) PBIAS (%) r RMSE (mm) PBIAS (%) r RMSE (mm) PBIAS (%) r

Ziway 27.4 11.2 0.8 22.0 29.9 0.4 40.7 29.6 0.5
Meki 27.9 2.8 0.8 31.2 12.5 0.5 28.2 12.8 0.6
Arata 31.8 −10.8 0.9 40.6 −11.6 0.5 37.2 −20.3 0.6

Butajira 39.7 35.0 0.7 28.4 −3.5 0.4 43.8 5.3 0.5
Tora 33.5 1.5 0.8 39.0 −1.2 0.4 46.3 −2.3 0.5
Bui 38.2 −4.2 0.6 34.6 2.8 0.5 32.4 2.4 0.6

Kulumsa 9.1 −9.0 1.0 16.1 −1.6 0.4 44.9 −2.8 0.5
Assela 26.1 7.8 0.9 27.4 12.3 0.5 47.5 12.0 0.5
Sagure 16.9 12.2 1.0 10.6 12.2 1.0 39.6 15.0 0.6
Merero 8.5 15.8 1.0 19.2 16.7 0.5 23.4 33.1 0.6

Adamitulu 16.2 0.0 0.9 48.6 −9.7 0.4 35.8 −9.5 0.5

Table A2. Statistical indices values of GCMs–CMIP5 output monthly maximum temperature during
1983–2005 over Ziway Lake Basin.

Model CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station RSME (C◦) PBIAS (%) r RSME (C◦) PBIAS (%) r RSME (C◦) PBIAS (%) r

Ziway 1.0 0.3 0.7 1.1 0.4 0.7 1.2 0.4 0.6
Meki 1.3 40.1 0.6 1.3 28.0 0.6 1.2 50.2 0.6
Arata 1.0 22.3 0.7 1.1 22.4 0.7 1.0 22.3 0.7

Butajira 0.9 −1.7 0.6 1.0 −1.6 0.6 1.0 −1.6 0.5
Tora 0.9 0.8 0.7 1.0 0.8 0.7 1.0 0.8 0.6
Bui 0.9 15.1 0.6 0.3 1.0 0.6 1.1 10.7 0.6

Kulumsa 1.1 −0.9 0.6 1.1 −0.8 0.6 1.2 −0.9 0.5
Assela 1.1 −8.8 0.7 1.1 −8.8 0.7 1.2 −8.8 0.6
Sagure 1.3 −8.6 0.7 1.0 −22.9 0.6 1.4 −15.6 0.5
Merero 1.0 −15.5 0.7 1.1 −7.4 0.7 1.1 −15.5 0.6

Adamitulu 1.2 0.0 0.7 1.2 6.7 0.7 1.2 0.0 0.6
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Table A3. Statistical indices values of GCMs–CMIP5 output monthly minimum temperature during
1983–2005 over Ziway Lake Basin.

CNRM-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station

Test MK Trend Sen’s Slope MK Trend Sen’s Slope MK Trend Sen’s Slope

Ziway 2.01 * 0.03 2.15 * 0.03 2.32 ** 0.04
Meki 2.21 * 0.03 2.07 * 0.03 2.32 ** 0.03
Arata 2.31 * 0.03 2.29 * 0.03 2.43 ** 0.03

Butajira 2.1 * 0.03 2.20 * 0.02 2.69 ** 0.05
Tora 1.56 0.02 2.12 * 0.02 2.69 ** 0.05
Bui 2.20 * 0.03 2.15 * 0.02 2.27 ** 0.03

Kulumsa 2.20 * 0.03 2.91 ** 0.05 2.32 ** 0.03
Assela 2.9 ** 0.05 2.05 * 0.02 2.38 ** 0.03
Sagure 2.65 ** 0.04 2.07 * 0.02 2.27 ** 0.03
Merero 2.80 ** 0.05 2.16 * 0.02 2.51 ** 0.03

Adamitulu 2.50 ** 0.05 2.20 * 0.02 2.32 ** 0.03

Table A4. Mann–Kendall trend and Sen’s slope estimator value for annual baseline and historical
Tmax at Ziway Lake Basin from 1983 to 2005.

Model CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station RSME (C◦) PBIAS (%) r RSME (C◦) PBIAS (%) r RSME (C◦) PBIAS (%) r

Ziway 1.1 21.3 0.8 1.3 21.3 0.7 1.2 21.3 0.7
Meki 1.4 37.3 0.7 1.5 37.1 0.6 1.8 12.2 0.4
Arata 1.2 −2.1 0.7 1.2 −2.1 0.6 1.0 −2.1 0.7

Butajira 0.9 −7.8 0.6 0.8 −18.3 0.7 1.0 −18.3 0.6
Tora 0.8 2.2 0.7 0.8 2.2 0.7 1.0 2.2 0.4
Bui 1.2 −2.3 0.7 0.8 2.2 0.7 1.0 −2.2 0.7

Kulumsa 1.1 −10.8 0.6 1.5 −7.4 0.5 1.1 12.1 0.7
Assela 1.0 1.1 0.7 1.0 −20.4 0.7 1.2 −11.8 0.8
Sagure 0.9 −7.4 0.7 1.5 −43.9 0.5 1.0 −27.1 0.6
Merero 0.9 −3.2 0.7 1.4 −44.6 0.6 1.0 −44.8 0.6

Adamitulu 1.0 0.0 0.8 1.0 0.0 0.8 1.1 0.0 0.6

Table A5. Mann–Kendall trend and Sen’s slope estimator value for annual baseline and historical
Tmin at Ziway Lake Basin from 1983 to 2005.

CNRM-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station

Test MK Trend Sen’s Slope MK Trend Sen’s Slope MK Trend Sen’s Slope

Ziway 2.85 ** 0.02 2.01 * 0.03 2.32 * 0.03
Meki 1.74 0.02 1.95 0.02 2.17 * 0.03
Arata 2.32 * 0.03 2.11 * 0.02 2.3 * 0.03

Butajira 2.93 ** 0.02 3.16 ** 0.04 2.75 ** 0.04
Tora 2.48 * 0.02 2.69 ** 0.03 2.67 ** 0.04
Bui 2.48 * 0.02 3.06 ** 0.04 2.43 * 0.03

Kulumsa 1.69 0.01 2.01 * 0.02 1.42 0.01
Assela 1.58 0.01 2.11 * 0.02 2.34 * 0.03
Sagure 1.69 0.01 2.91 ** 0.04 2.32 * 0.03
Merero 1.74 0.01 2.64 ** 0.03 2.32 * 0.03

Adamitulu 1.85 0.01 2.06 * 0.03 2.32 * 0.03
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Table A6. Projected Mann–Kendall trend and Sen’s slope estimator results average rainfall for 11
stations over Ziway Lake Basin from the period 2050–2072.

Model CNMR-CM5 CSIRO-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 0.68 0.35 1.56 0.38 2.69 ** 2.16 1.42 1.91 −0.32 −0.08 2.17 * 0.51
Meki 0.30 0.46 1.70 0.71 2.59 ** 2.33 1.47 3.29 −1.17 −0.27 0.82 0.53
Arata 0.49 0.47 1.61 0.64 2.64 ** 2.73 1.14 1.56 −0.87 −0.19 1.10 0.64

Butajira 0.35 0.43 1.47 0.48 2.17 * 1.74 1.19 1.05 −0.77 −0.23 1.00 0.46
Tora −0.12 −0.10 2.17 * 1.06 1.89 1.75 1.65 1.98 −1.17 −0.26 0.63 0.33
Bui −0.07 −0.23 2.03 * 1.04 1.99 3.60 1.33 1.54 −0.82 −0.30 0.58 0.53

Kulumsa −0.30 −0.30 1.75 0.76 2.17 * 2.23 1.24 1.23 −0.77 −0.17 0.72 0.34
Assela 0.30 0.41 1.33 1.20 2.36 * 1.89 1.19 1.20 −1.41 −0.36 0.72 0.45
Sagure 0.16 0.26 1.33 0.55 2.17 * 1.76 0.82 0.44 −0.92 −0.25 1.19 1.20
Meraro 0.30 0.20 1.28 0.30 1.89 1.33 1.33 1.37 −1.27 −0.22 0.82 0.46

Adamitulu 0.21 0.16 0.49 0.36 2.73 ** 1.86 −0.03 −0.01 −0.07 −0.05 0.86 0.55

Table A7. Projected Mann–Kendall trend and Sen’s slope estimator results of annual average rainfall
for 11 stations over Ziway Lake Basin from the period 2073–2100.

Model CNMR-CM5 CSIROM-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway −1.45 −1.03 1.28 0.58 1.28 0.91 0.62 1.12 0.35 0.07 1.50 0.40
Meki −1.63 −1.51 1.06 0.71 0.88 1.02 1.15 2.52 −0.93 −0.33 1.63 0.88
Arata −1.50 −1.86 1.10 0.96 1.37 2.77 0.62 0.76 0.09 0.05 1.59 0.99

Butajira −1.32 −1.08 1.23 0.52 1.19 1.06 1.85 2.14 0.35 0.10 1.72 0.81
Tora −1.45 −2.06 0.93 0.68 1.54 1.12 1.63 2.66 −0.40 −0.15 1.16 1.03
Bui −1.81 −3.14 0.84 0.65 1.76 2.27 0.62 1.00 −2.47 −1.10 1.45 0.99

Kulumsa −1.90 −2.53 0.75 0.58 0.88 0.72 0.48 0.73 −2.60 −0.92 1.67 0.85
Assela −0.79 −0.57 0.84 0.44 1.90 1.08 0.35 0.41 0.02 0.01 1.63 0.76
Sagure −0.97 −0.79 1.28 0.63 1.28 0.95 0.04 0.03 −0.79 −0.25 0.35 0.41
Meraro −0.66 −0.37 1.06 0.46 0.62 0.41 1.37 0.93 −0.88 −0.26 1.32 0.52

Adamitulu −0.93 −0.33 0.11 0.12 1.68 1.38 0.01 −0.01 −0.71 −0.15 0.04 0.03

Table A8. Projected Mann–Kendall trend and Sen’s slope estimator results of annual mean Tmax for
11 stations over Ziway Lake Basin from the period 2050–2072.

Model CNMR-CM5 CSIROM-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 2.45 * 0.04 2.15 * 0.03 4.52 *** 0.09 4.28 *** 0.09 0.02 0.01 3.00 ** 0.04
Meki 2.07 * 0.03 2.07 * 0.03 4.56 *** 0.09 4.09 *** 0.09 0.03 0.01 2.91 ** 0.04
Arata 2.08 * 0.03 2.29 * 0.03 4.54 *** 0.09 4.27 *** 0.09 0.03 0.01 2.95 ** 0.04

Butajira 2.08 * 0.03 2.20 * 0.02 4.57 *** 0.09 4.27 *** 0.09 0.02 0.01 3.04 ** 0.04
Tora 2.36 * 0.04 2.12 * 0.02 4.67 *** 0.08 4.40 *** 0.08 0.02 0.01 2.86 ** 0.04
Bui 2.07 * 0.03 2.15 * 0.02 4.63 *** 0.08 4.4 *** 0.08 0.02 0.01 2.73 ** 0.03

Kulumsa 2.08 * 0.03 2.91 ** 0.03 4.52 ** 0.09 4.28 *** 0.09 0.02 0.01 2.87 ** 0.04
Assela 4.09 *** 0.05 2.05 * 0.02 4.50 ** 0.09 4.27 *** 0.09 0.02 0.01 3.04 ** 0.04
Sagure 4.09 *** 0.05 2.07 * 0.02 4.32 *** 0.08 4.26 *** 0.09 0.02 0.01 2.95 ** 0.04
Meraro 4.09 *** 0.04 2.16 * 0.02 4.40 *** 0.09 4.28 *** 0.09 0.02 0.01 3.09 ** 0.04

Adamitulu 4.13 *** 0.05 2.20 * 0.02 4.63 *** 0.09 4.14 *** 0.08 0.01 0.01 3.37 *** 0.07

Table A9. Projected Mann–Kendall trend and Sen’s slope estimator results of annual mean Tmax for
11 stations over Ziway Lake Basin from the period 2073–2100.

Model CNMR-CM5 CSIROM-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 3.67 *** 0.07 2.78 ** 0.03 4.63 *** 0.07 4.63 *** 0.07 1.51 0.02 1.90 0.03
Meki 3.62 *** 0.07 2.73 ** 0.03 4.63 *** 0.07 4.63 *** 0.07 1.51 0.03 1.90 0.03
Arata 3.71 *** 0.07 2.5 * 0.03 4.63 *** 0.07 4.63 *** 0.07 1.56 0.03 1.81 0.03

Butajira 3.71 *** 0.06 2.47 * 0.03 4.63 *** 0.07 4.63 *** 0.07 1.56 0.02 1.85 0.03
Tora 3.20 *** 0.06 3.17 ** 0.04 5.47 *** 0.06 4.72 *** 0.07 1.66 0.02 2.25 0.04
Bui 3.29 *** 0.05 3.31 *** 0.04 5.47 *** 0.07 4.63 *** 0.07 1.71 0.02 2.20 0.03

Kulumsa 3.34 *** 0.06 3.22 ** 0.04 4.63 *** 0.07 4.63 *** 0.07 1.51 0.02 1.98 0.03
Assela 3.67 *** 0.06 2.30 * 0.03 4.63 *** 0.07 4.63 *** 0.07 1.51 0.02 1.90 0.03
Sagure 3.67 *** 0.06 2.47 * 0.03 4.63 *** 0.07 4.63 *** 0.07 1.56 0.02 1.85 0.03
Meraro 3.62 *** 0.07 2.78 ** 0.03 4.63 *** 0.07 4.38 *** 0.06 1.61 0.02 0.17 0.00

Adamitulu 3.62 *** 0.08 3.57 *** 0.05 4.38 *** 0.06 4.47 ** 0.07 0.87 0.01 2.42* 0.05
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Table A10. Projected Mann–Kendall trend and Sen’s slope estimator results of annual mean Tmin for
11 stations over Ziway Lake Basin from the period 2026–2049.

Model CNMR-CM5 CSIROM-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 3.89 *** 0.07 3.45 *** 0.05 4.14 *** 0.08 4.14 *** 0.08 2.46 * 0.04 1.96 0.04
Meki 4.29 *** 0.07 3.89 *** 0.06 4.12 *** 0.08 4.14 *** 0.08 2.36 * 0.04 1.96 0.04
Arata 2.26 * 0.04 2.85 ** 0.03 4.14 *** 0.08 4.09 *** 0.08 2.31 * 0.04 2.01 * 0.04

Butajira 1.51 0.03 1.17 0.02 4.14 *** 0.08 4.14 *** 0.08 2.36 * 0.04 2.01 * 0.04
Tora 0.07 0.00 2.00 * 0.01 4.78 *** 0.07 4.79 *** 0.07 2.86 ** 0.04 1.71 0.04
Bui 0.05 0.00 1.17 0.01 4.78 *** 0.07 4.09 *** 0.08 2.80 ** 0.04 1.76 0.04

Kulumsa 1.61 0.04 2.41 * 0.02 4.14 *** 0.08 4.14 *** 0.08 2.46 * 0.04 1.91 0.04
Assela 1.12 0.02 2.80 ** 0.02 4.14 *** 0.08 4.14 *** 0.08 2.41 * 0.04 1.96 0.04
Sagure 1.17 0.03 2.65 ** 0.02 4.09 *** 0.08 4.14 *** 0.08 2.42 * 0.04 2.01 * 0.04
Meraro 1.12 0.02 2.80 ** 0.03 4.14 *** 0.08 4.39 *** 0.07 2.31 * 0.04 1.28 0.04

Adamitulu 2.25 * 0.05 3.25 ** 0.04 4.39 *** 0.07 4.79 *** 0.07 3.20 ** 0.06 2.21 * 0.06

Table A11. Projected Mann–Kendall trend and Sen’s slope estimator results of annual mean Tmin for
11 stations over Ziway Lake Basin from the period 2050–2072.

Model CNMR-CM5 CSIROM-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 1.28 0.02 4.12 *** 0.02 4.58 *** 0.10 4.20 *** 0.09 1.14 0.02 3.61 *** 0.05
Meki 1.00 0.02 4.30 *** 0.02 4.63 *** 0.10 4.6 *** 0.10 1.14 0.02 3.60 *** 0.05
Arata 1.03 0.02 4.52 *** 0.02 4.65 *** 0.09 4.18 *** 0.09 1.12 0.02 3.53 *** 0.05

Butajira 1.00 0.02 4.54 *** 0.02 4.56 *** 0.10 4.18 *** 0.09 1.05 0.01 3.57 *** 0.05
Tora 1.47 0.03 4.24 *** 0.02 4.14 *** 0.09 4.14 *** 0.09 0.72 0.01 3.26 ** 0.05
Bui 0.98 0.02 4.14 *** 0.02 4.14 *** 0.09 4.14 *** 0.09 0.82 0.01 3.35 *** 0.05

Kulumsa 1.03 0.02 4.46 *** 0.03 4.56 *** 0.10 4.18 *** 0.09 1.14 0.01 3.48 *** 0.04
Assela 1.75 0.03 4.58 *** 0.02 4.58 *** 0.10 4.19 *** 0.09 1.10 0.01 3.61 *** 0.04
Sagure 1.75 0.03 4.09 ** 0.02 4.09 ** 0.08 4.17 *** 0.09 1.10 0.02 3.57 *** 0.04
Meraro 1.70 0.03 4.54 *** 0.02 4.54 *** 0.10 4.18 *** 0.09 1.10 0.01 3.61 *** 0.05

Adamitulu 1.56 0.03 4.62 *** 0.02 4.62 *** 0.10 4.06 *** 0.08 1.56 0.02 4.18 *** 0.05

Table A12. Projected Mann–Kendall trend and Sen’s slope estimator results of annual mean Tmin for
11 stations over Ziway Lake Basin from the period 2073–2100.

Model CNMR-CM5 CSIROM-MK3.6 MIP-ESM-LR
Station

Test
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5
MK

RCP 4.5
Sen’s

RCP 4.5
MK

RCP 8.5
Sen’s

RCP 8.5

Ziway 2.63 ** 0.08 2.59 ** 0.06 4.43 *** 0.03 4.76 *** 0.10 1.51 0.02 2.78 ** 0.05
Meki 2.63 ** 0.08 2.59 ** 0.06 3.95 *** 0.05 4.76 *** 0.10 1.51 0.03 2.78 ** 0.05
Arata 2.57 * 0.08 2.64 ** 0.06 3.45 *** 0.07 4.76 *** 0.10 1.56 0.03 2.73 ** 0.05

Butajira 2.63 ** 0.08 2.69 ** 0.06 3.20 ** 0.04 4.76 *** 0.10 1.56 0.02 2.68 ** 0.04
Tora 2.69 ** 0.09 2.36 * 0.06 1.56 0.02 4.89 *** 0.09 1.66 0.02 2.82 ** 0.06
Bui 2.69 ** 0.07 2.31 * 0.05 1.60 0.01 4.76 *** 0.10 1.71 0.02 2.60 ** 0.05

Kulumsa 2.63 ** 0.09 2.31 * 0.06 2.90 ** 0.04 4.76 *** 0.10 1.51 0.02 2.73 ** 0.05
Assela 2.6 ** 0.08 2.69 ** 0.06 3.1 ** 0.05 4.76 *** 0.10 1.51 0.02 2.60 ** 0.04
Sagure 2.6 ** 0.08 2.69 ** 0.06 3.62 *** 0.07 4.76 *** 0.10 1.56 0.02 2.64 ** 0.04
Meraro 2.6 ** 0.08 2.64 ** 0.06 3.37 *** 0.04 4.98 *** 0.08 1.61 0.02 1.03 0.00

Adamitulu 2.63 ** 0.10 2.54 0.07 2.52 ** 0.04 4.89 *** 0.09 0.87 0.01 3.44 *** 0.07

Mann–Kendall test of significance levels: 90% (*), 95% (**), 99% (***).

References
1. Wilby, R.L.; Dawson, C.W.; Barrow, E.M. SDSM—A decision support tool for the assessment of regional climate change impacts.

Environ. Model. Softw. 2002, 17, 145–157. [CrossRef]
2. Bonebrake, T.C.; Mastrandrea, M.D. Tolerance adaptation and precipitation changes complicate latitudinal patterns of climate

change impacts. Proc. Natl. Acad. Sci. USA 2010, 107, 12581–12586. [CrossRef] [PubMed]
3. Hanjra, M.A.; Ferede, T.; Gutta, D.G. Reducing poverty in sub-Saharan Africa through investments in water and other priorities.

Agric. Water Manag. 2009, 96, 1062–1070. [CrossRef]
4. Carpenter, S.R.; Fisher, S.G.; Grimm, N.B.; Kitchell, J.F. Global Change and Freshwater Ecosystems. Annu. Rev. Ecol. Syst. 1992, 23,

119–139. [CrossRef]
5. Kundzewicz, Z.W.; Mata, L.J.; Arnell, N.W.; Döll, P.; Jimenez, B.; Miller, K.; Oki, T.; Şen, Z.; Shiklomanov, I. The implications of
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Abstract: This study evaluates the potential for a newly proposed non-linear subsurface flux equation
to improve the performance of the hydrological Hillslope Link Model (HLM). The equation contains
parameters that are functionally related to the hillslope steepness and the presence of tile drainage.
As a result, the equation provides better representation of hydrograph recession curves, hydrograph
timing, and total runoff volume. The authors explore the new parameterization’s potential by
comparing a set of diagnostic and prognostic setups in HLM. In the diagnostic approach, they
configure 12 different scenarios with spatially uniform parameters over the state of Iowa. In the
prognostic case, they use information from topographical maps and known locations of tile drainage
to distribute parameter values. To assess performance improvements, they compare simulation
results to streamflow observations during a 17-year period (2002–2018) at 140 U.S. Geological Survey
(USGS) gauging stations. The operational setup of the HLM model used at the Iowa Flood Center
(IFC) serves as a benchmark to quantify the overall improvement of the model. In particular, the
new equation provides better representation of recession curves and the total streamflow volumes.
However, when comparing the diagnostic and prognostic setups, the authors found discrepancies in
the spatial distribution of hillslope scale parameters. The results suggest that more work is required
when using maps of physical attributes to parameterize hydrological models. The findings also
demonstrate that the diagnostic approach is a useful strategy to evaluate models and assess changes
in their formulations.

Keywords: hydrology; tiling; subsurface flow; Iowa

1. Introduction

Flood forecasts that are calculated using regional distributed hydrological models are
becoming more common and relevant because they also provide information about internal
watershed processes in large domains, along with predicted hydrographs for all streams in
the river network. These forecasts are expected to be accurate at the region’s ungauged
watersheds [1] as a consequence of appropriate spatial representation of processes and
parameters in the model.

Current hydrological models correctly identify many aspects of the streamflow hydro-
graphs, thereby providing acceptable forecasts. However, they still struggle to reproduce
the hydrograph recession. According to [2], modelers need to pay more attention to storm
runoff’s slow flow, which is a crucial component of the recession. For regional models,
recession becomes more challenging because its non-linearity increases with the spatial
scale [3–5]. Landscape properties such as topography, soil, and the stream network seem to
be involved in the recession variability [6–8]. Additionally, human landscape and land-use
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interventions, such as tile drainage, can help to restore river health [9]. Nevertheless, these
interventions also have the potential to alter streamflow and its recession [10,11]. A good
representation of the recession may influence the estimation of the flood duration, and
flood occurrence during successive events.

1.1. Issues with the Hillslope Link Model (HLM) in Iowa

The Iowa Flood Center (IFC) produces flood forecasts for the state of Iowa using
the Hillslope Link Model (HLM) [12–15]. The operational HLM represents the hillslope
subsurface flux, using a linear-reservoir equation. According to [15], the current HLM
configuration accurately estimates peak flows with an overall acceptable performance
in Iowa. However, the model has some limitations in capturing the hydrograph reces-
sions and the total runoff volume at some locations, as reported in [14]. The discrep-
ancies between simulated and observed recessions are more common in watersheds
with tiling drainage. Sample streamflow simulation results, using the IFC HLM oper-
ational model for three Iowa watersheds are presented in Figure 1a–c (in red). The model
performance is described in terms of Kling Gupta Efficiency [16], which is defined as

KGE = 1 −
√
(ρ − 1)2 + (α − 1)2 + (β − 1)2, where ρ, α, and β denote correlation, the ra-

tio of standard deviation (σs/σo), and the ratio of the mean (µs/µo) between simulated
and observed streamflow, respectively. The model’s limitations are most evident in the
watersheds located in the north and west regions of Iowa, where the model has low perfor-
mance in terms of the Kling Gupta Efficiency (KGE) index (Figure 1d). We associate the
model’s poor performance in the region of north-central Iowa, known as the Des Moines
Lobe, with the widespread use of artificial subsurface drainage (known as tile drains) in
the region [11].
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To address these issues, the authors of [17] developed a subsurface non-linear equation
that can represent subsurface flow from hillslopes with different steepness and soil con-
ductivities, as well as the presence of tile drainage. The blue lines in Figure 1a–c show the
resulting hydrographs using the non-linear equation with parameters corresponding to no
tile and a steepness of 2% [17]. Compared with the linear equation of the operational HLM,
the non-linear equation tends to improve the total streamflow volume and the simulated
recession shapes. However, we still observe discrepancies (Figure 1a,b) that are attributed
to issues with the parameter values and spatial representation of processes. The model
proposed in [15] serves as motivation for this study, to evaluate the performance of such
model modifications.
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1.2. The Diagnostic-Prognostic Approach

According to the authors of [18], the development of a hydrological model is subject
to the hypothesis-testing process. This process evaluates, rejects, and replaces model
components. We performed a diagnostic–prognostic analysis of the model at 140 USGS
gauges in Iowa to test the utility of the non-linear equation to represent the hillslope
subsurface flux. In this case, we adapted the diagnostic-prognostic approach developed
in studies on evapotranspiration [19–21]. Our diagnostic setups have simplified, spatially
uniform parameter values, while the prognostic scenarios use maps to determine parameter
values. The diagnostic-prognostic approach offers complementary information about the
model [22] and the required independence to perform model comparisons [23].

According to [15], an insightful way to improve models starts with model performance
verification, followed by structure modification. We expanded on this approach by using
the diagnostic-prognostic analysis to add tools to verify the model’s processes and required
parameters. Our objective is to identify the non-linear model parameters for Iowa, their
uncertainties, and the model limitations.

The paper is organized as follows: we first describe the HLM model and the equations
governing the hillslope processes, including the linear equation and non-linear equations
to represent subsurface and drainage tile fluxes. Next, we describe the diagnostic and
prognostic setups. Then, we compare the diagnostic and prognostic approach results using
140 USGS stations and we analyze the parameters’ influence on the model performance.
Finally, we provide conclusions based on our experiment results.

2. Materials and Methods
2.1. Model Description

The Hillslope Link Model (HLM) represents the hydrological processes at the hillslope
scale (Figure 2a,b) and routes the streamflow through the channel network (Figure 2c).
At the hillslopes, HLM has three storages, ponded surface (Sp [m]), topsoil (ST [m]), and
subsurface storage (Ss [m]). The water from the ponded storage can either infiltrate the
topsoil (qpT [m · min−1]) or flow as runoff to the channel link (qpL [m · min−1]). The water
in the topsoil percolates (qTs [m · min−1]) to the soil storage. Finally, the water in the soil
storage seeps into the channel link as subsurface runoff (qsL [m · min−1]). Evaporation
occurs from the three storages as a removal of volume from the model. Once in the
river network, HLM transports the channel water (q [m3 · s−1]) downstream. A detailed
description of the hillslope and stream routing process can be found in [11,14].

The surface runoff, infiltration, and percolation rates are linked through the refer-
ence speed vr and the shape of the hillslope. Each hillslope has a parameter k2[min−1]
(Equation (1)) that depends on the hillslope link length (Li[m]) and area (Ah

[
m2]), along

with the reference velocity vr. The parameter k2 is the inverse of the runoff residence
time in the hillslope. The runoff qpL and the infiltration qpT are linked to k2 through
Equations (2) and (3), respectively. Moreover, the infiltration also depends on the topsoil
depth (Tl) assumed to be equal to 0.1[m]. Additionally, the percolation rate qTs is computed
as a proportion of k2, expressed by ki. Usually, ki is 2% of k2; however, its value may change
depending on the soil and topographical properties.

k2 = vr ·
(

Li
Ah

)
· 60 (1)

qpL = k2 · Sp (2)

qpT = k2 · Sp · 99 · (1 − ST/Tl)
3 (3)

qTs = k2 · ST · ki (4)
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Figure 2. Hillslope Link Model spatial discretization and schematic of the storages and processes represented at the hillslope
scale: (a) HLM hillslope process using the linear subsurface flux equation; (b) hillslope process including the active layer (β),
the exponential flux (qesL), and the tile drainage flux (qsD); (c) watershed decomposition into hillslopes and channel links;
and (d) functional form of the subsurface flux in the function of the soil storage (Ss) after [17].

The current HLM setup represents the subsurface flux to the channels (qsL [m · min−1])
with a linear equation (red line on Figure 2d). The equation releases water to the channel at
a rate m, when Ss is greater than the no-flow threshold (So), as follows,

qsL = m · (Ss − So) (5)

Ref. [17] developed a set of parameterizations for ordinary differential equations that
adds a non-linear component to Equation (5) when Ss is above threshold storage. The
following exponential equation (continuous line on Figure 2d) is added to Equation (5) if
Ss is greater than the activation threshold β [m],

qesL = α(Ss − β)e17(Ss−β) (6)

where α is a parameter that depends on the hillslope properties, such as its steepness and
the soil conductivity. In [17], the authors also developed an exponential equation that
applies when the hillslope has tiles. The following equation (dashed line on Figure 2d) is
added when Ss is greater than the tile relative depth Dd [m],

qsD = c(Ss − Dd)e35(Ss−Dd) (7)

In the described scheme, the subsurface flux becomes a set of equations that HLM
activates, depending on the value of Ss relative to the thresholds So, β, and Dd. The
segmented subsurface runoff is as follows,

qsL =





qlsL i f Ss < β
qlsL + qesL i f Ss > β

qlsL + qesL + qsD i f Ss > Dd

(8)

The relative tile depth (Dd) is independent of β, so either could be larger depending
on the tile configuration and the hillslope properties. Moreover, if there are no tiles,
Equation (8) is limited to its two first expressions. More details on the subsurface equation
development can be found in [17].
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2.2. Model Setup and Data

We used both diagnostic and prognostic approaches to test the performance using
the non-linear equation. We used the river network for the state of Iowa derived from a
DEM of 90 m and decomposed into about 420,000 individual hillslopes, following the ap-
proach presented in [11]. The precipitation force corresponds to hourly Stage IV QPEs [24].
We forced the evapotranspiration using the mean annual monthly values derived from
MODIS [25] for the region.

Equation (8) offers a formulation for the subsurface flux that we want to validate
for the Iowa domain. In this process, we can fix parameters uniformly over the space or
distribute them spatially. A uniform setup assumes that each hillslope in the region uses
the same model parameters, while a distributed setup assumes parameter variability as a
function of landscape properties. Neither approach is without error because the parameters
are only approximate and could depend upon unknown factors that are variable in space.
The fixed setup is unrealistic, and the distributed setup may be subject to spatial errors.
However, both approaches are complementary. Fixed setups could help assess the ability
of Equation (8) to improve the accuracy of the simulated streamflow fluctuations. In
contrast, a distributed setup helps to validate the parameter description given by the
map(s). Considering this, we used both approaches to validate the new qsL equation and
to explore the limits of the so-called predefined setups. In the distribute parameters case,
we use the steepness of the hillslopes (Figure 3a) and the tiles localization according to the
Iowa Department of Natural Resources (DNR) (Figure 3b).
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Figure 3. Maps of the hillslope steepness (a) and tile drainage localization according to the Iowa DNR (b).

The model validation consists of comparing fixed (diagnostic) and distributed (prog-
nostic) HLM setups (Figure 4). The diagnostic setup (Figure 4a) shows how different
formulations could significantly improve the model across the region. On the other hand,
the prognostic setups (Figure 4b) show the improvements and limitations derived from the
application of “known” spatial variables.

The formulation of Equation (8) relies on the percolation rate because the non-linear
formulation depends upon the amount of water in the subsurface storage. The described
dependence increases the relevance of the percolation parameter (ki). The distribution of ki
can be derived from maps of the soil profile properties. However, using an additional map
may increase the errors affecting the comparison of both setups. For this reason, we choose
to fix three different percolation rates for the diagnostic and prognostic setups (Figure 4c).

Moreover, we used the same values for S0, β, and Dd in both setups. In [17] S0
oscillates between 1.4 and 1.55 in function of the slope. Nevertheless, additional features
of the hillslope such as the bedrock depth, and soil type determine the value of S0. To
avoid adding additional uncertainty sources, we fixed S0 = 1.48. On the other hand, for β
and Dd we used the values described by [17] of 1.67 and 1.635, respectively. In Table 1 we
summarize the described diagnostic and prognostic setups.
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Figure 4. Diagnostic and prognostic experiment setup: (a) diagnostic case with four non-linear subsurface flux equations
fixed for the domain of Iowa after [17] (b) prognostic case, with equations varying with the hillslopes steepness (blue
scenario) and the presence of tiles (red scenario); and (c) percolation rates fixed for the different scenarios. Their combination
gives us 12 diagnostic scenarios and three prognostic scenarios.

Table 1. HLM diagnostic and prognostic setups summary.

Identifier Type Slope Tiled ki

D1 Diagnostic 0% False 0.02

D2 Diagnostic 2% False 0.02

D3 Diagnostic 5% False 0.02

D4 Diagnostic 2% True 0.02

D5 Diagnostic 0% False 0.03

D6 Diagnostic 2% False 0.03

D7 Diagnostic 5% False 0.03

D8 Diagnostic 2% True 0.03

D9 Diagnostic 0% False 0.04

D10 Diagnostic 2% False 0.04

D11 Diagnostic 5% False 0.04

D12 Diagnostic 2% True 0.04

P1 Prognostic Variable Variable 0.02

P2 Prognostic Variable Variable 0.03

P3 Prognostic Variable Variable 0.04

2.2.1. Diagnostic Setups

In the diagnostic setup (Figure 4a), we created four base parametrizations, using
Equation (8) for the Iowa domain. The parametrizations range from flat hillslopes (light
blue line on Figure 4a) to steep or tiled hillslopes (red line on Figure 4a). In the tiled case,
we used a steepness of 2% under the assumption that tiles are usually installed in flat
terrains. Then, we combined the four parameterizations and the three ki rates to obtain 12

176



Hydrology 2021, 8, 187

diagnostic (D) scenarios (D1 to D12 in Figure 4c). In the scenarios, D1 to D4 use ki = 0.02;
D5 to D8 use ki = 0.03; and D9 to D12 use ki = 0.04. A summary of the diagnostic scenarios
is provided in Table 1.

2.2.2. Prognostic Setups

In the prognostic setup, we distributed parameter values in function of the hillslopes
steepness and the Iowa DNR map describing tile presence (Figure 4b). According to [17]
the coefficient α of Equation (6) changes in function of the hillslope steepness (γh) with
a linear equation. Using the following equation, we assigned the parameter α to each
hillslope, obtaining variable qsL curves that oscillate between the blue bands shown in
Figure 4b:

α = γh

(
8.5 ∗ 10−8

)
+ 9.48 ∗ 10−7 (9)

Additionally, we include Equation (8) for tiled terrain. To do it, we assigned tiles to
the hillslopes based in the map in Figure 4b. In the tile drainage case, we changed c in
function of the slope using the following equation:

c = 3.4 ∗ 10−8 · log(γh) + 5.7 ∗ 10−7 (10)

Then, we developed the prognostic (P) scenarios P1, P2, and P3 using the distributed
parameters α and c with the percolation rates ki of 0.02, 0.03 and 0.04, respectively (dis-
tributed setups in Figure 4c). A summary of the prognostic scenarios is provided in Table 1.

3. Results
3.1. Insights from a Diagnostic-Prognostic Approach

The diagnostic and prognostic setups produced significant differences between the
model outputs. In Figure 5, we present the simulated hydrographs at three watersheds
simulated by the diagnostic scenario D4 in blue and the prognostic scenario P1 in red. In
this case, the diagnostic setup assumes that all the hillslopes have tiles or are steep. On the
other hand, the prognostic setup assumes there to be tiles only at some hillslopes and that
the parameter α of Equation (6) varies with the steepness. In these three cases, the diagnostic
(or fixed) setup produces a longer recession curve than the one obtained by the prognostic
setup. The diagnostic case has a better match to the Iowa River at Tama (Figure 5b), while
the prognostic setup exhibits a better match to the White Breast Creek (Figure 5a) and at
the Cedar River (Figure 5c). Figure 5 gives a brief description of the expected differences
between the setups. Additionally, it shows that Equation (8) can improve the streamflow
representation, given the correct set of parameters that are obtained.

According to Figure 5, the non-linear model can produce a good representation of the
hydrograph falling limb and early recession, depending on the parameters. Considering
the described sensitivity, we compare the event-based KGE of the non-linear setups and
the linear model (Figure 6). The KGE equation summarizes the correlation (γ), the mean
ratio (µ), and the deviation ratio (σ). Our results suggest that the KGE performance
depends heavily on the percolation rate (ki). With ki = 0.02 (first row of Figure 6), all the
non-linear setups tend to improve the linear model, with a significant performance decrease
in some events. Conversely, values of ki equal to 0.03 and 0.04 do not exhibit a significant
KGE change (second and third rows of Figure 6). Cases such as D5 and D11 exhibited a
performance such as that obtained by the linear model. Other cases, such as D9, tended
toward a general decrease in performance. D6, D8, and P2 exhibited a slight performance
increase. The described results highlight the relevance of the percolation rate and the
subsurface parameters. The comparison with the linear model shows that Equation (8) can
significantly improve the model performance, depending on the parameters.
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Differences among the scenarios are highlighted by comparing the performance gauge
by gauge. First, we choose the diagnostic (D) and prognostic (P) setup with the best
performance at each gauge. For this, we used the KGE to select the setup that outperformed
the others for most of the events. In Figure 7, we present the KGE distribution and the
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percentage of time each scenario was chosen. We found similarities between the diagnostic
and prognostic chosen setups when grouped by the percolation rate values (ki). D4 and P1
(ki = 0.02) have a similar KGE distribution, as do D8 and P2 (ki = 0.03) and the group that
includes D9, D11, D12, and P3 (ki = 0.04). The similarities among the described groups
highlights the relevance of ki. Moreover, some differences also highlight the relevance of
Equation (8) parameters.

Hydrology 2021, 8, x FOR PEER REVIEW 9 of 17 
 

 

 

Figure 6. Event-based KGEs comparison between the diagnostics setups and the linear model. Each row corresponds to a 

fixed percolation rate. Columns correspond to the four fixed equations. The color bar shows the percentage of events that 

fall at each bin of the 2D histogram. 

Differences among the scenarios are highlighted by comparing the performance 

gauge by gauge. First, we choose the diagnostic (D) and prognostic (P) setup with the best 

performance at each gauge. For this, we used the KGE to select the setup that outper-

formed the others for most of the events. In Figure 7, we present the KGE distribution and 

the percentage of time each scenario was chosen. We found similarities between the diag-

nostic and prognostic chosen setups when grouped by the percolation rate values (𝑘𝑖). D4 

and P1 (𝑘𝑖 = 0.02) have a similar KGE distribution, as do D8 and P2 (𝑘𝑖 = 0.03) and the 

group that includes D9, D11, D12, and P3 (𝑘𝑖 = 0.04). The similarities among the described 

groups highlights the relevance of 𝑘𝑖. Moreover, some differences also highlight the rele-

vance of Equation (8) parameters. 

 

Figure 7. Event-based KGE distribution for the selected scenarios at each station. 

The results presented in Figure 7 follow a spatial distribution. Figure 8 shows each 

USGS gauge colored by the diagnostic (Figure 8a) and prognostic (Figure 8b) setups with 

the best performance. In both cases, the percolation rate defines the spatial distribution. 

We can identify how the chosen setups (Figure 8) follow the Iowa landforms to some ex-

tent in the diagnostic case (see Figure 3a). Scenario D12 is recurrent over the Des Moines 

Lobe and the Northwest Iowa Plain. D9 recurs over the Missouri River Alluvial and Loess 

Hills landforms. We found that D4 dominates over the Southern Iowa Drift area. In the 

Figure 7. Event-based KGE distribution for the selected scenarios at each station.

The results presented in Figure 7 follow a spatial distribution. Figure 8 shows each
USGS gauge colored by the diagnostic (Figure 8a) and prognostic (Figure 8b) setups with
the best performance. In both cases, the percolation rate defines the spatial distribution.
We can identify how the chosen setups (Figure 8) follow the Iowa landforms to some extent
in the diagnostic case (see Figure 3a). Scenario D12 is recurrent over the Des Moines Lobe
and the Northwest Iowa Plain. D9 recurs over the Missouri River Alluvial and Loess
Hills landforms. We found that D4 dominates over the Southern Iowa Drift area. In the
remaining regions, we see a mix of scenarios. The spatial distribution is similar among
the chosen prognostic scenarios (Figure 8b) and seems to be highly influenced by the
percolation rates, represented here by tones of blue (ki = 0.02), red (ki = 0.03), and green
(ki = 0.04).

Hydrology 2021, 8, x FOR PEER REVIEW 10 of 17 
 

 

remaining regions, we see a mix of scenarios. The spatial distribution is similar among the 

chosen prognostic scenarios (Figure 8b) and seems to be highly influenced by the perco-

lation rates, represented here by tones of blue (𝑘𝑖 = 0.02), red (𝑘𝑖 = 0.03), and green (𝑘𝑖 =

0.04). 

 

Figure 8. Spatial distribution of the scenarios with best KGE performance at each USGS station: (a) results obtained from 

the diagnostic scenarios; and (b) results obtained from the prognostic scenarios. The green, red, and blue gauge colors 

correspond to the percolation rates of 0.02, 0.03, and 0.04, respectively. 

According to Figure 8, the chosen diagnostic and prognostic scenarios share percola-

tion rates. However, differences exist in the spatial performance improvement distribu-

tion (Figure 9). Figure 9a,b show the diagnostic and prognostic scenarios of KGE improve-

ment with respect to the linear model. With only two cases of negative KGE differences 

(red dots on Figure 9a), the diagnostic scenarios outperform the linear model at almost all 

the USGS gauges. Alternatively, in the prognostic case (Figure 9b), the count of negative 

KGE differences increases to 13, while the number of gauges decreases in cases where the 

improvement is more significant than 0.1 (yellow). We attribute the decrease in prognostic 

case performance to the parameter’s spatial distribution. 

 

Figure 9. Mean KGE spatial difference of the diagnostic and prognostic scenarios with respect to the linear model: (a) 

diagnostic KGE minus linear model KGE; and (b) prognostic KGE minus linear model KGE. 

Figure 8. Spatial distribution of the scenarios with best KGE performance at each USGS station: (a) results obtained from
the diagnostic scenarios; and (b) results obtained from the prognostic scenarios. The green, red, and blue gauge colors
correspond to the percolation rates of 0.02, 0.03, and 0.04, respectively.

According to Figure 8, the chosen diagnostic and prognostic scenarios share percola-
tion rates. However, differences exist in the spatial performance improvement distribution
(Figure 9). Figure 9a,b show the diagnostic and prognostic scenarios of KGE improvement
with respect to the linear model. With only two cases of negative KGE differences (red
dots on Figure 9a), the diagnostic scenarios outperform the linear model at almost all
the USGS gauges. Alternatively, in the prognostic case (Figure 9b), the count of negative
KGE differences increases to 13, while the number of gauges decreases in cases where the
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improvement is more significant than 0.1 (yellow). We attribute the decrease in prognostic
case performance to the parameter’s spatial distribution.
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The prognostic scenario performance decrease occurs mostly over the east and west
regions of Iowa. The most significant decrease is observed for the Northwest Iowa Plains
landform (Figure 9b). In this region, the chosen diagnostic setups were D12 and D9
(Figure 8a), suggesting a mix between tiled terrain and flat hillslopes. Over the Southern
Iowan Drift landform area, the ki value is the same for the diagnostic and prognostic
scenarios. However, the prognostic scenario performance declines at several stations in this
region. On the other hand, the Iowa Surface region exhibits more ki discrepancies between
both scenarios, as well as a higher number of performance differences.

The described results suggest a level of heterogeneity in the parameters shown by the
diagnostic and prognostic scenarios. This heterogeneity creates difficulties when choosing
the most adequate regional parameterization for the model, regardless of whether it is
fixed (diagnostic) or distributed (prognostic). To address this issue, we compare the KGE
(upper diagonal in Figure 10) and the mean ratio µ (lower diagonal in Figure 10) of the
chosen scenarios. We estimate µ as the ratio between the simulated (µsim) and observed
(µobs) flows with values near indicating a perfect match. According to Figure 10, the KGE
and mean ratio of scenarios D4 and P1 outperform almost all the scenarios. Additionally,
both scenarios have the highest percentage of events with KGE values above 0.4 (blue
bars in Figure 10 histograms). Compared with the linear model, the D4 and P1 mean ratio
correction is significant. In both plots (Linear-D4 and Linear-P1), there are almost no events
where the linear setup outperformed D4 and P1. The scenarios D4 and P1 have the same ki
(0.02) value; however, their subsurface parameters are different.

The parameters of D4 are fixed for all the domains following line 4 of Figure 4a. This
parameterization represents highly conductive soils or the presence of tiles. On the other
hand, P1 parameters follow the hillslope steepness with Equation (9), and the presence of
tiles described by the map in Figure 4b. The described differences in the parameters seem
to develop slight dissimilarities in performance. According to panel D4-P1 in Figure 10,
the KGE performance is similar in both, although D4 has a better performance in some
events. Moreover, the panel P1-D4 shows that the mean ratio description of both setups is
similar. Considering that D4 assumes tiles everywhere, our results suggest a high presence
of tile-like signatures.
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Figure 10. An event-based KGE comparison of the diagnostic and prognostic dominant scenarios. Each row compares a
scenario against the others. The upper diagonal panels correspond to the KGE histogram of the scenarios. Over the diagonal
the KGE histogram of each setup, a coloring in of the percentage of events with blue is visible, with a KGE of above 0.4. The
lower diagonal compares the event-based mean-ratio error.

3.2. Extended Metrics

According to the diagnostic and prognostic KGE comparisons, the performance dif-
ferences between the two scenarios are relatively small. However, the KGE is subject to
three parameters that do not necessarily reflect all the relevant changes in the simulated
streamflows. With this in mind, we also compared the NSE (Nash Sutcliffe efficiency), the
hit rate, and the lags (Figure 11a–c, respectively). The NSE contrasts the simulated data
prediction skill with the mean value of the observations. An NSE of below 0 indicates
that the mean value performs better than the model, and an NSE of 1 indicates a perfect
simulation. The hits rate is the percentage of time that is shared by observations and
simulations during floods. A hit rate of zero corresponds to missing all the floods, and a hit
rate of one corresponds to a perfect match. The lag is a measure of the displacements ap-
plied over the simulated data to maximize the correlation. We made hourly displacements
from −48 h to 48 h. Negative lag values correspond to cases in which the simulated data
exhibit responses earlier than the observed, and positive values correspond to the opposite
behavior. A simulated series with good performance must have lags near zero.

Results from Figure 11 show that D4 and P1 have some similarities and some relevant
differences. Regarding the NSE (Figure 11a), D4 has a slightly better score. Regarding the
hits rate (Figure 11b), it is hard to tell which scenario has a better performance. Furthermore,
P1 has a higher fraction of hit rates approaching one, but it also has higher frequencies
at some lower intervals. The number of lags is also similar (Figure 11c). Nevertheless,
P1 tends toward negative lag values more than D4 does, representing more frequent early
peak estimations.
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the Hit Rate considering (a) Hit when the simulated and observed streamflow are above the flood level of the gauge. Panel
(c) compares the Lags (in hours) required to maximize the correlation between observations and simulations.

In addition to the indexes, we compare the simulated peaks of the chosen diagnostic
and prognostic scenarios. Because the gauged watersheds areas range between 40 and
18,000 km2, we performed a scale-independent comparison. To obtain scale-independent
peaks (Z), we divided the peaks Qp [m3 · s−1] by the mean annual peak Qp [m3 · s−1]. Then,
for each event of each link, we computed the difference between the simulated (Zs) and
the observed (Zo) standardized peaks. The peak flow estimation of D4 and P1 exhibited
a similar performance, with D4 being superior. The D4 scenario reaches a fraction of
32% for differences near zero (Figure 12), while in P1 this value drops to 28% (Figure 12).
Additionally, P1 has a higher fraction of errors equal or greater than one.
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Figure 12. Histograms of the standardized peak flows difference for the D4 (blue) and
P1(red) scenarios.

We expected the diagnostic superiority because, in the prognostic case, we impose
restrictions based on maps. The resulting differences among simulations emphasize the
parameters’ relevance and the need for their correct representation. Contrasted with
the diagnostic scenarios, the prognostic scenarios tend to reduce the performance. The
differences between D4 and P1 suggest that the landscape descriptors could have errors
that lead to decreases in the modeling performance. Additionally, our results suggest that
there may be more tiles than the ones represented by the map in Figure 4b.

3.3. Analysis of Parameter Values

The diagnostic and prognostic scenarios offer different ways to determine the values
of parameters in space. In the diagnostic cases, we identified the best fixed-parameter
combination for each gauged watershed. In the prognostic cases, we pre-defined a set
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of distributed parameters based on the available information. In a previous step, we
defined the best diagnostic and prognostic setup for each gauge (Figure 8a,b, respectively).
According to our results, a spatial distribution of the parameters seems to be explained
by ki and the parameters of Equation (8). Additionally, the chosen diagnostic scenarios
outperform the chosen prognostic ones (Figure 8a,b). In some gauges, the performance
differences are small; however, in others, the difference is relatively large. This is an
interesting result because the only difference between both cases is the parameterization of
Equation (8). Considering the described performance differences, we explore in more detail
how they are related to the parameterizations of the diagnostic and prognostic setups.

We compare Equation (8) setup for the diagnostic and prognostic scenarios to evaluate
whether variations in the parameters explain the observed performance differences. We
made the comparison at each gauged watershed. For the comparison, the prognostic setup
has a set of curves qsL(P) for a given watershed (light blue lines in Figure 13), and there is
one diagnostic curve qsL(D) for the same watershed (dark blue line in Figure 13). Using
Equation (11), we compare qsL(D) with the 50th percentile of qsL(P) for storages between
1.6 and 1.7 [m] (green region in Figure 13). We choose the 1.6–1.7 range because it describes
the shift the linear to the exponential expression. Besides, the hillslopes subsurface storage
(Ss) is usually in this range during storm events.
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Figure 13. Example of the qsL parameterization comparison between the diagnostic and prognostic
scenarios. The light blue lines are qsL curves of the prognostic scenario for a given watershed. The
red line corresponds to the 50th percentile of the prognostic qsL curves. The dark blue line is the
qsL curve of the diagnostic scenario. We used the green region to perform a comparison between
the scenarios.

∆qsL =
1
N

·
N

∑
i

qsL(D)i − P50(qsL(P))i
qsL(D)i

(11)

According to Figure 14, the differences of the parameters (∆qsL) do not adequately
explain the performance differences between the diagnostic and the prognostic scenarios.
In some cases, low absolute values of ∆qsL are linked to low KGE differences. However,
the described behavior does not apply for large absolute values of ∆qsL. Figure 14 shows
many watersheds in which the differences of the absolute parameters are larger than 10%
(x-axis), while the KGE absolute differences are low. Additionally, some cases with low
absolute ∆qsL exhibit large KGE differences. On the other hand, according to the colors of
Figure 14 (non-absolute ∆qsL), positive values of ∆qsL are related to low KGE differences;
and negative values of ∆qsL correspond to high KGE differences.
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Figure 14. Parameters’ absolute differences vs. KGE differences at the USGS gauges. The colors
correspond to non-absolute differences in the parameters.

We also compared the ∆qsL and the KGE differences in space. According to Figure 15,
the coincidences between the KGE and ∆qsL do not show a strong regional pattern. We
observe some similarities only in the Des Moines Lobe and the Northwest Iowa Plains
regions. In both cases, some significant KGE differences correspond with large absolute
∆qsL values. Additionally, there is a match between low KGE and ∆qsL differences in the
Iowan Surface region, with some exceptions.

Hydrology 2021, 8, x FOR PEER REVIEW 15 of 17 
 

 

We also compared the Δ𝑞𝑠𝐿 and the KGE differences in space. According to Figure 

15, the coincidences between the KGE and Δ𝑞𝑠𝐿 do not show a strong regional pattern. 

We observe some similarities only in the Des Moines Lobe and the Northwest Iowa Plains 

regions. In both cases, some significant KGE differences correspond with large absolute 

Δ𝑞𝑠𝐿  values. Additionally, there is a match between low KGE and Δ𝑞𝑠𝐿 differences in the 

Iowan Surface region, with some exceptions. 

 

Figure 15. Maps showing KGE differences (a), and Δ𝑞𝑠𝐿 (b), in USGS gauges. 

It is hard to establish a relationship between the diagnostic and prognostic parame-

ters and their performance differences. We attribute this lack of correlation to the model’s 

non-linear transformations at the hillslope scale and throughout the network. It is ex-

pected that the parameters would alter the model’s output. However, our results show 

that a pre-defined distribution of the parameters could lead to modeling errors that are 

hard to identify. 

4. Conclusions 

The Iowa Flood Center (IFC) has been making operational flood forecasts for the state 

of Iowa since 2010. IFC forecasters use the hydrological Hillslope Link Model (HLM), 

along with rainfall data. The HLM has been accurate in forecasting streamflow fluctua-

tions at several scales [14]. However, the model has limitations in its representation of the 

recession curve, and it underestimates the total streamflow volume. Moreover, the limi-

tations seem to increase in a tiled landscape. The authors of [17] attributed these limita-

tions to the linear equation HLM uses to represent the subsurface flux and the lack of an 

equation representing the tiled terrain. To address this issue, [15] developed an exponen-

tial equation that can be parameterized to represent the function of the hillslope steepness 

and the presence of tiles. 

This paper evaluated the exponential equation proposed by [17], which represents 

subsurface hillslope–link interaction in HLM. The equation can represent hillslopes with 

and without tile drainage. We performed the equation evaluation at 140 USGS gauges in 

Iowa. The analysis used hourly records between 2002 and 2018. In the evaluation, we com-

pared the exponential equation with a linear equation. The comparison used a diagnostic 

and a prognostic approach to establish the parameters. In the diagnostic setup, we imple-

mented 12 fixed parameter scenarios, while in the prognostic setup, we distributed the 

parameters with consideration of the hillslope steepness and presence of tiles. In both 

cases, we considered three fixed percolation rates. Results from this study indicate the 

following: 

 Compared with the linear equation, the exponential equation corrects the volume 

bias on the simulated streamflow. We attribute the correction to the active layer 

threshold on the exponential equation and the significant outflow increase once the 

Figure 15. Maps showing KGE differences (a), and ∆qsL (b), in USGS gauges.

It is hard to establish a relationship between the diagnostic and prognostic parameters
and their performance differences. We attribute this lack of correlation to the model’s
non-linear transformations at the hillslope scale and throughout the network. It is expected
that the parameters would alter the model’s output. However, our results show that a
pre-defined distribution of the parameters could lead to modeling errors that are hard
to identify.

4. Conclusions

The Iowa Flood Center (IFC) has been making operational flood forecasts for the state
of Iowa since 2010. IFC forecasters use the hydrological Hillslope Link Model (HLM), along
with rainfall data. The HLM has been accurate in forecasting streamflow fluctuations at
several scales [14]. However, the model has limitations in its representation of the recession
curve, and it underestimates the total streamflow volume. Moreover, the limitations seem
to increase in a tiled landscape. The authors of [17] attributed these limitations to the
linear equation HLM uses to represent the subsurface flux and the lack of an equation
representing the tiled terrain. To address this issue, [15] developed an exponential equation
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that can be parameterized to represent the function of the hillslope steepness and the
presence of tiles.

This paper evaluated the exponential equation proposed by [17], which represents
subsurface hillslope–link interaction in HLM. The equation can represent hillslopes with
and without tile drainage. We performed the equation evaluation at 140 USGS gauges
in Iowa. The analysis used hourly records between 2002 and 2018. In the evaluation,
we compared the exponential equation with a linear equation. The comparison used
a diagnostic and a prognostic approach to establish the parameters. In the diagnostic
setup, we implemented 12 fixed parameter scenarios, while in the prognostic setup, we
distributed the parameters with consideration of the hillslope steepness and presence of
tiles. In both cases, we considered three fixed percolation rates. Results from this study
indicate the following:

• Compared with the linear equation, the exponential equation corrects the volume bias
on the simulated streamflow. We attribute the correction to the active layer threshold
on the exponential equation and the significant outflow increase once the storage is
above this threshold. In contrast, in the linear equation, the water remains in the soil
for extended periods because of the described absence of these processes.

• Depending on the parameters, the exponential equation could improve the perfor-
mance of HLM. We found that the exponential equation outperforms the linear equa-
tion for several parameter combinations with changes in the shape of the hydrograph,
the simulated peaks, and timing. We also found significant differences using different
combinations of the equation parameters and the percolation rate.

• The percolation rate plays a significant role in the representation of the subsurface flux
from the described combinations. We found spatial coincidences in the percolation
rates when choosing the best diagnostic and prognostic scenarios. Additionally, the
percolation rate induces changes comparable to those produced by the exponential
equation’s parameters.

• Determining the distributed parameters of HLM remains challenging. In this paper,
we used the diagnostic and prognostic approaches to analyze the parameters of HLM.
The diagnostic approach assumes unknown conditions and fixed parameters over the
space. On the other hand, the prognostic method is the more classical approach, in
which the parameters are derived from maps of the landscape. In our experiments,
the diagnostic setups tended to outperform the prognostic setups. Additionally, had
difficulty in identifying a link between the diagnostic and prognostic parameters and
their respective performances.

In the current work, we showed that a better representation of the processes and the
correct parameters can improve a hydrological model. The improvement is supported
by comparisons performed at 140 USGS gauges. Moreover, the differences between the
diagnostic and prognostic setups suggest that identifying the parameters is still challenging.
Despite the limitation related to the number of gauges, the diagnostic approach reveals the
parameters’ potential spatial distribution.

Two main factors may explain the differences in parameters and performance between
the diagnostic and prognostic setups: errors in the landscape description and unrepresented
processes in HLM. Uncertainties exist in the tile localization maps; likewise, limitations
exist in the representation of the average steepness at the hillslope scale. On the other hand,
we unrepresented processes in some regions of Iowa, such as potholes over the northwest
and agricultural terraces in the west. It is difficult to identify which of these factors is more
relevant to the implementation of a hydrological model. However, according to our results,
the use of maps as landscape descriptors may lead to the detection of errors that are usually
hidden in a posterior calibration process. Moreover, we found it difficult to identify the
errors caused by the prescribed distributed parameters. Both issues could be addressed
using diagnostic setups that help to identify the uncertainties derived from the parameters
and their possible regional distributions.
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Abstract: The combination of Hydrological Models and high-resolution Satellite Precipitation Prod-
ucts (SPPs) or regional Climatological Models (RCMs), has provided the means to establish baselines
for the quantification, propagation, and reduction in hydrological uncertainty when generating
streamflow forecasts. This study aimed to improve operational real-time streamflow forecasts for the
Upper Zambezi River Basin (UZRB), in Africa, utilizing the novel Variational Ensemble Forecasting
(VEF) approach. In this regard, we describe and discuss the main steps required to implement,
calibrate, and validate an operational hydrologic forecasting system (HFS) using VEF and Hydrologic
Processing Strategies (HPS). The operational HFS was constructed to monitor daily streamflow and
forecast them up to eight days in the future. The forecasting process called short- to medium-range
(SR2MR) streamflow forecasting was implemented using real-time rainfall data from three Satellite
Precipitation Products or SPPs (The real-time TRMM Multisatellite Precipitation Analysis TMPA-RT,
the NOAA CPC Morphing Technique CMORPH, and the Precipitation Estimation from Remotely
Sensed data using Artificial Neural Networks, PERSIANN) and rainfall forecasts from the Global
Forecasting System (GFS). The hydrologic preprocessing (HPR) strategy considered using all raw
and bias corrected rainfall estimates to calibrate three distributed hydrological models (HYMOD_DS,
HBV_DS, and VIC 4.2.b). The hydrologic processing (HP) strategy considered using all optimal
parameter sets estimated during the calibration process to increase the number of ensembles avail-
able for operational forecasting. Finally, inference-based approaches were evaluated during the
application of a hydrological postprocessing (HPP) strategy. The final evaluation and reduction
in uncertainty from multiple sources, i.e., multiple precipitation products, hydrologic models, and
optimal parameter sets, was significantly achieved through a fully operational implementation of
VEF combined with several HPS. Finally, the main challenges and opportunities associated with
operational SR2MR streamflow forecasting using VEF are evaluated and discussed.

Keywords: variational ensemble forecasting; hydrologic processing strategies or hypotheses; SR2MR
streamflow forecasting; real-time hydrologic forecasting system; satellite precipitation products;
multi models; best streamflow prediction; inverse variance weighting; inverse probability weighting

1. Introduction
1.1. Decisions and Limitations of Hydrologic Forecasting

At any spatiotemporal scale, critical decisions about the design, functionality, and
operability of a Hydrologic Forecasting System (HFS) need to be made to reduce the total
hydrologic uncertainty (THU) propagated from different components of a hydrologic
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modelling paradigm (HMP). In fact, reducing the total hydrological uncertainty is key to
developing reliable Integrated Water Resources Management (IWRM) strategies across
spatial and temporal scales. For river basins across the world, the allocation of water
resources largely relies on accurate streamflow forecasts. In Africa, for instance, the waters
of the Upper Zambezi River Basin (UZRB) are shared by eight countries: Angola, Namibia,
Zambia, Botswana, Malawi, Tanzania, Zimbabwe, and Mozambique. However, the admin-
istrative complexities created by the transnational nature of the Zambezi Basin (Figure 1)
result in inconsistencies in the operation and maintenance of the rain gauges and stream
gauges (see Table 1), and consequently a lack of reliable hydrologic data for the implemen-
tation of an HFS. For example, rainfall or streamflow time series with missing records can
undermine the effectiveness of calibration and validation schemes, consequently increasing
the propagation of total hydrological (meteorological) uncertainty for the establishment of
hydrologic processing strategies. Therefore, an appropriate identification and quantifica-
tion of uncertainty (at any level) can help reducing the THU for the final development of
streamflow forecast products.

Figure 1. (a) Upper Zambezi River Basin (UZRB) delineated above the Katima Mulilo streamgauge. The green markers
represent 9 rain gauges available in the basin. The blue markers represent the streamgauges used in this study; (b) Location
of the Zambezi Basin in the African continent. The map also shows the location of major hydropower and water storage
projects; (c) Modelling domain selected to implement the real-time HFS (RT-HFS). The modelling domain was set up
using grid cells at 0.25◦ of spatial resolution; (d) Land cover map based on [1]. The basin is dominated by broadleaved
trees (~66%), herbaceous (16.1%), and shrubs (14.8%), whereas only a little (~0.6%) of the area is managed or represents
agricultural; and (e) Digital Elevation Model (DEM) based on Hydrosheds (90 m resolution). The spatial distribution of
the vegetation types is consistent with the elevational pattern of the basin, which ranges between approximately 731 and
1671 m above sea level [2].
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1.2. Knowledge Gaps and Justification of the Study

The first HFS for Zambezi was applied in 2011, where the use of the Kalman filter was
combined with a simple two-layer conceptual hydrological model to forecast streamflow
in three sub-basins [3]. Satellite-based soil moisture estimates were used to calibrate the
aggregated hydrologic model, which was able to generate daily streamflow forecasts up
to 40 days into the future. Meier [4] argued that the spatial resolution of the satellite
data needed to be improved together with the implementation of more sophisticated
hydrologic models. In 2014, the daily floodplain behavior of the Zambezi was simulated
by [5] applying a modified reservoir approach for the SWAT model [6]. Their results
showed that the modified version of SWAT improved the simulation of daily streamflow
and floodplain development in the Zambezi basin. Several other hydrological models
have been satisfactorily calibrated and validated in other sub-basins of the Zambezi with
available records (i.e., [7–12]). Despite all these modelling efforts in the Zambezi Basin,
an operational HFS for the undisturbed flows of the poorly gauged UZRB has yet to be
established. The primary objective of an operational HFS is to generate an accurate short-
to medium-range (SR2MR) streamflow forecast that can inform water distribution schemes
at the relevant spatial and temporal scales. The forecasts can be obtained from multiple
ensembles constructed from Variational Ensembles Forecasting (VEF) approaches.

1.3. Variational Ensemble Forecasting (VEF) to Improve Operational Streamflow Forecasts

An operational HFS can only be implemented if the realtime and short-term forecasts
of the input data (e.g., rainfall, temperature, etc.) are readily available. Therefore, the
use of multiple satellite precipitation products (or regional climate models), combined
with multiple conceptual and physic-based hydrologic models, can provide important
insights about the practical and scientific aspects of implementing operational HFS in
poorly gauged basins [13,14]). In this regard, many Variational Ensemble Forecasting (VEF)
algorithms have been proposed to improve the representation of the components included
in a Hydrologic Forecasting System (HFS). Previous studies have applied VEF based
on multiproduct, multimodel, or multi-initialization schemes (see for example [13–21]).
However, the evaluation of VEF including an additional dimension with multiple optimal
parameter sets has not been explored in simulation schemes or operational forecasting yet’
neither has the role of Hydrologic Processing Strategies to improve the assimilation of VEF
applications in an operational HFS context.

1.4. Purpose of This Paper

The main motivation of this study is to describe, analyze, and discuss the main steps
required to design and implement an HFS, aimed to improve SR2MR streamflow forecasts
in the UZRB and its sub-basins during the operational stage. The technical functionality and
operability of the HFS is assessed using Hydrologic Processing Strategies (HPS) within the
context of a Variational Ensemble Forecasting (VEF) hydrologic modelling paradigm [22],
i.e., optimal combination of multiple precipitation products, multiple hydrologic models,
and multiple parameters sets. The THU propagated by the HFS is evaluated and compared
according to different sources of uncertainty, i.e., satellite-based, or model-based rainfall
estimates, hydrological models, and optimal parameters. As detailed later in this paper,
a more comprehensive overview of the whole modeling paradigm used to implement
an operational HFS can help significantly to generate an improved streamflow forecast
products that are closer to the hydrological conditions of the basin under study.

2. Methods
2.1. The Upper Zambezi River Basin (UZRB) Domain

The operational HFS implementation for the UZRB and its sub-basins with records
(Table 1), considered the drainage area (~339,521 km2) delineated above the Katima Mulilo
streamgauge (Table 1 and Figure 1a). The mean annual streamflow at the UZRB (measured
at Victoria Falls) represents about 25% of the mean annual streamflow measured at the
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Zambezi Delta outlet (~4200 m3/s), the largest contribution of all tributaries within the
whole Zambezi Basin [23,24]. The historic mean daily flows (1942–2017) measured at
Katima Mulilo stream gauge were about 1174 m3/s (Table 1); however, during extreme
episodes the maximum daily streamflows can exceed more than six times the mean daily
streamflows. The basin is dominated by broadleaved trees (~66%), herbaceous (16.1%),
and shrubs (14.8%), whereas only a little (~0.6%) of the area is managed or represents
agriculture (Figure 1c). The spatial distribution of these vegetation types is consistent with
the elevational pattern of the basin, which ranges between approximately 731 and 1671 m
above sea level (Figure 1d). The UZRB domain for the operational HFS implementation
was set up using grid cells at 0.25◦ of spatial resolution, approximately 25 km at the Equator
(Figure 1e). This area above Katima Mulilo was selected, because it is the unique portion
of the Zambezi that does not have ongoing hydropower or water storage infrastructure
projects (see Figure 1b). This is an advantage for HFS implementation since the presence of
dams or any other anthropogenic water regulations can be an important limitation when
the primary objective is to simulate natural streams.

Table 1. Description of streamgauges use in this study. The HFS column shows those streamgauges (sub-basins) used for the calibration
of hydrologic models.

Country Streamgauge South
Latitude

East
Longitude

Area
(km2)

Altitude
(m.a.s.l.)

Average Flow
(m3/s) Period Missing

(%) HFS

Zambia Kalene Hill
Road Bridge −11.13 24.25 764 1261 12.3 1977–2004 34.81 No

Zambia Chivata Village −13.33 23.15 3354 1065 17.4 1962–2004 23.32 Yes

Zambia Luanginga-
Kalabo −14.96 22.68 34,621 1021 59.0 1958–2004 8.94 Yes

Zambia Kabompo
Pontoon −13.60 24.21 42,740 1029 252.2 1990–2005 51.04 Yes

Zambia Lukulu −14.38 23.233 206,531 1012 772.0 1950–2004 12.44 Yes
Zambia Senanga −16.11 23.25 284,538 992 972.6 1947–2004 8.40 Yes
Namibia Katima Mulilo −17.48 24.3 339,521 746 1174.5 1942–2017 13.54 Yes

2.2. Forecasting Timescales and Water Management Activities

An HFS can be implemented for either of the three (or a combination thereof) principal
forecasting timescales: (1) Realtime Monitoring or Short- to Medium-Range Forecasting
(SR2MR), (2) Subseasonal to Seasonal or Short- to Long-Range Forecasting (SR2LR), or
(3) Climate Change Predictions. The choice of forecasting timescales is partly determined
by the relevant water management goals, and the needs of end users of the forecasts. In
this study, the need for better water management schemes for flood warning and water
allocation in the lower Zambezi Basin prompted the implementation of an HFS for realtime
streamflow monitoring and short- to medium-range (SR2MR) forecasting in the UZRB and
its sub-basins. As mentioned in the previous section, the HFS was implemented to forecast
streamflow in the UZRB because it is the only part of the whole Zambezi River Basin
without water regulation infrastructure, i.e., natural streamflow patterns can be observed
in the UZRB. The SR2MR scheme allows streamflow forecasting from realtime up to eight
days into the future (Figure 2).

2.3. The Operational Context of a Hydrologic Modeling Paradigm

A functional HFS requires the design of a hydrologic modelling paradigm under an
operational scheme. The design can range from a simple propagation of meteorological
forecasts using a single hydrological model to more advanced techniques which can
include multiparameter, multimodel, or multi-initialization schemes (Figure 3). The use
of a simple propagation scheme does not allow for the quantification of the hydrological
uncertainty propagated from the model structure or from the model parameters. However,
by adding more parameter sets for a single hydrological model (i.e., [15]), by adding more
hydrological models [13,14,16–18], or simply by performing more initializations of the
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initial starting conditions of a single model [19,20], the hydrological uncertainty either from
the parameters, model assumptions, or initial conditions can be quantified.

Figure 2. Structure and major modules required to implement an operational Realtime Hydrologic Forecasting System
(RT-HFS) at (a) short-range timescales RT-HFSSR and at (b) medium-range timescales RT-HFSMR.

Figure 3. Simplified hydrologic modelling paradigm (HMP) used in the operational HFS implementation for the UZRB and
its sub basins. Each of the hydrologic processing strategies (HPS) can help quantifying the propagation of total hydrological
uncertainty (THU) from different sources, i.e., input data, model structures and parameters, modelling assumptions, and
initial conditions of the models, etc.
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In the UZRB, the operational HFS is designed as a VEF modelling paradigm [22] in
which the best SR2MR forecasts are derived from the combination of multiple precipitation
products, multiple hydrologic models, and multiple parameters sets (Figure 3). This
technique makes it possible to increase the range of possible streamflow forecast ensembles
that can be used to evaluate and select the best representations of the hydrological states
and fluxes for the UZRB and its sub-basins.

2.4. Selection of Hydro Climatological Forcings

The input data can have significant impacts on the propagation of meteorological
and total hydrological uncertainty, and consequently, on the final streamflow forecasts. In
this regard, it is well known that rainfall is the most important variable for streamflow
simulation. At this stage, either point-based instrumental records or gridded-based cli-
matology products can be used to establish baseline conditions and to correct SPPs or
RCMs. The UZRB is a poorly gauged basin that lacks a consistent hydrometric network
with continuous records (only nine rain gauges with discontinuous records were available
for the HFS implementation). Therefore, the hydrological preprocessing hypothesis (also
known as meteorological postprocessing hypothesis) [22] was approximated using rainfall
climatology provided by CHIRPS (Climate Hazards Group InfraRed Precipitation with
Station data) [25,26], and temperature climatology provided by the Global Meteorological
Forcing Dataset (GMFD) [27].

To minimize the probability of errors propagated during the implementation of the
operational HFS, the quality of the climatological forecast products used in an HFS needs
to be evaluated and validated before they can be reliably used for hydrological appli-
cations. In the UZRB, three SPPs were evaluated, corrected, and then used to provide
short-range (realtime) rainfall estimates (1) TMPA-RT [28]; (2) CMORPH [29]; and (3)
PERSIANN [30,31]. To complete the SR2MR scheme, medium-range rainfall forecasts from
the Global Forecasting System (GFS) [32] were used. The original GFS product provides
rainfall forecasts in six-hour intervals (00, 06, 12, and 18 UTC) up to 16 days into the future.
However, since the quantity of missing records between 9 and 16 days in the archives is
larger (at least in this region), only rainfall forecasts provided at 00 UTC and up to eight
days into the future were selected for operational implementation. (Table 2).

Table 2. Climatology data used to correct (preprocess) rainfall forecasts from SPPs and RCMs.

Product Institution Spatial
Resolution

Temporal
Resolution Global Coverage Period

CHIRPS 1

[26]
UCSB 0.25◦ × 0.25◦ Daily 50◦ N–50◦ S

180◦ E–180◦ W 1981 to present

GMFD 2

[27]
Princeton 0.25◦ × 0.25◦ Daily 50◦ N–50◦ S

180◦ E–180◦ W 1981–2012

PERSIANN-CCS 3

[31]
UCI 0.25◦ × 0.25◦ 3-hourly 37.8◦ N–40.6◦ S

28.0◦ W–56.2◦ E 1998 to present

CMORPH 4

[29]
NOAA-CPC 0.25◦ × 0.25◦ 3-hourly 60◦ N–60◦ S

180◦ E–180◦ W 1998 to present

TMPA-RT 5

[28]
NASA GES DISC 0.25◦ × 0.25◦ 3-hourly 50◦ N–50◦ S

180◦ E–180◦ W 1998 to present

GFS 6

[32]
NOAA-NCEI 0.25◦ × 0.25◦ 3-hourly 90◦ N–90◦ S

180◦ E–180◦ W 2014 to present

Katima Mulilo GRDC Streamgauge Daily 17.48◦ S–24.3◦ W 1942 to present
1 Climate Hazards Infrared Precipitation with Station data (CHIRPS). 2 Global Meteorological Forcing Dataset (GMFD) 3 Precipitation
Estimation from Remotely Sensed Information using Artificial Neural Networks-Cloud Classification System (PERSIANN) 4 Climate
Prediction Center morphing method (CMORPH) 5 Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation Analysis-Real
Time 6 Global Forecast System (GFS).
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2.5. Hydrologic Models for Operational HFS

The selection of a model structure to be included in the hydrologic modelling paradigm
(HMP) and ultimately in the operational HFS is as important as the selection of the model
parameters to be used in the calibration process [16]. For an operational HFS, many
HMP options can be implemented, including a single selection or an optimal combination
of multiple precipitation or climate products, multiple hydrological models, multiple
model state initializations, and/or multiple parameters sets. For example, the operational
VEF approach implemented in the UZRB, and its sub-basins utilized three distributed
hydrologic models (at 0.25◦ of spatial resolution): (1) HBV_DS, (2) HYMOD_DS, and
(3) VIC 4.2.b (Figure 4). The first two models are distributed versions of two traditional
well-known hydrological models: HBV [33,34] and HYMOD [35,36]. The VIC model used
in this study is a modified version of the well-known Variable Infiltration Capacity (VIC)
land surface model [37] that can resolve both the water and the energy balances. The
modification allows postprocessing of VIC model outputs with the Lohmann’s model for
routing [38]; a Gamma distribution to represent the catchment’s unit hydrograph; and
the linearized version of the Saint-Venant Equations for final river routing. Additional
details of the model states, fluxes, and parameters used in this study are provided in the
Appendix A.

Figure 4. Modelling structures used in the operational HFS implementation for the UZRB. (a) HBV_DS, (b) HYMOD_DS,
and (c) VIC 4.2.b. Details about model states, fluxes, and parameters are provided in the Appendix A.

2.6. Calibration of Models Included in the HFS

The models described in the previous section were calibrated and validated for the
whole UZRB and its sub-basins at 0.25 degrees of spatial resolution (approximately 25 km
at the Equator). Historical available daily streamflow records for the UZRB and its sub-
basins were used as reference data (Figures 5 and 6). The genetic algorithm [39] was used
to optimize the parameter sets of the three models. However, at this stage, any suitable
optimization scheme can be implemented (e.g., [39–43]; and many others) based on the
availability of time, resources, and expertise. In this study, a daily pooled calibration
considering all observed daily records in the UZRB, and its sub-catchments (Figure 5) was
applied at the Massachusetts Green High-Performance Computing Center (MGHPCC). The
algorithm was run in parallel processing mode using 100,000 iterations, with population
sizes ranging between 100 and 1000 generations. With this approach, the evaluation of the
most appropriate population of parameter sets within each generation could be conducted
in a more efficient manner. The Kling-Gupta efficiency [44] and the Nash-Sutcliffe effi-
ciency [45], among other measures, were used to evaluate the degree of agreement between
observed and simulated streamflow (Figure 6).
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Figure 5. Daily streamflow records for Katima Mulilo, Senanga, Lukulu, Kabompo, Kalabo, Chivata, and Kalene sub-
catchments. Daily average rainfall data from CHIRPS are also included. The numbers with “x” next to the names represent
an amplification along the y-axis for a better visualization of the hydrographs.

Figure 6. (Top) UZRB and sub-catchments utilized during the daily calibration process. (Bottom) Calibration performances
for Katima Mulilo Streamgauge (2002–2015).
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2.7. Operational Variational Ensemble Forecasting (VEF)

A group of i hydroclimatological inputs, j hydrologic models, and k calibrated model
parameters can be used to establish simple or variational ensemble forecasts. A VEF
approach can provide a larger number of forecasts than a simple assembling approach,
because it evaluates all possible modelling chain sequences that can be arranged to con-
struct an HFS (see Figure 7). At this stage, data assimilation techniques to support the
“perfect model assumption” can be also applied to generate deterministic streamflow fore-
casts. Ref. [46] reviewed and evaluated many available methods to perform deterministic
forecasts. However, in an operational context, the experience of streamflow forecasters
suggests that uncertainty bands can better support decision making for water management
schemes [47–52]. The intention of a VEF approach is to use all available weighted or
non-weighted components of a modelling chain (HFS) to generate streamflow forecasts.
The final hypothesis about the probability distribution of streamflow forecasts can be
approximated using several procedures applied to the Multiproduct, Multimodel, and
Multiparameter sets, through the implementation of a VEF approach that can be trained
during TW and used during TF as:
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• where,M is a Multiproduct, Multimodel, and Multiparameter Variational Ensemble
Streamflow Forecast for the forecast period TF.

• H is a family of hypothetical ensemble components for the warmup period TW and
used to forecast the period TF.

• }i,j,k
yTF

is a hypothesis of the hydrologic process from a family of input data i, hydrologic
model j, and parameter set k, about the HFS for the forecast period TF.

• zi,j,k
yTF

is the streamflow prediction i, j, k about the HFS response for the forecast
period TF.

• }i
uTF

is a hypothesis of the input data from a family of input data i about the HFS for
the forecast period TF.

• }j
pTW

is a hypothesis of the hydrologic process from a family of hydrologic models j
and for the warmup period TW.

• }k
θTW

is a hypothesis of the parameter sets from a family of parameter sets k for the

warmup period TW.
• ui

TF
is the control variable for the forecast period TF.

• zi
uTF

is a family of input data i about the HFS for the forecast period TF.

• zi
uTW

is a family of input data i about the HFS for the warmup period TW.

• Sj
TW

is the model structure j for the warmup period TW.

• θk
TW

is the parameter set k for the warmup period TW.

• zk
θTW

is a family of parameter sets k for the warmup period TW.

The VEF approach (Figure 7) makes it possible to explicitly represent how different
components of each model ensemble (modelling chain) vary according to all possible
combinations of biogeophysical representations of the climate system and the hydrologic
system (e.g., [53]). In addition, one of the novel aspects of this research is introduction
of the assumption that the forecast skill of hydrologic models to represent underlying
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hydrologic processes can be better captured by assessing the generalization capabilities of
multiple optimal parameters sets.

Figure 7. Multi-Input, Multimodel, and Multiparameter Variational Ensemble Forecasting (VEF). Each Hydrologic Process-
ing Strategy (HPS) is shown in the context of VEF.

2.8. Strategies to Reduce Uncertainty and Improve VEF in an Operational Environment

In the development of an operational streamflow forecasting paradigm, it must be
determined how total hydrological uncertainty will be reduced to improve streamflow
forecasts. This topic is still a matter of discussion among many hydrologists and researchers
around the world [47–52]. For instance, standardized processes to decompose, quantify, or
evaluate the meteorological or the total hydrological uncertainty propagated from a mod-
elling paradigm are required (see, i.e., Figure 8). The implementation of new techniques for
the decomposition of uncertainty can take advantages from VEF approaches to explore all
available sources of climate data and physical representations (i.e., model structures and
parameters) for hydrologic modelling. Taking this into account, a combination of VEF and
hydrological processing hypotheses can help us better understand how the propagation of
errors occurs. For example, from multiple climate products the amount of meteorological
uncertainty propagated through the modelling chain can be identified; then comparisons
can be made to estimate the amount of total hydrological uncertainty (THU) propagated
from the same system. This more systematic method to identify uncertainties can be useful
to inform additional pre- or postprocessing of THU.

Assuming that an operational HFS can be evaluated as a VEF approach, three main
strategies (Figure 8) to establish hydrological processing hypotheses can be applied to
evaluate and improve the forecast skill of any hydrological model: (1) Hydrological Pre-
processing (HPR) (or Meteorological Postprocessing), which can include the application
of bias correction techniques (i.e., physical or statistical improvements) to reduce the
propagation of errors or the application of Bayesian or non-Bayesian approaches to estimate
an optimal weighted combination of precipitation products; (2) Hydrological Processing
(HP), which can include improvements in the models’ structure, states, or parameters;
and (3) Hydrological Postprocessing (HPP), which can include bias correction techniques
applied over the streamflow forecasts or the use of Bayesian approaches to estimate an
optimal weighted combination of streamflow forecasts.
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Figure 8. Modelling paradigm implemented in an operational HFS context in the UZRB. The hydrological processing
hypotheses that can be implemented to improve streamflow forecasts are displayed as sources of uncertainty (h) propa-
gated from the input data (yi), and/or from the applied hydrological preprocessing and/or processing techniques. The
output data (ŷi) can also propagate uncertainty, which can be minimized through the implementation of hydrological
postprocessing techniques.

3. Results

The three main strategies for the evaluation of hydrological hypotheses (HPR, HP, and
HPR) were applied to evaluate and improve the forecast skill of operational streamflow
forecasts in the UZRB. The implementation of one or another strategy can have significant
impacts on the final forecasting products. For example, precipitation bias correction
methods (HPR strategies) can dramatically perturb the volume of water entering to the
system, in the HP strategies the most sensitive model parameters can significantly modify
water routing though the model structure, and HPP strategies can have a large impact
by directly perturbing the forecasts to adjust scaling and fitting issues derived from a
poor model representation. Details on how these three processing strategies can impact
operational streamflow forecasts are discussed in the following sections of this paper.

3.1. Strategy 1: Hydrological Pre-Processing (HPR)

Rainfall forecasts or any other climate forecasts derived from satellites or climatological
models are prone to errors that must be corrected. The propagation of these errors is more
significant when the forecasts are biased, especially those for rainfall, since this is the most
important variable for hydrological modeling. Corrections applied over rainfall records
allow for the identification of sensitivities or gaps associated to the improvement of satellite
data, for the calibration and validation of variational hydrological models, and for the
identification or selection of the best ensembles for any operational implementation of
an HFS.
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The corrections correspond to the application of any selected HPR hypothesis, and they
contribute to the reductions of the propagated meteorological uncertainties through the
VEF implementation. One of the most popular HPR strategies is Quantile Mapping [54–57],
a technique that has been previously evaluated in the UZRB and compared to Principal
Components Analysis (PCA) [13]. In the operational context, the Quantile Mapping (QM)
technique is applied at a daily time scale with the assumption that the probability density
functions (PDFs) of the rainfall observations and forecasts follow Gamma PDFs. The
key idea behind this technique is to swap the quantiles of the simulated data with the
quantiles of the observed data. The application of this technique has shown that daily
estimates from SPPs and RCMs can be satisfactorily corrected at the catchment scale or at
more regional scales (i.e., [54–60]). The previous studies agree with our findings for the
UZRB where precipitation estimates from three satellites were significantly improved after
the application of the Quantile Mapping (QM) method, used with a Gamma Probability
Distribution Function (PDF). The results showed that all raw SPPs (Figure 9a–c) could be
satisfactorily corrected at daily time scales (Figure 9d–f). Here, it is important to notice
that many missing and false detections of rainfall can be corrected (see all raw to corrected
scatters in Figure 9); however, the selection and fitting of a fixed PDF to the whole rainfall
dataset can also reduce the performance of rainfall forecasts in some areas if (1) the selected
PDF is not a good representation of the local climate conditions; if (2) the application of QM
is exclusively tied to regional parameters instead of cell-by-cell parameters or vice versa,
and if (3) only fixed temporal parameters are used instead of temporally varying parameters.
All these factors can have result on successful or inadequate rainfall corrections that can
have a significant impact on the next steps related to model calibration, final structural
design, and generation of final operational streamflow forecasts products.

Figure 9. Scatter plots for daily average rainfall in the UZRB. The observed daily rainfall records
from CHIRPS (with drizzle effect removed for rainfall ≤ 0.1 mm) are compared to raw (a–c) and
corrected (d–f) satellite-based rainfall estimates from CMORPH, TMPA-RT, and PERSIANN for the
period 2001–2017. Three error measures are included for comparison: the Root Mean Squared Error
(RMSE), the Nash-Sutcliffe Efficiency (NSE), and the Correlation Coefficient (R).

3.2. Strategy 2: Hydrological Processing (HP)

The VEF hydrologic modeling paradigm requires bridging science and engineering
for the design of functional and operational HFS. Therefore, all available precipitation
datasets utilized during HPR, must be used to evaluate the propagation of meteorological
uncertainty into final SR2MR streamflow forecasts (see Figure 10a1–a7). Generally, the
objective of HP is to constrain the range of valid model outcomes for the application of HPP
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strategies and for the generation of forecast products. Multimodel Ensemble approaches
are a popular alternative to propagate uncertainty into future forecasts; however, they can
yield boundless errors in inference, which can produce unbounded uncertainty bands [61].
Although this is an acceptable argument, the science and engineering of streamflow fore-
casting can play an important role in defining the best alternatives for the management of
total hydrologic uncertainty (THU). In doing this, Variational Ensemble Forecasting (VEF)
approaches have the advantage that they can be implemented using all available sources
of input data, hydrologic models, and optimal parameter sets, to improve the assimilation
of forecasts. VEF can also be coupled with regularization techniques to constrain the
forecasting range based on the classification and evaluation of historic events to define the
best ensembles for HPP.

Figure 10. (a1–a7) All 72 possible SR2MR streamflow forecasts simulated for the UZRB and its sub-basins using an
operational VEF approach. (b1–b7) Ranking of Total Skill (R2) propagated from SR2MR streamflow forecasts. (c1–c7) Best
10 VEF simulations ranked by R2. (d1–d7) Ranking of Root Mean Squared Error (RMSE) propagated from SR2MR forecasts.
(e1–e7) Best 10 VEF simulations ranked by RMSE. Best 10 VEF simulations. The basins and sub-basins are organized from
larger to smaller catchment area (left to right).

Constraining and selecting the best ensembles for operational forecasting should be
understood as a procedure that can vary at any model run. The variation of ensembles
depends on the historic forecast skill performance estimated for all available hydrological
events and their classified characteristic responses. In the UZRB and its sub-basins, the
implementation of an operational VEF approach was used to generate SR2MR streamflow
forecasts derived from all possible combinations of SPPs, hydrologic models, and optimal
parameter sets (Figure 10a1–a7). The propagation of meteorological uncertainty can be
quite large in the resulting streamflow traces when the whole input-model-parameter
space is mapped and used for operational forecasts. To avoid unbounded uncertainty
bands, the VEF approach allows improving the accuracy of streamflow forecasts through a
ranking evaluation and posterior identification of the best hydrologic ensembles for the
UZRB (Figure 10b1–b7 for forecasts ranked using skill analysis of R2 and Figure 10d1–d7 for
forecasts ranked using total uncertainty defined as RMSE). Then the best ten raw streamflow
forecasts are ranked using skill and/or uncertainty measures (Figure 10c1–c7,e7–e7). The
application of specific or combined verification techniques on streamflow forecasts usually
leads to an improvement of the HPP hypotheses. This multiple evaluation is helpful to
identify how skill and uncertainty perform over space and time but also to evaluate how
the spatial resolution of precipitation products can have a large effect on the operational
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forecasts. For instance, the smallest sub-basins inside the UZRB (see Kabombo, Kalabo,
Chivata, and Kalene in Figure 10) resulted in higher total uncertainty compared to large
basins (see Katima, Senanga, and Lukulu in Figure 10). This reduction in performance
in the smallest sub-basins is probably associated with the smallest number of available
precipitation grid cells, which produces larger averaged forecasting errors if missing or
false detections are present in the forecasts.

3.3. Evaluating Pre-Operational SR2MR Streamflow Forecasts

All 72 possible SR2MR forecasts that were generated in the UZRB by the combination
of multiple rainfall products, hydrological models, and optimal parameter sets, enabled
the identification of differences between the satellite precipitation products (SPPs) and
their HPR strategies (or bias corrections) but also between the hydrological models and
their optimal parameter sets (or HP strategy). From the VEF approach, the best raw model
ensembles (Figure 10) were retained (20 out of 72 ensembles were selected for this study)
and used for the generation of final streamflow forecasts products and reports for end users.

In general, an expected outcome is to have climatology products with better forecast
skill (see for example Figure 11a,b) because of the instrumental corrections applied during
the Hydrological Preprocessing (HPR) stage. However, one disadvantage of the climatology
products is that they are not available in the SR2MR domain. For this reason, SPPs and
RCMs are still needed for SR2MR streamflow forecasts in the UZRB or any other basins
around the World. Therefore, the selection of final streamflow forecasts is also operationally
based on SR2MR records. Furthermore, the quantification and propagation of retrospective
meteorological uncertainties might be required for the release of final forecasts depending
on the needs of end users. In the UZRB, multiples ensembles for deterministic streamflow
forecasts and the spread of uncertainty by means of a probability density function were
established for each daily SR2MR forecast. These forecasts were provided for Namibian
Hydrological Services, one of the relevant African institutions that manages water resources
in the Upper Zambezi River.

3.4. Strategy 3: Hydrologic Post-Processing (HPP) for Raw Streamflow Forecasts

Our inability to generate exact physical representations of natural hydrologic systems
creates the need for streamflow forecasts that can quantify and reduce the total hydrologic
uncertainty (THU) propagated from a hydrologic modelling paradigm (HMP). Hydro-
logical Postprocessing (HPP) hypotheses focus on establishing standardized methods to
quantify and propagate total hydrological uncertainty (which is the sum of all uncertainties
i.e., input, parameter, or structural uncertainties propagated into the final streamflow
forecasts). Similar to HPR and HP, different methods can be applied for HPP hypotheses,
i.e., stochastic, Bayesian, or machine learning methods can be used as post-processors
for the final ensemble of SR2MR streamflow forecasts. The objective at this stage is to
minimize the error of the deterministic forecast but also the spread of total hydrological
uncertainty around the raw streamflow forecasts. The deterministic forecast can be ob-
tained as an optimal weighted SR2MR streamflow forecast, which is used to propagate
the total hydrological uncertainty (Figure 12). In the UZRB, a Multivariate Combinatorial
Linear Regression (MCLR) approach was applied as a regularization technique to inform
the best selection of hydrologic ensembles that minimized the spread of total hydrologic
uncertainty. The MCLR was also used as a first level hydrologic postprocessor to resolve
scaling issues of the raw streamflow forecasts (Figure 12). The final ensemble of raw and
corrected SR2MR streamflow forecasts was then evaluated using two inference-based hy-
drologic postprocessors: (1) Inverse-Variance Weighting (IVW), and (2) Inverse-Probability
Weighting (Figure 12). Both approaches were compared to the best streamflow predic-
tion (BSP) and the Average Streamflow Prediction (AVSP) using the retrospective total
hydrologic uncertainty quantified using the root mean square error in millimeters per day
(Figure 12). The application of hydrologic postprocessors (MCLR, IVW, and IWP) revealed
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an improved efficiency of both the forecasts and the propagation of THU in the UZRB and
its sub-basins (Figure 12).

Figure 11. (a) Peak streamflow hydrograph (January to June of 2017) for the UZRB at Katima Mulilo,
and (b) Ranked Predictive Skill (R2) for the best 20 simulations obtained from the operational VEF
approach. The acronyms represent the Hydrological Models (HYM for Hymod; HBV for HBV; and
VIC for VIC); the Satellite Precipitation Products or Climatology (CH for CHIRPS and CH2 for drizzle
removed effect; CM for CMORPH and CM2 for its bias corrected version; TM for TMPA and TM2
its bias corrected version; PE for PERSIANN and PE2 its bias corrected version); and the utilized
parameter set (CH is CHIRPS parameter set; CM is CMORPH parameter set; TM is TMPA parameter
set; and PE is PERSIANN parameter set).

Figure 12. (top) Catchment-average satellite-based precipitation for the UZRB and its sub-basins. SR2MR streamflow
forecasts for Katima Mulilo, and its sub-basins Senanga, Lukulu, Kabompo, Kalabo, Chivata, and Kalene (organized
from left to right according to their size). The y-axis represents the daily streamflow forecasts, and the x-axis represents
the validation and testing periods (2002–2004). The initial streamflow forecasts with their respective uncertainty bands
(RMSE in mm) are shown in red. The hydrologically postprocessed (HPP) forecast is shown in light green. BSP is the best
streamflow forecast; AVSP is the average streamflow forecast; IVW-SP is the Inverse-Variance Weighting streamflow forecast;
IVP-SP is the Inverse-Probability Weighting streamflow forecast. The letter “c” at the end of each acronym represents the
regularization applied by combining Multivariate Combinatorial Linear Regression (MCLR) and Inference-Based methods
for SR2MR daily streamflow forecasting.
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The combination of HPP with short and long-term memory windows (for periods
ranging between 5 and 180 days before the event) also proved to be more efficient in
improving the performance of SR2MR streamflow forecasts (see Appendix A Figure A3
for details). The effect of HP for operational streamflow forecasting was mainly observed
in two aspects: (1) a better performance of the deterministic streamflow forecasts, i.e.,
correction of scaling issues, and (2) narrower total hydrologic uncertainty bands around
the deterministic forecast, i.e., more practical and realistic uncertainty bands for decision
makers (see details in Figure 12).

4. Discussion

To establish operational hydrological forecasting systems (HFS) it is important to first
define who will be the main and potential end users of the streamflow forecasts prod-
ucts within the basin under consideration. In the UZRB (Figure 1), the need for better
water management schemes for flood warning and water allocation schemes has required
the generation of daily SR2MR streamflow forecasts (Figure 2). Several water users and
water authorities of the countries sharing waters from the UZRB can take advantage of
the benefits of this operational HFS implementation, which can largely help developing
sustainable water management and allocation activities for this transnational basin. For
example, the water users of streamflow forecasts in the UZRB can be informed about the
main water management decisions that need to be taken care of for water supply, reservoir
management, hydraulic design, etc. These decisions are generally complex; therefore, un-
der such a scenario, the best way to inform the local authorities and end users in the UZRB
can be obtained if we had ‘perfect’ weather forecasts, or climatic predictions, that could
be combined with ‘perfect’ hydrologic models to generate “almost” perfect streamflow
forecasts. If this hypothesis were still true only one weather or climatic prediction (model),
and one hydrologic model would be needed for streamflow forecasting. For example,
the ‘perfect’ climate estimates of the climate model could be combined with one ‘perfect’
hydrological model, and the streamflow prediction should be close enough to inform both
managers and users, so they can apply the right decisions for water management. The
problem of this hypothesis is the fact that so far, hydrologists and meteorologists has not
been able to create or establish perfect model representations of climate and hydrology,
i.e., models are simplified representations of the hydroclimatological processes occurring
across spatiotemporal scales. Therefore, we know and assume that during the operational
implementation of the HFS in the UZRB there were countless sources of uncertainty, and
different tools and schemes were established in this study to quantify how meteorological
and hydrological uncertainty propagate through an operational VEF approach. One of the
first adopted techniques that emerged was the utilization of single model realizations as
those provided in many previous studies (see for example [3–12]). Then, multi-ensembles
of climate predictions were used to quantify and propagate the meteorological uncertainty
through the streamflow forecasts. The main issue of this technique is that it did not al-
low quantifying the uncertainty propagated from the hydrological model either from the
model structure or from its parameters. To resolve this problem [15], proposed a way
to quantify the hydrological uncertainty from a single model with multiple parameters
that can be obtained from the calibration of multiple climate products. The final set of
outputs is obtained from a multiproduct and multiparameter scheme. This technique
allows quantifying the hydrological uncertainty propagated from multiple parameters sets
of a single hydrological model; however, it does not allow quantifying how the uncertainty
propagates and varies as a function of the structure of the selected hydrological model. This
latter conceptualization of hydrological uncertainty is tied to the modelling assumptions
required to establish the physical representation of the hydrologic system. Obviously, these
assumptions also vary as a function of the selected hydrological model and its structure. In
this context, hydrologists have opted to promote more comprehensive modelling schemes
that combine multiproducts and multiple hydrological models [14,16–18]. With this tech-
nique, it has been possible to quantify the meteorological uncertainty propagated from
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the climate products and the hydrological uncertainty propagated from the hydrologic
models and their corresponding structures. On the other hand, recent studies [62–64] have
argued that the performance of a single hydrological model can be improved together
with the streamflow forecasts if multiple climate products are combined with a model
that is perturbed by generating multiple initializations with different initial conditions,
i.e., changes in surface storage, groundwater storage, or snow storage, among others. The
main objective behind this approach is to capture the current hydrologic condition of a
catchment to assimilate streamflow. For example, in this regard it has been traditionally
assumed that the warmup period is required for hydrologic modelling; however, this
approach can be bypassed given that the initial states are adjusted beforehand, taking in
consideration the streamflow assimilation. This scheme has also stablished a new source
for the quantification of hydrologic uncertainty just by changing the initial conditions of
the hydrological model. With this technique, a new research niche has been recognized
by hydrologists and now is also applied to quantify total hydrological uncertainty (THU).
Having said that, it is also important to add that all the schemes mentioned above have
allowed quantifying the hydrological uncertainty in separated procedures, either from
multiple climate products, from multiple hydrological models, from multiple parameters
sets, or from multiple initializations. In fact, all these hydrologic modeling paradigms
(HMP) are still applied in a systematic manner to identify and quantify different sources of
hydrological uncertainty.

Despite the existence of all these HMP previously mentioned, none of them have
proposed a combined technique to quantify both meteorological and hydrological uncer-
tainties propagated from different sources of a VEF implementation (see Figures 7 and 8),
i.e., sources as climate forecasts, modelling assumptions, and optimal parameter sets, that
can be evaluated for any operational hydrological forecasting system (HFS) implementa-
tion with VEF. To accomplish this issue, we have implemented a VEF approach [22] based
on multiple satellite precipitation products (and GFS precipitation forecasts), multiple
hydrologic models, and multiple optimal parameters sets for SR2MR daily streamflow fore-
casting. The VEF approach implemented in the UZRB (Figure 10) has allowed increasing
the number of possible hydrologic ensembles available for streamflow forecasting, together
with an improvement of the streamflow assimilation (observed versus predicted). It also
provides a more comprehensive and systematic framework to identify and propagate the
spread of total hydrologic uncertainty in an operational hydrologic forecasting system.
Now, the natural question is how much room is left to define new modelling paradigms or
techniques that can be used to quantify or minimize the propagation of total hydrological
uncertainty? To answer this question, we need to differentiate between what we can do to
define the best integrated implementation of an HFS, and what adjustments are required at
each separated component (i.e., inputs, models, or outputs) of the HFS. The operational
HFS implementation in the UZRB, identified and considered three general hydrologic
processing strategies (HPS) that can be applied to any VEF approach. If we consider that
any hydrologic modelling paradigm (HMP) can either include multiple inputs; hydrologic
models, parameters, initializations; and outputs, then, we can hypothesize that at each
component of the HMP it is possible to apply additional techniques or methods to improve
streamflow forecasting. These strategies were conceptualized as: (1) Hydrological Pre-
processing (HPR), (2) Hydrological Processing (HP), and (3) Hydrological Postprocessing
(HPP). Taking advantage of the strategies proposed for the establishment of hydrologic
processing strategies or hypotheses, standardized methods for HPR (Figure 9) and HPP
(Figure 12) were applied in the UZRB, showing that the performance of raw VEF stream-
flow forecasts can be significantly improved, and the spread of uncertainty can be better
constrained by applying regularization processes that combine the strength of Multivariate
Combinatorial Linear Regression (MCLR) and Inference-Based approaches (Figure 12).

The science and engineering of future operational streamflow forecasting in the UZRB
will continue concentrating efforts in improving the forecasts; however, new needs from
end users might also require improving the physical representation at the catchment scale.
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For this, it will be necessary to establish the role of mathematical, statistical, and/or machine
learning methods that can be used to correct and propagate the hydrologic uncertainty from
different components of a VEF approach, i.e., Bayesian, stochastic, pattern, or inference-
based learning methods, etc. The performance of different rainfall products and methods
also needs to be evaluated across different catchment sizes and forecast timescales to
determine the space–time variability that propagates total hydrologic uncertainty. This
evaluation must also be extended to determine the dependence of the accuracy of the
streamflow forecasts and the propagation of hydrological uncertainty from physically
based models. All the above will indicate the applicability limits of the VEF approach
based on multiple precipitation or climate products, multiple hydrologic models, and
multiple optimal parameters sets. All of the above will allow the establishment of new
robust theoretical and hypothetical paradigms to quantify, evaluate, reduce, and manage
the propagation of total hydrologic uncertainty using VEF approaches.

5. Conclusions

This paper described the main stages and processes required to implement and
improve an operational hydrologic forecasting system (HFS) in the UZRB and its sub-basins.
The process of implementation is very complex, and important decisions needed to be
made about the input data (precipitation from satellites or climate products), the hydrologic
models to be included along with their optimal parameter sets, and the timescales required
for the generation of streamflow forecasts.

Once the HFS was completely operational in the UZRB, additional improvements to
the forecasts were required to improve its performance and reduce the spread of total hydro-
logic uncertainty into the final streamflow forecast products. In this regard, three general
strategies to improve the performance of VEF approach were proposed: from Hydrological
Preprocessing to Postprocessing techniques that can improve the input data, the hydrologic
models (or their structures), the optimal parameter sets, and the raw streamflow forecasts.
The whole range of available techniques for operational HFS will require more detailed and
standardized conceptualizations. In this regard, bias corrections or preprocessing (HPR)
techniques applied over the input data will still play an important role in operational
hydrological forecasts for the UZRB. The operational implementation of the VEF combined
with regularization and inference-based methods improved the performance of streamflow
forecasts as the primary need from end users in the UZRB; however, new alternatives
to improve the physical understanding of the basin are still a pending task. Finally, it is
important to add that the science of Hydrological Postprocessing is still under an early
stage of development, and it still lacks the standardized methods that can be used for these
purposes. Emerging methods will need to be evaluated to establish the real boundary
between physical and statistical needs in operational streamflow forecasting. This disci-
pline will also require a natural merging of science and engineering (practical applications)
in a real-world context to establish baseline conditions for streamflow forecasting and
hydrological uncertainty quantification and propagation.
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Appendix A. Hydrologic Models Used for SR2MR Streamflow Forecasting in the UZRB

The HBV_DS model is a modified distributed version of the Hydrologiska Byrans
Vattenbalansavdelning (HBV) model (see details in Bergström, 1976; Seibert and Vis, 2012;
Yang and Wi, 2018), and it simulates catchment discharge on a daily time step, based on time
series of precipitation and air temperature. The implementation of HBV_DS (Figure A1)
requires the calibration of 20 parameters (see Table A1). The Potential Evapotranspiration
(PET) is computed as a function of daily mean temperature and hours of daylight using the
Hamon Method (Hamon, 1961). In the snow routine, the snow accumulation and snowmelt
are computed by a degree-day method (see Moore, 1993; Rango and Martinec, 1995). The
actual evaporation and the groundwater recharge are simulated as a function of the actual
soil water storage. The surface runoff, the interflow, and the percolation are simulated using
a single linear reservoir with three outlets, and the groundwater routing is represented by
a single linear reservoir. The sum of these outflows is then routed using the diffusive wave
approximation of the linearized Saint-Venant equation (Lohmann et al., 1998).

Figure A1. Hydrologiska Byrans Vattenbalansavdelning (HBV) Model Structure (states, fluxes,
and parameters).

The HYMOD_DS model (Wi et al., 2015) is a modified version of the original HyMod Hy-
drological Model (see details in Moore, 1985; Boyle et al., 2000; Gonzalez-Leiva et al., 2016;
Valdés-Pineda et al., 2016). The modified distributed version (Figure A2) simulates stream-
flows on a daily time step and requires daily precipitation and mean temperature as input
variables. The implementation of HYMOD_DS requires the calibration of 15 parameters
(see Table A1). The model is based on the probability-distributed storage capacity concept
(proposed by Moore, 1985) to represent the soil moisture accounting component. Estimates
of potential evaporation rates are calculated using the Hamon Method (Hamon, 1961). The
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rate of change in snow and glacier volume is expressed by the degree day factor (DDF)
mass balance model (see Moore, 1993; Stahl et al., 2008). The direct runoff is character-
ized by an instantaneous unit hydrograph (IUH) (Nash, 1957), in which the catchment is
represented as a series of “n” linear reservoirs. The groundwater routing is simplified as
a single linear reservoir. Finally, similar to the HBV_DS model, the transport of water in
the channel system is described using the diffusive wave approximation of the linearized
Saint-Venant equation (Lohmann et al., 1998).

Figure A2. HyMod Hydrologic Model Structure (states, fluxes, and parameters).

The VIC (Variable Infiltration Capacity) Model (Liang et al., 1994, 1996; Cherkauer
et al., 2003; Bowling et al., 2004; Bowling and Lettenmaier, 2009) is a large-scale semi-
distributed hydrologic model (Figure A3). VIC simulates streamflows on a sub-daily or
daily time step and requires daily precipitation, mean daily temperature, and/or mean
wind speed as input variables. The VIC model has about 50 parameters; however, its
implementation requires the calibration of 5 parameters (Table A1). The model balances
both the water and surface energy budgets within the grid cell; and its sub-grid variations
are captured statistically. The total evapotranspiration over a grid cell is computed as the
sum of three types of evaporation: evaporation from the canopy layer of each vegetation tile,
transpiration from each of the vegetation tiles, and evaporation from the bare soil (Liang
et al. 1994). The snow model in VIC represents the snowpack as a two-layer medium and
solves for energy and mass balance for the ground surface snowpack in a manner similar
to other cold land processes models (Anderson, 1976; Wigmosta et al., 1994; Tarboton et al.,
1995). The VIC model uses the variable infiltration curve (Zhao et al., 1980) to account
for the spatial heterogeneity of runoff generation. It assumes that surface runoff from the
upper two soil layers is generated by those areas for which precipitation, when added to
soil moisture storage at the end of the previous time step, exceeds the storage capacity of
the soil. The formulation of subsurface runoff follows the Arno model conceptualization
(Franchini and Pacciani, 1991; Todini, 1996). To finally simulate streamflow, VIC results are
postprocessed with a separate routing model (Lohmann, et al., 1996; 1998a; b), based on a
linear transfer function to simulate the streamflow.
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Figure A3. Variable Infiltration Capacity (VIC) Model Structure (states, fluxes, and parameters).

Table A1. Parameters included in the calibration of the HBV_DS, HYMOD_DS, and VIC models.

Module Parameters Description Range Units Model

Soil Moisture

Cpet
Proportionality Coefficient of Hamon

Potential Evapotranspiration 0.1–2 non-dim HVB–HYMOD

S1
max Maximum storage capacity of soil

moisture accounting tank 5–1500 (mm) HVB–HYMOD

β
Shape parameter of the storage capacity

distribution function 0.01–1.99 non-dim HVB–HYMOD

α
Split parameter for quick and slow

components 0.01–0.99 non-dim HYMOD

θwlt
Soil Permanent Wilting Point (limiting soil

moisture for PET occurrence) 0.1–1 non-dim HBV

uzL
Upper reservoir water level for quick

runoff occurrence 0–1000 mm HBV

Ks
Recession constant for quickflow in the

upper reservoir 0.01–0.99 day−1 HVB–HYMOD

Kb
Recession constant for slowflow in the

lower reservoir 0.0001–0.99 day−1 HVB–HYMOD

Kif
Recession constant for interflow in the

upper reservoir 0.001–0.15 day−1 HBV

Kp
Flow rate for percolation between the

upper and lower reservoir 0–3 mm day−1 HBV

bi
Shape parameter of the Variable

Infiltration Capacity curve 0–0.4 non-dim VIC

D2 Second Soil Layer Thickness 0.1–1.5 m VIC
D3 Third Soil Layer Thickness 0.1–1.5 m VIC

DSmax Maximum Baseflow Velocity 0–30 mm day−1 VIC
DS Fraction of Maximum Baseflow Velocity 0–1 non-dim VIC

WS
Fraction of Maximum Soil Moisture

content of the third soil layer 0–1 non-dim VIC
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Table A1. Cont.

Module Parameters Description Range Units Model

Snow

Ddf Degree-Day Factor 0.001–10.0 mm ◦C day−1 HVB–HYMOD
Scf Snowfall Correction Factor 0.4–1 non-dim HBV
TS Temperature threshold for snow falling 0–5 ◦C HVB–HYMOD
TM Temperature threshold for snowmelt 0–5 ◦C HVB–HYMOD

TTI
Temperature interval for mixture of snow

and rain 0–5 ◦C HBV

WHC
Liquid water holding capacity of the

snowpack 0–0.2 non-dim HBV

CRF
Refreezing coefficient of the liquid water

in snow 0–1 non-dim HBV

Glacier
r Glacier melt factor 1–2 non-dim HYMOD

Kg Glacier reservoir release coefficient 0.01–0.99 non-dim HYMOD
Tg Glacier melt temperature threshold 0–10 ◦C HYMOD

Routing

n Grid Unit Hydrograph parameter
(number of linear reservoirs) 1–99 non-dim HVB–HYMOD

Kq
Grid Unit Hydrograph parameter

(reservoir storage constant) 0.01–0.99 day−1 HVB–HYMOD

Vw Wave velocity in the linearized
Saint-Venant equation 0.5–5.0 m s−1 HYMOD

D Diffusivity in the linearized
Saint-Venant equation 200–4000 m2 s−1 HYMOD

Figure A4. Effect of short and long-term memory (moving window) on the performance of daily streamflow forecasts for
the UZRB and its sub-basins. From left to right each plot represents a memory window ranging between 5 and 180 days.
The following windows were used: 5, 8, 15, 30, 45, 60, 90, 120, 150, and 180 days. Reddish colors represent aggregated
streamflow forecasts and blueish colors represent weighted streamflow forecasts.
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Abstract: Shock waves are generated downstream of spillways during flood operations, which have
adverse effects on spillway operations. This paper presents the physical model study of shock waves
at the Mohmand Dam Spillway project, Pakistan. In this study, hydraulic analysis of shock waves
was carried out to investigate its generation mechanism. Different experiments were performed to
analyze the rooster tail on a flat spillway chute and to examine the factors affecting the characteristics
of the rooster tail. The study results show that shock wave height is influenced by spillway chute
slope, pier shape, and flow depth. Moreover, the height of the shock wave can be minimized by
installing a semi-elliptical pier on the tail part of the main pier. Further modifications in the geometry
of the extended tail part of the pier are recommended for the elimination of the shock wave. Based
on observed data collected from the model study, an empirical equation was developed to estimate
the shock wave height generated on the flat slope spillway chutes (5◦ to 10◦).

Keywords: shock wave; spillway; spillway pier; flat chute; physical modeling

1. Introduction

Concerns related to the effects of unpredictably high flows entering reservoirs, espe-
cially considering possible increased rainfall intensities, have led to a renewed general
interest in reservoir spillway design. In the spillways, gates are mounted onto the crest
of a free spillway that controls the head, discharge, reservoir volume, and reservoir level
increase. The addition of these gates adds some new complex issues to the hydraulic
subjects [1–3]. According to Ansar et al. [4], not all flow conditions can occur at most spill-
ways; thus, flow conditions at a gated spillway tend to become controlled when the gate
opening Go is smaller than the critical depth yc and submerged when the tailwater depth
h is greater than yc. Moreover, they developed generalized flow rating equations based
on field flow measurements at the gated spillway. Al-Mansori et al. [5] found that, with
increasing hydraulic head up to seven times that of the design head, the flow separation
zone grows linearly.

Among gate discharge coefficients, the gate’s location above the spillways, and separa-
tion of flow profile, the spillway transverse flows and waves are lesser-known issues. These
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waves are called by different names such as shock waves, lateral shock waves, and rooster
tail waves [6,7]. The mechanism that induces the rooster tail is the gathering pressure
generated by the joint flow. During that process, the kinetic energy of the diffused flow
is converted into pressure energy and is transported to the bottom, subsequently. Thus,
variations in the pressure of the spillway bottom can be used to reflect the intensity of
the rooster tail [6]. Likewise, shock waves are frequently generated in dam spillways by
uniform flow disturbances due to the presence of spillway piers, curves, or changes in
the cross-section of spillway chutes [6,8,9]. Consequently, local maxima inflow depth are
produced, and their magnitude can be much greater than the incoming uniform depth.
This has important practical implications in the dimensioning of the chute walls, which
must be designed with greater height to adequately convey the flow, with the obvious
consequences in terms of magnitude and cost [10]. According to Jiang and Xiang [11],
shock waves behind the pier may result in poor hydraulic performance such as reduced
discharge capacity, erosion and swell, increased aeration, and asymmetry of water flow in
the steep groove. The shock wave generated at the end of the pier causes the water surface
downstream of the sluice to become a cross-shaped rhombic wave, which causes the water
flow to be partially high and may lead to overflow. For spillways, overflow may result in
erosion of the spillway foundation; thus, to prevent the overflow of water, it is necessary to
increase the sidewall.

Moreover, the design of the spillway must tend to the constant cross-section and
slope to approach uniform flow and thus avoid the shock wave phenomenon. However,
these geometric particularities are frequently unavoidable due to the topographical and/or
geological characteristics of the dam and spillway site [10]. Thus, shock waves can be
generally grouped into different categories [6]. In slit-type energy dissipaters, a shock
wave is generated due to the contraction of the channel section [5,12]. The second kind
of shock wave is induced in stepped spillways due to their steep chute slope [13–16].
Rajaratnam [13] noted that the second kind of shock wave occurs during low flows. In
another study, Chanson [17] observed the effect of step geometry and flow regime on the
generation of a shock wave. Similarly, Carnacina et al. [16] conducted an experimental
study to observe shock wave height on the stepped spillway and concluded that shock wave
height is low in steep chutes as compared to flat ones. The third type of shock wave occurs
due to the installation of an aerator on spillway chutes to avoid cavitation damages [18,19].
Studies indicate that the aerator ramp, the ratio of lateral jet length to bottom jet length,
flow depth, and Froude number have a dominant effect on shock wave intensity. The
fourth type of shock wave is generated directly downstream of the overflow spillway crest.
In this case, diffusion of flows takes place due to spillway piers at their tail part [6]. A
number of research studies have been carried out to study the hydraulic characteristic of
this kind of shock wave. Behera et al. [20] concluded that a standing wave is created at the
downstream end of the pier because the confluence of the flows from the two spillway bays
is at a slight angle and higher discharge. The standing wave develops directly downstream
of the pier, and the shock waves travel laterally, reaching the downstream of a bucket for
higher discharge Q equals 810.54 m3/s. These standing waves with shock waves are highly
fluctuating and create additional scouring damage in the downstream spillway together
with regular hydraulic jumps. Under these circumstances, such waves may be eliminated
to save costs and avoid potential catastrophic hazards. Duan [21] developed a sloping tail
pier to eliminate the shock wave generated on the spillway chute of a hydropower project.
Later, an experimental study of [22–24] concluded that the height of shock wave depends
on the ratio of approach flow depth to pier width. They performed several experiments in
the horizontal channel and sloping chutes to investigate the hydraulic characteristics of a
shock wave. In another study, Wu and Yan [25,26] investigated the formation of a shock
wave in discharging tunnel due to pier. They developed a new type of pier to control shock
wave in discharge tunnel. Recently, Xue et al. [6] also developed a composite tail for the
spillway pier to reduce shock wave height or eliminate the shock wave on spillway chutes
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with slope variations of 12◦ to 20◦. Xue et al. [6] noted that shock waves are influenced by
spillway pier width and type, chute slope and flow depth in the spillway chute.

Despite many studies on the hydraulic characteristics of flow in a chute spillway, there
is insufficient knowledge of the formation of shock waves. Investigations on the formation
of the shock wave flow in a horizontal rectangular channel by Reinaur and Hager [22]
showed that, for the state of constant flow depth H0 and constant pier width bp, the height
of waves and their width increase with an increase in the Froude number. Recently, it was
noticed that if the depth measurements were taken perpendicularly to the chute spillway,
the results would be consistent with the studies performed in the horizontal channel [23,27].
Further, Wu and Yan [25] investigated the hydraulic characteristics of the shock wave’s
formation by the pier of the discharge tunnel of the Sanbanxi hydropower station. It was
observed that the primary reason for the shock wave’s inception was the concavity of the
water surface.

The current literature on shock waves over spillways includes a large quantity of
experimental work indicating that an intense shock wave can overtop the spillway chute
walls and induce vibrations in spillway structures [25,28]. Ultimately, such a situation
disturbs the flood operation of the spillway [29–31]. The literature survey also showed the
lack of research on shock wave generation at flat spillway chutes (50 to 100). Keeping in
view the adverse effects of a shock wave, a physical model of Mohmand Dam Spillway
was constructed to investigate the hydraulic characteristics and generation mechanism
of shock waves on flat spillway chutes. In the end, an empirical equation was developed
based on observed data to estimate shock wave height for flat slope spillway chutes.

2. Study Area

Mohmand dam is proposed on Swat River, approximately 37 km north of Peshawar
and 5 km upstream of existing Munda Headworks in Mohmand Agency of Pakistan’s
Federally Administrated Tribal Area (FATA), as shown in Figure 1. The gated type of
spillway is provided to pass a design flood of 27,427 m3/s. It is to be located on the left
abutment of the dam. It comprises seven bays (07) and a long concrete chute. The crest
level of the spillway is 539 m amsl, whereas the maximum reservoir operating level is
563 m amsl. To normalize the high flow velocity (23 to 45 m/s), a double stilling basin
arrangement is provided to dissipate the energy.
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3. Experimental Setup

To study the hydraulic characteristics of shock waves on flat spillway chutes, a physical
model of Mohmand Dam spillway was constructed in the model tray hall of Center of
Excellence in Water Resources Engineering (CEWRE), Lahore, Pakistan. The spillway
model was designed based on gravity similarity criteria. It was constructed with two bays
at a scale of 1:100 considering discharge and space limitations.

Each bay was equipped with radial gates. As shown in Figure 2a, the model consists of:
a water tank, V-notch, a small water tank, baffle walls, a spillway control section (provided
with redial gates and piers), and a spillway chute. The width of each bay and pier was
15 and 5 mm, respectively. As depicted in Figure 2b, the tail part of the spillway pier has
an elliptical or rectangular shape. The length of semi-major axis (a) and chute slope (θ)
were considered for this study. Details regarding geometric parameters of the pier and
spillway chute slope are discussed in Table 1 below (where a = 0 means tail part of the pier
is rectangular, otherwise it is elliptical).
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Table 1. Detail of geometric modifications.

Geometric Variables M1 M2 M3 M4

Spillway slope (θ) 1:6.5 1:6.5 1:8.5 1:8.5
Length of semi major axis (m) (a) 0 4.5 0 4.5
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Model operation was performed for each geometric variable shown in Table 1 at
free-flow conditions by varying the reservoir levels ‘H’ from 541 to 558 m amsl (with an
increment of 1 m). However, it was operated after its validation and dynamic similarity
check, as discussed below. Hydraulic parameters observed during model operation include
flow depth at upstream of the pier (ho), shock wave height (hm), depth of water surface
cavity at confluence area of two defused flows (hc), horizontal distance before the collision
of the two diffused flows (Ic), and pressure head at the bottom of the chute (h). Flow depth
and pressure heads were measured using point gauge and piezometer tubes, respectively.
Figure 3 shows the definition sketch for observed parameters.
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4. Model Validation

Validation of the model was performed to obtain an idea about the accuracy of model
results. For this purpose, observed discharge values were compared with computed
ones. The comparison of observed discharge with computed discharge, as indicated in
Table 2, at reservoir level of 541m average mean sea level (amsl) shows only a 1.19% error,
whereas at maximum reservoir levels, this difference is 3.11%. Table 2 shows that the
overall percentage of the difference between observed and computed values is up to 3%. It
indicates that the physical model is a good representative of a prototype.

Table 2. Comparison between observed and computed discharge.

Sr. No. Reservoir Level
amsl (m)

Observed Discharge
(m3/s)

Computed Discharge
(m3/s) Error (%)

1 539 0 0 0
2 541 156.99 155.14 1.19
3 543 453.08 446.8 1.41
4 545 848.05 837.4 1.27
5 547 1337.75 1314.28 1.79
6 549 1902.02 1870.5 1.69
7 551 2550.89 2498.5 2.10
8 558 5052.27 5214.2 3.11

5. Dynamic Similarity of Model

Dynamic similarity exists between the model and prototype if the ratio of inertial to
gravity forces at some point in the model is the same at the corresponding point of the
prototype. Froude similarity law is used in problems where gravity is important, i.e., in
free-surface flows such as in case of flow over the spillway, weir, under sluice gates, open
channel, etc. In the current study, Froude’s model law was applied. The Froude number
observed near the control section of the spillway at the reservoir level of 558 m amsl was
0.730, whereas the calculated value was 0.725. This indicates that the model is dynamically
similar to the prototype.
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6. Height of Shock Wave

The height of the shock wave provides an important reference for the computation
of optimal height of spillway sidewalls. In the current study, shock wave height was
computed by operating the Mohmand Dam Spillway model for geometric variables as
shown in Table 1. The results show (Figure 4) that in the beginning, the height of the shock
wave for all geometric variables (M1 to M4) was almost the same, but with the further
increase in reservoir level (above 547 m amsl), a clear difference in shock wave height
between M1 and M2 and M3 and M4 was noticed. For M1, the shock wave height was
increased with the increase in reservoir level up to 551m amsl, and after that, the shock
wave height decreased with a further increase in reservoir level. For M2, the shock wave
height increased thoroughly with the increase in the reservoir level. The same trend was
observed in the case of M3 and M4. It is also visible from Figure 4 that shock wave heights
are also almost the same at the maximum reservoir level. It is noted that when discharge
increases, the backwater flow also increases, and the distance between the two diffused
flows and pier decreases, which affect the shock wave height at maximum discharge or
reservoir level. A clear difference in shock wave height between M1 and M2 and M3 and
M4 (from reservoir level 547 to 557 m amsl) indicates the impact of the extended part of the
pier installed at its tail end (semi-major axis length).
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Figure 4. Observed shock wave heights for all geometric variables.

Figure 5a–c presents the profile view of shock wave formation at reservoir levels of 547,
549 and 551 m amsl, respectively, without geometric modification (a = 0), while Figure 5d–f
shows the profile view of shock wave formation at above-mentioned reservoir levels with
geometric modification (a = 45 mm). As shown in Figure 5a,d, for the same reservoir level,
i.e., at 547 m amsl, the shock wave height is low in the case of ‘d’ as compared to case ‘a’
due to geometric modification. A similar trend can be noted at other reservoir levels (549
and 551 m amsl) from Figure 5.
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7. Evaluation of Cavity Angle and Diffused Flow Pressure

The flow was diffused laterally behind the pier because there was no constraint effect
due to the pier sidewall. A cavity with backwater in the tail part of the pier was generated
by the diffused flow, as shown in Figure 6a,b. Based on the experimental observations,
it was noted that the size of the cavity can significantly affect the shock wave formation.
The ratio of the horizontal diffusion distance to the depth of the water surface concave
(Ic/hc) can be used to describe the cavity form. Thus, the experimental data were used
to investigate the relationship between the ratio of the shock wave height to the width
of the pier (hm/b) and Ic/hc. The value of the coefficient of determination is 0.85, which
indicates that there is a significant correlation between them (Figure 7), and an exponential
relationship can be written as follows:

hm

b
= 3.0018 exp(−0.493

Ic

hc
) (1)

As per Figure 3, the equation for the dropping angle (δ) can be given as under:

cotδ =
Ic

hc

1
cos2θ

+ tanθ (2)

In Equation (2), θ represents the spillway chute angle. By rearranging Equation (2)
and substituting it into Equation (1), we can obtain:

hm

b
= 3.0018 exp

[
−0.493(cotδ − tanθ)·cos2θ

]
(3)

It can be noted from Equation (3) that hm/b increases with the increase in dropping
angle (δ) when the spillway chute slope (θ) and the width of the pier (b) remain constant,
which means that the rooster tail’s height is significantly affected by the dropping angle.
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Pressure Energy

The other hydraulic parameter that induced the shock wave was the gathering pres-
sure generated by the joint flow. During that process, the kinetic energy of the diffused flow
is converted into pressure energy and is transported to the bottom, subsequently. Thus,
variations in the pressure of the spillway bottom may be used to reflect the intensity of the
shock wave.

The pressure distributions along the length of the chute for M3 and M4 are shown in
Figures 8 and 9, respectively, in which the origin of the coordinate axis (x) is at the tail of the
pier, ‘p’ is the spillway chute pressure, and ‘γ’ is the bulk density of water (γ = 9.8 kN/m3).
It can be concluded from Figures 8 and 9 that at different water heads (H), all the pressure
peaks occur at the bottom near the tail part of the pier due to the formation of a shock wave.
Moreover, the peak values for M4 are slightly less as compared to M3 due to extension in
the tail part of the pier (length of semi-major axis).
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8. Evaluation of Cavity Angle and Diffused Flow Pressure

The equation presented by Xue et al. (2018) was modified for estimation of the shock
wave height on flat spillway chutes (5◦ to 10◦).

hm

ho
= 2.5

(
ho

b

)0.5
exp(− c1a

ho
− c2i) (4)

In the above equation, ‘c1’ and ‘c2’ are experimental coefficients, whereas ‘i’ represents
the slope ratio of the bottom. Analysis was performed on MiniTab software to examine the
suitability of experimental coefficients for experimental data collected from the model study.
Minitab is the statistical software that helps in taking out the complexities of statistical
calculations. The experimental data were divided into training and testing values. Seventy
percent (70%) of values were used as training values, while thirty percent (30%) values
were considered as testing values. Training data were used to modify the Xue et al. (2018)
equation. The modified form of Equation (4) is shown below.

hm

ho
= 2.5

(
ho

b

)0.5
exp(−0.78a

ho
− 13.67i) (5)

Computed values of shock wave height using Equation (5) were correlated with the
testing values (observed data) to find the coefficient of determination (R2). Figure 10 shows
that the coefficient of determination for computed and observed data of shock wave height
is 0.91, which indicates that data is in good correlation. Hence, the equation developed
(Equation (5)) through this study can be used for the estimation of shock wave height
generated on flat spillway chutes (5◦ to 10◦).
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9. Conclusions

A physical study was performed on a flat spillway with varying geometric parameters
of pier and spillway chute slope. While different chute configurations were tested, the
focus of the study was on the hydraulic characteristics and generation mechanism of a
shock wave on flat spillway chutes (5◦ to 10◦). The spillway model was designed based on
gravity similarity criteria. It was constructed with two bays at a scale of 1:100 considering
discharge and space limitations.

The study results showed that shock wave height was slightly decreased with a
decrease in spillway chute slope. However, extension in the tail part of the spillway pier
(semi-major axis length) caused a further reduction in shock wave height. Overall, a 26%
reduction in shock wave height was noted due to the extended part of the spillway pier.
The dropping angle of diffused flow significantly affected the shock wave height. It was
noted that shock wave height is directly proportional to the dropping angle of diffused
flow. Variation in pressure energy along the spillway chute indicated the intensity of shock
wave. Pressure peaks were observed near the tail part of the spillway pier due to the
formation of a shock wave. In this study, an empirical equation was developed to estimate
the shock wave height, which can be used to estimate the shock wave height at the flat
spillway chute, varying from 50 to 100. Lastly, the main goal of the experiments was to
support the planning of shock waves’ adverse effects on spillway operations, therefore,
the currently reduced-scale experiments may apply to prototype scale, considering the
extension in the tail part of the spillway pier along with the reduction in chute slope for
the elimination of shock waves.
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Abstract: Forest fire is a common concern in Mediterranean watersheds. Fire-induced canopy
mortality may cause the degradation of chemical–physical properties in the soil and influence
hydrological processes within and across watersheds. However, the prediction of the pedological
and hydrological effect of forest fires with heterogenous severities across entire watersheds remains
a difficult task. A large forest fire occurred in 2017 in northern Italy providing the opportunity
to test an integrated approach that exploits remote and in-situ data for assessing the impact of
forest fires on the hydrological response of semi-natural watersheds. The approach is based on
a combination of remotely-sensed information on burned areas and in-situ measurements of soil
infiltration in burned areas. Such collected data were used to adapt a rainfall–runoff model over an
experimental watershed to produce a comparative evaluation of flood peak and volume of runoff
in pre- and post-fire conditions. The model is based on a semi-distributed approach that exploits
the Soil Conservation Service Curve Number (SCS-CN) and lag-time methods for the estimation of
hydrological losses and runoff propagation, respectively, across the watershed. The effects of fire
on hydrological losses were modeled by adjusting the CN values for different fire severities. Direct
infiltration measurements were carried out to better understand the effect of fire on soil infiltration
capacity. We simulated the hydrological response of the burned watershed following one of the most
severe storm events that had hit the area in the last few years. Fire had serious repercussions in
regard to the hydrological response, increasing the flood peak and the runoff volume up to 125%
and 75%, respectively. Soil infiltration capacity was seriously compromised by fire as well, reducing
unsaturated hydraulic conductivity up to 75% compared with pre-fire conditions. These findings can
provide insights into the impact of forest fires on the hydrological response of a whole watershed and
improve the assessment of surface runoff alterations suffered by a watershed in post-fire conditions.

Keywords: burned areas; hydrological modelling; infiltration capacity; SCS-CN; post-fire

1. Introduction

Fires severely alter the hydrological response of watersheds to rainfall [1,2]. Fire-
induced loss of canopy cover, litter consumption, and the formation of water repellent
layers on the soil surface reduce canopy interception and soil infiltration, increasing flood
peak and volume runoff [3–6].

Fire acts as a generalist herbivore that removes plant material above the ground
surface. Depending on fire behavior and species-specific resistance, trees can suffer death
or defoliation, survive, or re-sprout following fire. The ability to survive and re-sprout
depends on tree height, scorch and char heights, tree species, age, stem and bark thickness,
and fire intensity and residence time. In the hydrological cycle, this natural process leads
to a reduction in evapotranspiration fluxes, leaf rainfall interception and tree suction
capacity [7]. High temperatures can vaporize soil organic matter and generate a thin
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hydrophobic layer (from 1 to 7 cm), which strongly reduces soil infiltration capacity [8]. In
addition, the burning process degrades soil structure and porosity, causing considerable
nutrient loss through volatilization, leaching and erosion, and alters the quantity and
specific composition of microbial and soil-dwelling invertebrate communities [9].

Such effects induce strong responses in watershed hydrology and flood hazard. In-
situ measurements carried out in European and North American natural watersheds
showed that the annual flood peak in post-fire conditions can increase between 1.2 and
10 times [10–17]. Such variability depends on watershed size, with stronger effects in
smaller watersheds [18]. After individual flood events, post-fire hydrological responses are
often sharper and quicker than in unburned sites, due to the simultaneous reduction in
hydrological retention and time of concentration [19]. Flood magnitude may also increase
after fire, e.g., from a 10-year to a 1-year return interval for the same discharge [20]. Youberg
et al. [21] estimated that a 2-year return period rainfall in a burned watershed can produce
a runoff similar to a 100-year event in pre-fire conditions. Such an exceptional increase
in hazard has a catastrophic impact on the economy of a region, although assessing the
costs of post-fire flooding is very difficult. The Emergency Events Database (EM-DAT),
an international disaster database (http://www.emdat.be/ , accessed on 8 October 2021), lists,
for instance, damages of Euros 200 billion related to various disasters since 1900 in the
Mediterranean countries, of which 85 billion are related to flooding.

Despite the knowledge accumulated on the effects of fire on soils, quantifying the
impact of different burn severities on the soil’s hydrological response and especially on
infiltration losses across whole watersheds remains a difficult task [22]. In many cases,
studies on post-fire hydrology have focused only on short time scales (from 1 to 3 years),
thus limiting the assessment of the longevity of fire impacts [23]. The first years after fire
are often considered the most critical in terms of hydrological instability [24,25]; however,
in some cases a significant increase in runoff discharge has been observed up to a decade
after burning [4,26]. Another reason for concern is the effect of climate change on both fire
frequency and severity, and on rainfall frequency and intensity. Mediterranean watershed
flood risk is expected to increase over time, with increasingly dangerous impacts on
infrastructures, human and economic activities in the watersheds affected by fire [27].

In light of these concerns, the main purpose of this study is to develop a robust
and rational methodology to assess the change in hydrological response of a post-fire
watershed, especially where the scarcity or absence of hydrometric data does not allow
the calibration of a more complex rainfall–runoff model. Thus, this study proposes an
integrated approach that combines spatial information on burned areas and levels of fire
severity, direct soil infiltration measurements, and rainfall–runoff modelling. Then it
was developed, implemented, and tested on a burned forest catchment in order to better
understand the repercussions of fire on the hydrological response of a natural watershed.
Flood peak and volume were computed through the application of the Soil Conservation
Service-Curve Number method (SCS-CN), whereas the flow propagation was simulated
through a lag-time approach based on the time–area curve of the catchment. The curve
number (CN) was adjusted according to the severity of burned areas, whereas direct soil
infiltration measurements were carried out to corroborate information about the effect of
fire on soil infiltration capacity. Finally, the proposed procedure could be a useful example
for hydrologists and foresters engaged in designing post-disaster interventions and in
planning silvicultural practices.

2. Study Area

The study domain is the Tinella watershed, a forested 2.6 km2 area located in the
province of Varese (Figure 1). It is an integral part of the Campo dei Fiori Regional Park, a
natural protected area of about 6 km2 where environment educational, cultural and sports
activities are promoted for tourists and local communities. Inside the Tinella watershed,
the elevation ranges between 470 m and 1200 m asl, while the average slope is about 46%.
It is mostly south-facing, which increases the risk of forest fire [25,28]. The climate is mild,
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and generally warm and temperate, and is classified as humid subtropical climate (Cfa)
according to the Köppen–Geiger classification. The average temperature is 12.0 ◦C with a
total annual precipitation of ~1500 mm.
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The Tinella watershed incorporates two nested sub-basins (WS10 and WS11 as shown
in Figure 1) that are of similar size, ~1.3 km2, and steepness ~45%, but they were affected
differently by the fire. Table 1 summarizes several geomorphological features calculated by
hydrological tools, implemented in QGis 3.10 and applied over the 5 m-resolution DEM,
which is freely downloadable from the regional database at the link (https://www.geoportale.
regione.lombardia.it/web/geoportale/download-dati, accessed on 8 October 2021).

Table 1. Morphometric features of the Tinella sub-basins WS10 and WS11.

Parameter WS10
Western Sub-Basin

WS11
Eastern Sub-Basin

Area (km2) 1.26 1.34
Perimeter (m) 8051 8751

Length of the main water stream (m) 2752.58 3426.99
Mean slope of the watershed (%) 45.07 ± 13.68 46.67 ± 15.84

Mean slope of the main water stream (%) 22.87 20.74
Minimum elevation (m) 475.72 475.00

Mean elevation (m) 841.56 ± 197.84 854.85 ± 198.77
Maximum elevation (m) 1221.02 1226.03
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The Tinella watershed is mainly covered by mesophilous broad-leaved forests (about
47% of the sub-basin area in WS10 and 35% in WS11) dominated by chestnut (Castanea
sativa Mill.) and maple-ash (Acer psudoplatanus L. and Fraxinus excelsior L.) on south-facing
slopes (about 28% of the sub-basin area in WS10 and 30% in WS11), whereas the dominant
species in the northern part is beech (Fagus sylvatica L.) (about 2% in WS10 of the sub-basin
area and 24% in WS11). Concerning the soil, a 1:250.000 regional soil map shows that the
watershed is mainly characterized by thin clay-loamy soil (about 80% of the sub-basin area,
both in WS10 and WS11), with a minor presence of deep silty-loamy spoils in the southern
part (10% of the sub-basin area).

The study area is located in the Lombardy region, one of the most forested regions
in Italy (about 650,000 ha) with a high exposure to forest fire risk [29]. In October 2017,
after a dry summer with little rain, a large fire burned 374 ha of the southern side of
Campo dei Fiori, destroying 318 ha of forest. In-situ post-fire surveys revealed that the
soil and the understory and overstory were severely compromised. The northern part
of the Tinella watershed lost approximately 10 ha of forest and underwent significant
hydrological changes (reduction in infiltration and water retention capacity). In fact, at
each following severe rainfall event, some damage was registered at the watershed outlet
in the municipality of Luvinate (in province of Varese), which was caused by a high-level
of flow and sediment, mobilized by slope (soil instabilities) and along the channel network,
bed and streambank erosion. The impacts of fire on post-rainfall runoff are still poorly
understood since the watershed is not instrumented. However, it appears that hydraulic
infrastructures are no longer able to channel the post-fire flood peaks and runoff volumes.
To alleviate such threats, Lombardy region has invested about Euro 2 million for the
restoration of burned areas and the building of new hydraulic infrastructures to reduce
channel gradient, solid transport, and downstream runoff.

3. Materials and Methods

3.1. Storm Severity Analysis

Storm severity analysis was conducted on the rainfall data obtained by 13 rain gauges
(Table 2). Twelve of them belong to the official network of meteorological stations managed
by the Regional Environmental Protection Agency (ARPA) (https://www.arpalombardia.it,
accessed on 8 October 2021), whereas the last one, very close to the outlet of the basin,
belongs to the Centro Meteo Lombardo (CML) (http://www.centrometeolombardo.com, ac-
cessed on 8 October 2021). CML is a citizen’s association with an interest in meteorology
that manages a dense recreational network of rain gauges uniformly distributed over
the regional territory. The distance between rain gauge positions and the outlet of the
watershed varies from 1 to 16 km, whereas data acquisition at each station is every 10 min.
Data from all rain gauges were weighted as a function of the inverse square distance from
the center of the watershed to obtain a single vector of rainfall data to use as input for
the rainfall–runoff model. In particular, the storm severity analysis was focused on an
extreme rainfall event that occurred on the 24 September, 2020, which was the last day
after a series of moderate rainfall events that occurred in 2018 and in 2019. Concerning
the methodology, storm severity was represented through a graph showing the return
periods of the storm for the different rainfall durations [30]. A moving-window procedure
for rainfall accumulation was adopted to detect the maximum rainfall depth observed for
each duration. Thus, the Depth–Duration–Frequency curve (DDF) was used to estimate
the return period for each maximum rainfall depth. DDFs are described through the Gener-
alized Extreme Value (GEV) probability distribution over the entire regional territory [31]
and their parameters (for rainfalls 1–24 h) were available on a raster map with a spatial
resolution of 2 km (http:// ita.arpalombardia.it/ITA/servizi/richiesta_dati/ idro_pluvio_termo.asp,
accessed on 8 October 2021). The Bell [32] formula was applied for adjusting DDF curve
parameters in case of rainfall duration of less than 1 h.
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Table 2. Coordinates of the rain-gauge stations and their distance from the watershed outlet.

Sensor Code Site East * North *
Distance from the
Watershed Outlet

(m)
Elevation (m asl)

8152 Arcisate 491,501 5,076,955 9451 334.66
9091 Castronno 486,058 5,066,146 12,658 365.76
8150 Cuveglio 480,047 5,083,338 5564 276.71

14,131 Lavena Ponte Tresa 488,398 5,090,913 14,193 273.53
8583 Laveno Mombello 471,939 5,084,222 11,848 950.00
8587 Laveno Mombello 470,425 5,084,109 13,121 194.37
8163 Luino 480,079 5,094,539 16,488 194.38

19,356 Porto Ceresio 491,668 5,082,687 10,550 279.99
22,022 Porto Valtravaglia 477,812 5,087,930 10,664 872.17
10,666 Valganna 485,317 5,084,612 7179 657.55
14,527 Varano Borghi 477,631 5,068,133 11,007 239.47
8228 Varese 486,300 5,075,452 4983 407.17
1111 Luvinate 481,511 5,076,293 1985 408.97

* WGS 84/UTM zone 32N—EPSG:32632.

3.2. Framework of the Integrated Approach

The integrated approach is characterized by a combination of (i) analysis of satellite
images for detecting burned areas and level of fire severity, (ii) measurements of the
soil infiltration capacity under different fire severities, and (iii) modelling rainfall–runoff
processes of the watershed (Figure 2).
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3.2.1. Detecting Burned Areas and Fire Severity

The spatial assessment of burned areas and fire severity was conducted by combining
field-based measures of the Geometrically structured Composite Burn Index (GeoCBI) [33]
and spectral signatures extracted from Sentinel-2 imagery. GeoCBI is a modification of the
original CBI [34] that consists of a score based on a subjective assessment of fire impacts on
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five different vegetation layers. Canopy loss at the watershed scale was then assessed by
the derivative differenced Normalized Difference Vegetation Index (NDVI), a traditional
vegetation index commonly used to identify the photosynthetic activity [35].

3.2.2. Measurements of Soil Infiltration Capacity

Unsaturated hydraulic conductivity of soil (K) was considered as a proxy for soil
infiltration capacity of the areas affected by different burn severity. K was measured directly
in situ using a Mini-Disk Infiltrometer (MDI) (METER Group Inc., Pullman, WA, USA,
2020), a highly portable and inexpensive tension infiltrometer. These measurements were
conducted following the standard protocols described in the MDI user manual [36]. In
detail, MDI was used to measure cumulative infiltration with a pressure head (suction) of
−2 cm, which is adequate for most soils—as reported in the MDI manual. Before placing
the MDI, the soil surface must be cleaned and delicately levelled using a trowel and scissors
to avoid the overturning of the device during measurements, as well as to allow perfect
adherence between the sintered filter of the instrument and the soil surface. To ensure the
contact between the sintered disk and soil surface, a thin layer of sand (about 0.5 cm thick)
must be added. The water level inside the minidisk water reservoir is recorded at 30 s
regular time intervals for no less than ~5 min for each test.

The unsaturated hydraulic conductivity is then derived by combining the obtained
cumulative infiltration measures with knowledge of van Genuchten’s soil parameters [37]
using Zhang’s method [38].

The cumulated infiltration rate measured with each test is expressed as a function
of the square root of time and interpolated through the function proposed by Zhang
(Equation (1)). C2 is determined as the slope of the curve obtained with this method:

I = C1t0.5 + C2 (1)

where I is the cumulated infiltration rate (mm), t is time (s), C1 (m s−1/2) and C2 (m s−1)
are two parameters related to soil sorptivity and unsaturated hydraulic conductivity.

The value of K (cm s−1) was then calculated as shown in Equation (2):

K =
C2

A2
(2)

where A2 (−) is a parameter dependent on soil texture and suction and defined by
Equation (3): 




A2 =
11.65 (n0.1−1) exp[2.92(n−1.9)α h0]

(α r0)
0.91 n ≥ 1.9

A2 =
11.65 (n0.1−1) exp[7.5(n−1.9)α h0]

(α r0)
0.91 n < 1.9

(3)

where r0 is the infiltrometer’s radius (equal to 2.25 cm), n (−) and α (−) are retention
parameters depending on soil texture and r0, according to the values reported in the MDI
manual, and h0 is the pressure head of the infiltrometer (set to −2 cm).

3.2.3. Rainfall-Runoff Simulation Strategy

The assessment of hydrological losses and runoff propagation was performed through
a simple approach widely described in the scientific literature and also easy to imple-
ment for ungauged basins or where details on physiographic characteristics of the wa-
tershed are scarce. The computation of hydrological losses was conducted using the
SCS-CN method [39–41], a semi-spatial-distributed approach, implemented for provid-
ing direct runoff after the separation of initial abstraction and infiltration losses from
total rainfall. This method is one of the commonly used heuristic approaches for estimat-
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ing the surface runoff from watersheds. Direct runoff (Pn) (mm) is calculated through
Equations (4) and (5):

Pn =
(P − Ia)

2

(P − Ia + S)
(4)

S =
25400
CN

− 254 (5)

where P (mm) is the gross rainfall depth, Ia (mm) the initial abstraction and S (mm)
the maximum potential retention of the basin, which depends by CN. The CN value
theoretically varies between 0 and 100. However, the practical values are typically in the
range of 40 to 98 [42] and are usually determined by combining land use and hydrological
group data through tables reported in technical manuals [43]. Ia includes surface storage,
interception and infiltration aptitude before runoff begins and it is calculated as follows
(Equation (6)):

Iα = α·S (6)

where α (−) is a constant, which in original formulation was set equal to 0.2, but recent
works demonstrate that its value can range from 0.05 to 0.2 [42,44–46] as a function of the
physiographic characteristics of the watershed, type of vegetation cover and severity of
potential alterations suffered by the watershed such deforestation and fire [47,48].

Then, the propagation of direct runoff was simulated through a simple translation of
water flow over the drainage watershed excluding natural storage. The runoff volumes
originating from different parts of the watershed were cumulated assuming no interaction
between them. The runoff travel time distribution was described by a time–area curve,
obtained by the combination of a constant flow transfer velocity and the area–distance
curve, which can be easily derived from the Digital Elevation Model (DEM) of the wa-
tershed using the ‘Overland Flow Distance’ tool of QGis. The corresponding time–area
curves were then derived by scaling the x-axis with the average runoff propagation velocity
obtained as the ratio of the length of the longest flow path and the time of concentration
(tc). In particular, tc is another key parameter for estimating the hydrological response of a
watershed. Despite the fact that the scientific literature describes a wide spectrum of empir-
ical formulations [49–51], in this integrated approach, the Natural Resources Conservation
Service-Soil Conservation Service (NRCS-SCS) method [41,52] was used. This method,
described by Equation (7), directly depends on the length of the main water stream L (km),
while it is inversely proportional to the average slope of the watershed (m m−1) and CN:

tc = 0.057
(

1000
CN

− 9
)0.7

L0.8 i−0.5
m (7)

where tc in hours. It was considered suitable because it was tested on several natural
watersheds. Moreover, the presence of the CN value as an input parameter allows us to
include the potential shift in the flood peak before and after fire conditions.

3.2.4. Setup of the Integrated Approach in the Study Area

For determining fire severity, the GeoCBI was assessed in 73 georeferenced, 30 m-
diameter plots randomly placed within the burned perimeter. The assessment of fire
impacts was caried out on a scale of zero (unburned) to three (maximum severity) on five
different vegetation layers (herbs, low shrubs <1 m tall, tall shrubs and trees 1–5 m tall,
intermediate trees, and dominant or co-dominant trees), and scores were weighted on
the fraction cover of each stratum [34]. Differenced NDVI (dNDVI) was calculated from
pre-treated, cloud-free 10-m Sentinel-2 (level 2A) images taken in July one year before and
one year after the fire, and bias-corrected using the average NDVI change across the whole
Sentinel-2 image outside the fire perimeter, to account for phenological differences between
years. Finally, dNDVI was then classified into three severity classes (low, moderate, and
high) and unburned, based on GeoCBI measures in the field.
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Concerning the determination of the soil infiltration capacity, 39 infiltration measure-
ments at 13 points in the Tinella watershed were carried out over areas affected by different
fire severity. The measurement points were selected randomly within the burned area as a
function of the level of the fire severity. The van Genuchten’s parameters (n and α) derived
from soil texture were assessed by collecting ad hoc soil samples at each measurement
point at a depth ranging from ~0 to 10 cm. This depth adequately represents both the
soil layer that is mainly involved in the surface runoff [53] and that is mainly affected by
burning. For each measurement point at least 3 repetitions were conducted.

Parametrizing the rainfall–runoff model is a fundamental step for assessing watershed
runoff, especially determining the spatial distribution of CN and Ia values. Concerning
CN, in the Tinella watershed, deciduous forests, evergreen coniferous and mix forests were
considered as three macro-types of land use, whereas the hydrological groups were derived
from soil characteristics, grouping sand, loamy sand, sandy loam in group A, silt loam in
group B, silt, loam and sandy clay loam in group C, and lastly, silt clay loam, clay loam,
sandy clay and clay in group D, according to the classification of USDA NRCS [54]. The
results of these classifications are reported in Table 3.

Table 3. CN values (-) applied over Tinella watershed as a function of forest type (deciduous broadleaf, evergreen coniferous
and mixed forests) and hydrological group (A, B, C and D).

Land Use A B C D

Deciduous broadleaf 42 66 79 85
Evergreen coniferous 34 60 73 79

Mixed forest 38 62 75 81

CN was assessed for each sub-area described by the area–distance curve and then
adjusted according to the Antecedent Moisture Condition (AMC) first condition, since in the
5 days before 24 September, and more, no rainfall events occurred over the basin. Although
there is consensus on the increase in flood peak after a fire, there is still no consistent
methodology to estimate post-fire CN values [55]. In fact, the analysis of the hydrologic
response of watersheds to fire is still a topic under investigation and only a few studies have
been undertaken [56]. Most of them are mainly based on practical rules and/or experience
and propose a modification of the CN value as a function of burn severity. In this study,
two different approaches were adopted and implemented following two practical manuals
provided by the U.S. National Forest Services: Uinta National Forest-Research Station [57]
(hereafter called the HSR method) and Rocky Mountain-Research Station [58] (hereafter
called the DS method). Table 4 summarizes the guidelines to choosing the post-fire CN.
Concerning Ia, the α parameter was considered proportional to the level of fire severity,
varying its value from 0.05 to 0.2 as a function of the soil infiltration capacity recorded in
the different fire severity areas.

Table 4. Post-fire CN as a function of burn severity.

HSR Method

High burn severity CNpost = CNpre + 15
Moderate burn severity CNpost = CNpre + 10

Low burn severity CNpost = CNpre + 5

DS Method

High burn severity with water repellent soils CNpost = 95
High burn severity without water repellent soils CNpost = 90 to 91

Moderate burn severity with water repellent soils CNpost = 90
Moderate burn severity without water repellent soils CNpost = 85

Low burn severity CNpost = CNpre + 5

236



Hydrology 2021, 8, 169

4. Results

4.1. Storm Severity

According to the rainfall data from the meteorological network, the storm event that
occurred on 24 September hit the study area and the Tinella watershed at different times,
intensity, and severity (Figure 3).

Hydrology 2021, 8, x FOR PEER REVIEW 10 of 18 
 

 

 
Figure 3. Spatial distribution of storm severity: the coloured contour lines and the labels written in 
in black describe the return period of storm (year), whereas the labels in blue describe the rain-
gauge stations. 

Rain gauges located in the northwestern part of the study area were the first to record 
the beginning of the storm event (at 5 p.m.). The storm was characterized by two rainfall 
peaks separated by ~1.5 h. Considering the rain gauges located in the north-western part 
of the study area, the first rainfall peak occurred between 5 and 6.15 p.m. and the intensity 
was between 80 and 100 mm h−1 (Figure 4a). The second peak was generally less intense 
(on average 55 mm h−1) and occurred between 8 and 9 p.m. Considering data from the rain 
gauge close to the Tinella watershed (i.e., the rain gauge number 1111) the storm appeared 
to shift temporally, and the first rainfall peak occurred at about 7 p.m., with the second 
one at past 9 p.m. The rainfall intensity exceeded the 100 mm h−1 in the first peak, whereas 
in the second one it was close to 60 mm h−1. 

Severity graphs show that the storm was characterized by a return period of less than 
10 years in large parts of the study area. However, in the northeastern part of the study 
area, the storm was characterized by a return period exceeding 20 years. In particular, 
severity calculated on data from rain gauge 10666 and 14131 showed a peak return period 
of 30 and 21 years, respectively, obtained for a critical rainfall duration of 150 and 180 min. 
Close to the Tinella watershed, however, the storm was extremely severe with two peak 
return periods exceeding 40 years. Specifically, the first one was about 120 years with a 
critical rainfall duration of about 40 min, whereas the second one was about 45 years with 
a critical rainfall duration of about 160 min. This contributed to the stress on the Tinella 
watershed during the storm event with significant repercussions on flood peak. 

Concerning the spatial distribution of the return periods, the results of a linear inter-
polation of the maximum storm’s return periods obtained from data from each rain gauge 
in the study area, show that the front direction of the storm was oriented from the north-
east to the south-west of the study area, reaching the center of the Tinella watershed with 
its maximum severity (i.e., 120 years) as shown in Figure 4b. 
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Rain gauges located in the northwestern part of the study area were the first to record
the beginning of the storm event (at 5 p.m.). The storm was characterized by two rainfall
peaks separated by ~1.5 h. Considering the rain gauges located in the north-western part
of the study area, the first rainfall peak occurred between 5 and 6.15 p.m. and the intensity
was between 80 and 100 mm h−1 (Figure 4a). The second peak was generally less intense
(on average 55 mm h−1) and occurred between 8 and 9 p.m. Considering data from the rain
gauge close to the Tinella watershed (i.e., the rain gauge number 1111) the storm appeared
to shift temporally, and the first rainfall peak occurred at about 7 p.m., with the second one
at past 9 p.m. The rainfall intensity exceeded the 100 mm h−1 in the first peak, whereas in
the second one it was close to 60 mm h−1.

Severity graphs show that the storm was characterized by a return period of less than
10 years in large parts of the study area. However, in the northeastern part of the study
area, the storm was characterized by a return period exceeding 20 years. In particular,
severity calculated on data from rain gauge 10,666 and 14,131 showed a peak return period
of 30 and 21 years, respectively, obtained for a critical rainfall duration of 150 and 180 min.
Close to the Tinella watershed, however, the storm was extremely severe with two peak
return periods exceeding 40 years. Specifically, the first one was about 120 years with a
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critical rainfall duration of about 40 min, whereas the second one was about 45 years with
a critical rainfall duration of about 160 min. This contributed to the stress on the Tinella
watershed during the storm event with significant repercussions on flood peak.
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Concerning the spatial distribution of the return periods, the results of a linear interpo-
lation of the maximum storm’s return periods obtained from data from each rain gauge in
the study area, show that the front direction of the storm was oriented from the north-east
to the south-west of the study area, reaching the center of the Tinella watershed with its
maximum severity (i.e., 120 years) as shown in Figure 4b.

4.2. Burned Area

The fire event of October 2017 damaged about 62% of the Tinella watershed area
(Figure 5). Analyzing the WS10 and WS11 sub-basins separately showed they were affected
by different levels of burn severity. In the WS10, 29% of the sub-basin area (i.e., 0.37 km2)
had a high level of burn severity, 42% (i.e., 0.53 km2) had a moderate level of burn severity,
and 4% (i.e., 0.05 km2) had a low burn severity. Instead, in the WS11, 24% of the sub-basin
area (i.e., 0.32 km2) showed a high burn severity, 25% (i.e., 0.34 km2) had a moderate level
of burn severity, and 1% (i.e., 0.02 km2) had a low burn severity.
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4.3. Soil Infiltration Response to Burn Severity

Soil sample analysis showed that the texture of the first layer of the soil is homogenous
across the entire study domain, with no significant spatial pattern or differences in areas
affected by different burn severity levels (see Figure 5). Overall, the soils were sandy loam
(for about 62% of samples), followed by loam (23%) and loam-sandy (15). A good level
of skeleton ranging from 13 to 50% of sample weight was found in all detected points,
whereas from a visual inspection, soil samples presented a clear component of ash that was
observed in the soil–water mixture during the deposition step of the texture lab analysis.

Results of soil infiltration measurements performed over May–June 2021, revealed
that unsaturated hydraulic conductivity was smaller in highly burned sites than in low and
moderate burned areas (Figure 6). Specifically, K was on average 7.9, 17.7 and 32.7 mm h−1

in high, moderate and low burned areas, respectively. The reduction in infiltration capacity
from low burned areas to moderate and high burned sites was on average of 45% and 75%,
respectively. A slight increase in standard deviation was observed in measurements carried
out in low burned areas (about 10 mm h−1), whereas in moderate and high burned sites it
was about 5 and 4 mm h−1, respectively. No significant spatial pattern was observed across
the watershed.

4.4. Hydrological Impact of Storm on Watershed Runoff in Pre- and Post-Fire Condition

One of the impacts of fire on watershed runoff is the timing of hydrological response.
The presence of burned areas inside the Tinella watershed alters the time of concentration
value. In particular, tc was estimated as ~50 min both in WS10 and WS11 sub-basins in
pre-fire conditions, whereas its value decreases to ~40 min in post-fire condition using both
the HSR and DS method. The reduction of 20% in time of concentration led to speeding up
the hydrological response of both the watershed to the precipitation causing a shift of the
flood peak in post-fire conditions close to the rainfall peak (Figure 7a,b).
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In pre-fire conditions, the hydrological response of WS10 and WS11 sub-basins to the
two consecutive rainfall events (the first characterized by rainfall peak of about 60 mm h−1

and the second characterized by rainfall peak of about 40 mm h−1) was assessed to be very
similar. This is also confirmed by the CN value found on average for the two portions of
the Tinella watershed, which in pre-fire conditions was assessed to be about 66 in both
WS10 and WS11.

In pre-fire conditions, the simulations produced flood peaks ranging between 3.5 and
4 m3 s−1 for both sub-basins (Figure 7a,b). The hydrological losses (considered through the
CN value) in post-fire conditions were found to be 10% lower on average than in the pre-fire
conditions. In post-fire conditions, the CN value was assessed to be 76 and 73 on average
by applying the HSR method for the WS10 and WS11 sub-basin, respectively, whereas it
was assessed to be 72 and 71 by applying the DS method. This led to a substantial increase
in the flood peak in post-fire conditions in both the WS10 and WS11 sub-basins, however
several differences were revealed. Concerning the WS10, the increase in the maximum
flood peak from pre- to post-fire conditions was assessed to be 125%, more than doubling
from about 4 to 9 m3 s−1 using the HSR method, and 75% using the DS method (from 4 to
7 m3 s−1). Slight differences in flood peaks were found during the second rainfall event
using DS and HSR, with values ranging from 5.5 to 6.5 m3 s−1, respectively. In the WS11
sub-basin, the increase in the maximum flood peak from pre- to post-fire conditions was
assessed to be 86% using the HSR method (i.e., from about 3.5 to 6.5 m3 s−1) and 57%
using the DS method (i.e., from 3.5 to 5.5 m3 s−1). The flood peak difference between the
WS10 and WS11 sub-basins in post-fire conditions was 2 m3 s−1 on average, whereas the
maximum flood peak at the outlet of Tinella watershed was about 15 m3 s−1 (i.e., about
two times the maximum flood peak in the pre-fire condition). The overall flood volume
was estimated to be 39,700 m3 in the pre-fire condition, whereas in post-fire conditions it
was about 69,400 m3 using the HSR method (i.e., 75% higher than the pre-fire condition)
and 57,300 m3 using the DS method (i.e., about 45% higher than the pre-fire condition).

5. Discussion

Forest fire removed the canopy cover, and reduced soil infiltration capacity, all of
which then increased flood peaks after subsequent rainfall events. The reduction in the soil
infiltration capacity (−45% and −75% after moderate and high severity fires relative to low
severity areas) is consistent with those reported in previous studies [59,60]. Fire-induced
water repellency contributes to reduced soil infiltration rates, with stronger effects in higher
fire severities [59]. In particular, the clogging of soil pores, caused by small particles of
ash, reduces infiltration across the top layer of the soil, thus facilitating the development of
surface runoff [60]. Robichaud [61] found that hydraulic conductivity in natural watersheds
after high severity fire was 50% lower than in low severity fire, as a consequence of soil
surface crusting and sealing. Plaza-Álvarez et al. [62] found that soil hydraulic conductivity
in burned Mediterranean pine (Pinus pinaster Aiton) forests ranged from 20 to 50 mm h−1

with a constant decrease over all seasons of about 10 mm h−1 relative to unburned sites.
Flood peaks calculated under pre-fire conditions showed small variations (below

0.2 m3 s−1) between the first and second flood peaks occurring during the storm event (as
shown in Figure 7a,b). This can be explained considering the characteristics of the SCS-CN
approach applied for calculating the hydrological losses in the watershed. In particular, the
method allocated most of the hydrological losses in the first stage of precipitation, which
produced a stronger abatement of the flood peak resulting from the first rainfall relative
to the second one, although the intensity of the first rainfall event was about 50% higher.
Flood peaks increased in both watersheds as a result of forest fire, especially after the first
rainfall event (+75–125% and +57–86% in WS10 and WS11, respectively, according to the
methods used). Fire effects on flood peaks were less evident in WS11, where fire affected
only half of the watershed area. This evidence confirms that the difference in hydrological
response in WS11 compared to the WS10 sub-basin can be mainly ascribed to the different
size of the burned areas and local differences in fire severity.
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The enhanced hydrological response clearly highlights the increased sensitivity of
the burned basin to rainstorms. Additional reinforcing effects, although not analyzed
in this study, could be attributed to the reduction in water losses by evapotranspiration
after fire-induced tree mortality, and to the lower surface roughness produced by the
consumption of ground vegetation and litter [63]. Besides the impact on peak discharge,
forest fire can also strongly increase sediment yields, with repercussions on soil erosion
rates, water quality, and debris flow hazard [64].

The workflow illustrated in this study may contribute to the analysis of fire effects
in ungauged watersheds, integrating analysis of canopy mortality, soil hydrological prop-
erties, and hydraulic responses in catchments with spatially heterogenous disturbance
severities. These findings provide additional information that may help to improve the
understanding of the effect of forest fires on hydrological response, which is especially
relevant in the context of human-induced climate change. Global warming may in fact ex-
acerbate hydrological hazards as a consequence of forest fire, as a consequence of increased
fire frequency and severity [65], altered rainfall patterns [66], and loss of forest resilience
due to disturbances [67]. In this context, more research is required to improve the model
parametrization and calibration, while explicitly accounting for the spatial and temporal
variability of hydrological responses. Lastly, an integrated approach for the analysis of
hydrological consequences of forest fire in ungauged catchments could also support fire
prevention and recovery activities by highlighting spatial priorities for silvicultural actions
aimed at improving forest resistance to fire and accelerating post-fire recovery by afforesta-
tion measures, especially where natural vegetation response is not fast enough to ensure
hydrogeologic protection against future extreme rainfall [68].

6. Conclusions

In this study, an integrated approach that exploits a combination of remote and
in-situ data for a comprehensive evaluation of the impact of forest fire on hydrological
response of natural watersheds was tested on a real case study located in northern Italy.
Specifically, the NDVI obtained by Sentinel-2 images was used to identify burned areas
in the watershed and their level of fire severity, whereas direct infiltration measurements
performed in those areas through a Mini Disk Infiltrometer were used to better understand
the infiltration capacity of the soils in post-fire conditions. These data were included in a
semi-distributed rainfall–runoff model based on the SCS-CN method and lag-time for the
calculation of hydrological losses and flow propagation over the watershed, respectively.
Specifically, the impact of forest fire on the hydrological response was investigated through
a modelling experiment on the Tinella watershed, which was affected by a forest fire about
four years ago. On 24 September 2020, the Tinella watershed was hit by a storm event
with a maximum recorded return period of 120 years, which resulted in several damaged
sites within the watershed and downstream to the outlet. The characteristics of this storm
event were used as meteorological input to the modelling approach. The CN value was
adjusted as a function of the level of fire severity, whereas direct infiltration measurements
carried out in watershed areas affected by different burn severity were adopted to obtain
the proportional behavior of the initial abstraction as a function of burn severity level.

The results of this study show that the infiltration capacity of burned soil was deeply
affected by the forest fire with an unsaturated hydraulic conductivity that decreased by
45% and 75% from low to moderate, and from low to high burned sites, respectively. The
reduction in soil hydraulic conductivity and tree canopy cover actively altered the surface
runoff. Runoff hydrographs were found to be much sharper with considerably higher flood
peaks and runoff volumes. In particular, the flood peak and runoff volume in post-fire
conditions increased by up to 2.2 and 1.7 times compared to the pre-fire conditions.
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Abstract: This study uses a computational fluid dynamics (CFD) approach to simulate flows in
Parshall flumes, which are used to measure flowrates in channels. The numerical results are compared
with the experimental data, which show that choosing the right turbulence model, e.g., v2 − f and
LC, is the key element in accurately simulating Parshall flumes. The Standard Error of Estimate
(SEE) values were very low, i.e., 0.76% and 1.00%, respectively, for the two models mentioned above.
The Parshall flume used for this experiment is a good example of a hydraulic structure for which
the design can be more improved by implementing a CFD approach compared with a laboratory
(physical) modeling approach, which is often costly and time-consuming.

Keywords: Venturi flume; CFD; OpenFOAM; RANS; nonlinear model; turbulence model; numerical
simulation; Parshall flume

1. Introduction

Data from downscaled physical models of different hydraulic structures, such as
dams, weirs, etc., were, in the past, the main resource for predicting the consequences of
extreme damage. In recent years, with advancements in computing facilities and numerical
modeling methods, numerical simulations have become a powerful and popular approach
in the design of hydraulic structures [1].

There are various reasons, such as irrigation and quality control, for the importance of
measuring the flowrate in an open channel, and this has led different individuals to come
up with various ideas and designs for discharge measurement devices. One of the most
popular devices is the Parshall flume, a modification of the Venturi flume, developed by
Ralph L. Parshall in the 1930s. The major difference between this flume and the Venturi
flume is the drop that was introduced in the throat’s bed elevation. This design, with a
negative bed slope starting at the beginning of the throat section, helps fluid gain speed
and, shortly before exiting the throat, a relatively gentle positive slope reduces the speed of
the fluid at the exit of the throat section. The relationship between the head at two locations
within the flume, i.e., the throat and upstream, provides a value for the flowrate in the
open channel [2].

The available sizes for Parshall flumes are limited, and in addition, within this limited
range, manufacturers tend to contravene the original specifications provided by Parshall
as the inventor. To create a custom-size Parshall flume, many experiments have to be
undertaken by the manufacturers to ensure the accuracy of the flowrate within the device.
It is costly and time-consuming to run the necessary laboratory experiments for a new
size, and using a Computational Fluid Dynamics (CFD) model can significantly accelerate
the process [3].

Computer simulations are an essential tool in the design and optimization of hydraulic
structures at present, and recent advancements in computing hardware now also allow
researchers and engineers to solve previously impossible equations. Fluid motion is one
of the most complicated engineering phenomena, and a particular approach to solving
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a fluid’s governing equations depends on the hardware limitations and available time.
Various turbulence models are available within different computational fluid dynamics
simulation software, and obtaining the best possible hydraulic structural design is possible
through the use of CFD simulations. It is important to choose the best model with respect
to the cost of calculations and accuracy. Therefore, in this paper, three nonlinear turbulence
models from the RANS family were chosen to simulate the flow of water in a 3-inch Parshall
flume, and the data from the simulations are compared with the experimental results from
a study conducted by Dursun [4].

The study by Wright et al. [5] on the Parshall flume rating curve revealed that cali-
bration for low-discharge flows for the Parshall flume had not been carried out; therefore,
there was a bias in the results provided by Parshall himself for the proposed relationship.
In their paper, they tried to provide a solution to this flaw, and so a numerical model
was established to address the effect of the viscosity of the fluid on the depth discharge
relationship. Experiments on a variety of flumes that carried only 15% of the recommended
discharge revealed that the flowrate was overpredicted by 25%. The proposed numerical
model for the low discharges provided a good match with the experimental data obtained
in the laboratory.

Khosronejad et al. [6] implemented a Large Eddy Simulation (LES) model to determine
the accuracy of Parshall flume discharge results in comparison with the experimental
data. Their study was conducted on two Parshall flumes that were placed in a parallel
arrangement, and the results were taken either from the flow passing through an individual
flume when the other flume was closed or with the flow passing through both flumes at
the same time. In addition to the flow measurement device used in this experiment, a
dye dilution approach was also implemented to determine flow rates in the field. The
difference between the standard rating curve value and the modeled value according to
their study was, at maximum, 10%, while the discharge was at the lower flow rate for all
three different scenarios, i.e., flows passing through flumes individually or in parallel, and
was a minimum of 1.3% when the discharge was between 1.13 and 1.7 m3/s in the parallel
flow case. It was concluded that a Parshall flume could provide more accurate results when
operated at higher flowrates.

Davis and Deutsch [7] conducted studies on Parshall flumes with nonstandard posi-
tioning: the slope of the stream, the upstream velocity profile, and alterations in Parshall
flume geometry were investigated in this research. Due to the implementation of SOFA-
LUMP, a 3D finite-difference code, the simulated flowrates were accurate enough and the
computational cost was under the expected budget. A downside of this study was the
neglect of the viscosity effects in the numerical model; however, the numerical results were
close to the experimental findings. The authors concluded that the proposed numerical
model could be used as a guideline to determine the results for nonstandard Parshall
flumes, and that the numerical model was the best substitute for laboratory experiments or
field installations for accurate results.

Sun et al. [8] investigated the flow in a flume with symmetrical curve obstructions on
the flume’s sides, and the results revealed that there was an incremental velocity increase
within the throat section and a sudden flowrate decrease due to the introduction of a
submerged flow condition at the end of that section. A comparison of water levels between
the laboratory experiments and the numerical simulations showed a 4.7% error value,
which was described as a good agreement. Due to its high accuracy and lower head loss,
the proposed curved flume was believed to be an ideal choice for implementation from
mild sloped flows to flat ones, e.g., for agriculture and irrigation systems.

Savage et al. [9] tackled the common problem of nonstandard entrance wingwalls
in Parshall flumes, which is often neglected. To obtain proper results, it is important to
know the best upstream location to measure the head for the flume. It was shown that
CFD is a better tool, providing more accurate data compared to the costly physical “build
and test” method. This paper introduced a correction factor for a range of different sizes
(2–8 ft) of Parshall flumes, to adjust their results, and the implementation of this study
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for a nonstandard Parshall flume with a free-flow condition increased the accuracy of the
discharge results from a 60% error to just +/−5%.

In a study by Heyrani et al. [10], the data from seven different turbulence models were
compared with the experimental results from Dursun [4]. In the paper, it was concluded
that, among the Reynolds-average Navier–Stokes (RANS), Large Eddy Simulation (LES),
and Detached Eddy Simulation (DES) models, the best performance was achieved by
the k− ε model from the RANS family, while the Dynamic K LES model was in second
place. The water level results from the CFD simulations provided an error of less than
1.93%–2.08% compared to the experimental findings and were reasonably acceptable for
further implementation. Although several turbulence models were examined in the study,
some important ones remained unused, which are the subject of the present paper.

The objective of this paper is to extend the study by Heyrani et al. (2021) with more
sophisticated, and potentially more accurate, turbulence models in order to develop highly
accurate yet efficient modeling approaches for Parshall flumes. Two nonlinear k− ε models,
which have proved to be highly accurate in certain fluid problems, are considered. In
addition, the v2 − f model, which is a compromise between the computational efficiency
of two-equation models and the accuracy of the Reynolds Stress Models (RSM), is also
considered in this study.

This paper is organized as follows. Governing equations and description of turbulence
models are provided in Section 2, and numerical details such as mesh, boundary, and initial
conditions are then described in Section 3. Next, results and discussions are presented in
Section 4, and some concluding results complete the study.

2. Methodology
2.1. Description of CFD Model

As one of the most reliable tools to analyze the behavior of fluids, Computational
Fluid Dynamics (CFD) is capable of calculating a wide range of related parameters by
taking advantage of the recent development of computer processors. The parameters that
are accurately calculated by CFD include flow velocity, temperature and pressure.

CFD models are capable of providing solutions for the flow equations or describing
the behavior of a fluid when it interacts with rigid boundaries or obstacles along its path.
With respect to the conservation of mass, energy, and momentum, the Navier–Stokes
system of equations is derived for viscous fluids [11].

As a reliable open-source solver for computational fluid dynamics models, Open-
FOAM is implemented in this study to perform reliable simulations. This computing
platform uses the Finite Volume Method (FVM) and includes many specific libraries de-
veloped in C++. It is an object-oriented toolbox that can simulate a wide range of flow
problems, such as two-phase flows and free-surface flows, with a wide range of turbulence
models. It also has the ability to numerically solve continuum mechanics problems [12].

Three nonlinear turbulence models are used to simulate the flow motion in this paper,
i.e., the LC low-Reynold, SQ low-Reynold, and v2 − f models, which are briefly discussed
in the following section.

2.2. Governing Equations

A viscous incompressible fluid flow is governed by a set of general three-dimensional
systems of equations called the Navier–Stokes system, which consists of momentum and
continuity equations. The system is described as follows [13,14]:

∂u
∂x

+
∂v
∂y

+
∂w
∂z

= 0 (1)
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Equation (1) is the continuity equation, followed by the three momentum equations
(Equations (2)−(4)) for different directions, i.e., x, y, and z directions.

∂u
∂t

+ u
∂u
∂x

+ v
∂u
∂y

+ w
∂u
∂z

= −1
ρ

∂p
∂x

+ ν2u (2)

∂v
∂t

+ u
∂v
∂x

+ v
∂v
∂y

+ w
∂v
∂z

= −1
ρ

∂p
∂y

+ ν2v (3)

∂w
∂t

+ u
∂w
∂x

+ v
∂w
∂y

+ w
∂w
∂z

= −1
ρ

∂p
∂z

+ ν2w− g (4)

In the above equations, fluid density is denoted by ρ, the three spatial directions of
velocity are represented by u, v, and w, p denotes the total pressure, time is symbolized by
t, and g is the gravitational acceleration.

2.2.1. RANS

The Reynolds-Averaged Navier–Stokes Model is the dominant practical method for
simulating the motion of a fluid. Other methods, such as Large Eddy Simulation (LES),
are computationally more expensive and still impractical for engineering applications.
The viscosity-related properties of the fluid are essentially used to estimate the impact of
turbulence. The variation in the turbulent kinetic energy (k) is described by an equation
for k.

A variety of turbulence models are available under this category, and the application
of three non-linear approaches to form a comparison with the experimental data forms the
main objective of this study.

v2 − f Model

A modified version of the k− ε model, where k represents the turbulent kinetic energy
and ε denotes the energy dissipation, is called the v2 − f turbulence model, which consists
of four equations to simulate the effect of turbulence to find a solution for fluid flow motion.
It has two extra equations for velocity and relaxation factors, as well as the two general
kinetic energy and dissipation equations. This model falls between the categories of the
Reynolds Stress Models (RSM) and the original k− ε model. In order to evaluate eddy
viscosity with this model, the new term v2, which represents the velocity, is implemented
instead of the term for kinetic energy. The governing equations of this model are as follows:

∂k
∂t

+
∂kui
∂xi

= P− ε +
∂

∂xj
(Dke f f

∂k
∂xj

) + Sk (5)

∂ε

∂t
+

∂εui
∂xi

=
C′ε1P− Cε2ε

T
∂

∂xj
(Dεe f f

∂ε

∂xj
) + Sε (6)

∂V2

∂t
+

∂V2ui
∂xi

= k f − 6V2 ε

k
∂

∂xj
(Dke f f

∂V2

∂xj
) + SV2 (7)

f − L2 ∂2 f
∂xi

2 = (C1 − 1)
2
3 − V2

k
T

+ C2
P
k
+ (

5V2/k
T

) + S f (8)

In the above equations, the length and time-scales for turbulence are denoted by L
and T, while f represents the solution to the last equation. The elliptic operator is used
by the v2 − f model to calculate a similar term to the strain–pressure correlation term of
the RSM. There are four different constant C terms, i.e., C1, C2, C′ε1, and Cε2, which are
considered the constants, and the four S terms, i.e., Sk, Sε, SV2 , and S f , which are expected
to be defined by the user as source terms. The reader is referred to [15] for further details
and values of the coefficients.
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Shih et al. (1998) Quadratic k− ε Model (SQ)

This model is derived from the direct implementation of a basic turbulence relation-
ship. To propose a novel algebraic equation for the Reynolds stress, an essential turbulent
relationship has been applied. Two limitations are defined based on their realizability and
the theory of rapid distortion and, within the inertia sublayer, the coefficients of the model
are regulated using simple flows, such as surface flow and homogenous shear flow.

Quadratic and cubic terms of average velocity in the model were proposed for
Reynolds stresses. This is a short version of the general formula for mean velocity gradi-
ents and turbulent stresses [16]. The rapid distortion theory was used to determine the
coefficients of the model’s constraints [17] of realizability [18].

The equations used to model the general turbulent shear flow are:

ρ,t +
(
ρUj

)
,j = 0 (9)

(ρUi),t +
(
ρUiUj

)
,j = −P,i +

[
µ

(
Ui,j + Uj,i −

2
3

Uk,kδij

)
− ρuiuj

]

,j
(10)

(ρk),t + (ρUik),i =

[(
µ +

µT
σk

)
k,j

]

,j
− ρuiujUi,j − ρε (11)

(ρε),t + (ρUiε),i =

[(
µ +

µT
σε

)
ε ,j

]

,j
+ C1 f1ρS ε− C2 f2ρ

ε2

k +
√

vε
+ C3

µµT
ρ

S,jS,j (12)

where S in the above equation is defined as:

S =
√

2SijSij , Sij =
1
2
(
Ui,j + Uj,i

)

The nonlinear model for the Reynolds stresses is:

−ρuiuj = − 2
3 ρk δij + µT

(
Ui,j + Uj,i − 2

3 Uk,kδij
)
+ A3

ρk3

2ε2

(
Uk,iUk,j −Ui,kUj,k

)

+A5
ρk4

ε3

[
Uk,iUk,pUp,j + Uk,jUk,pUp,i − 2

3 Π3δij − 1
2 Ul,l

(
Ui,kUk,j + Uj,kUk,i − 2

3 Π1δij

)

− 1
2 Ul,l

(
Uk,iUk,j + Ui,kUj,k − 2

3 Π2δij

)] (13)

Π1 = Ui,jUj,i , Π2 = Ui,jUi,j , Π3 = Ui,kUi,pUp,k (14)

The equations used to obtain the coefficients value of µT and A3 to A5 are provided
below:

µT = Cµ fµρ
k
(
k +
√

vε
)

ε
, A3 =

√
1− 9

2 C2
µ

(
kS∗

ε

)2

0.5 + 3
2

k2

ε2 Ω∗ S∗
, A5 =

1.6 µT
pk4

ε3
7(S∗)2+(Ω∗)2

4

(15)

Cµ = 1
4+AsU∗ k

ε

, C1 = max
{

0.43, η
5+η

}
, C2 = 1.9, C3 = 1.0,

σk = 1.0, σε = 1.2, U∗ =
√
(S∗)2 + (Ω∗)2 , S∗ =

√
S∗ijS

∗
ij,

Ω∗ =
√

ΩijΩij, Ωij =
1
2
(
Ui,j −Uj,i

)
, S∗ij = Sij − 1

3 Skkδij,

η = S k
ε , As =

√
6 cos φ, φ = 1

3 arccos
(√

6W∗
)

, W∗ =
S∗ijS

∗
jiS
∗
ki

(S∗)3

(16)

The reader is referred to [19] for further details and values of the coefficients.

Lien (1996) Cubic Turbulence Model (LC)

A new version of an eddy-viscosity model for turbulent flows with high Reynolds
numbers was derived in [15] by implementing a nonlinear association between the param-
eters of strain and Reynolds stresses. For low-Reynolds conditions, vorticity tensors were
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also included in this relationship to identify all the variations in the turbulence length scale
close to the wall in an asymptotic manner.

Using series-expansion, a general and coordinate invariant formula for strains and
stresses is possible, as follows:

u′iu
′
j

k = 2
3 δij − νT

k Sij + C1
νT
ε

[
SikSkj − 1

3 δijSklSkl

]
+ C2

νT
ε

[
ΩikSkj + ΩjkSki

]

+C3
νT
ε

[
ΩikΩjk − 1

3 δijΩklΩkl

]
+ HOT

(17)

where Cµ and C1 to C3, proposed by [20] and only applicable to high-Reynolds areas, are:

Cµ =
0.667

A1 + S + 0.9Ω
|A1=1.25 , (18)

C1 =
3/4

(1000 + S3)
, C2 =

15/4
(1000 + S3)

, C3 =
19/4

(1000 + S3)
(19)

Sij =
∂ui
∂xj

+
∂uj

∂xi
, Ωij =

∂ui
∂xj

+
∂uj

∂xi
, S =

k
ε

√
1
2

SijSij , Ω =
k
ε

√
1
2

ΩijΩij . (20)

To inspect the consequence of streamline curvature, a cubic correction proposed by [21]
is also used:

HOT = C4
νTk
ε2

(
SkiΩl j + SkjΩli

)
Skl + C5

νTk
ε2 (SklSkl −ΩklΩkl)Sij (21)

where:
C4 = −10C2

µ C5 = −2C2
µ (22)

The turbulent viscosity νT obtained from the k− ε modelling framework is described as:

νT = Cµ
k2

ε
(23)

The reader is referred to [22] for further details and values of the coefficients.

2.3. Numerical Setup

The interFoam solver from the OpenFOAM family was chosen as the solver in this
study, as it provides a blend of applications of the VoF method and the finite-volume
method [10]. The Euler and Crank–Nicolson schemes were implemented as first- and
second-order time schemes, respectively, to discretize the temporal term, while the Gauss
linear method was applied for the gradient terms. The results from the two different
temporal discretization schemes used in this study showed no significant differences,
i.e., no significant improvement was observed when the second-order scheme was used.
Therefore, using either method has no effect on the reduction in error. In other words, the
time scheme has a negligible impact as the source of error. Within this solver, different
schemes were used for different purposes, such as the corrected Gauss linear scheme
for the Laplacian scheme and a linear scheme for the purpose of discretization of the
interpolation terms.

As the initial condition, the inflows of the flume for different scenarios were constant,
i.e., 10 l/s, 20 l/s, and 30 l/s. Similar to Heyrani et al. (2021), the flow passing through the
walls was considered to be zero, and no dissipation or acceleration was initially defined in
the model.

2.3.1. Boundary Conditions

Figure 1 provides a schematic side and top view of the boundary condition considered
in this simulation, where the flow enters and exits from one end to another while passing
above the bed, which was defined as a wall. Over the flow is the atmosphere boundary, and
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the condition at the outlet is zero gradient. The volume of fluid method was implemented
for the surface of the flow with regard to the zero-pressure state where the two fluids, i.e.,
liquid and air, meet.
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2.3.2. Mesh Sensitivity Analysis

Implementing the right mesh size, i.e., the mesh closest to the optimum grid size,
allows for the simulation to produce the results that are the closest to the actual data, i.e.,
experimental results, with an optimal computational cost. For the simulations in this study,
a mesh sensitivity analysis was performed to determine the best grid size for the structured
mesh that was used.

In this procedure, the refined mesh resolution was progressively increased until no
further changes were obtained in the results. Figure 2 describe the four steps taken to find
the optimum grid size in this study. This was started with 52,000 cells in total, progressing
to 270,000 over three steps. The data quality resulting from the progression to the second
step, i.e., from 52,000 to 75,000 cells, had significant changes, but on proceeding to 270,000,
there were no significant changes recorded in the quality of the simulated data. Therefore,
no further increase in the number of cells is recommended after 75,000.
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2.4. Data

The trials that resulted in the experimental data were conducted by [4] at the hydraulic
laboratory of Firat University in Elazig, Turkey. All experiments were completed in a
flume with a rectangular shape and fixed dimensions of 0.4 m width, 5 m length, and 0.6m
depth. Although the scope of Dursun’s study was the measurement of dissolved oxygen in
the fluid before and after entering and exiting the flume, in the present study, only data
for water levels were used. Flowrates of 10, 20, 30, and 40 l/s were chosen, which were
measured with the help of an electromagnetic flow meter within a modifiable Parshall
flume to obtain results that were sufficient to draw conclusions.

The time taken for the simulation to reach steady state was 50 seconds. With respect
to the existing hardware that performed the simulation, i.e., Intel Xeon Processor E5-2683
v3 (35M Cache, 2.00 GHz) the total time taken to achieve steady-state, i.e., 50 seconds,
was approximately 4 hours. Considering the total number of the cells used in all three
simulations, i.e., 75000, the nonlinear model is not a costly model and could be considered
in the future by other researchers.

The optimum number of time-steps to achieve a steady water level was found to be
150. The maximum height fluctuations were found to be less than 2% of the steady level
height. ParaView was used as post-processing software to demonstrate the water levels
and other properties of the flow passing through the flumes. To determine the height of
a column of water as a representative segment in each selected cross-section, the line of
intersection between two perpendicular planes passing through the column point was
found. Then, using the value of the Y coordinate of each datapoint, the water level was
determined.

3. Results

The water levels at different sections of the flume were measured for comparison with
the experimental results obtained by Dursun (2016). Figure 3 illustrates the geometry and
dimensions of the Parshall flume used in the simulation. Water enters the main channel,
which has a width of 40 cm, i.e., cross-sections 1 and 2, and, with the help of wing walls,
it gradually enters the throat section, which has a 5-cm wall-to-wall distance. The length
of the throat, i.e., the distance between cross-sections 5 and 6, is 15 cm. Finally, the flow
passes the divergence section, where the slope of the bed gradually becomes positive after
cross-section 6.

As shown in Figure 3, seven locations were chosen along the x-axis to assess the water
levels for this experiment. As, in the previous study by Heyrani et al. [10], the adjustment
of the first sampling location was suggested to obtain more accurate results, cross-section
number one was shifted forward, to where fewer fluctuations occur. The locations of the
remaining cross-sections were selected as at the beginning of each transition in the flume,
i.e., cross-sections 3 and 4 were where the convergence section starts and cross-section 5 was
at the start of the throat section. The remaining cross-sections followed the same pattern.
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The model was run with four different grid sizes to find the most suitable one, to
obtain better-quality data. Among the different cell quantities tried in this study, i.e., 27,000,
52,000, 75,000, and 275,000, the results tended to remain the same with cell numbers of
52,000 and above.

The models were also run with three different flowrates, i.e., 10 l/s, 20 l/s and 30 l/s,
and the smallest error was achieved for the 20 l/s discharge.

Figure 4 illustrates the water levels obtained using the three different turbulence
models versus the experimental results from Dursun (2016). The performance of the
nonlinear models was found to be more precise compared to the other turbulence models
used by Heyrani et al. (2021). The error value derived with Equation (25) for the v2 − f
model, which was the lowest among the three, was 0.76%.
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Figure 5 shows the velocity gradient of the flow passing through the flume. The
contraction at the beginning of the throat, i.e., cross-section 5, forces the flow to gain velocity
until it reaches its highest point at cross-section 7, where it experiences the maximum
velocity downstream at the second diverging section. Parshall flume’s design leads to an
increase in flow velocity at certain sections, while the flowrate remains constant.
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Figure 5. Velocity distribution gradient map.

The velocity profiles at cross-sections 5, 6, and 7 are presented in Figure 6. As shown
in Figure 5, the flow speed variation gradually increases along the flow path. At different
cross-sections in Figure 6, the maximum speeds were 0.97, 1.21, and 2.45 m/s, respectively,
from cross-sections 5 to 7. Due to the shape of the flume, the distribution of the velocity
profiles was varied in shape, e.g., at cross-section 5 it was distributed evenly, but as the
flow moves forward, the velocity concentration shifted toward the center of the cross-
section. The diverging shape of section 7 is the reason that the velocity distribution was
concentrated at the sides and not the center.
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As illustrated in Figure 7, the flow’s pressure field gradient was the lowest when the
flow achieved a higher speed from cross-sections 5 to 7. Due to the presence of the throat
contraction, a higher pressure was present downstream over the entire flow up to the start
of the throat section.
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4. Discussion

Different methods of comparing of the water levels estimated from OpenFOAM
versus the experimental results from the case study are illustrated in Tables 1 and 2. The
relationships used to calculate the error values are as follows:

Error =

∣∣xexp − xsim
∣∣

xexp
(24)

Standard Error o f Estimate (SEE) =

√
∑n

i=1
(

xexpi − xsimi

)2

n− 2
(25)

R2 =
∑n

i=1
(
xexpi − xexp

)2

∑n
i=1
(
xsimi − xexp

)2 (26)

Table 1. Error percentage calculated by Equation (24) of the estimated values for the three turbulence
models across 7 cross-sections.

Error Percentage

Cross-Sections 1 2 3 4 5 6 7

V2-F 0.29% 0.55% 0.79% 1.05% 3.92% 3.13% 2.83%

LienCubic(LC) 2.97% 3.23% 3.48% 1.60% 0.25% 2.10% 1.60%

ShihQ(SQ) 5.59% 6.42% 5.93% 7.95% 10.70% 11.57% 12.67%

Table 2. Average error, Standard Error of Estimate (SEE), Square of Correlation coefficient R2 vs.
experimental data.

Turbulence Model Average Error % SEE % R2 (1−R2)%

V2F 1.79% 0.76% 0.9971 0.29 %

LienCubic(LC) 2.17% 1.00% 0.9985 0.15 %

ShihQ(SQ) 8.69% 3.09% 0.9959 0.41 %
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The Standard Error of Estimate (SEE) and the correlation coefficient (R) were calcu-
lated to estimate the errors of the simulation data. Tables 1 and 2 shows the calculated
error values.

Equation (24) was applied to each individual cross-section and returned a separate
error value for each of them, while Equations (25) and (26) provided a single overall value
for each dataset, i.e., data from the LC simulation or the v2 − f model. To represent a single
value for an error obtained by Equation (24), an average value was considered for all seven
cross-sections.

In an overall analysis of the error percentages, for the first four cross-sections, the
v2 − f turbulence model provided the least amount of error, while the SQ model returned
the highest amount of error for the same sections. Moving to the subsequent sections,
v2 − f lost its superiority over the LC turbulence model, where, for all three remaining
cross-sections, the LC model provided the least amount of error. The SQ model in this
study delivered unacceptable results compared to the other two, and as the average error
percentages in Table 2 show, the v2 − f model was higher than the rest.

As described above, different methods were used to determine how far the simulation
results were from the experimental ones. The standard square of estimate is one useful
method for estimating the exactness of any prediction. The values produced by this method
were 0.76% for the v2 − f model, 1.00% for the LC model, and 3.09% for the SQ model.
This is another proof of the accuracy of the v2 − f model for this scenario. The correlation
coefficient and the root mean square value are also counted as two other proofs of the
superiority of the v2 − f turbulence model.

4.1. SQ Model

The error values from this turbulence model’s estimates show higher error percentages
than the different methods, and the overall performance of this model was the poorest
among the three. As shown in Figures 8 and 9, the average error values for the different
cross-sections increased rapidly compared to the other two models. The maximum error
value is recorded when the mean value of the error percentages for the seven different
cross-sections is calculated.

Hydrology 2021, 8, x FOR PEER REVIEW 13 of 15 
 

 

  
Figure 8. Calculated error magnitude for different cross-sections. 

    
Figure 9. SEE, Average error, and 1 − ܴଶ values 

4.2. LC Model: 
The correlation coefficient values that were closest to the experimental data were ob-

tained from this model, i.e., 1-0.15%=0.9985 (99.85%), as shown in Figure 9. Additionally, 
the last three cross-sections tended to have the lowest error percentage values under the 
Lien Cubic model. This model produces error values that are almost identical to the ݒଶ −
݂ model, but slightly higher. Compared to the SQ model, after the ݒଶ − ݂ model, the data 
from the LC model are considered reliable. 

૛࢜ .4.3 −  :Model ࢌ
Of all the methods used to determine the error percentages of the estimated water 

levels, compared to the experimental one, this model provided the least error and was the 
most accurate. Aside from the lack of accuracy regarding the last three cross-sections, i.e., 
5, 6, and 7, this model is the most recommended based on the results of this study. 

Figure 8. Calculated error magnitude for different cross-sections.

258



Hydrology 2021, 8, 151

Hydrology 2021, 8, x FOR PEER REVIEW 13 of 15 
 

 

  
Figure 8. Calculated error magnitude for different cross-sections. 

    
Figure 9. SEE, Average error, and 1 − ܴଶ values 

4.2. LC Model: 
The correlation coefficient values that were closest to the experimental data were ob-

tained from this model, i.e., 1-0.15%=0.9985 (99.85%), as shown in Figure 9. Additionally, 
the last three cross-sections tended to have the lowest error percentage values under the 
Lien Cubic model. This model produces error values that are almost identical to the ݒଶ −
݂ model, but slightly higher. Compared to the SQ model, after the ݒଶ − ݂ model, the data 
from the LC model are considered reliable. 

૛࢜ .4.3 −  :Model ࢌ
Of all the methods used to determine the error percentages of the estimated water 

levels, compared to the experimental one, this model provided the least error and was the 
most accurate. Aside from the lack of accuracy regarding the last three cross-sections, i.e., 
5, 6, and 7, this model is the most recommended based on the results of this study. 

Figure 9. SEE, Average error, and 1− R2 values.

4.2. LC Model

The correlation coefficient values that were closest to the experimental data were ob-
tained from this model, i.e., 1− 0.15% = 0.9985 (99.85%), as shown in Figure 9. Additionally,
the last three cross-sections tended to have the lowest error percentage values under the
Lien Cubic model. This model produces error values that are almost identical to the v2 − f
model, but slightly higher. Compared to the SQ model, after the v2 − f model, the data
from the LC model are considered reliable.

4.3. v2 − f Model

Of all the methods used to determine the error percentages of the estimated water
levels, compared to the experimental one, this model provided the least error and was the
most accurate. Aside from the lack of accuracy regarding the last three cross-sections, i.e.,
5, 6, and 7, this model is the most recommended based on the results of this study.

5. Conclusions

The objective of this research was to study the reliability of numerical simulations of a
Parshall flume using various nonlinear turbulence models. This is the first time that these
state-of-the-art turbulence models have been employed to investigate the hydrodynamic
performance of the Parshall flumes.

This study was specifically performed in alignment with the previous research con-
ducted by Heyrani et al. [10]; however, the methods and turbulence models described here
have been enhanced to provide more accurate results. Additionally, the recommendations
offered in the other paper are implemented in this study where applicable, i.e., in the selec-
tion of locations for cross-section number 1. The following points are the main highlights
of this research:

• The comparison of three nonlinear turbulence models, i.e., the LC, SQ, and v2 − f
models, reveals that the results obtained from these nonlinear models, except for the
SQ model, lead to higher accuracy when compared with the experimental data, as
shown in Tables 1 and 2, where the mean error values over all seven cross-sections are
1.79% and 2.17% for the v2 − f and LC models, respectively.

• The use of v2− f and LC models in this study is considered a significant improvement
since, in the previous study by Heyrani et al. [10], with the similar initial criteria of
the model parameters, none of the seven turbulence models from the three different
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families of RANS, LES and DES were able to provide the accuracy of the v2 − f and
LC results when compared to the experimental data, especially the v2 − f model.
However, these two non-linear turbulence models could be considered when the
highest accuracy is demanded under similar conditions.

• The performance of the quadratic model in this simulation was not adequate and led
to a high error percentage, well beyond the desired boundary. Hence, it is strongly
recommended that, if the nonlinear model is chosen, the quadratic model is not used
when dealing with Parshall flume modeling with similar specifications and flowrate
value.

• The results strongly support the possibility of using CFD simulation as a reliable and
cost-effective solution for a variety of different hydraulic projects. It was not only
proven to be cost-effective compared to laboratory-scale simulations, but is also less
time-consuming, depending on how powerful the computer system is.

• With respect to the enhancement of the Parshall flume design, implementing CFD
software is a key element to improving common designs that are used and approved
by many different authorities. More studies and laboratory experiments are needed to
determine the optimum design, but the results from this study support the possibility
of skipping or supplementing the use of experimental data and substituting them
with bias-corrected simulation data.

Although the findings presented in this study show acceptable level of error, which
are less than 1% with the Standard Error of Estimate method, more research is needed
to determine the best combination of different turbulence models for use under various
hydraulic conditions, to design Parshall flumes. This will be undertaken with the aim of
determining the best numerical approach.
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Abstract: Identifying the core hydrological processes of catchments is a critical step for operative
hydrological modeling. This study attempts to assess the long-term alterations in streamflow in
three adjacent catchments of Upper East Fork White River, Indiana USA, by employing the SWAT
hydrological model. The model simulations are spanning from 1980 up to 2015 and distributed in
three configurations periods to identify monthly alterations in streamflow. For this purpose, water
abstraction, land use, tillage, and agricultural field drainage practices have been incorporated in
the model to provide accurate data input. The model setup also integrates spatially disaggregated
sectorial water use data from surface and groundwater resources integrating the significant increases
of water abstractions mainly for agricultural and public water supply purposes. The land cover
of the study area is governed by rotating crops, while agricultural practices and tile drainage
are crucial model parameters affecting the regional hydrological balance. Streamflow prediction
is based on the SUFI-2 algorithm and the SWAT-CUP interface has been used for the monthly
calibration and validation phases of the model. The evaluation of model simulations indicate a
progressively sufficient hydrological model setup for all configuration periods with NSE (0.87, 0.88,
and 0.88) and PBIAS (14%, −7%, and −2.8%) model evaluation values at the Seymour outlet. Surface
runoff/precipitation as well as percolation/precipitation ratios have been used as indicators to
identify trends to wetter conditions. Model outputs for the upstream areas, are successful predictions
for streamflow assessment studies to test future implications of land cover and climate change.

Keywords: hydrological modeling; streamflow; water balance; SWAT

1. Introduction

Growing population is expected to reach 10.9 billion by 2100 [1]. As a result, living
standards and dietary lifestyles are progressively change in many regions around the
world exerting even more pressures to the global food production system. Agricultural
products are also used in the livestock and aquaculture industries increasing even more the
global competition on water resources. Currently, agriculture uses 70–80% of global water
resources to produce the necessary quantities ensuring food security in the supply chain [2].
In USA, agriculture is a key economic sector consuming 40% of the total water use in the
country [3]. Key agricultural products are cultivated in several farming belts where the
climate conditions are favorable for improved crop yields [4]. Corn and soybean are two of
the most cultivated products in upper Mississippi River where intensive agriculture and
crop rotation schemes are being practiced for more than a century. An area as large as the
Corn Belt is subjected to changes in crop patterns, areal coverage, harvested lands and crop
yields affected by the agricultural practices as well as by the climate conditions. A recent
study estimated the crop rotation corn-soybean pattern is extending over the 70% of the
Corn Belt area [5].

The state of Indiana is one of the key producer states of agricultural and livestock
products in the Corn Belt region, centering a critical part of its economy and employment [6].
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During the last decades corn and soybean have been significantly increased by 133%
(80 bu/acre to 187 bu/acre) and by 93% (30 bu/acre to 58 bu/acre) respectively [7].

The intensive agricultural development activities in the catchments’ areas require
consistent monitoring in key hydrologic parameters which affect the overall quality and
quantity of the crop yields in the region like precipitation, temperature, soil properties,
plantation, harvesting period, etc. Furthermore, the effective cultivation of highly valuable
crops requires soil preparation during the early weeks of spring, as well as the application
of pesticides and additional nutrients to ensure high yields [8,9].

Considering the soil preparation in the region, tile drainage is one of the most common
practice which ensures the proper soil nutrients concentrations as well as moisture levels
for a proper growing season. The installation of such subsurface tile drainage systems was
a significant infrastructure investment in the region, which consequently enriched the soil
with air by removing excess water and transforming wetland regions into highly nutrient
content valleys for agricultural development [10].

Hydromorphological pressures [11], over-fertilization, short-term land use manage-
ment [12,13] are some serious problems in intensive agricultural areas, resulting in the
collapse of surface and groundwater resources and consequently in the deterioration of
ecosystem and their services [14,15]. It is well known that many of the agricultural practices
applied in the upstream regions of the Mississippi River are the key drivers for serious
impacts in the downstream riparian, coastal, and sea ecosystems in the Gulf of Mexico
(eutrophication, chronic, and seasonal hypoxia) [16–19].

As a result of the extensive plowing and overall land use change dynamics over the
years, with urbanization and agricultural areas expansion rates at high levels [20], soil
structure is greatly unsettled, resulting in increased erosion risk and sediment transport
phenomena. More specifically, sediment (suspended and wash load) is the primary mean
of pollutant transport in the downstream areas which pose not only geomorphological
degradation [21] but also risks for ecosystems status, issues which have to be considered
by the current and future management practices applied by river basins committees and
authorities [22]. The future of agriculture has to face considerable rise in food demand
while trying to decrease its global footprint on natural resources [23].

Model-based methods for hydrological modeling are usually time consuming and
require extensive time series of several water related parameters, therefore observation-
based methods have been developed to provide quite accurate and early estimates of
the human or natural influence on hydrological deficits/droughts [24]. Pair catchment
analysis by using unsteady water balance equation and double mass curve techniques, can
effectively separate climate change effects from the watershed disturbance (e.g., seasonal
effects of forest coverage in hydrological drought). However, some of the limitations of
such approaches are to find suitable catchment pairs with long-time series of available data
on the pre-disturbance period, and relevant climate, land use characteristics along with
detailed physical properties of the watersheds [25].

Hydrological modeling and computational techniques in hydrology have been offered
very important advancements the last years due to the constant integration of more accurate
algorithmic routines, predicting several hydrological cycle components with remarkable
accuracy, as well as in the significant increase of computational power [26]. However,
hydrological models are heavily dependent on rainfall observations which must capture
accurate precipitation patterns and trends (in case of climate change impacts studies) to
effectively simulate the water cycle, while climate/landscape models require further devel-
opment to better describe spatial scale, magnitude, accuracy, and complexity issues [27].
Data inputs are the primary source of information which is used in the calibration and
validation phases which cover a wide range of typology (from ground-based monitoring
stations to satellite collected data) [28,29].

As the hydrological models principally attempt to provide the best available estimates
of water–land–soil dynamics and regime in study areas simulated, there are a lot of
intermediate preparatory steps, decisions and actions made by their operators to provide
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accurate simulations and targeted outputs. Model results are providing valuable feedback
in assessing the surface/groundwater links [30], improvement of management practices
under different scenarios [31–33], future projections for coupled land use—climate change
impact assessments [34–36] and contribution to large scale modeling [37–41].

Models’ applications have been extensively used in either local, regional or even
continental scale simulations, where the quantitative and qualitative assessment can pro-
vide important conclusions for effective water management [42–46]. Hydrological models
outputs have evolved to the level that they can provide to decision makers and policy
planners the necessary inputs to protect the environment and ensure water security by
the application of best management practices varying from focused sectorial measures
of sustainable water use to emissions regulations in order to protect water quality and
all dependent ecosystems’ chain [47–50]. There is a need for continuous streamlined and
monitoring programs for the anthropogenic and natural pressures on water resources
based on the principles of collaborative adaptive management. Such approaches integrate
experiences and the collective perspectives of managers, stakeholders and scientists in a
way which minimizes the sources of uncertainties while supporting informed management
decisions in complex and competitive watersheds [51].

Responding to the need for transparent and accessible data inputs and interpretation of
model outcomes, the UN Statistics Division has been working in the last few decades with
international organizations as well as along with environmental and economic institutes
in environmental accounting approaches [52]. Environmental accounting provides the
standardization of environmental and economic information in a way to identify their
interactions with the anthropogenic socioeconomic environment, which as a process can
be defined as the starting point of future long-term planning of the utilization of natural
resources. Environmental accounting methodologies have been applied in the domains of
water, land, forestry, ecosystems, and energy [53–55].

2. Materials and Methods
2.1. Watershed Description

The study area of headwaters of Upper East Fork White River (UEFWR) consists of
three adjacent catchments in the headwaters of the Patoka White River, a tributary of the
Wabash River in the state of Indiana, USA. They cover an area of approximately 5700 km2.
The three catchments are the cataloging units of Driftwood (HUC8—05120204), Flatrock-Haw
(HUC8—05120205) and the Upper East Fork White (HUC8—05120206) based on the USGS
Watershed Boundary Dataset [56]. The study area is drained in the USGS monitoring location
03365500, at East Fork White River at Seymour, Indiana, 95 km southeast from the State’s capital
City of Indianapolis. The study area is delineated within the boundaries of Bartholomew,
Marion, Hancock, Henry, Johnson, Shelby, Rush, Decatur, Jackson, and Jennings counties of
Indiana where a population of more than 440,000 people reside (Figure 1a).

The elevation of the watershed ranges from 158 to 358 m with an average value of
258 m as shown in Figure 1b. Elevation data have been acquired from the NASA SRTM
program [57]. The soil characteristics have been integrated based on the STATSGO soil
dataset, integrating 19 different soil types [58,59]. The relief is majorly formed in light
slopes (average slope 2%) forming flatlands ideal for extensive agricultural development.
The study area was grouped into three slope classes: (a) <2%, (b) 2–5%, and (c) >5% as
shown in Figure 1c.

Within the study area, there were used nine weather and four streamflow stations. The
average elevation of the weather stations is 238 m, while climate normal in the Shelbyville station
for the 1981–2010 period are for total average precipitation 1106 mm/year (min/max: 60/134 mm)
and for the annual average temperature 6.3 ◦C (min/max: −4.5/17.6 ◦C) [60]. The weather
stations (for precipitation and min/max temperatures) included in the databases were acquired
from the NOAA database [61] and are in Columbus (USC00121747), Greenfield (USC00123527),
Greensburg (USC00123547), New Castle (USC00126164), Rushville (USC00127646), Seymour
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(USC00127935), Shelbyville Sewage plant (USC00127999), Indianapolis International Airport
(USW00093819), and Martinsville (USC00125407).
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2.2. Land Use

In order to successfully perform long term hydrological evaluation via modeling,
necessary data inputs had to be collected and curated prior to their integration in the
respective SWAT working database. One of the major components affecting the overall
rainfall-runoff regime in hydrological models is the land cover status. In our case study, we
organized the modeling period into three configuration periods in an attempt to adequately
capture the dynamic change of each of the water balance components without adding
unnecessary computational burden. The above periods refer to the following years; C1
(1980–1992), C2 (1993–2002), and C3 (2003–2015). For this purpose, three land cover and use
instances (NLCD version of 1992, USDA CropScape versions of 2001 and 2011) have been
acquired and integrated in each of the model configuration as shown in Figure 2b [62–64].

The distribution of land use types describes a relative stable land use conditions over
the last 30 years with the agriculture to be the dominant one [65–67]. In detail, corn and
soyabean cultivated in crop rotation pattern, occupy 65% of the total area. The land cover
types balance for the latest year of the assessment in 2011 is: 65% agriculture, 14% forest,
11% pastures, 10% urban development, and 1% water surfaces [67]. During the period
1980–2015 in the basin there was a substantial increase in the developed areas (from 3%
to 10%) and in forested areas (from 9% to 14%), while pasture areas cover was decreased
(from 20% down to 11%) as shown in Figure 2a.

2.3. Streamflow Data

The streamflow data have been acquired from the USGS National Water Information
System (NWIS) at four gauging sites; Starting from the headwaters Sugar Creek (USGS
STATID: 03362500) draining 18% of the watershed subbasins, Flatrock River at Colum-
bus (USGS STATID: 03363900) draining 23%, East Fork White River at Columbus (USGS
STATID: 03364000) draining 78% of the area and Seymour (USGS STATID: 03365500) which
is the watershed’s outlet. The monthly average summaries of the streamflow stations for
each of the configuration periods are presented in Figure 3.
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2.4. SWAT Model

The SWAT model is a river basin scale model developed by USDA Agricultural
Research Service [68]. Its main characteristics are that it is physically based, of continuous
simulation, semi distributed, utilizing already available data inputs in a computationally
efficient way for simulations which can span for several decades and large study areas [69].

The land phase of the hydrological cycle in SWAT is described by the Equation (1) below:

SWt = SW0 +
t

∑
i=1

(
Rday − Qsur f − Ea − Wseep − Qgw

)
(1)

where, SWt, is the final soil water content, SW0 is the initial soil water content, Rday is the
amount of daily precipitation, Qsurf is the amount of daily surface runoff, Ea the daily actual
evapotranspiration, Wseep the groundwater recharge to the unsaturated (vadose) zone, and
Qgw the daily groundwater return flow to the stream, in mm [69].

It is a model which is continually upgraded and expanded in critical water related
processes throughout the years [68,70–72]. The SWAT model is organizing the watershed
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in smaller partitions with unique land cover, soil and management arrangements. These
areas are the hydrologic response units (HRUs) where the land and routing phases of the
hydrologic cycle are modelled to provide accurate predictions. The land surface of the hy-
drologic cycle includes climate parameters, natural hydrologic processes, land cover/plant
growth, erosion, nutrients, pesticides, and other management practices occurring in each
of the HRUs of the model. A recent release of the model (SWAT2012 rev. 681) was used
and in combination with the ArcGIS (version 10.3) interface (ArcSWAT 2012.10.3.19) was
used in this paper [73].
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2.5. Agricultural Practices Data

The case study area is one of the most productive in the state of Indiana in terms of
agricultural yield. In the study area the crop rotating plantation of corns and soyabeans is
being majorly applied [74,75]. Since this agricultural practice is being applied in two or
three-year cycles, it has been integrated via the management operations module for better
model functioning and water–land relations parameterization. This includes an April
to October entire agricultural season with tillage operations, plantations and five-month
growing seasons, fertilizer application, and final harvesting [76]. Based on USDA the
UEFWR has somewhat poorly and moderately well natural soils drainage characteristics.
Therefore, the tile drains were simulated with at 1200 mm depth, 24 h the time to drain a
soil to field capacity, and 72 h the amount of time required to release water from a drain tile
to a stream reach [76,77]. Tile drainage has been applied in agricultural corn and soyabean
fields where slope is in the 0–2% range class.

2.6. Water Abstraction

Water removal from the environment plays a key role while elaborating with hydro-
logical modeling, as it affects the overall water availability as well as from which water
resource type (surface or groundwater), the respective volumes have been withdrawn. The
case where detailed data collection on water abstractions can be available, it can serve the
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overall modeling purpose by affecting the respective components as well as supporting
more detailed model outputs via improved calibration approach. In the case study area,
the Indiana Department of Natural Resources (DNR) operates the Significant Water With-
drawal Facility (SWWF) database where facilities with a capability of abstracting more than
100,000 gallons of water a day (groundwater, surface water, or their combination) are being
registered [78]. The UEFWR watershed is intersecting with seven Indiana counties where
relative data were available; Bartholomew, Hancock, Henry, Johnson, Shelby, Rush, and
Decatur. A spatial analysis has been conducted in order to select the number of facilities
within each of the counties, and afterwards to integrate the water abstraction volumes in
the SWAT database in the respective subbasins. This analysis also allowed to assess the
type of surface or groundwater resource from where it was abstracted (Figure 4a), as well
as for which servicing sector this water volumes have been used for (Figure 4b). As the
SWWF volumes dataset was not available for the whole period due to technical reasons
(size and complexity) the water abstraction data from 1980–2015 by USGS Water Use Data
for the Nation program have been used [3,79–85]. This option was selected in order to
support the modeling period in the three configuration periods. Based on our analysis
the total annual water abstraction for each of the configuration periods are C1 = 45.2 hm3,
C2 = 62.5 hm3, and for C3 = 57.5 hm3. Starting from 1984 there was a significant increase of
water withdrawal facilities from 158 up to 487, while 90% of the facilities were pumping
stations from groundwater (Figure 3). The pumping capacity has been climbed to an
average 51 hm3/month in 2015 starting from 18 hm3/month in 1984. As for the sectorial
distribution of water abstracted 74% is being allocated for public water supply, 13% for
industrial uses, and 12% for agricultural production. The water abstraction data have been
integrated in the SWAT database (.wus table) on monthly average basis.
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2.7. Calibration and Validation Approach

The purpose of the calibration process is to optimize the performance of the model
given the inherent modelling uncertainties already in place while trying to predict the
function of each of the hydrological processes. The calibration approach followed in this
study was focused on the routing phase of the hydrological cycle by mainly adjusting
surface runoff and baseflow model components.
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The calibration/validation processes have been conducted in the locations of the four
USGS gauging stations at Sugar Creek, Flatrock, Columbus, and the Seymour outlet. Sugar
Creek and Flatrock upstream areas are considered hydrologically independent as no other
evidence and data are known in case of significant water transfers between them or among
other locations. Columbus is the station directly downstream of Flatrock, while Seymour in
the outlet is affected by the upstream Columbus calibration process and from the remaining
12% of the ungauged area southeast of the UEFWR basin.

Each of the upstream drainage areas of the respective stations, have been param-
eterized and calibrated with the SWAT-CUP software [86], an interface which delivers
significantly improved results by utilizing the Sequential Uncertainty Fitting algorithm
(SUFI-2). Based on similar studies review utilizing SUFI-2 [49,87–90], eight sensitive stream-
flow related parameters have been selected to be optimized in order to provide improved
streamflow calibration results. The selection of the list of calibrated parameters is based on
a selection of the most sensitive streamflow related parameters [76,91–93].

The initial SCS runoff curve number (CN2.mgt) and available water capacity of
the first soil layer (SOL_AWC(1).sol) have been optimized by relevant variation in the
range of [−20%, +20%], while baseflow alpha factor (ALPHA.BF.gw), groundwater de-
lay (GW_DELAY.gw), threshold depth of water in the shallow aquifer for return flow
(GWQMN.gw), groundwater re-evaporation coefficient (GW_REVAP.gw), deep aquifer
percolation (RCHRG_DP.gw), and soil evaporation compensation factor (ESCO.hru) have
been set to vary within a range of absolute values as shown in Table 1. For the snow param-
eters in the basins, a soft calibration approach has been selected by assigning minimum and
maximum snow melt rate (SMFMX.bsn and SMFMN.bsn) to 1 mm of H2O/◦C-day and
for the snow pack temperature lag factor to 0.4 (TIMP.bsn) [76]. At first, the Sugar Creek
(seven upstream basins) and Flatrock (seven upstream basins) upstream regions have been
calibrated, then Columbus (14 upstream basins) as the right after in the downstream route
of the river, and in the end the Seymour outlet (14 upstream basins) as shown in Figure 5.
In total, there were 42 basins that the respective parameters have been calibrated for a
set of 500 simulations for each one of them. A set of consecutive years within each of
the configuration periods have been used for warm-up (3 y), calibration (≥8 y) and for
validation the last 3–4 y of each of the configuration periods. Regarding the suspended
sediment load data, there were not available for any of the configuration periods since their
data collection in Seymour outlet ended in 1981.

Table 1. Optimized parameters with the SUFI-2 algorithm implemented in SWAT-CUP.

SWAT Parameter Physical Explanation Range

CN2 (.mgt) Initial SCS runoff curve number for
moisture condition II [−20%, +20%]

SOL_AWC(1) (.sol) Available water capacity of first soil
layer (mm/mm) [−20%, +20%]

ALPHA_BF (.gw) Baseflow alpha factor (days) 0–1
GW_DELAY (.gw) Groundwater delay (days) 0–300

GWQMN (.gw) Threshold depth of water in shallow
aquifer for return flow (mm H2O) 0–300

GW_REVAP (.gw) Groundwater “revap” coefficient 0–0.2
RCHRG_DP (.gw) Deep aquifer percolation fraction 0–0.5

ESCO (.hru) Soil evaporation compensation factor 0.7–1

270



Hydrology 2021, 8, 137

Hydrology 2021, 8, x FOR PEER REVIEW 9 of 24 
 

 

Creek (seven upstream basins) and Flatrock (seven upstream basins) upstream regions 
have been calibrated, then Columbus (14 upstream basins) as the right after in the down-
stream route of the river, and in the end the Seymour outlet (14 upstream basins) as shown 
in Figure 5. In total, there were 42 basins that the respective parameters have been cali-
brated for a set of 500 simulations for each one of them. A set of consecutive years within 
each of the configuration periods have been used for warm-up (3 y), calibration (≥8 y) and 
for validation the last 3–4 y of each of the configuration periods. Regarding the suspended 
sediment load data, there were not available for any of the configuration periods since 
their data collection in Seymour outlet ended in 1981. 

 
Figure 5. Delineation of the upstream areas, defined by the USGS gauging stations, where calibra-
tion phase has been implemented. 

Table 1. Optimized parameters with the SUFI-2 algorithm implemented in SWAT-CUP. 

SWAT Parameter Physical Explanation Range 

CN2 (.mgt) 
Initial SCS runoff curve number for 

moisture condition II [−20%,+20%] 

SOL_AWC(1) (.sol) Available water capacity of first soil 
layer (mm/mm) 

[−20%,+20%] 

ALPHA_BF (.gw) Baseflow alpha factor (days) 0–1 
GW_DELAY (.gw) Groundwater delay (days) 0–300 

GWQMN (.gw) 
Threshold depth of water in shallow 

aquifer for return flow (mm H2O) 0–300 

GW_REVAP (.gw) Groundwater “revap” coefficient 0–0.2 
RCHRG_DP (.gw) Deep aquifer percolation fraction 0–0.5 

ESCO (.hru) Soil evaporation compensation factor 0.7–1 

3. Results 
3.1. Streamflow Calibration Results 

As a result of the sequential parametric fitting, the new values of the parameters have 
been acquired, evaluating the calibration performance against measured streamflow in 
the four USGS monitoring sites, integrated in the SWAT databases, and run for the years 

Figure 5. Delineation of the upstream areas, defined by the USGS gauging stations, where calibration
phase has been implemented.

3. Results
3.1. Streamflow Calibration Results

As a result of the sequential parametric fitting, the new values of the parameters
have been acquired, evaluating the calibration performance against measured streamflow
in the four USGS monitoring sites, integrated in the SWAT databases, and run for the
years of validation’s evaluation. The performance of the model in each of the calibration
and validation phases has been evaluated with the Nash–Sutcliffe (NSE) model efficiency
coefficient [94], PBIAS, and coefficient of determination (R2) based on the calibration and
validation evaluation approach [95,96] and results [91].

Based on [95,97] the recommended evaluation criteria for recommended statistical
performance for modelled flow as model outputs response on monthly scale and ‘very
good’ indication are NSE > 0.8, PBIAS (%) < ±5% and R2 > 0.85. The new parameters’
ranges or absolute values are presented in the Table 2 below for the best simulation fit of
SUFI-2 algorithm which was also was the basis to update SWAT model parameters used
for the validation phase of this study.

The implementation of auto calibration with SUFI-2 algorithm has been successfully
completed based on our approach to calibrate in four locations, in absence of other spa-
tial datasets that could potentially support more detailed parameterization of the SWAT
parameters. The evaluation of the calibration and validation results is presented in the
Table 3 below for each of the stations and for every configuration period assessed.
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Table 3. Streamflow calibration and validation results for each of the gauging stations and the respective configuration
periods.

Calibration Validation

Station p R2 NSE PBIAS
(%) Station R2 NSE PBIAS

(%)

C1
(1983–
1989)

Sugar
Crk 0.39 0.66 0.63 13.5 C1

(1990–
1992)

Sugar
Crk 0.84 0.66 33.00

Flatrock 0.86 0.88 0.87 6.00 Flatrock 0.84 0.82 14.00
Columbus 0.69 0.88 0.88 5.20 Columbus 0.88 0.83 16.50
Seymour 0.46 0.89 0.88 9.20 Seymour 0.90 0.87 14.50

C2
(1993–
1999)

Sugar
Crk 0.73 0.92 0.89 15.30 C2

(2000–
2002)

Sugar
Crk 0.83 0.83 −4.30

Flatrock 0.89 0.90 0.90 −2.30 Flatrock 0.82 0.54 −40.20
Columbus 0.76 0.94 0.94 5.20 Columbus 0.91 0.87 −11.60
Seymour 0.69 0.94 0.92 7.70 Seymour 0.89 0.88 −6.90

C3
(2003–
2011)

Sugar
Crk 0.71 0.88 0.88 1.00 C3

(2012–
2015)

Sugar
Crk 0.83 0.83 3.20

Flatrock 0.77 0.86 0.86 0.20 Flatrock 0.85 0.65 −13.40
Columbus 0.62 0.90 0.90 3.70 Columbus 0.85 0.84 5.40
Seymour 0.53 0.90 0.88 6.50 Seymour 0.89 0.88 −2.80

Proposed ranges of model evaluation criteria

R2 NSE PBIAS
(%)

Satisfactory 0.7–0.8 0.55–0.7 ±(10–
15)

Good 0.8–0.85 0.7–0.85 ±(3–10)
Very good 0.85–1 0.85–1 ±(0–3)

Additionally, the model performance for wet (October–March) and dry (April–September)
seasons are also presented in Table 4. We used the recommended model performance mea-
sures for both calibration and validation phases for a SWAT set-up on monthly temporal
resolution in an effort to minimize the uncertainties in ungauged parts of the UEFWR basin,
especially for Flatrock and Columbus upstream basins [91,95]. For the first and second con-
figuration periods (C1 and C2), both coefficient of determination (R2) and Nash–Sutcliffe
efficient results are satisfactory in Flatrock, Columbus, and Seymour outlet, while for the Sugar
Creek, lower values of the evaluators were observed with a negligible trend of the model to
underestimate the streamflow. In the calibration results of the third configuration period (C3),
in all four stations the results are very satisfactory and withing the acceptable limits.

Table 4. Model performance for low (dry) and high (wet) flow seasons.

Sugar Crk Flatrock Columbus Seymour

Low flow
season

NSE 0.77 0.75 0.84 0.93
PBIAS (%) 14% −5% 4% 4%

R2 0.69 0.87 0.88 0.88

High flow
season

NSE 0.87 0.92 0.94 0.94
PBIAS (%) 6% 2% 5% 8%

R2 0.73 0.93 0.91 0.94

For the evaluation of the validation period, we observed satisfactory performance for
R2 and NSE model evaluators in all periods for the outlet, while for C1 in Sugar Creek,
in C2 and C3 in Flatrock we noted that model underestimated the streamflow presenting
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lower performance values. For the basin’s outlet at Seymour, the validation results were
R2 = 0.89, NSE = 0.88, and PBIAS = −2.80% which were considered very satisfactory. The
full time series of the modeling period is presented for each of the stations and covering
both calibration and validation phases in Figure 6 below.

Hydrology 2021, 8, x FOR PEER REVIEW 12 of 24 
 

 

 

 

 

 
Figure 6. Monthly discharge (in m3/s) timeseries of observed (red) and modeled (blue) outputs for 
Sugar Creek, Flatrock, Columbus, and Seymour (outlet) monitoring sites. With light green are high-
lighted the intermediate validation time range among the different configuration periods. 
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3.2. Precipitation—Snowmelt

Based on the predominant climate conditions in the State of Indiana and in the study
area, snowfall is characteristic element of the weather in the region greatly affecting the
crop production (by defining level of soil conditions, proper for crop plantation) in each of
the growing seasons, while providing increased spring/early summer seasonal streamflow
from snowmelt.

Analyzing the model outputs for the precipitation/snowmelt balance, we observed
that annual average snow melt accounted for an average 9% of precipitation for all configu-
ration periods. In detail, the maximum average monthly snowmelt to precipitation ratio
was 39% in C1, 47% in C2, and 38% in C3 period, which were all observed in February as
shown in Figure 7.
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Figure 7. Annual average precipitation and snowmelt (in mm) for the three configuration periods.

3.3. Water Balance

Analyzing the water balance components on monthly basis, we observed for the
precipitation more humid conditions occurring after January, while in actual evapotran-
spiration marginal increase is presented mainly during the summer months as shown
in Figure 8b. Consequently, surface runoff and water yield shown a relevant increase
throughout the year from 274 to 429 mm and from 369 to 556 mm, respectively. In more
detail the spatial patterns of key water balance components are presented in Figure 8.

By the completion of the calibration phase, water balance components ratios were
extracted from the SWAT results’ databases, in annual average terms as shown in the
following Table 5. Precipitation is used as the main hydrological cycle component when
elaborating these ratios since it is the main water input in the SWAT model. We observed
that annual average precipitation has been increased by 20% between C1 and C3 periods
while actual evapotranspiration remained marginally stable for the same period. This
resulted that between the C1–C3 periods we had an increase in effective precipitation
from 365 mm up to 589 mm on average. Moreover, the increase in the average monthly
precipitation had as a result an increase in surface runoff and total flow (summary of
surface runoff, lateral flow, and groundwater return to the streams).
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Table 5. Annual average water balance ratios among different hydrological cycle parameters based
on SWAT outputs for all configuration periods.

Water Balance Components Ratios C1 C2 C3

Streamflow/Precipitation 27% 31% 35%
Baseflow/Total flow 39% 41% 28%

Surface runoff/Total flow 61% 59% 72%
Percolation/Precipitation 11% 13% 11%

Deep recharge/Precipitation 2% 1% 1%
Evapotranspiration/Precipitation 64% 58% 54%

4. Discussion
4.1. Model Performance

The purpose of this hydrological modeling study was to assess the streamflow status
and indirect related streamflow parameters for a long period of time in an agricultural
intensive watershed. The extensive data collection system existing in the study area for
weather, streamflow, water use, and agricultural practices covering the period from 1980
until 2015 and provided the necessary data inputs for a SWAT model setup. The integration
of all the model inputs, have spatially explicit characteristics which were important on the
design of the model evaluation. To succeed this, the period of the assessment has been split
into three configuration periods where the weather, land cover, and water use data where
adequately representative to conduct the calibration and validation phases of the model.
Moreover, the three calibration and validation places have been selected in monitoring
sites where streamflow data were available for all the period and represented in a balanced
way the characteristics of their upstream draining areas. The calibration periods had a
range from seven (for C1 and C2) up to nine years (for C3) where a three-year warm up
period has been used for each one of them. The streamflow sensitive parameters have been
optimized via the use the sensitivity analysis algorithm SUFI-2 of SWAT-CUP software.

The calibration results for all the monitoring sites have been improved for all the three
evaluation criteria selected: R2, NSE, and PBIAS. In the first and second configuration peri-
ods the PBIAS for Sugar Creek are 13.5% and 15.3% respectively indicated underestimation
of streamflow in the site. This might be a result of marginally increased losses mechanisms
not releasing water in the main reach downstream to the calibration site. Other than this,
the calibration performed on good and very good basis, regarding the PBIAS indicator
for all monitoring sites since it has been calculated within the range of ± 3–10%. For NSE
only the Sugar Creek station, for the C1 period presented satisfactory calibration results
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with a value of 0.60 (satisfactory range 0.55–0.70) which was expected as PBIAS already
identified streamflow underestimation as already described. For the rest of the stations
and configuration periods calibration’s scores were very high and above 0.85 which is the
threshold for very good hydrological simulations.

The validation phase of the model is the necessary process which verifies that the
calibrated model can adequately perform for a period which was not initially used during
the calibration of its parameters. The values of PBIAS in the two basins upstream of Sugar
Creek (33%) and Flatrock (14%), indicate underestimation of streamflow in C1, while for
the C2 and C3 periods, Flatrock indicated overestimation (−40% and −13.4% respectively).
This implies that despite the fact detailed tile drainage data and tillage practices have been
integrated in the model setup, more detailed exploration is required to improve the model
output within satisfactory levels. This might be a result of a change in agricultural practices
followed, construction or change of operation of small water regulation infrastructure. An
additional calibration point upstream of Flatrock, might support better model performance
for the whole upstream subbasin. In the C3 period though, PBIAS calculated within
the satisfactory values range. Considering NSE indicator, the model performed at least
satisfactory at all monitoring sites.

As an additional measure of evaluation of the long period simulation in our study,
we assessed the model outputs for low and high flow seasons as presented in Table 4.
For the low flow seasons and according to NSE indicator, the model performs good for
the upstream basins of Sugar Creek and Flatrock, while for the downstream Columbus
basin and the Seymour outlet the model performs very well at 0.84 and 0.93 NSE values
respectively. The model presents satisfactory and good results for PBIAS values where
Flatrock indicates marginal underestimation of the streamflow, while the rest of the three
stations show higher (Sugar Creek 14%) or within the good evaluation overestimation
values (Columbus and Seymour at 4%). For the high flow season, the model simulation
presents very good performance according to NSE indicator as at all monitoring sites the
values area above 0.87 and very good level of streamflow magnitude overestimation from
2% at Flatrock up to 8% in the Seymour outlet.

The Pearson correlation coefficient R2, even though it is a sensitive indicator in cases
where high/low values are met, presented high level of collinearity between modeled
and observed values for both the dry and wet flow seasons. The overall model validation
results, indicate a progressively improving model predictability for streamflow from C1 to
C3 configuration periods, for high flow season and from upstream to downstream locations
indicating that all intermediate calibration steps at the upstream regions play a significant
accumulating role for this very good model performance score at the Seymour outlet.

4.2. Land Cover Dynamics in the Sub-Basins

SWAT provides model outcomes in analytical database format where detailed data
exports can support to further assess key outcomes of the simulations conducted. After
exploring the results, we selected the four most critical water balance parameters to ex-
plore the spatial patterns of their development during the configuration periods. These
parameters are the precipitation, actual evapotranspiration, surface runoff, and percolation
(groundwater recharge to shallow aquifers). The spatial assessment has been conducted
in terms of the areas upstream of the four calibration points as shown in Figures 9 and 10.
The assessment of the water balance components is cross studied with the overall land
use status for agricultural use (AGRI), pastures/hay (PAST), urbanized areas (URBAN),
and forest (FOREST) as shown below. In all the four upstream areas a decreasing trend is
observed in pasture/hay areas in favor of urbanization and forest expansion. Urbanization
is a key parameter in altering the hydrological regime despite the fact that peri urban and
independent forests within the areas presented a respective increase [98].
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Figure 9. Land cover dynamics in the four upstream areas for (a) Sugar Creek, (b) Flatrock, (c) Columbus, and (d) Seymour outlet.

4.3. Precipitation—Actual Evapotranspiration

The amount of precipitation has been uniformly increased in all the four upstream
regions where less increase has been observed in the headwaters of Columbus and in the
intermediate zones of the river in both Columbus and Flatrock regions. While precipitation
increased throughout the state, some places experienced larger increases than others with
the southern and west-central regions of the state observed the largest increases [99–101].

Actual evapotranspiration did not have any major change in the UEFWR, except in
upstream of Columbus and within the major two out of three tributaries. The significant
reduction of pastures areas in both Flatrock and Seymour is one of the reasons affecting the
regional marginal reduction of the evapotranspiration from natural vegetated areas.
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are in mm.

4.4. Surface Runoff—Percolation—Tile Drainage

As a result of the overall increase in precipitation, this consequently affected the
surface runoff throughout the basins and more specifically the upstream areas of Fla-
trock and Seymour. As the agricultural areas in Seymour have been increased, more
subsurface drainage networks have been installed since the latest available data indicate
at least a 2773 km2 increase in land drained by tile, rising to a total of 27% at state level
(26,000 km2) [102,103]. The dipole between surface runoff and percolation seem to interact
in opposite directions due to the existence of extended tile drainage in the agricultural
parts of the study area. In detail, percolation affected by the existence of crops cultivation
rather than surface runoff which is controlled by forest and urban expansion. In Sugar
Creek land cover change dynamics are affected more by the extensive urban expansion,
with the headwater regions present a slight increase in percolation rates. For Flatrock, the
high level of croplands (~80%) govern the water balance especially in the downstream
regions close to Columbus keeping percolation/precipitation rates within the range of
6–8%, while less than 10% increase of forests positively affect the surface runoff.

280



Hydrology 2021, 8, 137

Upstream of Columbus, the reduction of agricultural and pasture areas effectively
increased the percolation rates, which resulted in reducing the surface runoff/precipitation
rates. More detailed results for all the stations and configuration periods are presented in
Figure 11 below.
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5. Conclusions

In this study, we examined the spatial variability of the main water balance com-
ponents in an intensively agricultural area in the headwaters of Upper East Fork White
River in Indiana, USA. The assessment time range has been divided in three configuration
periods to adequately capture potential weather (precipitation and temperature) and land
cover changes during the years from 1980 to 2015; following urbanization trends against
pastures and peri-urban agricultural areas. Extensive data collection was necessary to
provide the best possible data input for a SWAT model set up for the simulation. In order
to optimize the data outputs, a spatial calibration approach has been implemented in four
gauging sites, by using the auto calibration SUFI-2 algorithm for eight sensitive land cover,
soil, and groundwater parameters, where the results were very satisfactory for all the
configuration periods and calibration points.

The model evaluation criteria for both calibration (R2 = 0.90, NSE = 0.88, PBIAS = 6.50%)
and validation periods (R2 = 0.89, NSE = 0.88, PBIAS = −2.8%) at Seymour outlet, indicate a
strong correlation and goodness of fit for the most recent configuration period as well as for
the two initial ones, while this very good performance in the outlet is being sustained when
evaluating both dry (R2 = 0.88, NSE = 0.93, PBIAS = 4%) and wet (R2 = 0.94, NSE = 0.94,
PBIAS = 8%) seasons.

It was confirmed that in areas with intensified agricultural development, an activity
which heavily disturbs the land phase of the hydrological cycle, it is important and critical
for hydrological models to integrate data input such water use and relevant agricultural
management practices. Those proved to considerably affect the regional hydrological
balance as indicated while using precipitation ratios with surface runoff and percolation.
The practice of easy-to-use model outputs expressed as ratios can provide a brief description
of the water balance dynamics in the study area, allowing proper adjustment of the
hydrological model parameters.

The results of this study can be generalized to other watersheds with extensive agri-
cultural land cover and crop synthesis to the extent that supportive information is available
on the agricultural practices applied in them such as tile drainage, tillage as well as the
soil characteristics of plainlands. They can ideally provide insights for further long-term
assessments and improvements in the hydrological cycle representation via the SWAT
model, in a way that will promote environmental sustainability (scenario building) while
ensuring socioeconomic stability and production of critical crops.
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Abstract: The flow in rivers is turbulent. The main parameter related to turbulence in rivers is the
eddy viscosity, which is used to model a turbulent flow and is involved in the determination of both
velocities and sediment concentrations. A well-known and largely used vertical distribution of eddy
viscosity in free surface flows (open channels and rivers) is given by the parabolic profile that is
based on the logarithmic velocity profile assumption and is valid therefore only in the log-law layer.
It was improved thanks to the log-wake law velocity profile. These two eddy viscosities are obtained
from velocity profiles, and the main shortcoming of the log-wake profile is the empirical Coles’
parameter. A more rigorous and reliable analytical eddy viscosity model is needed. In this study, we
present two analytical eddy viscosity models based on the concepts of velocity and length scales,
which are related to the exponentially decreasing turbulent kinetic energy (TKE) function and mixing
length, namely, (1) the exponential-type profile of eddy viscosity and (2) an eddy viscosity based on
an extension of von Karman’s similarity hypothesis. The eddy viscosity from the second model is
Re∗-independent, while the eddy viscosity from the first model is Re∗-dependent (where Re∗ is the
friction Reynolds number). The proposed analytical models were validated through computation
of velocity profiles, obtained from the resolution of the momentum equation and comparisons to
experimental data. With an additional correction function related to the damping effect of turbulence
near the free surface, both models are similar to the log-wake-modified eddy viscosity profile but
with different values of the Coles’ parameter, i.e., Π = 0.2 for the first model and Π = 0.15 for the
second model. These values are similar to those found in open-channel flow experiments. This
provides an explanation about the accuracy of these two analytical models in the outer part of free
surface flows. For large values of Re∗ (Re∗ > 2000), the first model becomes Re∗ independent, and
the two coefficients reach asymptotic values. Finally, the two proposed eddy viscosity models are
validated by experimental data of eddy viscosity.

Keywords: river flow; open channels; eddy viscosity; parabolic profile; streamwise velocity distribu-
tion; turbulent kinetic energy (TKE); mixing length; log law; log wake

1. Introduction

Determination of velocity distribution in open-channel flows and rivers is a topic of high
interest and is involved in different practical applications [1–7]. However, the hydrodynamic
in rivers and open-channel flows is strongly influenced by turbulence [8–11]. Different
experimental studies were conducted to better understand the effect of turbulence on the
streamwise velocity distribution [12–16].

Open-channel flow studies are considered an important preliminary step to investigate
more complex river flows. The main interest in laboratory investigations of free surface
turbulent flows is related to the experimental conditions that are chosen to be in agreement
with the assumptions related to the models. Therefore, experiments in laboratory flumes
allowed analytical models of turbulence to be developed that are in the form of analytical
solutions, semi-theoretical or empirical relationships [17–20]. These models were proposed
for mean velocities, turbulent kinetic energy (TKE), mixing length, eddy viscosity with their
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link to flow parameters (flow depth, friction velocity) [11,18]. The developed analytical
models are mostly two-dimensional and for uniform flows, while free surface turbulent
flows in rivers are generally strongly three-dimensional and non-uniform. Even if the
assumptions are far from the real-life conditions in rivers, and the developed analytical
models cannot account for the full complexity of turbulent river flows, these models present
high practical interest. For example, measured data in the central part of rivers are well
described by the analytical expressions obtained from laboratory open-channel flows [21].

In open-channel flows and rivers, in the classical two-layer approach, the flow is
divided into two regions: an inner (ξ < 0.2) and an outer (ξ > 0.2) region (where ξ = y/h
is the ratio of the distance from the bed y to flow depth h). For smooth open-channel
flows, log law allows accurate description of mean streamwise velocities U+(y+) in the
logarithmic layer (30 < y+ < 0.2Re∗ or 30/Re∗ < ξ < 0.2, where in wall unit y+ = y u∗/ν,
u∗ is the friction velocity, ν the kinetic viscosity, and Re∗ = h u∗/ν is the friction Reynolds
number) [11]. For river flows, Franca and Lemmin [22] found from analysis of experimental
data from a field study of extremely rough, three-dimensional river flows, that in more
than 65% of the profiles, the log law can be applied up to ξ = 0.4, while above this value,
mean velocities show deviations from the logarithmic profile.

In the outer region, in addition to the simple power law [23,24], the log-wake law
is largely used. It is an extension of the log law by adding the Coles’ wake function,
which contains the Coles’ parameter Π [25,26]. However, this method is empirical and no
physical-based approach is available to determine the Coles’ parameter Π [27]. The value
of Π is therefore not universal. From experiments in zero-pressure-gradient boundary
layers, Cebeci and Smith [28] found that Π increases with the Reynolds number and
becomes Π = 0.55 at high Reynolds numbers. For open-channel flows over smooth beds,
the following values were found: Π increases from zero with Re∗ and becomes Π ≈ 0.2 for
Re∗ = 2000 [18], Π ≈ 0.08 [29], Π = 0.1 [30], Π = 0.3 [31], Π = 0.45 for velocity distribution
with dip-phenomenon in narrow open channels [32].

However, the more rigorous method for the prediction of velocity profiles is based
on the resolution of the momentum equation. This method needs a reliable model for the
eddy viscosity, which is the main parameter related to turbulence used in free surface flows
since it is involved in the determination of both velocities and sediment concentrations
(through the sediment diffusivity, i.e., the product of the eddy viscosity by the inverse of the
turbulent Schmidt number) [33,34]. A well-known and largely used vertical distribution of
eddy viscosity in free surface flows (open channels and rivers) is given by the parabolic
profile [11]. This profile is based on the logarithmic velocity profile assumption and is valid
therefore only in the log-law layer. It was improved thanks to the log-wake law velocity
profile. These two eddy viscosities are obtained from velocity profiles. As for velocity
profiles in the outer region, the main shortcoming of the log-wake eddy viscosity profile is
the non-universal Coles’ parameter Π.

An analytical eddy viscosity model is therefore needed to predict velocity profiles. In
this study, we present two eddy viscosity models based on the concepts of velocity and
length scales, which are related, respectively, to the exponentially decreasing turbulent
kinetic energy (TKE) function [11] and mixing length, namely, (1) the exponential-type
profile of eddy viscosity [35,36] and (2) an eddy viscosity based on an extension of von
Karman’s similarity hypothesis [37–39]. An additional correction is used in order to account
for the damping effect of turbulence near the free surface. The proposed analytical models
are validated through computation of velocity profiles, obtained from the resolution of
the momentum equation, and comparisons to experimental data. This study aims to
provide an explanation and a theoretical foundation to the empirical well-known eddy
viscosity profiles.
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2. Literature for Eddy Viscosity Models for Open-Channel Flows
2.1. Parabolic Eddy Viscosity

The widely used eddy viscosity (νt) formulation is the parabolic profile given
by [40,41]

νt(y) = κu∗y
(

1− y
h

)
, (1)

where y is the vertical distance from the bed, κ is the von Karman constant, h the flow
depth, and u∗ the friction or shear velocity. Equation (1) is based on shear stress, which
decreases linearly with distance from channel bed y and a logarithmic velocity profile [33].

2.2. Log-Wake-Modified Eddy Viscosity Profile

When used for the resolution of the momentum equation, the parabolic eddy viscosity
profile (1) is unable to predict accurately velocities outside the log layer [36]. In order to
improve the parabolic eddy viscosity (Equation (1)), it is corrected in accordance with
Coles’ log-wake law for velocities as [18]

νt(y) =
κu∗y

(
1− y

h
)

1 + π Π y
h sin

(πy
h
) (2)

where Π is the Coles’ parameter. In Equation (2), the eddy viscosity (1) is corrected by
dividing the parabolic eddy viscosity profile by the term 1 + πΠ(y/h) sin(πy/h) of the
log-wake velocity profile.

2.3. Mixing Length and Mixing Velocity

In order to predict the velocity profile over the entire flow depth, it is more suitable to
define the eddy viscosity from the concepts of velocity and length scales, which are here
given by mixing velocity and mixing length as

νt = wmlm (3)

From the parabolic profile given by Equation (1), mixing length and mixing velocity
are given, respectively, by lm = κy

√
1− y/h and wm = u∗

√
1− y/h. The eddy viscosity

of Equation (2) allows for the following expression:

lm(y) =
κy
√

1− y/h
1 + πΠ(y/h) sin(πy/h)

(4)

Equation (4) consists of a correction of the “parabolic” mixing length κy
√

1− y/h
by dividing it by the term 1 + πΠ(y/h) sin(πy/h) as in Equation (2). The related mixing
velocity is given by wm = u∗

√
1− y/h [42].

3. Proposed Eddy Viscosity Models for Free Surface Flows

The eddy viscosity is related to turbulent kinetic energy (TKE) as

νt = Cµ
1
4
√

klm (5)

where k is the turbulent kinetic energy (TKE), and Cµ = 0.09.

3.1. Mixing Velocity from TKE Profile

A semi-theoretical function for TKE is given by [11]:

k(ξ) = Dku∗2e−2Ckξ (6)

where ξ = y/h, Ck and Dk are empirical constants, Dk = 4.78, and Ck = 1 [11].
Equation (6) was validated by direct numerical simulation DNS data [43]. Instead of
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the mixing velocity given in the above section by wm = u∗
√

1− y/h, the shape of mixing
velocity should be supported by turbulence intensity measurements [38] and in agreement
with the TKE formulation of Equation (6).

From Equations (3) and (5), the mixing velocity is related to TKE as follows:

wm = Cµ
1
4
√

k = Cµ
1
4
√

Dku∗e−Ckξ (7)

With the assumption
√

Dk = 1/Cµ
1
4 (based on log-law and local equilibrium assump-

tion [39]) and with Ck = 1, the mixing velocity reverts to

wm(ξ) = u∗e−ξ , (8)

which shows that the mixing velocity decreases exponentially with distance from the bed
and is in agreement with observations of turbulence intensity and TKE.

3.2. Damping Function for Free Surface

An additional correction is required in order to account for the damping effect of
turbulence near the free surface [44–46]. In order to decrease turbulent viscosity near the
free surface, Hosoda [47] proposed a damping function as

f (ξ) = 1− e−B f (1−ξ) (9)

where B f is a damping coefficient.
If we include the free surface damping function in Equation (3), the eddy viscosity

reverts to
νt = wmlm f (ξ) (10)

In the following sections, two eddy viscosity formulations will be presented.

3.3. First Formulation: Exponential-Type Profile of Eddy Viscosity

In the equilibrium region, where TKE production is balanced by dissipation, the

velocity gradient is given by dU
dy =

Cµ
1/4
√

k
lm

. In the log-law layer, dU
dy = u∗

κ y , and with a TKE

given by
√

k = Cµ
−1/4u∗ f (y), the mixing length should read as lm = κy f (y) [38]. Since in

the equilibrium region (y+ > 50), TKE is given by Equation (6), and the velocity profile is
given by the log law for (y+ > 30). These two conditions that are given by dU

dy ≈
√

k
lm

= u∗
κ y

show that the mixing length should be as lm = κ y e−Ck(y/h). The 1st eddy viscosity is
therefore given by

νt(y) = α1κu∗ye−C1ξ (11)

where α1 and C1 are two coefficients, α1 is related to Cµ and Dk, while C1 is related to
Ck. Equation (11), i.e., the exponential-type profile of eddy viscosity is consistent with the
exponentially decreasing mixing velocity (8). Equation (11) was proposed empirically and
was used in the planetary boundary layer [48] and coastal engineering [49–53]. However,
in order to allow accurate description for different flow conditions, Equation (11) was
written in a Re∗-dependent form as [35,36]

νt(y) = u∗ye−
y++0.34Re∗−11.5

0.46Re∗−5.98 (12)

where in the wall units, y+ = yu∗/ν, and the friction Reynolds number Re∗ = hu∗/ν. In
other words,

νt
+
(
y+
)
= y+e−

y++0.34Re∗−11.5
0.46Re∗−5.98
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where νt
+ = νt/ν. The link between Equations (11) and (12) is given by

Cα = α1κ = e−
0.34Re∗−11.5
0.46Re∗−5.98 and C1 =

Re∗
0.46Re∗ − 5.98

3.4. Second Formulation: Eddy Viscosity Formulation Based on Miwing Length Equation from
Similarity Hypothesis

This formulation uses a mixing length, which was derived from an extension of von
Karman’s similarity hypothesis, energy equilibrium assumption, and Nezu and Naka-
gawa’s (1993) TKE function as [37–39,54] (Appendix A)

lm(ξ) = κh
(

1− e−ξ
)

(13)

Using Equations (8)–(10) and (13), the second proposed eddy viscosity is given by

νt(ξ) = κhu∗e−ξ
(

1− e−ξ
)(

1− e−B f (1−ξ)
)

(14)

4. Results

The following ordinary differential equation for velocity distribution U in open-
channel flows was obtained from analysis of the Reynolds-averaged Navier–Stokes
equations [32,55].

dU
dy

=
u2

τ

ν + νt

[(
1− y

h

)
− αy

h

]
(15)

where α is a parameter related to dip-phenomenon. For wide-open channels (ratio of
channel width to flow depth >5) α = 0, and Equation (15) reverts in the outer region (in
the wall units) to the following:

dU+

dy+
=

1
νt+

(
1− y+

Re∗

)
(16)

Mean streamwise velocities are obtained from the numerical resolution of
Equation (16). To solve Equation (16), the eddy viscosity νt

+ is calculated using the
two proposed analytical eddy viscosity models given above, i.e., the first is given by
Equation (12), while the second by Equation (14).

Both proposed models are validated by experimental data of velocities in open-channel
flows for 923 < Re∗ < 6139 [18]. The measurements were carried out in a rectangular cross
section and a hydraulically smooth wall open channel. The total length of the channel is
20 m with a cross-sectional size (60 cm wide × 65 cm deep). The width of the channel
is sufficiently large to neglect the wall effect. A flow depth of 10 cm was kept constant
with varying discharge to examine at various Froude and Reynold numbers. Moreover,
measurement was carried out at a length of 18 m from the inlet position. Laser Doppler
Anemometer (LDA) was used to carry out velocity measurements under different flow
conditions. Table 1 summarizes experimental hydraulic conditions. The flow conditions
are listed in Table 1 [18].

Table 1. Flow conditions [18].

Case Depth of Flow,
h (cm)

Width to Depth
Ratio Reynolds Number 1, Re= 4RUm

ν
Froude Number, Fr= Um√

gh
Friction Reynolds Number, Re*= hu*

ν

P2 10.3 5.9 5.5 × 104 0.189 923
P3 10.0 6.0 14.3 × 104 0.488 2156
P4 10.0 6.0 21.0 × 104 0.704 3001
P5 10.5 5.7 44.0 × 104 1.170 6139

1 Um = mean bulk velocity, R = hydraulic radius.
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4.1. Velocity Profiles from the First Eddy Viscosity Formulation: Exponential-Type Profile

Computed mean streamwise velocity profiles are obtained from (16) with the first
eddy viscosity given by Equation (12) and are validated by experimental data [18]. The
following boundary condition for the velocity is applied at ξ = 0.2 (or y+ = 0.2 Re∗):
U+(y+ = 0.2Re∗) = (1/κ) ln(0.2Re∗) + B; where κ = 0.41 and B = 5.29 [11].

Figures 1 and 2 show comparisons between computed velocity profiles (red solid
lines) and experimental data (symbols). The model allows the prediction of log law (black
thin dashed lines) to be improved in the outer region.

In order to improve the results, the first eddy viscosity given by (12) is used with the
condition of an eddy viscosity equal to zero at the free surface, which requires the use of
the damping function given by Equation (9), Equation (12) reverts to

νt
+ = y+e−

y++0.34Re∗−11.5
0.46Re∗−5.98

(
1− e−B f (1− y+

Re∗ )
)

(17)

Results obtained with Equation (17) (magenta thick dashed curves) allow the predic-
tion to be improved, particularly for high Reynolds numbers.
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4.2. Velocity Profiles from the Second Eddy Viscosity Formulation Based on Von Karman’s
Similarity Hypothesis

Computed mean streamwise velocity profiles are obtained from (16), and the second
eddy viscosity given by (14) and are validated by experimental data [18] (Table 1). The
same boundary condition is applied (velocity equal to the log-law value at y+ = 0.2 Re∗).
Figure 3 shows comparisons between computed velocity profiles (red solid lines) and
experimental data (symbols). The model allows log-law profiles (black thin dashed lines) to
be improved in the outer region. Figure 3 shows that computed velocity profiles (red solid
lines) show good agreement and improve the prediction of log law (black dashed thin lines).
In order to improve the results, the momentum equation is resolved with a second boundary
condition at the lower limit of the logarithmic layer, i.e., y+ = 30, where the velocity is
given by the log law as U+(30) = (1/κ) ln(30) + B. Results (magenta thick dashed curves)
allow the prediction to be improved, particularly for high Reynolds numbers.
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4.3. Eddy Viscosity Profiles

In order to compare the two proposed analytical eddy viscosity models (Equations (12),
(14) and (17)) with the existing parabolic and log-wake-modified eddy viscosity profiles
(Equations (1) and (2)), all equations are written in the same dimensionless form as

νt

h u∗
= κ

y
h

(
1− y

h

)
(18)

νt

h u∗
=

κ
y
h
(
1− y

h
)

1 + πΠ y
h sin

(πy
h
) (19)

νt

h u∗
= ξe−

(ξ+0.34)Re∗−11.5
0.46Re∗−5.98 (20)

νt

h u∗
= ξe−

(ξ+0.34)Re∗−11.5
0.46Re∗−5.98

(
1− e−B f (1−ξ)

)
(21)

νt

h u∗
= κe−ξ

(
1− e−ξ

)(
1− e−B f (1−ξ)

)
(22)

We notice that eddy viscosities from Equations (18), (19), and (22) are Re∗-independent,
while Equations (20) and (21) are Re∗ dependent.

Figures 4 and 5 show comparisons of the vertical distribution of the different eddy vis-
cosity models. The three Re∗-independent Equations (18), (19), and (22) are first compared.
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Figure 4 shows that the shape of the eddy viscosity given by the second model (Equation
(22)) (red solid line) is similar to the parabolic profile (green dashed line), where the maxi-
mum value is located at the same position, i.e., half water depth (ξ = 0.5). Even though
the second model exhibits a similar shape, it predicts smaller values than the parabolic
profile. The profile obtained from the second model is compared to log-wake-modified
(dash-dotted lines) profiles. The magenta dash-dotted curve is from the log-wake-modified
eddy viscosity given by Equation (19) with a Coles’ parameter Π = 0.2. With a smaller
value of Π, the blue dash-dotted curve (for Π = 0.15) is closer to the eddy viscosity given
by the second model. This value (Π = 0.15) is close to values found for open-channel flow
experiments [18,30]. This provides an explanation about the accuracy of the computed
velocity profiles obtained by the second model in the outer part of free surface flows.
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Figure 5. Eddy viscosity profiles; thick red solid lines: first eddy viscosity (Equation (20)); thin magenta solid lines: first
eddy viscosity with free surface damping function (Equation (21)); blue dash-dotted lines: log-wake-modified eddy viscosity
(Equation (19)) with Π = 0.2; green dashed lines: parabolic eddy viscosity (Equation (18)).

For the Re∗-dependent eddy viscosity given by the first model (Equations (20) and (21)),
Figure 5 shows comparisons for the vertical distribution of the eddy viscosity for the four
friction Reynolds number. The eddy viscosity curves (thick red solid lines) obtained from
the first model (Equation (20)) show that the eddy viscosity increases from the bed—the
maximum value is located at around the half water depth and then decreases until the free
surface. However, the eddy viscosity does not vanish at the free surface. With the condition
of an eddy viscosity equal to zero at the free surface, the profiles with the damping function
(Equation (21)) predict everywhere smaller values than the parabolic eddy viscosity (thin
magenta solid lines) and have a shape similar to the log-wake-modified eddy viscosity
profile (blue dash-dotted lines). Interestingly, with a value of Coles’ parameter Π = 0.2,
eddy viscosities from both the first model (Equation (21)) and log-wake-modified profile
(Equation (19)) are almost superimposed. The value Π = 0.2 of Coles’ parameter is
the same as that proposed from open-channel flow experiments [18]. This provides an
explanation about the accuracy of the computed velocity profiles obtained by the first model
(Equation (21)) in the outer part of free surface flows.

The profiles obtained for the four Re∗. numbers seem similar. For large values of
Re∗, the two coefficients Cα = α1κ and C1. of the first model reach asymptotic values
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equal, respectively, to Cα = α1κ = e−(0.34/0.46) = 0.477 and C1 = 1/0.46 = 2.17 (Figure 6).
Equations (20) and (21) reverts to the following Re∗-independent forms:

νt

h u∗
= Cαξe−C1ξ (23)

νt

h u∗
= Cαξ

(
1− e−B f (1−ξ)

)
e−C1ξ (24)

where Cα = 0.477 , C1 = 2.17, and B f = 6.
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Figure 6. Asymptotic behavior of the two coefficients of Equations (23) and (24): Cα = α1κ = 0.477 and C1 = 2.17.

Figure 7 shows the comparison between the two proposed eddy viscosity models
(24, 22), both with free surface damping function and parabolic and log-wake-modified
eddy viscosity profiles. Figure 7 shows that with the free surface damping function both
exhibit smaller values than the parabolic profile. Both models predict profiles similar to
log-wake-modified eddy viscosity (Equation (19)). The first model (Equation (24)) (red solid
line) is similar to (Equation (19))with a Coles’ parameter Π = 0.2 (red dash-dotted line),
while the second model (Equation (22)) (blue solid line) is similar to (Equation (19))with a
Coles’ parameter Π = 0.15 (blue dash-dotted line). Interestingly, the two coefficients of
the first model are found to be equal, respectively, to Cα = α1κ = 0.477 and C1 = 2.17.
The value of the first coefficient Cα results in α1 = 1.16 (with κ = 0.41), which is close
to α1 = 1 (related to the assumption

√
Dk = 1/Cµ

1
4 ) (see also [49,50]). The value of

Cα is also between the two values 0.41 < 0.478 < 0.49 obtained, respectively, with the
assumption

√
Dk = 1/Cµ

1
4 ,
√

DkCµ
1
4 κ = κ = 0.41 and the empirical value Dk = 4.78 [56],√

DkCµ
1
4 κ = 0.49. The value of the second coefficient allows the coefficient in TKE to be

defined as Ck = C1/2 = 1.088, which is close to the empirical value Ck = 1 [55].
Figure 8 shows a comparison between the two proposed eddy viscosity models

(24, 22) and experimental data of eddy viscosity [18,57]. In addition to the experimental
data of Nezu and Rodi [18], data from experiments of Ueda et al. [57] are used, which seem
to confirm the same behavior. Figure 8 shows that profiles obtained from both models
show good agreement with experimental data of eddy viscosity.
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5. Conclusions

The parabolic eddy viscosity is based on the log-law velocity profile and is valid only
in the log layer. The improved log-wake-modified eddy viscosity was obtained from the
log-wake law velocity profile. However, both were obtained from velocity profiles. The
main shortcoming of the log-wake profile is the uncertainty in the value of the empirical
Coles’ parameter.

In this study, the eddy viscosity is defined as a product between a velocity scale
(related to the root-square of TKE, which is given by a semi-theoretical exponentially
decreasing function) and a length scale (related to mixing length). From this definition, two
analytical eddy viscosity models are proposed, namely, (1) the exponential-type profile of
eddy viscosity and (2) an eddy viscosity based on an extension of von Karman’s similarity
hypothesis with an additional correction in order to account for the damping effect of
turbulence near the free surface. As for the parabolic and log-wake-modified profiles, the
eddy viscosity from the second model is Re∗ independent, while the eddy viscosity from
the first model is Re∗ dependent. The proposed analytical models are validated through
computation of velocity profiles, obtained from the resolution of the momentum equation
and comparisons to experimental data.

Mean streamwise velocity profiles were obtained by solving the momentum equation.
For both the first and second proposed analytical eddy viscosity models, a boundary
condition is applied at the lower limit of the outer region, i.e., y+ = 0.2 Re∗ or ξ = 0.2,
where the velocity is given by the logarithmic law. Computed mean velocities are compared
to experimental data of open-channel flows for 923 < Re∗ < 6139. Computed velocity
profiles show good agreement in the outer region.

In order to improve the results, the first eddy viscosity was used with the free surface
damping function. Results allow the prediction to be improved, particularly for high
Reynolds numbers. For the second analytical eddy viscosity model, a second boundary
condition was used at the lower limit of the logarithmic layer, i.e., y+ = 30 where the
velocity is given by the log law. Results allow predicted velocity profiles to be improved,
particularly for high Reynolds numbers. The results for velocity profiles show the ability
of these analytical eddy viscosity models to predict accurately the velocities in the outer
region from the momentum equation.

Finally, the vertical distribution of eddy viscosity from both proposed analytical
models was analyzed. Both profiles from the first and second analytical eddy viscosity
models with the free surface damping function are similar to the log-wake-modified profiles
but with different values of Coles’ parameter. Π = 0.2 for the first model and Π = 0.15
for the second model. These values are close to values found from open-channel flow
experiments. This provides an explanation of the accuracy of the computed velocity profiles
in the outer part of free surface flows.

For large values of Re∗ (Re∗ > 2000), the first model becomes Re∗ independent, and
the two coefficients reach asymptotic values equal to Cα = α1κ = 0.477 and C1 = 2.17.
Interestingly, with a value of Coles’ parameter Π = 0.2, eddy viscosities from both the
first model and log-wake-modified profile are almost superimposed. The value Π = 0.2
of Coles’ parameter is the same as that proposed from open-channel flow experiments.
The analysis of these two coefficients allowed the models’ assumptions to be verified
and former empirical values to be found. The two proposed eddy viscosity models are
validated by two experimental data. The comparison shows that profiles from both models
show good agreement with experimental data of eddy viscosity.
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Appendix A

The von Karman’s similarity hypothesis allows writing the mixing length as [58]

lm+ = −κ
dU+/dy+

d2U+/dy+2 (A1)

where U+ is the streamwise mean velocity. With dU+/dy+ ≈
√

k+/lm+, Equation (A1)
becomes

lm+ = −κ

√
k+/lm+

d
(√

k+/lm+
)

/dy+
(A2)

Introducing the function f+ =
√

k+/lm+, (A2) becomes

√
k+ = −κ

f+2

d f+/dy+
(A3)

We write (A3) in the following form:

− d f+/dy+

f+2 =
κ√
k+

(A4)

The integration of the LHS term of Equation (A4) from A0 to y+¸ is given by

∫ y+

A0

−d f+/dy+

f+2 dy+ =
1

f+(y+)
− 1

f+(A0)
(A5)

Integrating (A4) from A0 to y+¸ provides, therefore, the mixing length as

lm+
(
y+
)
=
√

k+
(

κ
∫ y+

A0

1√
k+

dy+ +
lm+(A0)√

k+(A0)

)
(A6)

Using Equation (6) for TKE and taking the boundary condition lm+(A0) = κA0 yields

lm+
(
y+
)
= κe−Cky+/Re∗

(
Re∗
Ck

(
eCky+/Re∗ − eCk A0/Re∗

)
+ A0eCk A0/Re∗

)
(A7)

Rearranging the terms of (A7) allows writing the mixing length as [37–39,54]

lm+
(
y+
)
= α

(
Re∗ − (Re∗ − Ck A0)e−Ck(y+−A0)/Re∗

)
(A8)

where α = κ/Ck. Since A0 � Re∗ we write (18) in a simplified form that does not depend
on A0, as

lm+
(
y+
)
= α Re∗

(
1− e−Cky+/Re∗

)
(A9)

By taking Ck = 1, Equation (A9) reverts to Equation (13).
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Abstract: Dams are one of the most important hydraulic structures. In view of unrecoverable
damages occurring after a dam failure, analyzing a dams’ break is necessary. In this study, a dam
located in Iran is considered. According to adjacent tourist and entertainment zones, the breaking
of the dam could lead to severe problems for the area and bridges downstream of the river. To
investigate the issue, a numerical FORTRAN code based on the 2D finite volume Roe-TVD method
on a fixed bed is provided to assess the effects of the dam break. Turbulence terms and dry bed
conditions were considered in the code. A numerical wave tank (NWT) with a triangular barrier in
the bed was numerically modeled and compared with analytical models to verify the capability of
the code. Comparing numerical, experimental and analytical results showed that estimated water
level and mass conservation in the numerical model is in good agreement with the experimental data
and analytical solutions. The 2D approach used has reduced the cost of computing compared to a 3D
approach while obtaining accurate results. The code is finally applied to a full-scale dam-break flood.
Six KM of the natural river downstream of the dam, including two bridges, B1 and B2, is considered.
Flood flow hydrographs and water level variations at bridges B1 and B2 are presented. The results
denoted that bridges B1 and B2 will be flooded after 12 and 21 min, respectively, and are at risk of
the potential break. Thus, it is necessary to announce and possibly evacuate the resort area alongside
the dam in order to decrease losses.

Keywords: numerical model; shallow water equations; dam break; dry and wet beds modeling

1. Introduction

In recent years, the statistics of the dam break phenomenon have been collected to
improve the knowledge for the construction dams. The primary goals of the studies are
considering and implementing the new findings in designs to have safe dams adjacent
to urban areas and keeping the projects time and cost-efficient. On the other hand, the
consequences of a dam break need to be considered in the designing stage in order to
prevent probable damage to nearby infrastructure and resort areas.

Modeling and analyzing dam breaks have been carried out by several researchers.
In some one-dimensional models, the non-conservative form of the shallow water equations
has been solved [1,2]. Zoppou et al., in 2000 [3], described a two-dimensional numerical
model for dam-break problems. The model was able to consider shocks, complex geome-
tries, including steep bed slopes, and was capable of simulating the wetting and drying
process. In this research, the performance of 20 numerical schemes used to solve the SWE
for simulating the dam-break problem was examined, and some form of flux or slope
limiter was used to eliminate oscillations.

Bradford et al., in 2002, developed a model based on the finite-volume method for 2D
unsteady, shallow-water flow over arbitrary topography with moving lateral boundaries.
They also introduced a new technique to prevent numerical truncation errors caused by
the pressure and bed slope [4]. In the same year, Valiani et al. validated their code with
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the Malpasset dam-break [5]. In 2003 also, Ying et al. [6] developed a numerical model
to simulate flood inundation due to a dam break. Sanders et al., in 2008, by applying
Reynolds transport theorem to a finite control volume, derived shallow-water equations
appropriate for urban flood modeling [7]. Ni et al., in 2018, presented an approximate
solution to dam breaks [8]. The proposed method only worked on uniform slope channels
and cannot be applied to real dam-break problems.

Fent et al. [9] investigated the vertical velocity distribution of a dam-break wave using
experimental equipment. Using the OpenFOAM, a new code for modeling the two-phase
flow in the dam break problem that was created by Park et al. [10], the accuracy of the new
method was confirmed by comparing the results with laboratory data. The solution domain
was wet in the proposed model. The effect of an obstacle in the river on the hydraulic
characteristics of the dam-break flow was investigated by Issakhov et al. [11].

Different forms of obstacles were investigated numerically and experimentally. Dif-
ferent numerical methods for dam-break flow modeling were reviewed by Yang et al.
in 2017 [12]. This study showed that Navier–Stokes equations with turbulence modeling
have good accuracy. The finite volume method has been applied to a wide range of nu-
merical methods [13]. In this method, volume integrals in a partial differential equation
are converted into surface integrals, using the divergence theorem. In this regard, deter-
mining the passing flux through the surface is the primary goal of this method. However,
estimation of the flux on the dry surface is more complicated. Haltas et al., for the failure
problem, reviewed the calculation of the flux at the dry boundary [14]. An individual
system is conducted to specify the dry, semi-dry and wet elements in any models. The wet
cells remain in the simulation, and dry cells remove from the calculated boundary. The
wet-dry method was applied in a three-dimensional finite-difference model by Medeiros
and Hagen in 2013 [15]. In their model, different conditions have been used to ensure
that the cell is wet and remains in the computational interval during each time step. The
drought control was performed based on a length scale, defining the bed roughness. The
points that must be removed from the calculated domain are specified after estimating
the water depth in each cell side and cell center. In order to reconsider the cells into the
calculated domain, the length scale is used, and it is compared with the water depth of
the surrounding points. If it guarantees the conditions of the flow, then the cell returns
to the next calculations time step. Casulli and Walters combined a three-dimensional
difference-finite volume model with a dry-wet method [16]. In their method, the water
depth was estimated, and the distance of vertical points was also updated based on each
time step. By measuring the water depth as zero, the surface velocity and height were set
to zero. Hou et al., in 2013 [17], experimentally investigated dam-break flow on a dry bed.
The effect of topography was investigated in this study. Ji et al. used the Environmental
Fluid Dynamics Code (EFDC) [18] and applied the dry-wet method presented by Hamrick
and William to analyze flood and drought behaviors [19]. In this method, determining dry
cells are the key, and if the cells are specified as dry, then the transmitted flux would be zero.
In Brufau’s finite volume model, the dry side is similar to the boundary, and water flow
is controlled by the depth [20,21]. In this light, to preserve the conservation of mass, bed
elevation deference is redefined locally. The finite volume Roe-TVD scheme was applied to
the 2D shallow water equation by Cea [22]. He considers three depth average turbulence
models by considering the behavior of wet-dry fronts for river flow. Song et al. used
the Godunov-type finite volume model in order to simulate two-dimensional dam-break
floods over complex topography with wetting and drying [23]. Vichiantong et al., in 2019,
used a well-balanced finite volume method for flood simulation [24]. In their work, a
well-balanced scheme with bottom slope approximation was developed. The accurate sim-
ulation of dam-break problems was investigated numerically by Antunes et al. in 2019 [25].
They presented an efficient technique for switching from Serre [26] to Saint-Venant in the
breaking zone. The majority of these models are only applicable to dam-break flows over
fixed beds [27]. Spinewine and Zech [28] used two-layer models to simulate dam-break
flows over mobile beds. These models were applied to the morphological changes caused
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predominately by the non-equilibrium transporting of bedload. The impact of a dam-break
wave on an erodible embankment with a steep slope was studied by Di Cristo et al. [29]. The
simulation was carried out using a two-phase depth-integrated model. Recently, smoothed
particle hydrodynamics (SPH) modeling represents a valuable numerical method of CFD
particularly suitable for the simulation of dam-break floods [30]. The internal boundary
condition was used to apply the bridge piers boundary condition of 2D shallow water
equations by Dazzi et al. [31]. They confirmed the capability of this boundary condition in
different flow regimes. Different methods of considering the bridge piers on 2D shallow
water equations were investigated by Ratia et al. [32]. They applied the headloss method
(HL) and solid wall boundary (MD) to consider the effects of the bridge piers, and it was
concluded that the MD approach achieves results close to reality even when regimes other
than free surface flow are involved.

When a dam breaks, it can cause casualties. These casualties are dependent on the
extent of the inundation area, the population in the flood zone and the amount of alert time
available. An investigation of the history of dam failures in the world shows that a large
number of dams have broken and caused great financial and human losses. For example,
the failure of dams Vajont (1963) in Italy, Johnstown (1889) in the USA and Macho (1979) in
India caused 2600, 2200 and 2000 deaths, respectively [33]. According to Coasta [34], the
death toll when a dam breaks without a flood warning or weak warning is 19 times higher
than if there is a proper flood warning system in the area. Due to the critical situation at
the time of dam failure, field data of the flood flow characteristics, such as flow depth,
flow velocity, etc., are very limited. Therefore, the use of numerical modeling can be
useful to determine the flood zone or the duration of response to the flood wave due to
dam failure [33]. In this regard, a dam located in East Asia is considered to investigate
the consequences after breaching. Breaking of the dam can initiate a detrimental risk to
downstream structures, highways, and infrastructure and flow could cause the failure of
two bridges, B1 and B2, and also an important highway. In this paper, the 2D finite volume
method (Roe-TVD) is used on a fixed bed in order to model the dam break and assess
its potential risks. Therefore, a numerical code is developed to model the dry bed. The
maximum time that is necessary to apply precautionary behaviors to prevent potential
risks is also presented. Due to the limited availability of real-scale flood data caused by
dam break, code validation has only been performed with laboratory-scale data [35].

2. Shallow Water Equations

Shallow water equations are used when the length of the flume is much longer
than depth, i.e., rivers. These equations can be obtained by integrating the 3D Navier–
Stokes equations over the flow depth, considering the incompressibility of fluid and the
hydrostatic pressure distribution. The equations are applied to study a wide range of
physical phenomena such as dam break, flow in an open channel, flood waves, forces on
offshore and nearshore structures [36,37] and pollution transfer. The two-dimensional form
is [22]:

∂W
∂t

+
∂Fx

∂x
+

∂Fy

∂y
=

3

∑
k=1

Gk, (1)

where

W =




h
qx
qy


; Fy =




qy
qxqy

h
q2

y
h + gh2

2


Fx =




qx
q2

x
h + gh2

2qxqy
h


; (2)

where W is the vector of the conserved variables, including the water depth h, and the
unit discharges in each direction are qx and qy as well as the vectors Fx and Fy account
for the convective fluxes in the x and y directions, and g is the acceleration due to gravity,
respectively. The vector Gk is a source term composed of the bed slope G1, bed friction G2,
and turbulence terms G3:
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G1 =
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
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− ∂h u′iu
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∂x

− ∂hu′iu
′
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∂y


 (i, j = 1, 2) (3)

where Zb is the bed elevation, τb,x and τb,y are the bed shear stresses due to the friction in
the x and y directions, ρ is the fluid density and u′iu

′
j is Reynolds stress.

3. Numerical Solution for Equations by Finite Volume Method

Different methods have been used for generating a mesh in finite volume methods.
In the unstructured method, triangular cells are used, and the center of the triangular cell
is the basis of numerical computation. Bermudez et al., in 1998, introduced unstructured
quadrilateral cells [38]. In this method, first, the domain is divided into some triangles
(Figure 1a). Then the middle of each side of the triangle is considered as the center of
a quadrilateral cell. The two corners of this latter cell are the start and the end of the
triangular cell side, and the other two corners are the triangular cell centers around the line
(Figure 1b).

Figure 1. Finite volume cells [22]: (a) Initial triangle cell; (b) control volume.

A numerical code in the FORTRAN by using the finite volume Roe-TVD method is
written to solve shallow water equations. A second-order method is applied by discretizing
equations in time and using a semi-step. A multi-dimensional slope limiter is proposed
to achieve second-order accuracy. Two depth-averaged turbulence models, including the
k− ε model and algebraic stress model (ASM), are used to calculate turbulence terms (G3).
The flowchart of the code is presented in Figure 2.

By time discretization of the system (1) and simplification, the following equations are
obtained with a second-order of accuracy in time, [39]:

Wn+ 1
2 = Wn − ∆t

2

(
∂Fx
∂x (Wn) +

∂Fy
∂y (W

n)
)
+ ∆t

2

3
∑

k=1
Gn

k

Wn+1 = Wn − ∆t
(

∂Fx
∂x

(
Wn+ 1

2

)
+

∂Fy
∂y

(
Wn+ 1

2

))
+ ∆t

3
∑

k=1
Gn+ 1

2
k

(4)

where Wn is the vector of conserved variables at time tn, and ∆t is the time step. For
spatial discretization, an upwind model may be implemented. In the upwind method, the
numerical flux is defined as:
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φij =
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−ñy Ux + C ñx Ux − C ñx
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The averaged values in the first-order scheme of Roe at each cell are defined as:

Ux =

√
hiUx,i +

√
hjUx, j

√
hi +

√
hj

Uy =

√
hiUy,i +

√
hjUy, j

√
hi +

√
hj

C =

√

g
hi + hj

2
(6)

where Ux,i and Uy,i are the velocities of the flow in cell i in the x- and y- directions,
respectively, ϕij is the numerical flux at the cell face ij, hi is the water depth in cell i, Li is the
boundary of the cell i, and ñ =

(
ñx, ñy

)
is the unit vector normal to the cell face, Figure 1a.

To achieve a second order accuracy in the method of Roe, the conserved variables at the
triangular cell faces are reconstructed using a spatial limiting technique [38], Figure 3b:

WI j = Wi + r∇1
i W (7)

in which WI j is the value of Wi at the boundary with cell j, r is the distance vector between
the cell area center i and the middle of Lij, and ∇1

i is the limited gradient of variables at
cell i, defined by:

∇1
i W = wa∇Wa + wb∇Wb + wc∇Wc (8)

where wa, wb and wc are weighting factors, and ∇Wa, ∇Wb and ∇Wc are unlimited gradi-
ents of the three surrounding cells a, b and c. The unlimited gradient for cell i is computed
using the area-weighted average gradients at the three faces:

∇Wi =
Ai1a2(∇W)1 + Ai2b3(∇W)2 + Ai3c1(∇W)3

Ai1a2 + Ai2b3 + Ai3c1
(9)

where Ai1a2 is the area of quadrilateral i1a2 (Figure 3a), and (∇W)m is the gradient of the
variable W at the face m of cell i. This gradient may be computed from the divergence
theorem and an area-weighted average of two triangles around each face. For example, for
face 1 in Figure 1a, it can be written:

(∇W) 1 = A1a2∇W|1a2 +A1i2∇W|1i2
A1a2+A1i2

;
∇W|1a2 = 1

A1a2

∮
Γ WndΓ

(10)

in which Γ is the integral path along the circumference of each sub-triangle (e.g., 1a2). The
weighting functions wa, wb and wc are defined as:

wa =
(gbgc+ε2)

(g2
a+g2

b+g2
c+3ε2)

; wb =
(gagc+ε2)

(g2
a+g2

b+g2
c+3ε2)

;

wc =
(gagb+ε2)

(g2
a+g2

b+g2
c+3ε2)

(11)

where ε is a small value (on the order of 10−4 and less), and ga, gb and gc are the functions
of the gradients of variables in the cells surrounding cell i (i.e., cells a, b and c in Figure 1a)
defined by:
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ga = ‖∇Wa‖2
2; gb = ‖∇Wb‖2

2; gc = ‖∇Wc‖2
2 (12)

In Equation (12), ‖∇W‖2
2 is the second norm of the unlimited gradient of a specified

variable. By definition, the norm L2 of a vector is the sum of the squares of its elements.
Using the above equations, the limited gradient of a variable may be determined, and the
data may be reconstructed at the cell boundaries.

The slope and friction source terms, G1 and G2, in Equation (3) may be defined as, [39]:
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

0
−ghS0x
−ghS0y


 ;G2 =
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0
−c f Ux|Ux|
−c f Uy
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
 ;c f =

gn2

h
1
3

(13)

where S0x and S0y are the bed slopes in the x- and y- directions, respectively, cf is the bed
coefficient of friction, and n is the Manning roughness. During the numerical computations,
G1 and G2 are calculated based on the data obtained for the cell centers.
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Figure 3. (a) A typical initial control volume cell. (b) Reconstruction of the conservative variables
from the cell centers to the cell faces.

The Boussinesq assumption is the basis of all of the turbulence eddy viscosity models.
It relates the Reynolds stresses to the mean velocity gradients via the eddy viscosity. Using
this assumption in the averaged Reynolds stress models, the effects of the Reynolds stress
in the shallow flows (G3 in Equation (3)) may be written as:

G3 =




0
∂

∂x

(
υth ∂Ux

∂x

)
+ ∂

∂y

(
υth ∂Ux

∂y

)

∂
∂x

(
υth

∂Uy
∂x

)
+ ∂

∂y

(
υth

∂Uy
∂y

)


 (14)

where υt is the turbulence eddy viscosity. To discretize this term, a semi-implicit method
may be applied. When the viscosity is large, it is required to discretize the diffusive term
implicitly. This term can be divided in two parts:

G3 = G3,⊥ + G3,‖ (15)

where G3,⊥ is the orthogonal viscosity, and G3,‖ is the non-orthogonal viscosity. For
the momentum component in the x-direction, the two components of viscosity may be
calculated from [39]:

G3,⊥, x = ∑
j∈Ki

ΓD⊥Ux,j −
ΓD⊥
hi

qx,i (16)

G3,‖ = ∑
j∈Ki

υt,ijhij
dij

d⊥,ij
(Ux,B −Ux,V)

(
α̃x,ijñx,ij + α̃y,ijñy,ij

)
(17)

in which ΓD⊥ = υt,ijhij
|nij|
d⊥,ij

is the orthogonal diffusion, qx,i is the unit discharge at a cell i
in the x-direction, hij and υt,ij are the averages of the depth and turbulent eddy viscosity
in cells i and j, Ux,B and Ux,V are velocities in the x-direction at points B and V in Figure 4,
α̃ij = (α̃x,ij, α̃y,ij) is a unit vector perpendicular to the line that connects the centers of the
cells i and j, and d⊥,ij is the projection of the distance between the two cell centers i and
j over a line perpendicular to the common face of the two cells. All of the variables in
Equation (16) are evaluated at time tn except the unit discharge qx,i, which is calculated
at tn+1. Therefore, no additional system of equations must be solved to increase the
computational cost. The turbulence terms in the y-direction may be calculated similarly.

In the above equations, the eddy viscosity term may be computed using any of the
turbulence modeling theories. The details of methods are presented by Alamatian and
Jafarzadeh [39].
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Figure 4. Discretization of the turbulent diffusion term.

4. Modeling of Dry Bed

Dam break simulation is possible in both dry and wet bed conditions. In 2012,
Alamatian and Jafarzadeh [39] considered the initial computational domain as wet. In the
dry bed simulation domain, the riverbed of the dam is initially considered as dry. In the wet
bed modeling, by approaching the water depth as zero in every single cell (h ≈ 0), the flux
increases sharply and creates instability in numerical modeling. It is possible to consider a
minimum initial water depth in computational domain cells to avoid a dry bed condition;
however, the accuracy of this method for dam-break simulation is limited. Various methods
for modeling dry and wet bed conditions have been introduced in different studies [22]. In
some methods, the computational domain cells can consider both the dry and wet domain
of the solution [6].

In this paper, the active method is used for wet-dry behavior [22]. This method of
work is based on activating and deactivating each computational cell for wet and dry bed
conditions, respectively. These zones may be added or removed from the computational
domain, and computational cells would be directly considered as active (wet) and inactive
(dry) in the solution matrix. In this paper, the cell is assumed dry when its water depth
is less than 1.0 mm. When the cell is inactive (dry bed), the computational flux in the
boundary of that cell is ignored. In this method, the bed elevation is updating for obtaining
an exact balance at the wet-dry front between the bed slope and the hydrostatic pressure
term for hydrostatic conditions. If the wet-dry front occurs between the cells Ci and Cj, the
modified bed elevation at the front is defined as [22]:

∆zb,ij =
{hi−hj i f

zb,j−zb,i otherwise (18)

This method is time-efficient since the computational domain decreases by drying the
bed. When the computational domain contains shocks, this method is more accurate [15].

4.1. Numerical Model Verification

The numerical model results are compared with experimental data to verify the
performance of the code. The experiments were carried out by Soares-Frazao in 2007 [40].
The length and width of the considered flume are 5.6 and 0.5 m, respectively. A sluice gate
is placed at x = 2.39 with a reservoir depth of 0.111 m upstream. A symmetrical triangular
barrier with 0.065 m height and ±0.14 slope on each side, at x = 4.45, is considered. The
water depth of 0.02 m at the downstream side of the barrier is considered, and the other
parts are assumed as dry (Figure 5).
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By immediately opening the sluice gate, which simulates the breaking of the dam,
three probes start measuring the water depth in different locations. In the numerical
simulation, the no-slip condition is applied for all wall boundaries [22]. A total of 14,618
unstructured triangular cells are considered with a Manning roughness coefficient and
Courant–Friedrichs–Lewy (CFL) number of 0.011 and 0.9, respectively. The water level
fluctuation of G1 and G2 during the 10 and 30 s after the dam break is investigated to verify
the numerical simulation. The results of the numerical modeling and the experimental
results are shown in Figures 6 and 7.

Figure 6. Water level variations at the station of G1 during the 30 s after dam break.

Figure 7. Water level variations at the station of G2 during the 30 s after dam break.

Conservation of Mass Verification

One of the crucial issues in every CFD numerical code is to check the continuity or
conservation of mass. To verify the ability of the code to conserve the mass in a dry canal,
a numerical wave tank (NWT) with a barrier is considered. The NWT is defined with a
length and width of 4.5 and 0.5 m, respectively. A triangular barrier is modeled in the
center of the canal with a base of 1.5 m, a height of 0.5 m and 0.5 m in width (Figure 8).
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Figure 8. The geometry of the NWT in the test of flow passing barrier and stability above the
barrier level.

The computational domain is considered as 12120 unstructured triangular cells. The
no-slip condition is applied for all wall boundaries [22]. The initial conditions are composed
of a water column with a height of 2 m and a length of 1 m in which its width is equal
to the canal’s width. The acceptable error of 10−8 is considered for the numerical code.
Figure 9 shows the initial conditions of the test.

Figure 9. Initial conditions in the test of flow passing barrier and stability above the barrier level.

Figure 10 shows the flow passing through the barrier and the stability of water above
the barrier at different time steps. The numerical test result is compared with the analytical
method. In this regard, the volume of water and barrier volume are added together, and
by dividing this volume with the solution domain, the water level after stability can be
obtained. Table 1 presents the analytical solution and water level after stability.

Accordingly, the water level will be equal to 0.53 m along the canal after reaching the
stable stage. Figure 11 shows numerical and analytical solution results in comparison. It
is observed that numerical and analytical solution results are in good agreement, and the
conservation of mass is preserved favorably.

Table 1. Analytical solution and water level after stability.

Properties Water Volume (m3) Barrier Volume (m3) Total Volume of
Barrier and Water (m3) Domain Area (m2) Water Level after

Stability (m)

Values 2 × 1 × 0.5 = 1 [(0.5 × 1.5)/2] × 0.5 = 0.188 1 + 0.188 = 1.188 4.5 × 0.5 1.188/(4.5 × 0.5) = 0.53
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Figure 10. Progress of a wave in the test of flow passing the barrier and stability above the barrier level.

Figure 11. Numerical and analytical results in the test of flow passing barrier and stability above
barrier level.
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5. Modeling of the Dam Break

The Golestan dam has been constructed on a river in the north of Iran. It has a length
of 30.6 m at the bottom with a crest length of 130 m, it is 20 m in height, and its reservoir
volume is 2.7 million cubic meters. The area of the watershed dam is 1,010,000 hectares.
The Golestan dam is a historic barrier dating back 150 years that was built using traditional
materials. This dam has been exposed to various earthquakes. The changing of the land use
upstream of the dam has caused increasing water to enter it and increased the likelihood of
failure. In this paper, the length of 5400 m of the river downstream of the dam has been
modeled. The topography of the area, dam reservoir and pathway plan have been obtained.
Figure 12 shows the river plan and land risks.

Two bridges, B1 and B2, are located at distances of 3900 m and 5320 m downstream of
the dam, respectively. These two bridges are critical for the area, and the dam break could
cause a serious problem for these bridges. Their properties are presented in Table 2.

Table 2. Bridges Properties.

Bridge Details B1 Bridge B2 Bridge

Pier radius 0.6 m 0.6 m
Number of piers 48 16

Bridge height 6 m 7 m

Figure 12. River plan and land risks.

Only bridge piers have been applied in the modeling, and due to the size of the
computational domain, a slip condition has been used at the wall boundaries of the bridge
piers [22]. At the downstream end, the dependent variables (h, qx and qy) were interpolated
from the solution domain, which is reasonable due to the supercritical nature of the
flow [39]. The Courant–Friedrichs–Lewy (CFL) number is considered as 0.8. Figure 13
shows a change of maximum flow depth with different numbers of computational cells at B1
and B2 bridges. According to this figure, 35,628 unstructured triangular cells were chosen.
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Figure 13. Maximum flow depth versus different numbers of computational cells.

Due to the sand-bed river without vegetation downstream of the dam, the value of the
Manning roughness coefficient varies between 0.025 and 0.033 [41]. The maximum depths
of flood flow versus Manning roughness are shown in Figure 14 for the points attached
to bridge B1 and B2. It is observed that with increasing Manning roughness from 0.025
to 0.033, the maximum depth of the flood wave increases by about 11%. For reliability,
Manning roughness is considered as 0.033.

Figure 14. Maximum depths of flood flow versus Manning roughness.

6. Results and Discussion

The dam break is simulated using the above information. The analysis continued
up to the point where water level approaches the elevation of the bridge. The travel
time duration of the first wave that hits the bridges is calculated. Figure 15 shows flood
zoning in different periods. In this figure, the river border and computational domain are
distinguished by red lines. Flood zoning indicates that water depth decreases gradually in
the reservoir after the dam breaks, and it takes 22 min and 30 s.
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Figure 15. Flooded zoning due to the dam break.

Figures 14 and 15 show a closer look at the flood wave when it arrives at the B1 bridge
at a time of 620 and 660 s, respectively. The flow depth distribution across the river and the
bridge’s piers are seen in Figures 16 and 17.
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Figure 16. Water level at B1 bridge at time 620 s.

Figure 17. Water level at B1 bridge at time 660 s.

The velocity vectors and the contours of streamlines at the B1 bridge at time 1100 s are
shown in Figure 18. According to this figure, the proper performance of the wall boundary
condition is confirmed.

Figure 18. The velocity vectors and the contours of streamlines at the B1 bridge (t = 1100 s).
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Flood flow hydrographs at bridges B1 and B2 are presented in Figure 19. It can be
seen that the maximum flood discharge at the locations of bridges B1 and B2 is 120 (at time
16.5 min) and 110.2 (at time 28.5 min), respectively.

Figure 19. Flood flow hydrographs at bridges B1 and B2.

Figures 20 and 21 present the water level at B1, B2 pier locations. The B1 deck bridge
would suffer from flooding at 11 to 40 min after the break and encounter dangerous waves
with greater heights than the deck bridge elevation. It is observed that the height of the
waves reaches up to 4 m above deck bridge level, which could cause a disaster. According
to Figure 20, it is observed that 11 min after the dam break, the height of the flood wave
reaches the level of the bridge deck. Consequently, for this bridge, there are only 11 min
after the breaking of the dam to apply necessary proceedings and evacuate the adjacent
roads. Precautionary measures should be taken during the safe periods.

The results based on Figure 21 showed that the B2 bridge would be flooded from 21 to
50 min. The maximum wave height of 9.54 m will occur about 27 min after the breaking of
the dam, which is 2.5 m greater than the bridge elevation. Therefore, for bridge B2, there is
only 21 min available before the bridge is completely flooded, and road evacuation should
be considered to prevent future risks.

Figure 20. Water level variations at the B1 bridge.
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Figure 21. Water level variations at the B2 bridge.

7. Conclusions

Real-scale dam-break modeling using 3D numerical models has a high computational
cost. It is very useful to use 2D models that can reduce the cost of calculations while being
accurate. In this paper, a real-scale dam-break wave was simulated using the 2D finite
volume Roe-TVD method. For this purpose, a numerical code was developed to solve the
2D depth average, shallow water equations on unstructured triangular cells considering
turbulence terms and a dry bed front. In order to validate the code, at first, available
experimental data were considered, the water level in the flume has been predicted and
compared with the experimental data. Furthermore, a numerical tank was simulated
to study the capability of the model in passing the flow over a barrier in the dry canal,
conserving mass and to reach a steady flow case above the barrier level. Comparing the
analytical and numerical solutions indicated that the conservation of mass is satisfied. After
verifying the model, the real-scale dam break has been simulated, and the flow behavior
from encountering the two bridges was analyzed along the pathway. The flood wave
arrival time to the bridges, flooded area and the duration of flooding of the bridges were
studied. The results of the dam break simulation showed that B1 and B2 bridges are at
risk of flooding in the case of a dam break. Long waves affect the structures and can cause
severe damage. Vehicle traffic should be banned at the moment of dam break. Furthermore,
it is necessary to evacuate any vulnerable objects from these areas. The maximum required
time for the evacuation of the two bridges is 12 and 21 min, respectively.
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Abstract: Floods are defined by maximum water levels or flow of high-water waves. Here, we
defined the deterministic method for the calculation of the probability of a high discharge event,
named as the Probability Of Success (POS). The POS method previously developed for petroleum
subsurface systems has been modified for the surface hydrological system with the purpose of flood
prediction. The case study of this research is the small basin of Kašina Stream on Medvednica Mt.
(NW Croatia). The data are obtained upstream from the hydrological station Gornja Kašina. The
POS model is defined by four categories. Each geological category is described with accompanied
events and probabilities. Floods are defined by four categories: total precipitation, total water flow,
basement, and maximal water capacity in soil. The categories total precipitation and basement were
divided into two sub-categories each: quantity and duration; porosity and soil depth. Data are
collected for a hydrometeorological event, namely an intensive convective storm on 24–25 July 2020,
when Zagreb was locally hit by heavy urban floods. The presented probability method yielded a
probability of 1.76% that such an event could happen to the station. However, the flooding was not
recorded. A comparison of the real event and the predicted probability supported the adequacy and
applicability of the method, showing it has high reliability. The presented probability model could be
easily applied, with small modifications, to the entire area of Northern Croatia for the prediction of
small basin flooding events.

Keywords: flood; geological categories; probability; Medvednica Mt.; Croatia

1. Introduction

Occurrences of high waters defined by maximal water level or water wave flow
caused by numerous factors that could initiate floods are described in [1,2]. High water
studies through rainfall–runoff modeling are important for water resource management,
water system design, real-time forecasting, flood design [3], and the construction of hydro-
technical objects [4]. Their frequencies/occurrences are used as input for hydrological
forecasts, i.e., for protection and risk estimation of flooding. In recent years, Ref. [3] stated
that there are 64 different hydrological models, though not all are suitable for every basin.
For example, a continuous rainfall–runoff model is used operationally in the Croatian
Meteorological and Hydrological Service, named the Sava Super Model [5], which also
includes the research area of this paper. Other models used for determining the peak
discharge are directed at specifying the characteristics of the Design Hydrograph [6].
However, the model designed in this paper is not similar to any of the mentioned models,
although it uses Equation (3) of the Srebrenović unit hydrograph for peak discharge [1,2].
This emphasizes the need for an individual approach to almost every catchment area.
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According to Žugaj [1], different factors influence runoff. They can be categorized into
five major groups: geographical, geological, biological, climatological, and anthropological
factors. In this paper, we confine the model to some geographical (size and slope of
catchment area), geological (porosity of soils), and climatological (precipitation) factors.

The city of Zagreb is vulnerable to Sava River floods in its lower laying areas and
to flash floods from the streams that flow towards the northern areas of the city from
Medvednica Mt. [7]. A total of 19 retentions were constructed along Medvednica’s streams
to protect the city from the flashy flows of the 100-year recurrence discharges. The upper
part of Kašina Stream is a rarity among Medvednica’s streams in that it has no dam nor
retention; thus, it can react naturally to precipitation. This is why it was selected for
this research.

Here, we show how the basic POS methodology has been adapted for application in a
hydrological flood probability model, conserving its simplicity. The presented probability
model, with small corrections, could be applied to the entire area of this mountain.

2. The Study Area

The study area of the Kašina Basin is situated in the central northwestern part of
Croatia, north of the city of Zagreb (see Figure 1) along the southeastern hills of Medvednica
Mt. The basin covers 17.1 km2, with altitudes of 195–625 m a.s.l. Its area covers the hilly
part of the Kašina Basin, upstream from the “Gornja Kašina” stream gauge (586954.886 E,
5085893.794 N, 195.087 m a.s.l. (WGS84/UTM33N)). The drainage network consists of a
few mountainous streams that emerge just below the main Medvednica Mt. ridge. The
Kašina Stream starts after the confluence of the 3.7 km long Suhodol and 2.5-km long Šokot
Stream. There are two additional small right tributaries—Vukov Dol, 3.2 km long, and
Bjelak, 1.9 km long. The Kašina Stream by itself has a length of 3 km to the Gornja Kašina
stream gauge.

A measuring instrumentation network that covers the studied watershed consists of
two automatic meteorological stations in the vicinity—Zagreb Maksimir (123 m a.s.l.) in
the eastern part of the city, RC Puntijarka at Medvednica Mt. (991 m a.s.l.)—and one stream
gauge—Gornja Kašina (see Figure 1).
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The climate of the study area is assigned to a warm temperate climate (Cfb in the
Köppen–Geiger climate classification system) [8]. The long-term (1981–2015) climatological
data for Zagreb Maksimir and Puntijarka meteorological stations are given in Table 1.

Table 1. Climatological data for Zagreb Maksimir and RC Puntijarka (1980–2015).

Meteorological
Station

Annual Average
Temperature (◦C)

July Average
Temperature (◦C)

January Average
Temperature (◦C)

Annual Average
Precipitation

(mm)

Min Annual
Precipitation

(mm)

Max Annual
Precipitation

(mm)

Zagreb Maksimir 11.4 21.7 0.9 853.9 517 1317.8
RC Puntijarka 7 16.4 −1.9 1250.9 763.5 1638.3

RC Puntijarka has lower temperatures and higher precipitation than Zagreb Maksimir
because of its significantly higher altitude. The warmest month was July and the coldest
month was January at both meteorological stations. Most precipitation occurs during the
warm period of the year (April–November) with two precipitation peak months—June
and September. The year of 2014 gave the maximal annual precipitation of 1317.8 mm at
Zagreb Maksimir but also the maximal monthly recorded precipitation in February, May
and June. During the period of 1981–2015, the five “wet” years with precipitation above
normal were 2014, 2010, 2013, 1998, 1996, while the years of 2011, 2003, 1990, 2000, 1997
were the five “dry” years, with precipitation below average. A similar pattern was recorded
at RC Puntijarka where five “wet” years, with precipitation above normal were 2014, 2010,
1995, 2013, 2005, etc. and the five driest years were 2011, 2003, 2000, 2012 and 1990, with
precipitation below average.

CORINE database for Land Cover (CLC 2018) GIS vector layer [9] was used to de-
termine the land use data for the Kašina catchment. There were six CLC classes identi-
fied within the study area of which broad-leaved forest covers its majority with 61.8%,
transitional woodland/shrub 12.4% and land principally occupied by agriculture, with
significant areas of natural vegetation covering 9.5%.

Lithologically, there were [10–13] metamorphic diabase and gabbro (Paleozoic) trans-
gressively overlaid with conglomerate (Miocene), including alternations of clay, marl,
limestone and coal.

Slišković and Šarin [14] described permeable deposits in detail and listed impermeable
ones. The mountain creek sediments are generally weakly permeable, and intrusive, highly
metamorphic and clayey-marlitic rocks are impermeable. Miocene alternation of clastic
and clastic-carbonate sediments [14,15] are weakly permeable without significant water
reservoirs but, generally, the permeability of unconsolidated and weakly consolidated
alluvium depends on granulometry.

Soil types in the analyzed basin could not be extracted in detail because large scale
pedological maps do not exist. The most applicable were available in [16–18]. The following
soils were recognized:

• rendzina on marl (flysch) or soft limestones;
• rendzina on dolomite and limestone;
• acid, brown soil over metamorphites and clastites;
• brown soil over dolomite.

Those soils are automorphic, where wetting happens solely by precipitation in free
filtration through soil over a relatively short period [19]. Rendzina, as soil, is formed over
weathered rocks in different climates, but always with high porosity, drainage and weak
water retention capacity, over a depth of about 40 cm [19,20]. Acid soil is formed over acidic
substrates in mountain ranges with humid or peri-humid climates. It could be with humus,
loess, and/or exposed podzolic soil [19]. Brown soil is developed over the carbonates, in
a forest environment, on different altitudes, and is relatively shallow [20], with loess and
loam components [19].
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3. Materials and Methods

The methodology of flooding risk estimation applied here is estimated adapting the
general probability of success (POS), which is explained and used in numerous papers,
e.g., [21–30]. The POS is a simple, flexible, robust, deterministical statistical method
developed for the probability calculation of a selected statistical event, based on the
multiplication of each method category selected to describe an observed event. The
categories are statistical independent events (e.g., [23,27]). The methodology was developed
primarily for hydrocarbon systems, but was later adapted in different estimations of
numerous geological systems. The POS calculation is based on Equation (1):

POS = p1 × . . . × pn−1 × pn, (1)

where:
POS—total probability of an observed geological event,
p—probability of a particular geological category,
1–n—number of geological categories.
Data are derived and a model had been examined for the flash/urban flood that

happened in the city of Zagreb (Croatia), during the night of 24–25 July 2020, and compared
with data collected in the same period on a hydrological station located upstream, on
Medvednica Mt.

The model categories are selected according to geological and hydrological data
available for the basin. The number and type are derived and simplified according to
the scheme that describes total flow using components [2]. Consequently, the boundary
conditions are determined from data on:

• precipitation in the basin and Medvednica Mt.;
• discharge at the section of the “Gornja Kašina” hydrological station;
• soil types and textures.

3.1. Precipitations in Basin and Medvednica Mt.

Data are taken from annual records collected on two automatic meteorological sta-
tions: (1) “Zagreb-Maksimir” and (2) “RC Puntijarka”; both for the period 1981–2015
(see Figure 2). Calculation of the annual mean showed a value of 1052.4 mm for the Kašina
Stream basin.
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3.2. Flow and Flow Section of the “Gornja Kašina” Hydrological Station

“Gornja Kašina” hydrological station has the discharge measured for the periods
1980–2015 and 2017–recent. The discharges are used for the calculation of the discharge
curve as a function of water-level Q = f(H). We analyzed maximal annual discharge 1980–
2015 (see Figure 3), with an observed weak positive trend of discharge. Based on annual
maximums, three distribution curves were calculated and could be applied as return period
(RP) sources for maximal discharges (see Figure 4). All three successfully approximated
smaller discharges of lower RP, but we selected the Log Pearson type III curve as the most
appropriate due to its good approximation of discharges with longer RP also. Consequently,
the discharge of 10-year RP (Q10) is 15.26 m3/s, and the discharge of 100-year RP (Q100) is
41.39 m3/s.
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The vertical section of the “Gornja Kašina” stream gauge (see Figure 5) shows the
marginal relative water-level just before start of overflowing—118 cm, with a corresponding
bankfull discharge of 15.44 m3/s. Figure 5 also shows marginal levels of high and medium
water levels.
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3.3. Soil Types and Texture Classes

As previously mentioned, the basin included four types of soils, dominantly automor-
phic. Systematic soil units were described in [16] including texture class and ecological
depth (descriptive). Different, but also quantitative, depths are given by [31]. The applied
depths in this paper are shown in Table 2.

Table 2. Comparison of ecological and applied soil depth in this work. Source: [31].

Ecological Soil Depth Evaluation Applied Description/Depth

<15 cm Very shallow Very shallow, <20 cm
15–30 cm Shallow Shallow, 25–50 cm
30–60 cm Medium Deep, 50–75 cm

50–120 cm Deep Very deep, >75 cm
>120 cm Very deep

3.4. Description of Categories

Malvić and Velić [23] determined 5 geological categories with accompanied probabili-
ties, as 5 independent statistical events. Based on such an approach, here 4 hydrological
categories are outlined that could describe flooding from components of total flow [2].
The categories shown in Table 3 “Total precipitation” and “Water Flow” are defined from
35-year long input data. The categories “Basement” and “Maximum water capacity in soil”
are determined from the cited references.
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Table 3. Geological–hydrological events presented in four categories with corresponding probabilities.

Basement Maximal Water Capacity in Soil Total Precipitation Water Flow

Porosity Quantity

Very low porosity, <30% 1.00 Low capacity, 21–42 mm/m 1.00 >35.0 mm 1.00 >15.44 m3/s 1.00

Low porosity, 30–45% 0.75 Medium-low capacity, 42–83 mm/m 0.75 >26.25 mm 0.75 >10.31 m3/s 0.75

Medium porosity, 45–60% 0.50 Medium-high capacity, 83–125 mm/m 0.50 >17.5 mm 0.50 >5.18 m3/s 0.50

High porosity, >60% 0.25 High capacity, 125–167 mm/m 0.25 >8.75 mm 0.25 >0.04 m3/s 0.25

Unknown porosity 0.05 Very high or unknown capacity,
167–208 mm/m 0.05 ≤8.75 mm or

unknown 0.05 ≤0.04 m3/s or
unknown

0.05

Soil depth Duration

Very shallow, <25 cm 1.00 >3.11 h 1.00

Shallow, 25–50 cm 0.75 >2.33 h 0.75

Deep, 50–75 cm 0.50 >1.55 h 0.50

Very deep, >75 cm 0.25 >0.78 h 0.25

Unknown 0.05 ≤0.78 h or
unknown 0.05

3.4.1. Category “Basement”

This category described one of the most important geological–pedological factors for
flow/drain conditions. Here, it is considered that the basement is defined as a rocky base
for water flow (see Figure 6). Moreover, this category are included two subcategories—
“Porosity” and “Soil depth” as shown in Table 4.
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The subcategory “Porosity” was defined according to [33] as soils evaluated in four
types according to this variable. The event with p = 1.0 corresponds to the very low porosity
soil basement (<30%). The p = 0.75 corresponds to the low value 30–45%, p = 0.5 to the
medium value 45–60%, p = 0.25 to the high value of >60%. If porosity is unknown p is set
at 0.05.

The subcategory “Soil depth” is defined according to [31], where soil depths are
divided into four sections. Consequently, p = 1.0 corresponds to (very shallow) basement
depths <25 cm, p = 0.5 to (shallow) 25–50 cm depths, p = 0.5 to (deep) 50–75 cm depths,
p = 0.25 to (very deep) >75 cm depths, and p = 0.05 for events with no data.
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Table 4. Geological–hydrological category “Basement” and corresponding subcategories with proba-
bility values.

Basement

Porosity Soil Depth

Very low porosity, <30% 1.00 Very shallow, <25 cm 1.00

Low porosity, 30–45% 0.75 Shallow, 25–50 cm 0.75

Medium porosity, 45–60% 0.50 Deep, 50–75 cm 0.50

High porosity, >60% 0.25 Very deep, >75 cm 0.25

Unknown 0.05 Unknown 0.05

3.4.2. Category “Maximum Water Capacity in Soil”

The category “Maximum Water Capacity in Soil” is introduced with the purpose of
representing the marginal quantity of precipitations that could be infiltrated (saturated)
into soil before the subsurface and surface flows have been activated. After [34] infiltration,
it depends on constants like soil texture and variables such as soil moisture. The second
is expressed as the water quantity (i.e., height of the water column in mm) that exists in
the soil in a 1 m deep column. If the soil is completely saturated with water, it has reached
maximal water capacity. Saturation can change over the time and this is why it can hardly
be predicted. Consequently, in this model, the saturation at the beginning was set on zero,
i.e., the soil was considered as dry.

Ranges of [35] maximal water capacity in soil based on textures are given in Tables 5
and 6. The value p = 1.0 is valid for a capacity of 21–42 mm/m, when precipitations are
sporadically infiltrated and mostly go (through the subsurface or over the surface) towards
flow as shown in Table 5. The value p = 0.75 is appended to the interval 43–83 mm/m and
p = 0.5 is appended to the interval 84–125 mm/m. p of 0.25 is appended to the interval
125–167 mm/m and if the capacity value is unknown, then p = 0.05.

Table 5. Geological–hydrological category “Maximal water capacity in soil” with probability values.

Maximal Water Capacity in Soil

Low capacity, 21–42 mm/m 1.00

Medium-low capacity, 42–83 mm/m 0.75

Medium-high capacity, 83–125 mm/m 0.50

High capacity, 125–167 mm/m 0.25

Very high or unknown capacity, 167–208 mm/m 0.05

Table 6. Range of maximal water capacity in soil after texture soil classes.

Texture Class Water Capacity in Soil (mm/m)

Coarse sand 21–63
Fine sand 63–83

Loamy sand 92–100
Sandy loam 104–117

Fine sandy loam 125–167
Silty loam 167–208

Silty-clayey loam 150–167
Sandy clay 125–142

Clay 100–125
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3.4.3. Category “Total Precipitation”

This category is defined as part of total outflow/runoff created from effective precipi-
tation. It is divided in two subcategories—“Quantity” and “Duration”. All the presented
equations are empirical.

“Quantity” is the total precipitation measured on the ”Zagreb–Maksimir” and “RC
Puntijarka” meteorological stations. The marginal value p = 1 is determined by the value of
precipitation needed for a discharge of 15.44 m3/s to occur. It is calculated by Equation (2)
(Srebrenović’s equations) taken from [1]:

P = Pe/α (mm), (2)

where:
Pe—effective precipitation in basin (mm);
α—flow coefficient.
Effective precipitation in the basin is calculated using Equation (3) [1]:

Pe = V/A (m), (3)

where:
V—volume of water wave (m3);
A—basin area (m2).
The volume of water wave is defined according to Srebrenović Equation (4) [1]:

V = Qmτψ (m3), (4)

where:
Qm—maximal flow of the water wave (m3/s);
τ—period of surface water collecting, i.e., time of water wave creation (h);
ψ—function ratio between base and maximum flow ϕ.
The baseflow is not accounted for. Consequently, the variable ψ is set to 3744 [1].

The time of surface collecting is calculated after Equation (6) and, using the maximal flow
(15.44 m3/s), time of surface collecting (3.11 h) and ψ (3744.0) in Equation (4), the wave
volume is 179,780.89 m3. Applying that value in Equation (3), the effective precipitation
quantity (Pe) is 0.0105 m (10.5 mm). The runoff coefficient (α) can be calculated using
Srebrenović’s Equation (5) [1]:

α = 0.80[1 + 0.075(log10p − β)], (5)

where:
p—back-period (years);
β—factor depending on permeability, afforestation, etc. (values ranging 1–3).
The factor β for low-permeability and low-vegetation soils is about 1, while for

permeable and rich-vegetation it is 3. As the Kašina Stream basin is weakly populated,
and located in forested parts of Medvednica Mt., the applied factor is β = 2. The RP
of 15.44 m3/s, according to the log Pearson III curve (see Figure 4), is 10.2 years. If the
values of β = 2 and 10.2 years are input into Equation (5), the flow coefficient (α) is 0.74.
After [36,37], such a value corresponds to flow from clayey soil and non-flat areas, but this
is not like the researched terrain. Therefore, the value 0.30 is accepted, honoring the gentle
surface dip and basement represented with medium textured soil (loam, silty-clay loam).
Using such a runoff coefficient and effective precipitation (10.5 mm) as in Equation (2) the
“Total precipitation” is 35 mm.

Consequently, the precipitation quantity of 35 mm, fallen during 3.11 h, was enough for
a flow of 15.44 m3/s, with a back-period of 10.2 years on the “Gornja Kašina” hydrological
station. Therefore, the border value for p = 1 is 35 mm, and smaller probabilities are defined
dividing the interval 0–35 into quartiles, i.e., p = 0.75 is valid for 26.25–34.99 mm, p = 0.5
17.5–26.24, p = 0.25 8.75–17.49, p = 0.05 for less than 8.75 or an unknown value.
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The subcategory “Duration” is defined from the activity of total precipitation. The
p = 1 is evaluated as necessary when the precipitation fallen inside the Kašina Stream basin
flows through the vertical section of the “Gornja Kašina” hydrological station. According
to [1], the precipitation duration for small basins is very similar to the time necessary
for water collection and the creation of a water wave. The water collection time can be
calculated from Picking’s Equation (6) [1]:

Tc = 0.039 (L/Imax
0.25)0.76 (min), (6)

where:
L—the longest path of water flow (m),
Imax—the basin dip that can be calculated after Equation (7).

Imax = ∆H/L, (7)

where:
∆H—the elevation difference between the highest basin point and runoff section (m).
In the observed basin ∆H = 430 m and L = 26,087 m, which are determined using GIS.

According to Equation (7), the basin dip I = 0.02, i.e., 2%. According to Equation (6) time
of concentration is 186.36 min (3.11 h). Such a value is a boundary for p = 1 (subcategory
“Duration”, 3.11 h) which is again divided into quartiles as shown in Table 7. Therefore,
p = 0.75 is appended to the interval 3.10–2.33 h and p = 0.5 to the interval 2.32–1.55 h. p of
0.25 is appended to the interval 1.54–0.78 and p = 0.05 for less than 0.78 or unknown.

Table 7. Geological–hydrological category “Total Precipitation” and corresponding subcategories
with probability values.

Total Precipitation

Quantity Duration

>35.0 mm 1.00 >3.11 h 1.00

>26.25 mm 0.75 >2.33 h 0.75

>17.5 mm 0.50 >1.55 h 0.50

>8.75 mm 0.25 >0.78 h 0.25

≤8.75 mm or unknown 0.05 ≤0.78 h or unknown 0.05

3.4.4. Category “Water Flow”

The hydrological category “Water flow” represents the total water quantity flowing
through the section (see Figure 5) and just before the observed precipitation. The boundary
condition for this category is defined from this section (see Figure 5) and the water-level
(see Section 3.2). The flooding value, i.e., the value when outpouring from the bed starts
is 118 cm, with a flow of 15.44 m3/s. It is the lower boundary for p = 1. The minimal
probability p = 0.05 is defined for less than 0.04 m3/s and a stage of 4 cm. Other values
are calculated as one-third of the interval 0.04–15.44 m3/s shown in Table 8. Consequently,
p = 0.75 is appended to the interval 15.44–10.31 m3/s and p = 0.5 to 10.30–5.18 m3/s. p of
0.25 is appended to the interval 5.17–0.04 m3/s.
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Table 8. Geological–hydrological category “Water flow” with probability values.

Water Flow

>15.44 m3/s 1.00

>10.31 m3/s 0.75

>5.18 m3/s 0.50

>0.04 m3/s 0.25

≤0.04 m3/s or unknown 0.05

4. Results

The Kašina Stream basin, upstream from the “Gornja Kašina” stream gauge, mostly is
covered by rendzina on marl or soft limestone [16,17,19]. Since most precipitation reaches
such soils, they were chosen as representative soils for the study area. According to [16],
such soils have a silty–clayey to clayey loam texture.

Direct porosity data were not available. With the presumption that sandy soil contains
more pores than clayey, i.e., more than rendzina on marl/flysch or soft limestone, the
soil is considered as low-porosity with a range of 30–45%. According to Table 3, p = 0.75.
Ecological soil depth [16] of the chosen soils is defined as medium, suggesting that in the
interval 50–75 cm a probability value of p = 0.50 occurs. Multiplication of subcategories’ p
values results in a p value of the category “Basement” p = 0.375.

The texture class of soil rendzina on marl or soft limestone has a range of maximum
capacity for water between 125 and 167 mm/m. The probability value of that event
according to Table 3 is p = 0.25.

The quantity of total precipitation in the night of 24–25 July 2020 on the “Zagreb-
Maksimir” station was 64.9 mm and 57.3 mm on the “RC Puntijarka” station. The mean
value of 61.1 mm was used as input for the subcategory “Quantity”. Duration, i.e., subcate-
gory “Duration” was set to 3 h (as a mean of 2.67 h on the “Zagreb-Maksimir” and 3.33 h
on the “RC Puntijarka”). The multiplication of the p values of subcategories according to
Table 3 “Quantity” (p = 1.0) and “Duration” (p = 0.75) gave p = 0.75 as a probability value
of the category “Total precipitation”.

Just before the observed event on the “Gornja Kašina” hydrological station, the dis-
charge was 0.15 m3/s, which is the input value for the category “Water flow”. According
to Table 3, the p-value of this category is p = 0.25.

According to Equation (1), for the Kašina Stream basin, the probability value p = 0.0176.
This result is interpreted as the probability of flooding during the event in the night of
24–25 July 2020 (1.76%). In reality, a flood did not happen, but rather the flow was slightly
above the medium water level threshold (27 cm/1.19 m3/s), which corresponds to the
calculated probability. A flood could happen if the duration of precipitation or the amount
of precipitation were higher.

5. Discussion

Each analytical method has a range of uncertainties, coming from different sources. It
is valid for measurements as well as the calculation-based method. One simple, but robust,
probability calculation method is presented here, built around hydrological categories. Such
inputs are of mixed types, partially based on measurements, partially on the expert selection
of data and data ranges. Therefore, two main uncertainties come from measurement and/or
equipment errors, but also from the expert selection of the appropriate intervals described
in the researched hydrological region. This second source is even more variable and
sensitive, stressing the role of expert knowledge. The presented model is highly bounded
for climate, relief, and population in the Medvednica Mt. area, Northern Croatia. Some
other research groups could estimate the category events and ranges, probably in slightly
different intervals, but the main estimation idea would be kept and comparable with the
given results.
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The basement porosity/soil depths, soil water capacity and total precipitation are
clearly spatial and random variables. It means that they can be estimated as average or
median from the total measured points, with no regard to their spatial location, but also
firstly interpolated and later estimated from interpolated grid cells, where interpolated
values are also considered as “hard data” as well as the original measurements. This
means that uncertainties in sampling from interpolated maps also included uncertainties of
interpolation methods. Consequently, they highly depend on the number of original “hard
data” as the main factor in the selection of interpolation (e.g., inverse distance weighting,
nearest neighborhood, Kriging, and even simulation). Such uncertainties must be estimated
in each particular case, and a decision must be made regarding the use of only original
measurements (like in this research) or interpolated values. A recommendation can be
given that for highly dense hard datasets (n > 50 points); interpolation is the preferred
option for obtaining values applied for a histogram, descriptive statistics, and cumulative
distribution curves.

Regarding topography and climate, this model should be firstly confirmed several
times in a similar climate and relief (in a broad sense, in Central Europe, excluding the Alps
and Carpathians) and the success rate of such a calculation in the prediction of risky and
extreme hydrological events should be determined. Only after such models prove their
applicability in the entire Northern Croatian and the adjacent regions of Central Europe,
could they be tested in other topographies and, especially, climate zones.

Other sources of uncertainties could not be in the spatial distribution of data or ex-
pert opinions about interval values, not even in the selected categories, but within the
hydrological variables themselves. If, e.g., the runoff coefficient (Rc) and recession time (Tc)
are observed as critical ones that control event runoff characteristics at a small catchment
scale [38], the results (obtained in Lower Austria) showed that the Rc and their variability
tend to be largest for the tile drainages and the main outlet, with larger values in Jan-
uary/February than in July/August. Tc variability was not oversized, but the largest at the
main outlet and the smallest for the tile drainages. Therefore, the authors [38] explained
changes in groundwater levels (due to shallow flows) as the main factors that influenced
Rc and Tc, more important than soil moisture or precipitation. In our work, such addi-
tional subsurface flows were not considered for hydrological systems on Medvednica Mt.,
although they could exist, but they are not significant in the context of their contribution to
the analyzed waterflow. Yet, similarly, in the system of the Gornja Kašina Stream, a critical
variable event of extreme precipitation occurred, also in late July.

Moreover, in the same area (Lower Austria) another research study was performed
to conclude the variability of the event runoff characteristics as a result of climate and
hydro–geological conditions (for four “small” catchments with different hydro–geological
settings mapped during field work [39]). A connection between the larger event runoff co-
efficients and flow peaks in catchments with high mean annual precipitation was observed.
Interestingly, a weak poor relation between the previous precipitation and event runoff
was proven, but the initial flow is the main factor defining the runoff coefficient and event
peaks in all analyzed catchments. Those two examples pointed out the very local behavior
of hydrological variables even in the catchments belonging to a very similar climate and
covering comparable catchment areas.

6. Conclusions

In this article, definition and application of a model for flood prediction is presented.
The model is developed for the “Gornja Kašina” hydrological station and its corresponding
drainage area. It consists of geological–hydrological categories, compiled in a standard
probability of success calculation procedure.

That approach was tested on the data collected during the most recent hydrometeoro-
logical extreme event on 24–25 July 2020 During that night, the city of Zagreb had localized
urban floods in some of its parts, but the event did not register as a flood at the Gornja
Kašina stream gauge. Such a scenario has been described with a probability calculation
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of p = 1.76% at the station. The obtained probability value proved the applicability of the
methodology for the prediction of future possible flooding in the area of Medvednica Mt.
The given methodology would also improve flood control mechanisms as to better define
micro zones for flood defenses contrary to many hydrological models for broader areas. In
the mentioned models, the catchment area of Kašina Stream would be just one cell on a
flood risk map and unsuitable for individual observation. With this model, catchment risk
assessment is independent and avoids interpolation algorithm errors.

The procedure, as its biggest advantage, can be easily adapted for similar catchments
in Croatia, fed by data from other hydrological stations or meteorological prognoses. In
such cases, defined categories, and their boundary values for “Basement” and “Maximal
capacity” can be valid for any hydrological area. However, its application in other basins
demands the modification of boundary values in categories “Precipitations” and “Water
flow”. The defined categories do not depend on climate zone, and therefore could be used
in areas with different precipitations. The disadvantage of the given model is that it is
not highly sensitive to all hydrological factors. Due to its resistance to various dynamic
hydrological conditions, the model can be considered as robust.
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21. Malvić, T. Oil-Geological Relations and Probability of Discovering New Hydrocarbon Reserves in the Bjelovar Sag. Ph.D. Thesis,

Faculty of Mining, Geology and Petroleum Engineering, University of Zagreb, Zagreb, Croatia, 21 March 2003. (bilingual, In
Croatian and English)
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Abstract: In the Bering Sea around and off the Yukon River delta, surface sediment plumes are
markedly formed by glacier-melt and rainfall sediment runoffs of the Yukon River, Alaska, in June–
September. The discharge and sediment load time series of the Yukon River were obtained at the
lowest gauging station of US Geological Survey in June 2006–September 2010. Meanwhile, by coastal
observations on boat, it was found out that the river plume plunges at a boundary between turbid
plume water and clean marine water at the Yukon River sediment load of more than ca. 2500 kg/s.
Grain size analysis with changing salinity (‰) for the river sediment indicated that the suspended
sediment becomes coarse at 2 to 5‰ by flocculation. Hence, the plume’s plunging probably occurred
by the flocculation of the Yukon suspended sediment in the brackish zone upstream of the plunging
boundary, where the differential settling from the flocculation is considered to have induced the
turbid water intrusion into the bottom layer.

Keywords: Yukon River plume; river discharge; sediment load; flocculation; plunging; underflow

1. Introduction

One of actions of river discharge and sediment load into the ocean includes the sedi-
mentation by energy dispersal in the estuarine area and through subsequent formation and
advection of sediment plume in coastal and offshore regions. The sedimentary processes
are often accompanied by the flocculation of suspended sediment, which affects nutrient
and organic matters’ cycles connected to the food chain or ecosystem in the ocean [1].
Behaviors of river-suspended sediment can also be controlled by how the river water mixes
with ocean water under shearing, where the flocculation again plays the important role on
slow or rapid deposition of nutrient and organisms [2]. Hetland and Hsu [3] proposed a
conceptual model of sedimentation in the estuarine, near-field plume, and far-field plume
associated with the flocculation. However, there are a few quantitative descriptions of
the flocculation effect on sediment dispersion and deposition [2,4]. Meanwhile, dynamic
behaviors of the whole river plumes, including buoyant jets or bulges of small scale, have
been explored by field observations, satellite image analysis, and numerical simulations, for
example, for Mackenzie River plumes [5], Yellow River sediment plumes [6,7], Pearl River
plumes [8], Columbia River plumes [9], small-mouth Kelvin number plumes [10], and
Amazon River plumes [11,12]. With respect to the ecosystem in coastal regions, there are
some remote-sensing studies of river sediment plume dynamics from the spatio-temporal
variations of suspended sediment concentration (SSC; mg/L) [13,14]. Dean et al. [15]
pointed out that satellite image analyses can be utilized for studies of the Yukon River
plume behaviors. By using the river discharge time series from 2002–2014, Pitarch et al. [16]
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related satellite-derived SSC of the Tiber River plume to the magnitude of the river dis-
charge. However, the correlation between the discharge and SSC is very low at R = 0.5,
because there is a lack of continuous data of river sediment load such as those of the
river discharge and investigations of sediment depositional processes offshore from the
river mouth.

In this study, considering a response of suspended sediment to a salinity change,
behaviors of a river sediment plume in a coastal region are investigated by using time
series of daily mean river discharge and sediment load in 2006–2010, which are here
exemplified by the Yukon River, Alaska, and the Bering Sea.

2. Study Area

Most of the Yukon River drainage basin (area, 8.55 × 105 km2) belongs to the sub-
arctic region south of the Arctic Circle (66◦33′ N) and is occupied by 74.8% forest with
discontinuous permafrost and 1.1% glacierized area in Alaska Range, Wrangell Mts., St.
Elias Mts., etc. [17–20]. There are three USGS (U.S. Geological Survey) gauging stations
along the main channel of the Yukon River. Site PLS is the lowest gauging station at ca.
170 km upstream of sites ALK and site EMK, base villages for the coastal observations
(Figure 1). The Yukon River delta is radially formed with branching the Yukon River
channel into some smaller river channels. Site EMK is located at ca. 18 km upstream of the
delta front. The eastern shelf region of the Bering Sea (2.29 × 106 km2 in area) is 50–70 m
deep on average. The region at a distance of less than 170 km off the delta front is very
shallow at less than 30 m in depth, which is due to sedimentation from sediment load
of the Yukon River and the surrounding rivers. Behaviors of the Yukon sediment plume
and the consequent dispersion of the plume-suspended sediment are controlled by the
northern movement of the “Alaskan Coastal Water” [15,21], which is connected to the
bottom distribution of clay minerals on the Alaskan-Chukchi margin [22].
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With respect to the discharge and sediment load time series of the Yukon River,
Chikita et al. [20] quantified the contribution of runoffs from the glacierized regions or
the non-glacial regions to the total Yukon discharge and sediment load by the tank model,
one of the runoff models. As a result, it was revealed that the contribution in the 1.1%
glacierized area occupies 21.7–37.5%, and that most of the Yukon River suspended sediment
originates from the glacial bedrock erosion in the glacierized regions and the resuspension
in the river channels.

3. Methods
3.1. Field Observations

In order to obtain time series of suspended sediment load for the Yukon River, water
turbidity was monitored at 1 h intervals at site PLS from June 2006–September 2010 by
fixing a self-recording turbidimeter of infrared-ray back scattering type (model ATU3-8M,
Alec Electronics, Inc.; range, 0–20,000 ppm; accuracy, ±2% of measured value) near the
riverbank (Figure 1; Chikita et al. [19]). The turbidimeter had a wiper to keep the sensor
window clean, which worked just before every hourly measurement. Thus, the dirt of
the sensor window by organisms was prevented. Each of the hourly turbidity values
was stored as an average of ten values measured instantaneously at 1 sec interval. The
water turbidity (ppm) from the turbidimeter was converted into suspended sediment
concentration (SSC: mg/L) by using the relationship between the turbidity, x, and the
SSC, y, from the water sampled simultaneously at mid-channel (y = 5.621x0.6762; R2 = 0.793,
p < 0.01) (Figure 2a). The regression curve is close to the one-to-one correspondence be-
tween turbidity and SSC. Water temperature was simultaneously measured every hour
at site PLS by fixing a temperature logger, TidbiT v2 (Onset computer, Inc., Bourne, MA,
USA; accuracy, ±0.2 ◦C), to the turbidimeter. In order to know the representativeness of
SSC and water temperature by the one-point method, during their monitoring, fluctua-
tions of SSC and water temperature across the river channel were assessed by lowering
a TTD (turbidity-temperature-depth) profiler from a boat [23]. As a result, differences
between recorded SSC and water temperature and cross-sectionally averaged SSC and
water temperature were less than 50 mg/L and less than 0.2 ◦C, respectively, being in-
dependent of their magnitude. The small differences between the two SSCs and the two
water temperatures are due to the slow settling of suspended sediment (more than 90%
silt and clay) and the complete turbulence of riverflow, respectively. Daily mean discharge
data at site PLS were downloaded from the National Water Information System on the
USGS web site (URL: http://waterdata.usgs.gov/nwis/dv/?site_no=15565447&agency_
cd=USGS&referred_module=sw (accessed on 11 February 2021)). The sediment load, L
(kg/s), was calculated by multiplying SSC, C (g/L in this calculation), by discharge, Q
(m3/s). The electric conductivity at 25 ◦C (EC25) and salinity of the Yukon River water
were also obtained at site PLS using a portable EC meter (Type CM-14P, TOA Corporation;
accuracy, ±0.1 mS/m) for sampled water.

A relation between turbidity, x, and SSC, y, was obtained also for the sediment plume
off the delta front. The regression curve was given by y = 1.597x0.8119 (R2 = 0.932, p < 0.01;
Figure 2b), indicating that, in the region of brackish to oceanic waters, SSC is ca. 30%
smaller than turbidity. This is probably due to an optical feature of marine water different
from that of river water.
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Figure 2. Relations between turbidity (ppm) and SSC (suspended sediment concentration; mg/L) at
(a) site PLS and (b) the coastal region off the Yukon delta front.

At sites B1 to B10 in Figure 1, which were located at less than 30 km from the delta front
near site EMK, profiler observations and water and sediment samplings were performed by
boat on 6 September 2009 and 22 June 2010. A TCTD (turbidity-conductivity-temperature-
depth) profiler (model ASTD687, JFE Advantech, Co., Ltd., Japan) was then utilized for the
vertical measurements at 0.1 m pitch. The B5–B8 line and B6–B10 line correspond to two
longitudinal lines offshore from the fan-shaped Yukon River delta.

With respect to the offshore extent of the Yukon sediment plume, relatively clear
RGB (Red-Green-Blue color model) composite images of MODIS/aqua were downloaded
from the NASA oceanic web site (URL: https://oceancolor.gsfc.nasa.gov (accessed on
19 and 24 February 2021)), which were selected on dates closest to those of the coastal
observations.

3.2. Laboratory Experiments

During the turbidity record, river-suspended sediment and river-channel sediment
were sampled at site PLS, and their grain size analyses were conducted by the photo-
extinction method with a centrifuge for particles of grain size d ≤ 44 µm (micrometers) and
by the sieving method for d > 44 µm particles [19]. The channel sediment was a new one
deposited in the glacier-melt and rainfall season of the year. With respect to the flocculation
of river-suspended sediment in the coastal region, an effect of salinity on grain size of
sediment was explored by suspending the river channel sediment in pure water of 0‰
and NaCl water of 2–35‰. In the grain size analyses, a sediment sample of d ≤ 44 µm
in a quartz cell was repeatedly used with increasing the salinity from 0 to 35‰. Also, in
order to know the existence of cohesive sediment such as kaolinite, illite, etc., clay particles
of d ≤ 4 µm in river-suspended and plume-suspended sediments were mineralogically
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identified by the X-ray diffraction (XRD) method. In the XRD method, a peak at a certain
2θ value (θ: Bragg angle) indicates the existence of one to three minerals specified.

4. Results
4.1. Time Series of Discharge and Sediment Load

Figure 3 shows temporal variations of (a) daily mean water temperature and SSC,
and (b) discharge and sediment load at site PLS June 2006–September 2009. In late May
or early June, the first large peaks of SSC, discharge, and sediment load in the year were
produced by snowmelt runoffs just after the breakup of river ice. Then, water temperature
greatly increased at more than 0 ◦C. Thereafter, glacier-melt and rainfall runoffs resulted
in some peaks of SSC and sediment load in July–September. When glacier-melt sediment
runoffs prevailed in July–August, water temperature decreased by 1–2 ◦C after the peak
in mid-July. In Figure 3b, it is seen that the sediment load at more than 3000 kg/s occurs
for more 1 month as a whole. The water temperature was recorded at less than 0 ◦C for a
while in the ice-covered season. This means that the temperature logger was then enclosed
by river ice, due to the ice growth.
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charge and sediment load at site PLS in June 2006–September 2009 (modified after Chikita et al. [19]).

4.2. Observational Results of Plume Behaviors

Figure 4 shows cross-sections of SSC, water temperature, salinity, and water density
σT from the profiler observations on sites B5 to B8 line obtained on 6 September 2009
(Figure 1). Here, water density σT was calculated by σT = ρ(S, T, 0)—1000, where ρ(S,
T, P) is water density (kg/m3) and a function of salinity S (‰), water temperature T
(◦C), and pressure P (= 0 at 1 atm). Here, the lag time of 2 days (equal to the distance,
170 km, divided by rough riverflow speed, 1 m/s) was considered as an approximate time
needed to flow downstream from site PLS to the coastal region. The correspondent, daily
mean SSC, discharge, sediment load, and water temperature at site PLS were 391 mg/L,
7.39 × 103 m3/s, 2.89 × 103 kg/s, and 11.7 ◦C on 4 September 2009, respectively.
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Figure 4. Longitudinal cross-sections of SSC, water temperature, salinity, and water density σT by
the coastal observation on the B5–B8 line on 6 September 2009 (Figure 1). The dotted line in the
SSC cross-section shows a boundary between turbid plume water and relatively clean ocean water
observed in situ.

A boundary between the plume water and relatively clean marine water was clearly
seen near site B9 as shown by the dotted vertical line in Figure 4. The SSC on the boundary,
corresponding to a plunging point, was ca. 30 mg/L. Offshore from the boundary, a bottom
layer at 40 mg/L or more SSC was observed probably as a downslope bottom current or
underflow. This plunging seems to have been preceded on the gentle slope between sites B5
and B4, since the turbid water at SSC of 160–240 mg/L was accumulated near the bottom
as a nepheloid layer. The water temperature distribution indicates that vertical mixing due
to the entrainment occurred at the plunging point [24–26]. A boundary between the plume
and marine water and the correspondent plunging were also observed between site B3 and
site B7 (Figure 5). However, the resultant bottom current appears to have been advanced
wholly in the lower layer of more than 27.5‰ salinity, since the SSC cross-section indicates
a gradual SSC decrease offshore, accompanied by the vertical uniformity.
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The traverse cross-section along the B1–B5 line (Figure 6) indicates that there is a zone
with relatively high SSC of 140–250 mg/L between sites B6 and B5. This zone corresponds
to the mixing zone upstream of the plunging points in Figures 4 and 5 [24], which is here
accompanied by the vertical uniformity of SSC, water temperature, and salinity. Then, the
SSC and water temperature decrease and the salinity increases gradually toward site B6
from site B5. This reflects the vertical mixing by relatively high river water flux at site B5.
The longitudinal center of the sediment plume is, thus, located near site B5 rather than site
B6 (Figure 1). If the high SSC zone on the B5–B6 line was produced by the resuspension of
bottom sediment by tidal currents, wind-driven current, or littoral currents, then a high
SSC zone should appear in the relatively shallow B6–B1 zone. Hence, the plunging is
considered to have been raised through the mixing responding to the magnitude of the
Yukon River sediment load.
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Figure 7 shows longitudinal cross-sections of SSC, water temperature, salinity, and σT
along the B6–B10 line by the coastal observation on 22 June 2010. The daily mean SSC dis-
charge, sediment load, and water temperature at site PLS were 240 mg/L, 9.12 × 103 m3/s,
2.19 × 103 kg/s, and 14.6 ◦C on 20 June 2010, respectively. The discharge was 19% larger
than that on 4 September 2009, but sediment load was 24% smaller because SSC was 39%
smaller than that on 4 September 2009. Then, a boundary between the plume and marine
water was not clearly seen near site B3 or farther. Such a sediment plume’s plunging as in
Figures 4 and 5 is, thus, judged not to have occurred. In fact, the SSC in the cross-section
was relatively very small at 10–60 mg/L. The SSC was then vertically uniform, being prob-
ably due to turbulent mixing by relatively strong river-induced current from the higher
river discharge.
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4.3. Experimental Results for Yukon Sediment

Figure 8 shows a salinity effect on (a) cumulative grain size distributions of the Yukon
channel sediment and (b) their mean size and standard deviation. When the salinity
increased from 2 to 5‰, the suspended sediment became coarse at grain size d < 16.5 µm
with increasing the mean size from 16.6 to 19.0 µm. This means that the differential
settling from flocculation or coagulation occurred at more than 2‰ salinity for the Yukon
suspended sediment of d < 16.5 µm [27]. At salinity of 10‰ or more, the grain size did not
change greatly with mean size of 17.9 to 18.7 µm. The standard deviation decreased from
13.6 µm at 0‰ to 12.0 µm at 2‰, and then varied at a small range of 10.8 to 12.5 µm at
2–35‰. Hence, the addition of salinity to the suspension tends to increase the uniformity
in grain size of suspended sediment, reflecting the flocculation. This experiment dealt with
the behaviors of suspended sediment in still water. If a certain shearing by a flow was
given, the flocculation could be more enhanced [28].

Figure 9 shows the mineralogy of Yukon River and plume suspended sediments at
less than 4 µm in gain size by the XRD method. Such clay minerals as kaolinite, chlorite,
smectite, and illite could easily produce the flocculation of suspended sediment in the
brackish region offshore from the Yukon River mouth. The flocculation of clay particles
induces the coarseness of the river-suspended sediment, which more rapidly accumulates
the sediment near the bottom as an agent for the plunging. In fact, the plume-suspended
sediment includes few clay minerals, suggesting their gravitational settling or deposition
offshore from the delta front. Especially, kaolinite, smectite, and illite are more cohesive to
easily flocculate.
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5. Discussion

River-induced plumes released from a river mouth are dynamically dispersed by lit-
toral, tidal, and wind-driven currents, and thereby control the ecosystem and sedimentation
in coastal and offshore regions. However, the observational results in Figures 4–7 indicate
that, in the estuarine and near-field plume regions, the magnitude of river discharge and
sediment load could control the level of mixing between river water and ocean water and
the subsequent dynamic behaviors of river-induced plume. The Yukon River has only
water density σT = −0.133 at SSC of 391 mg/L, water temperature of 11.7 ◦C, and EC25 of
27 mS/m (salinity, 0.127‰) at site PLS on 4 September 2009. Thus, the plunging into the
lower ocean water as in Figures 4 and 5 cannot occur under pycnal condition between the
river water and ocean water. Otherwise, the differential settling from the flocculation of
suspended sediment probably produced the nepheloid layer near the bottom in the mixing
zone, followed by the underflow. The flocculation shown in Figure 8 could be enhanced
by the shearing in the mixing zone and the existence of cohesive clay minerals such as
kaolinite, smectite, and illite (Figure 9).

The plunging and subsequent underflow in Figures 4 and 5 appear to have been
produced on the gentle slope between sites B5 and B4 or sites B6 and B3. By the comparison
between Figures 4 and 6, it is seen that the plunging may occur at the Yukon River sediment
load of more than ca. 2500 kg/s at site PLS. The sediment load of more than 2500 kg/s can
be recorded in July–September (Figure 3), when the suspended sediment contains more
fine-grained particles supplied by the glacier-melt and rainfall runoffs [20].

A two-dimensional hydrodynamic condition of the underflow in Figure 4 is judged
by using the densimetric Froude number Fd and Reynolds number Re in the following:

Fd = U/(g’Hp)1/2, (1)

Re = UHp/ν, (2)

where U is the underflow’s velocity (m/s), Hp is the water depth (m) at the plunging
point, g’ = g (ρ–ρ0)/ρ0 (g: acceleration due to gravity in m/s2, ρ: underflow’s density in
kg/m3, ρ0: ambient water density in kg/m3), and ν is the kinematic viscosity (m2/s).
From the σT distribution in Figure 4, ρ = 1025 kg/m3, ρ0 = 1020 kg/m3, Hp= 7.5 m,
and ν = 1.32×10−6 m2/s for salinity at 25‰ and water temperature at 10.6 ◦C gave
Fd = 0.017–0.17 and Re = 5.7 × 104–5.7 × 105 in Equations (1) and (2). Then, U = 0.01–0.1 m/s.

Similarly, for the underflow downstream of the plume boundary in Figure 5,
ρ = 1022 kg/m3, ρ0 = 1015 kg/m3, Hp= 4.5 m, and ν = 1.33 × 10−6 m2/s for 27‰ salinity
and 10.6 ◦C water temperature, which gave Fd =0.018–0.18 and Re = 3.4 × 104–3.4 × 105 at
U = 0.01–0.1 m/s. Thus, the underflow may be subcritical and turbulent, indicating the
low entrainment from the ambient water above. This indicates that, in spite of the small
scale, the underflow could flow down in a relatively long travel distance.

When the river discharge increased and the sediment load decreased, the mixing zone
was extended offshore as in Figure 7, where the plunging was not observed. As far as
seeing the RGB satellite images of the Yukon sediment plume (Figure 10) on the dates
closest to those of the coastal observations, the extent of the surface plume appears to be
much larger on 4 September 2009.

The Yukon River surface plume could be wholly advected northwestward by the
“Alaskan Coastal Water” [21] (Figure 10). In Figures 4 and 5, there was no turbid surface
layer in the location of the plunging and subsequent underflow formation. Thus, the
liftoff of the sediment plume into the surface layer is considered to have occurred in
more northeastern regions, where the surface sediment plume is extended northward
(Figure 10a).
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6. Conclusions

By the observations of Yukon River sediment plumes in the coastal region of the Bering
Sea, it was found out that, at Yukon River sediment load of more than ca. 2500 kg/s, the
plume plunges at a boundary of the plume and ocean water. The production of the bottom
current or underflow from the plunging is probably due to the differential settling from
the flocculation of river-suspended sediment. Both the suspended sediment concentration
(SSC) and sediment load of the Yukon River were relatively high in the glacier-melt and
rainfall runoffs of July–September. In such runoffs, suspended sediment becomes relatively
fine, including clay minerals such as kaolinite, smectite, chlorite, and illite to easily make
flocs in the brackish zone. Hence, temporal variations of glacier-melt and rainfall sediment
runoffs of the Yukon River could change behaviors of the sediment plume in the coastal
region. It was experimentally demonstrated that the flocculation of suspended sediment
occurs at 2‰ or more salinity. This flocculation may produce the underflow in the deeper
zone by accumulating the flocculated sediment on the onshore gentle slope. It should
be needed to experimentally and theoretically clarify the mechanism of the underflow’s
production from the flocculation.
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Abstract: Nowadays, the balance between incoming precipitation and stream or spring discharge
is a challenging aspect in many scientific disciplines related to water management. In this regard,
although advances in the methodologies for water balance calculation concerning each component
of the water cycle have been achieved, the Thornthwaite–Mather method remains one of the most
used, especially for hydrogeological purposes. In fact, in contrast to physical-based models, which
require many input parameters, the Thornthwaite–Mather method is a simple, empirical, data-
driven procedure in which the error associated with its use is smaller than that associated with
the measurement of input data. The disadvantage of this method is that elaboration times can be
excessively long if a classical MS Excel file is used for a large amount of data. Although many
authors have attempted to automatize the procedure using simple algorithms or graphical user
interfaces, some bugs have been detected. For these reasons, we propose a WebApp for monthly
water balance calculation, called WaterbalANce. WaterbalANce was written in Python and is driven
by a serverless computing approach. Two respective European watersheds are selected and presented
to demonstrate the application of this method.

Keywords: water balance; Thornthwaite–Mather method; Python; serverless computing approach;
watershed hydrology

1. Introduction

The hydrological balance is useful in many disciplines, from agriculture to hydrology
and hydraulic engineering or more generally for water management purposes. Water
balance refers to the balance between incoming water from precipitation and the outflow
of water by evapotranspiration, groundwater recharge, and stream flow [1]. Even if several
methods for monthly water balance calculation are available in the literature, the one
introduced by Thornthwaite and Mather [2,3] is widely accepted. Although this method
is empirical and outdated, it is used in several disciplines, especially in hydrogeology
and for teaching purposes. As assessed by some authors [4,5], the Thornthwaite–Mather
method performs well in humid regions where the precipitation and air temperature are
the only input data. In accordance with other authors [6–10], this method underestimates
monthly potential evapotranspiration (PET) under dry and arid climates, because the
equation does not consider the saturation vapor deficit of the air. The issue was highlighted
by the overestimation of monthly PET in the equatorial humid climate conditions of the
Amazon [11]. Another important issue concerns its application to complex geological
frameworks, where high permeability variations within the watershed may exist—for
example, in carbonate and karstic aquifers, feeding streams, and springs or even highly
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fractured rocks [12,13]. With regard to the computation time for large datasets, many
computer programs have been developed to accelerate the computation—for example,
WTRBLN [1], EVAP [14], an MS Excel spreadsheet-based approach developed by [15],
and the Thornthwaite monthly water-balance program of the United States Geological
Survey (USGS) [16]. However, several aspects of these programs should be highlighted.
WTRBLN was one of the first methods developed for water balance calculation; it was
written in BASIC 3.0, and it is not compatible with modern computer systems. EVAP
calculates only the PET and the monthly actual evapotranspiration (AET), starting with
mean monthly temperature and monthly rainfall. The USGS program, on the other hand,
is probably one of the most complete programs, as it considers various components of the
hydrologic cycle (precipitation, evapotranspiration, and runoff) and calculates the potential
evapotranspiration using the Hamon equation [17]. However, some data treatment is
necessary in order to load input data and export results. In this paper, an alternative
WebApp for monthly water balance calculation, based on the original Thornthwaite–Mather
method, is presented. The developed solution relies on a serverless approach, exploiting
a large set of cloud-based micro-services. This type of approach enables asynchronous
processing (from request to result) using a queue manager that integrates and decouples
distributed software components. To provide an example of its application, the basic water
balance components were calculated on two small watersheds located in the Northern
Apennines (Central Italy) and in Northwestern Slovenia. In similar areas in Europe, many
authors [18,19] demonstrated that the error associated to the use of this method is smaller
than the one due to the rainfall measurements. In addition, [20] demonstrated that, despite
its poor data requirements, the Thornthwaite–Mather approach is a feasible and accurate
approach to fill in the gaps of monthly flow series and to estimate monthly flows at
ungauged catchments [21]. In the tested areas, the discharge calculated by WaterbalANce
was compared to the measured values, and it was continually recorded at the closing section
of the watershed by the Servizio Idrometeorologico—ARPA Emilia Romagna Region and
the Slovenian Environmental Agency. Regarding the Italian catchment, named Reno at
Pracchia, two different time series of temperature and precipitation were selected: the first
covered January 1971 until December 1976 and the second one covered January 2008 until
December 2018. For the Slovenian catchment, named Savica at Ukanc, the method was
applied to a time series covering January 2016 to December 2019. WaterbalANce may be
used as a research tool, for water assessment and classroom instruction, and it is freely
available for non-commercial and academic purposes at https://thornwaterbalance.com/,
accessed on 12 January 2021.

2. Materials and Methods
2.1. Outline of the Method

The WebApp is based on the Thornthwaite–Mather method, an empirical method
used to estimate monthly water balance and originally presented by Thornthwaite and
related itself [3,22–24]. It requires the following input parameters: the latitude of the study
area (LAT, decimal degrees), the mean monthly temperature (Tm, degrees Celsius), and the
monthly total precipitation (P, millimeters). By adding the soil moisture storage capacity
(SM, millimeters), the rainfall snowfall temperature threshold (SRT, degree Celsius), and
runoff factor (beta, percentage), it is possible to calculate the watershed runoff. Beginning
with temperature and latitude, the potential evapotranspiration (PET, millimeters) is
calculated as follows Equations (1)–(3):

PET = 16 × k × (
10 × Tm

I
)

a
(1)

I =
12

∑
n=1

i where i =
(

Tm
5

)1.514
(2)

a =
(

675 × 10−9 × I3
)
−
(

771 × 10−7 × I2
)
+
(

1792 × 10−5 × I
)
+ 0.49239 (3)
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where k is the latitude-dependent correction factor accounting the number of days in the
month and the actual number of hours of insolation; I is the annual heat index; a is a
coefficient strictly proportional to I. For the computation of the actual evapotranspiration
(AET, millimeters), the soil moisture storage capacity must be selected in reason of the soil
and crop type [1,3]. After that, according to the difference between monthly precipitation
and PET (millimeters) the soil moisture content changes to satisfy the water request from
the soil system. The water surplus is generated only after the soil moisture conditions are
satisfied and the temperature is above a rainfall–snowfall threshold (generally temperature
>−1 ◦C) [25]. The runoff factor (beta) is the percentage of the monthly water surplus implied
in the generation of the basin runoff, and it is usually settled equal to the 50% of the monthly
water surplus [24]. In fact, following the classical rational method, it depends on surface
cover and it is a constant value, strictly related to the percentage of impermeable catchment
area [26–28]. Other authors have demonstrated a seasonal variability of the beta parameter
over different climatic regions [29]. Although the setting of the runoff coefficient and soil
moisture initial conditions is extremely important for predicting catchment response, this
work aims to merely present an online application, which speeds up a widely accepted
routine, and it does not consider the calibration of such parameters. The issue related to
the snow accumulation and its melt rate is avoided through a simple mass balance. In fact,
the snowmelt is generally calculated through energy balance methods or physical-based
approaches, which require the availability of several meteorological and hydrological input
parameters, which are usually difficult to acquire [30]. The steps involved in the calculation
are summarized in the workflow presented in Figure 1. Using this method, it is possible to
calculate the components of the water cycle according to the Thornthwaite–Mather method
and, in addition, the monthly snowmelt runoff (SMRO, millimeters) and the monthly total
runoff (TOT RO, millimeters).

2.2. Exporting Algorithm to the Cloud

Today, the serverless computing approach is transforming attitudes towards com-
puting. In particular, the serverless approach is widely used in common applications
but is attracting the attention of scientists owing to its capability of allocating resources
in real time according to the number of requests/users, as reported in [31,32]. Several
service providers offer function-as-a-service (FaaS) solutions that could be used also for
scientific computation. A set of functions could be easily exposed to the cloud owing to the
availability of different runtime environments, such as Python, NodeJS, .NET core, and
Java. In particular, the use of Python by scientists is increasing, and this is demonstrated by
the wide availability of code and notebooks written in Python. The ability to convert pro-
grammed functions or methods into ready-to-use cloud services is leading to a seemingly
serverless development and deployment experience for application software engineers.
Without the necessity of allocating resources beforehand, the prototyping of new features
and workflows is becoming faster and more convenient for application service providers.
These advantages have served to boost the industry trend consequently called serverless
computing. The more precise, almost overlapping term in accordance with everything-as
a-service (XaaS) cloud computing taxonomies is function-as-a-service (FaaS).

The first implementation of the algorithm was performed in MATLAB. We decided to
open up the application to external users, and the export of MATLAB code directly to the
cloud is not straightforward. For this reason, we decided to port the code into the Python
language using libraries such as numpy, matplotlib, and pandas. After the porting, we
designed a cloud architecture based on the serverless approach to reduce the complexity
as much as possible in order to maintain and scale the computing. The development of
a WebApp simplifies the interaction with users, who are focused on the analysis of data
without installing additional software modules. Figure 2 shows the adopted architecture
that relies on cloud-based services. In particular, the user provides the required information
through the front-end (see Figure 3): (a) LAT; (b) SM; (c) beta; (d) P; (e) Tm.
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Figure 1. Workflow of the WaterbalANce code. P = monthly precipitation (mm); Tm = mean monthly tempera-
ture (◦C); LAT = latitude (◦); SM = soil moisture storage capacity value (mm); beta = dimensionless runoff coefficient
(%); SRT = snowfall rainfall threshold (◦C); PET = monthly potential evapotranspiration (mm); delta = P-PET (mm);
AET = monthly actual evapotranspiration (mm); ST = monthly soil moisture (mm); S = monthly water surplus (mm);
RO = monthly runoff (mm); RES(i − 1) = dynamic water stored in the basin in the previous month (mm); RES = dynamic
water storage available for the next month (mm); SMRO = monthly snow melt runoff (mm); TOT RO = monthly total
runoff (mm).
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Figure 3. Developed front-end using a standard (adopted for Italian application) to interact with the end-user to specify the
parameters and upload the data [https://italia.github.io/bootstrap-italia/ accessed on 12 January 2021].

Data are uploaded according to a template that we provide to the end-user. In
this phase, the application interacts with API gateway that triggers the lambda function.
The lambda function stores the file in a storage service (S3). After the file is stored, the
algorithm is executed using a custom layer on the lambda function to include the required
dependencies mentioned above. At the end of execution, the final report is stored in the
cloud storage, and using a simple notification system service, a message is sent to the
end-user, allowing them to retrieve the results in a format such as an Excel spreadsheet
file and a graphical plot (Figure 4). In this way, it is possible to scale the processing of
multiple requests. We decided to send the results by using an e-mail considering that the
user wishes to start the processing in an asynchronous way, without actively waiting. We
decided to use the lambda function as limits in terms of resources (e.g., memory) for our
application were expected. An alternative approach in the case of large datasets could rely
on an on-demand node that could be activated and managed by Kubernetes as a task, but
for our scenario, this configuration was not applicable. We also released the source code
under the GNU GPLv3 license as a public git-hub repository (public repository used to
share the code developed in the context of this work can be accessed via the following URL:
https://github.com/vrai-group/thornwaterbalance accessed on 12 January 2021) for users
who wish to integrate the developed algorithm into their pipeline.
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2.3. The Practical Case of the Reno at Pracchia Watershed (Northern Apennines, Central Italy)

The first application of the model was performed on a watershed with a drainage are
of roughly 39.8 km2, located in the highest region of the Reno river (Northern Apennines,
Italy), upstream of Pracchia village (610 m a.s.l.). Its maximum elevation is approximately
1640 m a.s.l., while the basin’s mean elevation is around 890 m a.s.l. From a geological
point of view, the catchment is characterized by the lithologies of the Tuscan Nappe
and Cervarola Unit (Figure 5). The Tuscan Nappe Unit crops out extensively in the
Northern Apennines and comprises a calcareous to shaly succession (Triassic–Oligocene)
and, at the top the Macigno Fm. (Upper Oligocene–Lower Miocene), a thick arenaceous
turbidite succession that is late Oligocene–Early Miocene in age. The Cervarola Unit (Lower–
Middle Miocene) covers broad areas of the Northern Apennines and is mainly formed by
a thick arenaceous turbidite succession. The permeability of these lithologies is mainly
driven by widespread tectonic deformation, demonstrated by extensive fracturing [33].
Consequently, the hydrogeological framework consists of small springs, with a local
groundwater recharge system emerging from the passage between the sandstone and
marly and clay lithologies [34]. The area is characterized by uniform morphometric setting,
and due to its small size and the scarce anthropization around the riverbed, it is well suited
to this type of analysis. The watershed is equipped for total rainfall and temperature and
river discharge measurements, and the devices are owned by Servizio Idrometeorologico—
ARPA Emilia Romagna Region; the daily and the mean monthly temperature, precipitation,
and river discharge have been monitored and published in the Annali Idrologici reports
(Part I, Part II) since 1968. Two different, continuous discharge datasets for the Apennines
watershed were selected: the first covered January 1971 to December 1976 (Series I) and the
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second covered January 2008 to December 2018 (Series II). A descriptive statistical analysis
was conducted (Table 1).
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Table 1. Descriptive statistics and comparison of modelled vs. measured discharge basic statistical
parameters (Series I and Series II). Values refer to mean monthly calculation.

Series I (January 1971–December 1976
Period)

Series II (January 2008–December 2018
Period)

Mean Min Max Std Median Mean Min Max Std Median

Modelled
discharge

(m3/s)
1.572 0.004 5.945 1.285 1.621 1.389 0.000 6.550 1.633 0.827

Measured
discharge

(m3/s)
1.591 0.108 7.145 1.362 1.345 1.599 0.050 8.610 1.771 0.845

Tm (◦C) 9.9 0.9 22.0 6.0 8.85 10.9 −0.5 22.3 6.2 10.7
P (mm) 155.4 27.9 496.4 94.5 133.7 136.4 4.6 576.8 127.8 96.85

355



Hydrology 2021, 8, 34

To run the model and to provide an example to the WebApp stakeholders (presented
in the “Methods” section of the WebApp), the LAT, SM, SRT, and beta parameters were set
based on expert knowledge of the geographical, geological, and climatic features of the
area [35]. Respectively, LAT = 43 degrees, the SM = 200 mm, SRT = −1 ◦C and beta = 70%.
Starting with TOT RO (mm) obtained as output, the modelled discharge (m3/s) was
calculated by multiplying the latter with the drainage area (39.8 km2).

2.4. The Practical Case of the Savica at Ukanc Watershed (Northwestern Slovenia)

The second application of the WebApp was performed on the highest region of the
Savica river (Northwestern Slovenia, Figure 6).

Hydrology 2021, 8, x FOR PEER REVIEW 8 of 14 
 

 

Table 1. Descriptive statistics and comparison of modelled vs. measured discharge basic statistical 
parameters (Series I and Series II). Values refer to mean monthly calculation. 

 
Series I (January 1971–December 

1976 Period) 
Series II (January 2008–December 

2018 Period) 
Mean Min Max Std Median Mean Min Max Std Median 

Modelled 
discharge (m3/s) 

1.572 0.004 5.945 1.285 1.621 1.389 0.000 6.550 1.633 0.827 

Measured 
discharge (m3/s) 

1.591 0.108 7.145 1.362 1.345 1.599 0.050 8.610 1.771 0.845 

Tm (°C) 9.9 0.9 22.0 6.0 8.85 10.9 −0.5 22.3 6.2 10.7 
P (mm) 155.4 27.9 496.4 94.5 133.7 136.4 4.6 576.8 127.8 96.85 

To run the model and to provide an example to the WebApp stakeholders (presented 
in the “Methods” section of the WebApp), the LAT, SM, SRT, and beta parameters were 
set based on expert knowledge of the geographical, geological, and climatic features of 
the area [35]. Respectively, LAT = 43 degrees, the SM = 200 mm, SRT = −1 °C and beta = 
70%. Starting with TOT RO (mm) obtained as output, the modelled discharge (m3/s) was 
calculated by multiplying the latter with the drainage area (39.8 km2).  

2.4. The Practical Case of the Savica at Ukanc Watershed (Northwestern Slovenia) 
The second application of the WebApp was performed on the highest region of the 

Savica river (Northwestern Slovenia, Figure 6).  
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The drainage area is roughly 67 km2, and it extends from 520 to 2800 m a.s.l. [37]. The 
river provides the main recharge of Bohinj Lake, the largest natural lake in Slovenia, and 
it is one of the two main sources of the River Sava, which constitutes the main trans-
boundary river basin in the West Balkans and is part of the Danube basin [36]. From a 
geological point of view, the catchment is predominantly Dachstein limestone of Upper 
Triassic age, subordinated by a small number of dolomite beds [38]. In accordance with 

Figure 6. Geological sketch map of Savica at Ukanc watershed (modified from [36]).

The drainage area is roughly 67 km2, and it extends from 520 to 2800 m a.s.l. [37]. The
river provides the main recharge of Bohinj Lake, the largest natural lake in Slovenia, and it
is one of the two main sources of the River Sava, which constitutes the main trans-boundary
river basin in the West Balkans and is part of the Danube basin [36]. From a geological
point of view, the catchment is predominantly Dachstein limestone of Upper Triassic
age, subordinated by a small number of dolomite beds [38]. In accordance with many
other authors [39–41], the main river recharge area is positioned on the high karstified
mountainous plateau that extends into the rugged high mountain chain. Data on river
discharge are available only at the gauging station, Savica Ukanc (Elev: 528.83 m a.s.l),
which is positioned 720 m before the confluence of the river with Bohinj Lake. Rainfall
measurements are provided by the Slovenian Environmental Agency, and the rainfall
station gauge available in the watershed is Bohinjska Cesnjica. LAT, SM, SRT, and beta
parameters were set, respectively, to: LAT = 46 degrees, the SM = 100 mm, SRT = −1 ◦C,

356



Hydrology 2021, 8, 34

and beta = 50%. Starting with TOT RO (mm) obtained as output, the modelled discharge
(m3/s) was calculated by multiplying the latter with the drainage area.

We emphasize that in both applications, SM and beta are not calibrated. Modelled
discharge values were compared to the measured values by using Pearson’s coefficient
of determination (R2), a standard means of measuring the error of a model in predicting
quantitative data. The application of the model to the Reno at Pracchia watershed was
also validated in a mean annual hydrologic year. This option can be set directly through
the graphical user interface (Figure 3). Moreover, to identify if the discrepancy between
measured and modelled discharge is linked to the peculiar meteoclimatic conditions, the
difference between measured and modelled discharge data was plotted against the mean
monthly precipitation (Figure 9).

3. Results and Discussion
3.1. Reno at Pracchia Watershed

For each time series, mean monthly modelled discharge values with an associated
error of 5% were compared to the observed values (Figure 7).
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Figure 7. Comparison of mean monthly measured and modelled discharge, monthly precipitation, and mean monthly
temperature data for time series I (a) and II (b).

In Figure 8a,b, mean monthly measured discharge data are plotted against the mod-
elled data. The correlation is slightly stronger for Series I (R2 = 0.87) with respect to Series
II (R2 = 0.83). This result is also evidenced by Figure 9a, for which the difference between
measured and modelled discharge is close to zero for all the observed periods. Regarding
Series II, the larger differences between measured and modelled data were collected during
the rainiest months (e.g., November 2009, 2014, 2016, and December 2013). In all these
periods, we observe a positive difference of around 2 cubic meters, always suggesting a
higher measured discharge with respect to the modelled value (Figure 9b). This finding
could be connected to extreme rainfall events that occurred after prolonged dry periods.
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is the reference line (1:1).
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Regarding the correlation of discharge data calculated in a mean hydrological year
(Figure 8c,d), the Series I again demonstrates a slightly stronger correlation (R2 = 0.97) with
respect to Series II (R2 = 0.95), both stronger than the monthly results.

The choice of SM and beta parameters, although not calibrated, have led to good
simulation of the flow rates of the Reno at Pracchia watershed.

Table 1 shows the basic statistical results for the analyzed time series, with particular
attention given to the model’s results and the hydrological conditions during the moni-
toring period. As supported by the Pearson’s coefficient of determination (Figure 7), the
measured and modelled statistical parameters are extremely similar to one another. For
instance, the mean discharge values for both the time series are quite similar (1.572 m3/s
vs. 1.591 m3/s in Series I and 1.389 m3/s vs. 1.599 m3/s in Series II), also confirmed by the
median values.

3.2. Savica at Ukanc Watershed

The results for the Savica at Ukanc watershed, presented in Figure 10, highlight the
good performance of the Thornthwaite–Mather method during the winter and autumn
seasons, while a discrepancy between modelled and measured discharge was observed
between April and June.
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son’s correlation coefficient is equal to 0.39. If the period between April and June for each 
year (red crosses in Figure 11b) is not considered, R2 is equal to 0.83. This behavior can be 
explained by the underestimation of the precipitation that falls in solid form using the rain 
gauge available in the watershed. This discharge regime is classified in accordance with 

Figure 10. Comparison of mean monthly measured and modelled discharge, monthly precipitation, and mean monthly
temperature data for Savica at Ukanc.

Descriptive statistics of the temperature and precipitation data used as input in the
model, coupled with basic statistics of mean monthly modelled discharge vs. measured
discharge, are shown in Table 2.

Table 2. Descriptive statistics of meteorological data and comparison of modelled vs. measured
discharge basic statistical parameters. Values refer to mean monthly calculation.

Mean Min Max Std Median

Modelled discharge (m3/s) 2.957 0.023 13.683 2.814 2.155
Measured discharge (m3/s) 4.544 0.098 14.610 3.886 2.876

Tm (◦C) 11.2 −3.5 23.1 7.8 11.2
P (mm) 179.4 0.0 739.0 140.4 150

Considering the correlation between the mean monthly measured and modelled
discharge data of the whole dataset from January 2016 to December 2019 (Figure 11a),
Pearson’s correlation coefficient is equal to 0.39. If the period between April and June for
each year (red crosses in Figure 11b) is not considered, R2 is equal to 0.83. This behavior
can be explained by the underestimation of the precipitation that falls in solid form using
the rain gauge available in the watershed. This discharge regime is classified in accordance
with [42], as predominately dominated by snow melting; then, the rainfall’s contribution to
the water balance is subordinated.
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Regarding the applicability of the Thornthwaite–Mather method, although some lim-
itations to its use are reported in the literature. For instance, the method is usually applied 
where the geological site is characterized by the presence of soil cover [43], but in a few 
cases, it has been used in soil-less environments such as karst limestone aquifers [44,45].  

In our study, the discharge data for the Reno at Pracchia watershed are quite well 
simulated (particularly in Series I) using the Thornthwaite–Mather method. In contrast, 
the Savica at Ukanc watershed, which is affected by the underestimation of snowfall and 
snow melting, is not a suitable area for which to simulate river discharge in the period 
between April and June.  

4. Conclusions 
The implementation of a WebApp for automatic water balance calculation allows the 

users to more efficiently carry out computation for large datasets. End-users will be pro-
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Figure 11. Mean monthly measured vs. modelled discharge data (m3/s) for Savica at Ukanc
watershed. (a) All datasets; (b) discarding the months between April and June for each year (red
crosses). The dashed line represents the linear data interpolation, while the black solid line is the
reference line (1:1).

Regarding the applicability of the Thornthwaite–Mather method, although some
limitations to its use are reported in the literature. For instance, the method is usually
applied where the geological site is characterized by the presence of soil cover [43], but in a
few cases, it has been used in soil-less environments such as karst limestone aquifers [44,45].

In our study, the discharge data for the Reno at Pracchia watershed are quite well
simulated (particularly in Series I) using the Thornthwaite–Mather method. In contrast,
the Savica at Ukanc watershed, which is affected by the underestimation of snowfall and
snow melting, is not a suitable area for which to simulate river discharge in the period
between April and June.

4. Conclusions

The implementation of a WebApp for automatic water balance calculation allows the
users to more efficiently carry out computation for large datasets. End-users will be pro-
vided with a template where data can be easily uploaded. The use of a serverless approach
also represents a new means of processing data in case of scientific use. Data (input and
output) are managed through several cloud services decoupling each component, also
enabling automatic scalability. An Excel spreadsheet file and a graphical plot are sent to the
users by e-mail, allowing the process to be run several times using different input parame-
ters. Thanks to this automatic procedure for water balance calculation, it is possible to more
quickly test the applicability of the Thornthwaite–Mather method in different geological
and hydrogeological contexts and to discuss the important issue, which deserves to be
studied in greater depth. In fact, in contrast to the classic MS Excel spreadsheet file, where
time is proportional to the amount of data, the use of a WebApp permits the execution
of the Thornthwaite–Mather method in a few minutes, regardless of the amount of input
data. Moreover, no additional software modules need to be installed, and this simplifies
the interaction with the final user, who can focus on the analysis of data. The availability
of the source code as a public git-hub repository is useful for users who wish to integrate
the developed algorithm into their pipeline. Future improvements of the WebApp may
involve consideration of fraction of monthly precipitation that becomes snow, the function
of the temperature, geographic location, elevation, and the aspect, as suggested by [46],
in addition to testing the method in different contexts. For example, particular attention
should be paid to the infiltration process in the soil or even in soil-less situations to improve
the calibration of input parameters. The soil moisture storage capacity (SM) and the beta
parameters, which influence the model discharge performance, should be improved by
an automatic calibration procedure in order to minimize the associated mean absolute
error between modelled and measured discharge. Once the calibration is performed on a
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basin with certain physical characteristics (e.g., soil and crop type, land use, morphometric
characteristics, and lithology), the parameters obtained can aid in the simulation of the
discharges of ungauged watersheds for water management.
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Abstract: In order to measure flow rate in open channels, including irrigation channels, hydraulic
structures are used with a relatively high degree of reliance. Venturi flumes are among the most
common and efficient type, and they can measure discharge using only the water level at a specific
point within the converging section and an empirical discharge relationship. There have been a
limited number of attempts to simulate a venturi flume using computational fluid dynamics (CFD)
tools to improve the accuracy of the readings and empirical formula. In this study, simulations on
different flumes were carried out using a total of seven different models, including the standard
k–ε, RNG k–ε, realizable k–ε, k–ω, and k–ω SST models. Furthermore, large-eddy simulation (LES)
and detached eddy simulation (DES) were performed. Comparison of the simulated results with
physical test data shows that among the turbulence models, the k–εmodel provides the most accurate
results, followed by the dynamic k LES model when compared to the physical experimental data.
The overall margin of error was around 2–3%, meaning that the simulation model can be reliably
used to estimate the discharge in the channel. In different cross-sections within the flume, the k–ε
model provides the lowest percentage of error, i.e., 1.93%. This shows that the water surface data are
well calculated by the model, as the water surface profiles also follow the same vertical curvilinear
path as the experimental data.

Keywords: venturi flume; CFD; OpenFOAM; RANS; turbulence model; numerical simulation;
Parshall flume

1. Introduction

The Parshall flume is a simple static measuring device with no moving parts that is
used to determine the flow rate in an open channel where a constant recording of discharge
is required. The initial idea by Ralph Parshall in designing the Parshall flume was to make
it easier for water users, like farmers, who do not have access to sophisticated types of
equipment, to be able to determine how much water is delivered to them with an acceptable
level of accuracy [1]. Currently, Parshall flumes are mainly used in irrigation and sewer
systems to measure the flowrate [2]. In general, they are designed to generate a critical
flow within the throat section, which affects the water level along the converging section
upstream, implementing an empirical relationship between water surface elevation and
discharge results in finding the discharge value at a specific time from the water surface
elevation.

Variations of Parshall flumes are typically restricted to the dimensions of the geome-
tries proposed by Ralph Parshall in 1936 for limited size numbers, i.e., 16 sizes, which
vary in the opening from 1” to 144”. The arbitrary dimensions of the flumes used in
various open channels in recent years have not been comprehensively studied. Since then,
technology has advanced significantly, especially in the development of computational
tools. Numerical simulations have introduced a new revolutionary chapter to the design
of hydraulic structures, allowing engineers to extend their full potential by designing a
variety of different hydraulic structures with new arrangements in their dimensions and
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shapes. They allow designers to optimize the specifications of their design to suit the
need of the project’s objective. Computers and modeling software offer possibilities to
perform extensive calculations, and they allow new designs to be tested with relatively
low cost. For instance, a proposed hydraulic structure can be simulated to study its be-
havior under working conditions. This provides engineers with extensive variations in
geometries and dimensions when designing a structure. Using computer models makes it
possible to implement Parshall flumes with complex shapes and dimensional limitations
where needed.

The authors of [3] used a numerical model to develop an alternative rating equation
to be implemented at low discharge for different flume sizes. In a study on a submerged
Montana flume, to prove the reliability of the CFD programs’ accuracy, the flow rate was
calculated with FLOW- 3D. It is shown that the numerical results closely matched the
experimental results. Furthermore, it is revealed that a free-flow equation for a Parshall
flume would also be a good fit for a Montana flume [4]. To determine the accuracy of a field-
scaled Parshall flume at a wastewater system in Minneapolis, Minnesota, [5] implemented
the large-eddy simulation (LES) and level-set method to compute the turbulent flow under
two-phase flow conditions. A three-dimensional finite difference code, SOLA-FLUMP,
is presented by [6] to assess the various effects due to the sloped channel, the upstream
velocity profile distortion, and the geometry of the flume.

A parametric study was performed in terms of stability and accuracy on Reynolds-
average Navier–Stokes (RANS) and hybrid RANS/LES turbulence models and numerical
schemes offered in openFOAM, an open-source software, by [7]. From the results, the
second-order upwind scheme and limiters were found to be the most stable with the lowest
computational cost, thereby providing the highest level of accuracy for RANS models.

It is important to determine the degree of reliability of the model that is going to be
used for a specific simulation. One of the most dependable approaches is to evaluate the
simulated results with actual experimental data. In this paper, different simulated datasets
generated from seven dissimilar methods, i.e., standard k–ε, RNG k–ε, realizable k–ε, and
k–ω SST; large-eddy simulation (LES); and detached eddy simulation (DES) are examined
versus four physical datasets obtained from physical experiments on different flumes with
different discharges.

A high-order partial differential equation, like the momentum transport equation, that
includes nonlinear terms cannot be solved analytically to obtain a general solution. Numer-
ical solutions require discretization techniques to reshape the continuous partial differential
equation into a discrete equation. Computational fluid dynamics (CFD) using the finite
volume method (FVM) [8] can be very useful for this purpose. With the rapid increase in
the computational capability of computers, large-eddy simulation (LES) is increasingly em-
bedded in the CFD models used by researchers and engineers to solve turbulent flows [9].
LES is a compromise between the efficiency of Reynolds-average Navier–Stokes (RANS)
and the prohibitive computational cost of direct numerical simulation (DNS). Approaches
of LES or the variant hybrid family like RANS/LES (DES) are progressively taking over the
computationally expensive DNS approach to solve problems with compound geometries
and flow properties [10].

The authors of [11] tried to introduce a correction coefficient to a 24” Parshall flume
where the positions of the staff gauges were mislocated and the condition of the flume
entrance was set up differently from the one introduced by [1]. They used numerical
modeling to implement the correction factor for other sizes of Parshall flumes. Based on
this study, a part of the small deviations, the physical model, and numerical simulation
were aligned with one another.

In order to decrease the head loss in a curved flume, three flumes were studied on
the basis of critical flow by [12]. The study was conducted on laboratory experimental
results versus numerical simulation data. The hydraulic parameters such as velocity of the
free surface and the depth of water were analyzed and compared. A maximum error of
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4.7% in the water depth was obtained. It was shown that a good consistency was achieved
between numerical simulation and experimental data.

The objective of this paper is to solve the Navier–Stokes equations using OpenFOAM
to study the behavior of various numerical models in simulating Parshall flumes similar in
size and flowrate to the flumes used in physical experiments by Dursun (2016).

Based on the literature review at the beginning, there is no comprehensive numerical
solution that has been conducted on the models simulating the hydraulic structures, i.e.,
Parshall flume. The reliability of RANS LES and DES turbulence models in simulations has
been studied in this research by evaluating the performance of seven turbulence models
against the experimental data of different Parshall flume structures. Subsequently, the
consistency of the simulations was determined in various scenarios in relation to the
experimental data. Based on what was discussed in the literature review, seven turbulence
models, i.e., RAS models (including standard k–ε, RNG k–ε, realizable k–ε, and k–ω SST)
and hybrid RANS/LES models (such as k–ω, SST-DES, and an LES models, namely, the
Smagorinsky method and dynamic K LES method), respectively, were selected due to their
wide usage and advantages compared to other turbulence models.

This paper is organized as follows: the methodology is explained in the next sec-
tion, including governing equations, turbulence models (including RANS, LES, and DES
models), numerical setup (including initial and boundary conditions), mesh analysis, and
data; the results and discussion are then presented, in which the performance of numerical
models is discussed. Some concluding remarks complete the study.

2. Methodology

By the increasing power of processors, computational fluid dynamics (CFD) has be-
come the most convenient tool to simulate fluid motion. In CFD, the fluid’s flow establish-
ment follows physical parameters, including pressure, viscosity, velocity, and temperature.
In order to simulate a physical case related to the fluid flow, the physical properties should
be taken into account accurately.

CFD approaches are used in solving the fluid flow equations as well as fluid interaction
with solid bodies. The Euler equation for inviscid fluid and the Navier–Stokes equation for
viscous fluid can be derived in their integral arrangement with respect to the conservation
of energy, mass, and momentum [13].

OpenFOAM is one of the open-source solvers for CFD that is widely used for simu-
lations. It is a platform including numerous C++ libraries and applications that are able
to solve numerically the continuum mechanics problems [14]. It uses a tensorial method
that implements an object-oriented programing approach and employs the finite volume
Method (FVM).

2.1. Governing Equations

A viscous incompressible fluid flow is governed by a general three-dimensional
system of equations, called the Navier–Stokes system, that consists of momentum and
continuity equations. The system is described as follows [15,16]:
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where ρ denotes density; p represents total pressure; u, v, and w represent the velocity in
three different directions, i.e., x, y, and z; t is used for time; and gravitational acceleration is
denoted by g. ρ is obtained using the following equation:

ρ = αρ1 + (1− α)ρ2 (5)

Here, ρ1 and ρ2 represent the air and water densities, the two phases of the involved
fluid. The α value varies from 1 to 0 depending on the location, where 1 denotes the
presence of water and 0 shows the presence of air. Any number between these two values
represent the interface.

Finally,

∇2 =
∂2

∂x2 +
∂2

∂y2 +
∂2

∂z2 (6)

2.1.1. Equation of the Free Surface

With respect to the zero pressure at the surface, the free surface was analyzed with the
volume-of-fluid (VoF) method. The following equation is used by VoF:

∂α

∂t
+

∂(αu)
x

+
∂(αv)

y
+

∂(αw)

z
= 0 (7)

As stated earlier in this paper, a powerful open-source CFD, i.e., OpenFOAM applica-
tion, was used for the purpose of the numerical simulations.

The flow motion in a Parshall flume was simulated in this study with the help of
seven different turbulence models: standard, realizable, and RNG k–ε models; k–ω SST
models; and detached eddy simulation (DES) models, such as k–ω SST-DES; as well as
LES methods, including the Smagorinsky LES model and dynamic K LES model. In the
following, a brief description of each selected model is provided.

2.1.2. Reynolds-Average Navier–Stokes (RANS) Approach

The Reynolds-average Navier–Stokes Model is currently the most popular approach
for the simulation of fluid flow. This approach essentially uses a viscosity term to approxi-
mate the turbulence equations. K is a term in these models that represents the fluctuations
of the turbulence kinetic energy per unit mass.

Standard k–ε Model

This model requires two additional transport equations: one for turbulent kinetic
energy (k) and another for energy dissipation (ε). Apart from its poor performance in large
adverse pressure gradient cases, it is known as one of the most popular turbulence mod-
els [17]. This model comes from the Reynolds-averaged Navier–Stokes (RANS) category
where modeling is applied to all properties of fluid motion.

The equation for turbulent kinetic energy k and dissipation ε is shown below:

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=

∂

∂xj

[
µt

σk
∂k
∂xj

]
+ 2µtEij · Eij − ρε (8)

∂(ρε)

∂t
+

∂(ρεui)

∂xi
=

∂

∂xj

[
µt

σε

∂ε

∂xj

]
+ C1ε

ε

k
2µtEij · Eij − C2ερ

ε2

k
(9)

ε is the component that controls the turbulence scale where k represents the turbulence
kinetic energy. The reader is referred to [15] for further details and values of the coefficients.

Realizable k–ε

The latest improved form of the three k-epsilon models is the realizable k-epsilon
model [18,19]. There are two significant differences when this model is compared to the
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standard k-epsilon model. Firstly, formulation of the turbulence viscosity has been revised.
Secondly, the dissipation rate transport equation is explained based on the equation of
transport of the mean-square vorticity [19,20].

∂

∂t
(ρk) +

∂

∂xj

(
ρkuj

)
=

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + SK (10)

∂
∂t (ρε) + ∂

∂xj

(
ρεuj

)
= ∂

∂xj

[(
µ + µt

σε

)
∂ε
∂xj

]
+ ρC1Sε− ρC2

ε2

k+
√

νε
+ C1ε

ε
k C3εGb + Sε (11)

The reader is referred to [21] for further details and value of the coefficients.

2.1.3. LES Approach
Smagorinsky LES Model

This model was originally developed within the metrological community to simulate
atmospheric air currents [22]. As a well-known subgrid-scale model according to [23], the
Smagorinsky model estimates the shear as

ν
Smag
t =

(
CSmag∆

)2∣∣S
∣∣ (12)

Sij =
1
2

(
∂ui
∂xi

+
∂uj

∂xj

)
(13)

where ∣∣S
∣∣ =

√
2SijSij (14)

The reader is referred to [22] for further details and values of the coefficients.
One of the main disadvantages of this model is the lack of ability to predict the energy

transfer from subgrid-scale structures to the greater resolved scales; thus, the model is
totally dissipative. Another problem with the Smagorinsky model is that its coefficient has
to be adjusted for every flow field. However, it is still one of the well-known models in
the field of CFD. The Smagorinsky model is easy to use in numerical simulations. If the
Smagorinsky coefficient is adjusted based on the local characteristics of the fluid motion, it
can generate more accurate results [23].

The Dynamic One-Equation Model

The SGS stresses determine how successful an LES model can be. As a simple model,
in the Smagorinsky model, the factor of the proportionality is a fixed value that has to be
determined before running the model. In reality, the factor is a flow-dependent value and
is not defined as a single universal constant. The weak point of the model comes from this
section. There have been attempts to improve this model [24,25]. Moreover, this model
is completely dissipative, and there is always a transformation of large-to-small scale for
the energy.

On the other hand, dynamic models are the best choice to substitute the Smagorinsky
model. In this model, the C value of the subgrid eddy viscosity is determined while the
simulation is computed [26]. In recent decades, a one-equation dynamic model has been
presented [27]. The equation of the dynamic model is presented below.

D
Dt

(ρk) = ∇ · (ρDk∇k) + ρG− 2
3

ρk∇ · u− Ceρk1.5

∆
+ sk (15)

where the Ce and Sk coefficients are derived from local flow properties [21]. The reader is
referred to [28] for further details.
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2.1.4. DES Approach
k–ω SST-DES

While the RANS model is derived through Reynolds temporal averaging, the LES
model is the result of spatial filtering. Between these two methods, the difference is
the magnitude of the generated eddy viscosity. This is one of the main reasons for the
development of the DES model, which has the ability to cover the weaknesses of LES when
it comes to treating wall regions with very fine mesh [29].

The RANS approach is used in the near-wall region by the DES method where, at the
same time, the LES model is applied to the rest of the region excluding the wall region. The
region associated with the LES model is usually the core turbulent area, where large-scale
turbulences play a major role. Within this area, the DES approach uses a LES subgrid-scale
model, while for the near-wall region, it uses the RANS model [30].

A DES-improved form of the k–ω SST method is the k–ω SST DES approach [31,32].
Recently, in the aerodynamic field, DES has been widely implemented due to its computa-
tional speed and quality of results. It is proven to be less computationally expensive, and it
generates better results than steady RANS [33,34].

The turbulence specific dissipation rate equation is given by

D
Dt

(ρω) = ∇ · (ρDw∇ω) + ργ
G
ν
− 2

3
ργω(∇ · u)− ρβω2 − ρ(F1 − 1)CDkω + Sω (16)

and the turbulence kinetic energy is calculated as

D
Dt

(ρk) = ∇ · (ρDk∇k) + min(ρG, (c1β∗)ρkω)− 2
3

ρk(∇ · u)− ρ
k1.5

d
+ sk (17)

the length scale, d, is given by

min

(
CDES∆,

√
k

β∗ω

)
(18)

and the turbulence viscosity is obtained using

νt = α1
k

max(α1ω,b1F23S)
(19)

The reader is referred to [35] for further details and value of the coefficients.

2.2. Numerical Setup
2.2.1. Numerical Solution Details

The combination of the finite volume method with the VoF method was used in the
model. To solve the governing equation of motion, the “interFoam” solver was imple-
mented in OpenFOAM. The temporal term was discretized with the help of a Eulerian
scheme, besides the Gauss linear method, which is used for the gradient term. For the
Laplacian, the corrected Gauss linear method was applied. The divergence terms were
discretized using a Gauss vanLeer plus Gauss linear scheme. The linear scheme was used
to discretize the interpolation term.

The tolerance level was defined for each individual variable, while the desired conver-
gence was expected to be achieved where an iterative solver was used in the processing.
The Gauss–Seidel technique was applied with a level of accuracy of 10−5 for the fraction of
liquid (α), 10−8 for pressure, and 10−8 for the velocity.
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2.2.2. Initial Conditions

The flume had a fixed inlet flow velocity for each case, i.e., a discharge of 20 L/s or
30 L/s as the initial conditions. There was no initial acceleration or dissipation defined
in the model. There was no flow across the walls, i.e., there was no liquid coming in or
getting out through the wall boundaries at the defined locations. Initial water surface was
set to be constant everywhere.

2.2.3. Boundary Conditions

There were different boundary conditions employed in this simulation as illustrated
in Figure 1. Hydraulically smooth walls were considered in this study, and standard
wall functions were employed. Water discharge was specified at the inlet. Zero gradient
condition was considered at the outlet. The free surface was tracked based on the volume-
of- fluid method based on a zero pressure condition at the interface of air and water.
Figure 1 below shows the boundary segments from the side view and top view of the
simulated Parshall flume.

Figure 1. Side view and top view of the boundary condition of the modeled Parshall flume.

2.2.4. Mesh Analysis

In this study, in order to determine the optimum size of the mesh, mesh sensitivity
analysis was conducted. The mesh grid used in this paper is a structured mesh. The
purpose of this analysis is to find the finest mesh size for which the results will not be
affected further.

Figure 2 shows the mesh sensitivity analysis performed on the Parshall flume. The
maximum cell number was 263,700 cells for this structure. The optimal case in terms of
computational cost and changes in results is that illustrated in Figure 2b, with a total of
74,496 cells. Greater reduction applied on the cell size did not significantly change the
numerical results.
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Figure 2. Mesh convergence analysis. Side view and 3D views of the Parshall flume mesh: (a) the mesh with a total of
52,200 cells; (b) the mesh with a total of 74,496 cells; (c) the mesh grid with a total of 263,700 cells.

In Figure 3, the results of the mesh sensitivity analysis are provided for the cross-
sections 4–6. As the size of the original coarse mesh became finer, the simulated water levels
approached the values of the experimental data. In this study, the initial number of cells
was 52,200, and it was gradually increased to 74,496 and further to 263,700 cells. The results
from the last two finer meshes show negligible difference; hence, the mesh containing
74,496 cells was selected and further used to implement the remaining turbulence models.

Figure 3. Mesh analysis graphs for the cross-section 4–6.

2.2.5. Data

The experimental tests were conducted in the hydraulic laboratory of Firat University,
Elazig, Turkey (Dursun, 2016). The tests were performed in a rectangular channel with the
dimensions of 0.4 by 5 by 0.6 m in width, length, and depth, respectively. The purpose of
these experiments was to determine the changes in the quantity of the dissolved oxygen of
the stream before and after a Parshall flume structure was introduced. The dimensions of
the Parshall flumes that was used in this research were the same as the 3-inch (7.62 cm)
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Parshall flume with a 45 degree wing wall. The discharge in the experiment was measured
using an electromagnetic flow meter.

The model was run for 300 time-steps where, after 120 steps, water levels became
steady; water surface fluctuations, for instance, were limited to +/−0.003 m. The water
level is shown using a post-data analysis software called ParaView. At the point of interest,
two vertical planes (perpendicular to each other) were introduced, where the intersection
line between the two planes was set to pass the desired point. The Y-coordinate (water
level) of the line was extracted using the calculator filter; for example, the water level at
each desired time step is shown afterwards in the tabulated mode in a separate window in
ParaView.

3. Results

The numerical simulation for the experimental case conducted by [2] is performed
in this study. The Parshall flume used in this study is a 3-inch Parshall flume modified to
meet the experimental criteria. OpenFOAM was used as an open source CFD tool to carry
out the numerical simulation of the Parshall flumes.

Switching from a coarse size mesh grid to a finer grid size in the mesh sensitivity
analysis led to some change seen in the numerical simulation model results. As the flow
rate decreased from 30 to 10 L/s, the model tended to produce better results. This pattern
is observed in the k–ε model as well as the other RANS models.

Water surface elevations in seven cross-sections were compared with the experimental
results with three different flowrate values, i.e., 10, 20, and 30 L/s. Figure 4 shows water
surface elevation for the flowrate of 10 L/s using seven various models. As shown in
Figure 4, all models follow the same pattern as the experimental data. Figures 5 and 6 are
introduced to show more clarified view of the water level data. Based on the results of
various turbulence models used in simulations, the k–ε turbulence model provides the
most accurate simulation compared to the other models used in this study.

Figure 4. Comparison of experimental water level results (obtained with the average measuring error of 1.93–2.58%) with
the numerical simulation results for the discharge of 10 L/s.
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Figure 5. Comparison of experimental water level results (obtained with the average measuring error of 1.93–2.58%) with
the numerical simulation results for the discharge of 10 L/s (for cross-sections 2–5).

Figure 6. Comparison of experimental water level results (obtained with the average measuring error of 1.93–2.58%) with
the numerical simulation results for the discharge of 10 L/s (for cross-sections 6 and 7).

The locations of the cross-sections in the Parshall flume are denoted in Figure 7 where
at all critical locations, a cross-section is introduced. The reason for choosing the cross-
section locations, as shown in Figure 7, is that in the laboratory experiment conducted by
Dursun in 2016, the same locations were chosen; hence, water level data were also available
for them.

Figure 7. Location of cross-sections of Parshall flume.
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In Figure 8, the fluid flow in the Parshall flume with a flowrate of 10 L/s is illustrated.
As the stream lines indicate, the velocity of the fluid prior to the flume throat displays a
maximum of 1 m/s, and by the time it reaches the narrow section with a declining floor, the
speed rapidly increases by 50%. This is the section where the fluid experiences supercritical
flow. It continues to increase by the end of the divergence section where maximum velocity
is reached (red arrows), i.e., 2 to 2.5 m/s. Once the fluid reaches the inclined slope in the
divergence section downstream, the flume forces it to develop a hydraulic jump.

Figure 8. 3D, top, and side views of the Parshall flume.

The velocity profiles of all seven turbulence models at cross-section 5, where the
numerical models exhibited the maximum velocity, are shown in Figure 9. The comparison
between different velocity profile shows that in the seven different turbulence models, the
values are almost identical, with a difference margin of 0.04 m/s at the maximum velocity
points. The maximum recorded velocity in the flume for different models is within the
range of 1.26–1.28 m/s in the different models. The “y” axis is the local coordinate of the
flume throat defined in the OpenFOAM computational domain.

Figure 9. Comparison of the velocity profile at cross-section 5 and the results obtained using the investigated turbu-
lence models.
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As illustrated in Figure 10, the velocity is constant upstream of the midsection of the
converging area. At the end of this section, the flow is forced to increase its velocity due
to the narrow design of the throat combined with a sharply slopped bed. The velocity
streamlines after the throat section of the flume show that the velocity magnitude is greater
than that observed throughout the rest of the structure. Once the flow immediately exits
the divergence section, it attains maximum velocity.

Figure 10. 3D and side view of the velocity field of the flume with a flowrate of 10 L/s.

The flume’s pressure field is represented in Figure 11. In the section between cross-
sections 5 and 6, the pressure is negative. As illustrated in this figure, due to the throat
section, the pressure is built up in the upstream, while when passing cross-section 5 toward
downstream, the value of the pressure drops rapidly.
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Figure 11. 3D and side view of the pressure field in the flume with a flowrate of 10 L/s.

4. Discussion

The percentage difference of water level values of the numerical models and the
experimental data is specified in Table 1 below. The calculation is performed based on the
following relationships [15]:

Error =

∣∣Hexp − Hsim
∣∣

Hexp
× 100 (20)

RMSE =

√
Σ(hexp−hsim)2

n
(21)

R2 =
∑(ŷ− y)2

∑(y− y)2 (22)

CRMSE =

√√√√∑n
i=1

(
(Xcalc

i − Xcalc
mean)− (Xexpr

i − Xexpr
mean)

)2

n
(23)

Here, the root mean square error (RMSE), centered root mean square error (CRMSE),
and correlation coefficient (R) are used in order to compare the simulation results with
experimental data. The results from the above formulas are presented in Table 1, where
different types of error analysis are applied in order to determine the reliability of the
numerical simulations.
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Table 1. The error percentage, root mean square error (RMSE), standard error, R2 and centered root mean square error
(CRMSE) of the simulated data vs. experimental data.

Error Percentage Avrg. Err % RMSE Stndr Err R2 CRMSE

Cross-Sections 1 2 3 4 5 6 7

Kepsilon 2.30% 0.31% 0.11% 0.71% 4.16% 3.91% 2.03% 1.93% 0.49% 0.23% 0.996 0.47%
RNG Kepsilon 2.30% 0.70% 0.51% 1.12% 3.27% 3.30% 3.78% 2.14% 0.44% 0.18% 0.997 0.43%

Realizable Kepsilon 3.11% 0.31% 0.51% 1.12% 3.27% 3.91% 3.78% 2.29% 0.49% 0.00% 0.996 0.49%
Komega SST 4.73% 0.09% 0.11% 0.31% 4.16% 4.52% 3.78% 2.53% 0.64% 0.08% 0.993 0.63%

Komega SST DES 4.33% 0.49% 0.29% 0.10% 4.16% 4.52% 3.78% 2.52% 0.61% 0.14% 0.993 0.60%
Dynamic-K 3.92% 1.90% 2.10% 3.14% 0.62% 0.85% 2.03% 2.08% 0.55% 0.09% 0.998 0.43%

Smagorinsky 4.33% 2.69% 2.90% 3.54% 0.18% 0.85% 1.47% 2.28% 0.65% 0.08% 0.998 0.45%

Among the seven different turbulence models applied in this study, the Smagorinsky
and dynamic K equation models provide the least average error values. This model
provides the minimum error percentages not only in the average value of all of the cross-
sections but also within the first three, i.e., 1, 2, and 3.

By calculating the root mean square error for all the turbulence models, the results
show that two models, k–ε and dynamic K LES, provide the lowest values, 1.93% and
2.08%, respectively, while the k–ω SST model has a greater value compared to the others.
However, for comparison of the R2 values of this turbulence model, the Smagorinsky and
dynamic K LES models have the closest value to 1, i.e., 0.998.

The ranges of the average error percentage for all of the turbulence models are within
a narrow domain a minimum value of 1.93% and a maximum value is 2.53%. While most
of the turbulence models used in this study provided reliable error percentages, the k–ω
SST model was the only one that generated results with a high average error of 2.53% and
RMSE of 0.64%, and the lowest R2 was also recorded for this model.

Table 1 and Figure 12 tabulate the results of the different numerical simulations at
various locations in the flume, i.e., at the seven cross-sections. The average values and the
statistical analysis that were discussed earlier in this section are also included here.

Figure 12. Errors calculated for the model results corresponding to the different turbulence models used.
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At cross-section 1, the error percentages for all the models were larger than those
calculated at the next cross-section (cross-section 2). Since the location of the first cross-
section was chosen very close to the defined inlet of the flume, the unsteady water surface
affected the results at this point.

4.1. RANS Models

The best average performance was obtained using the standard k–ε turbulence model.
The other turbulence models that fall into this family showed less accuracy than the LES
models. However, the difference percentages at Sections 2–4 are better than those obtained
using the LES and DES models.

4.2. DES Model

The only DES model used in this study, k–ω SST DES , provided almost the same
average result as those obtained using the k–ω SST , which has the greatest average error
percentage among the models. The second highest average error percentage was observed
for the DES family of turbulence models.

4.3. LES Model

Two LES models were used in this study. The water surface elevation results from the
Smagorinsky model and dynamic K LES are similar to those of the RANS model family.
The average error value, as mentioned earlier, is the lowest for dynamic K LES following
the standard k–εmodel.

The pressure and velocity fields for all the models follow same pattern, where the low
velocity of the flow is converted to supercritical flow just after entering the throat section
of the flume. The pressure field exhibits opposite behavior as the initial high-pressure flow
enters the throat of the flume: the pressure drops and reaches a negative value in the throat
over a short distance.

At the sections where the velocity is locally maximum, the pressure value drops
dramatically. This is due the higher viscous losses occurring with the high velocity flow.

5. Conclusions

The main objective of this study was the numerical examination of fluid motion in
a Parshall flume. Assessing the results of different turbulence models, such as standard
k–ε, realizable k–ε, RNG k–ε, k–ω SST, k–ω SST DES, Smagorinsky, and the dynamic K
LES. reveals that despite some poor performance of k–ω SST within two cross-sections, the
same as the rest of the turbulence models except DES family models, this method estimates
the water level accurately enough overall.

This study shows that the results from a turbulence model, in general, a CFD model
like OpenFOAM, can provide reliable solutions to Parshall flume design problems. CFD
models are able to simulate Parshall flumes to find the optimum design specifications for
different scenarios like design changes to increase the efficiency of Parshall flumes. The
results are provided with the lowest cost compared to experimental methods.

At the first location chosen to collect data (cross-section 1), the quality of simulated
results was not adequate, as discussed in the previous section. To eliminate this issue, the
authors recommend conducting further studies on this type of structure.

This study can be further expanded by proposing some slight changes in the design
of the Parshall flume, for example, increasing the reliability in terms of the gauge reading
of the stilling well at the converging section and also providing more accurate empirical
relationships with respect to these changes.

It is recommended as a continuation of this study to conduct a detailed investigation
into finding a proper correction factor for the numerical simulated models when different
higher flow rates are used. In this study, the simulation data with a 10 L/s flowrate achieved
the lowest error value compared to the experimental results, while those with larger
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flowrates, such as 20 or 30 L/s, where experimental data were available, demonstrated
higher error values.

In order to conduct more accurate assessments of numerical model performance, it
is recommended that future studies use more sources of experimental data to reduce the
impact of experimental data error on the assessment of simulated results.
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Abstract: The detrimental impacts of agricultural subsurface tile flows and their associated pollutants
on water quality is a major environmental issue in the Great Lakes region and many other places
globally. A strong understanding of water quality indicators along with the contribution of tile-
drained agriculture to water contamination is necessary to assess and reduce a significant source of
non-point source pollution. In this study, DRAINMOD, a field-scale hydrology and water quality
model, was applied to assess the impact of future climatic change on depth to water table, tile flow
and associated nitrate loss from an 8.66 ha agricultural field near Londesborough, in Southwestern
Ontario, Canada. The closest available climate data from a weather station approximately 10 km
from the field site was used by the Ontario Ministry of Natural Resources and Forestry (MNRF) to
generate future predictions of daily precipitation and maximum and minimum air temperatures
required to create the weather files for DRAINMOD. Of the 28 models applied by MNRF, three
models (CGCM3T47-Run5, GFDLCM2.0, and MIROC3.2hires) were selected based on the frequency
of the models recommended for use in Ontario with SRA1B emission scenario. Results suggested that
simulated tile flows and evapotranspiration (ET) in the 2071–2100 period are expected to increase
by 7% and 14% compared to 1960–1990 period. Results also suggest that under future climates,
significant increases in nitrate losses (about 50%) will occur along with the elevated tile flows. This
work suggests that climate change will have a significant effect on field hydrology and water quality
in tile-drained agricultural regions.

Keywords: field-scale hydrological models; DRAINMOD; tile drainage; nitrate leaching; climate change

1. Introduction

Field agriculture is a significant land use in many areas of the world and has been
documented as a contributor of non-point source pollution to surface waters. In a recent
study in Uruguay, [1] researchers found a strong correlation between total phosphorus (P)
and agriculture land use in a river. In central Asia, remote sensing was used to analyze
effects of land use on surface water contamination [2]. Although the relationships were
not straightforward, they did find that cropland was a significant contributor to surface
water organic pollution. In another study in Europe, [3], analyses of nutrients and other
components in river water found that the proportion of arable land in the watershed did
affect water pollution levels. To further investigate agricultural land use as a non-point
source of pollution, the hydrologic pathway of a pollutant from field to surface water
body must be identified and quantified. This study focusses on quantifying tile flow and
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accompanying nitrate load to surface waters under future climate conditions of the Great
Lakes region of North America.

Subsurface (tile) drainage is considered an effective and important practice in field
agricultural water management to facilitate farm operations, especially in cold climatic
regions. In Ontario, Canada, more than 50% of its arable land is under artificial drainage
systems [4]. Tile drainage increases productivity of land by increasing crop yields, but
also impacts the environment by degrading water quality. Indeed, it is widely recognized
that nitrogen (N) and P leaching results in elevated nutrient concentrations in surface
waters representing both environmental and economic (fertilizer loss) impacts. High levels
of nitrate may even remain in tile drainage several years after nitrogen fertilizer reduc-
tion ([5,6]). Hence, to reduce contamination of surface waters, the impacts of changing
cropping systems that may, for instance, occur under future climate regimes are essential.
Although climate change is anticipated to play an important role in subsurface drainage,
it is not possible to characterize the potential impacts of climate change on field hydrol-
ogy and/or water quality in agricultural watersheds using field observations. However,
modeling of these potential impacts does have potential to at least give acceptable trends
in future tile flow and associated nitrate loss. For instance, [7] used the Root Zone Water
Quality Model (RZWQM) to estimate the impact of agricultural management systems
adaptations on gaseous and drainage nitrogen (N) losses in Iowa, USA. They found that
the optimal N rate to minimize loss and maximize maize production was 120 kg N ha−1.
Using DRAINMOD, researchers [8] were able to suggest when to block tile outflow to keep
the groundwater table at an acceptable depth in central-western Poland. In Illinois, [9],
assessed impacts of changing atmospheric conditions using RZWQM along with Support
Decision for Agrotechnology Transfer (DSSAT). They found that increasing rainwater
nitrate concentration had a moderate impact on nitrate loss in drainage tiles.

In Canada mainly watershed-scale studies on impacts of climate change on water re-
sources have been completed by [10–14]. In their study on a watershed in Quebec, [10], sim-
ulated future streamflows finding a slight decrease in annual runoff. In another study, [11],
used a weather generator to recommend local water resource management adaptations
for a watershed near the present study’s site in Ontario. Using streamflow data and the
LARS-WG weather generator, the Soil and Water Assessment Tool (SWAT) model was
used by [12] to show that streamflow in a southern Ontario watershed could increase
by 12% compared to base period 1961–1990. Also, in southern Ontario, [13] used model
simulations to estimate the increase in winter streamflow in several large watersheds. A
future assessment of groundwater nitrate concentrations in a sub-watershed of southern
Ontario was conducted by [14]. They found that an agricultural BMP was very effective in
reducing nitrate in groundwater under a crop rotation system.

In the Great Lakes region, where this study was conducted, there have been several
recent studies on impacts of climate change on tile flow and nutrient losses at the watershed
scale. The WEPP-WQ model was used by [15] to estimate future N and P losses in two
small watersheds finding increases in losses of both nutrients. In another study [16], used
DRAINMOD to simulate future tile flow in western Lake Erie basin. They found an average
decrease of about 9% in subsurface drainage and recommended controlled drainage to
retain more water in the soil profile as a BMP for crop production. In the same basin [17],
using the SWAT model found an increase in subsurface drain flow but a decrease in P load
from drains. On the other hand, relatively few field-scale studies, which use field data to
first calibrate and then validate a tile-flow model to assess climate change impacts have
been attempted in the region. Field-scale studies have the advantage over watershed-scale
studies of a better-defined source area with associated soil and cropping properties for
assessing impacts of future climate on tile flow and accompanying nutrient losses. Using
DRAINMOD [18], examined impacts of different tillage practices on future tile flow and
nitrate loss in eastern Ontario. They estimated greater future nitrate loss under no-tillage
than conventional tillage. At the same field site as the work presented here, The SWAT
model was applied to future climate data similar to the approach used in this study [19]. In
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addition, their results indicated a shift in seasonal water balance and an associated increase
in annual P losses by year 2100. Main differences between this study and [19] are use of a
different model and modeling approach and analysis of N loss in this study as opposed to
P loss in the [19] study.

The DRAINMOD model was developed by [20] as a process-based distributed field-
scale model. Many studies have assessed and applied DRAINMOD including, to name
a few [21–24]. The DRAINMOD model has been extensively revised and updated over
the years and is still undergoing improvements [25,26]. The main reasons why it was
chosen for this study are three-fold: it includes impacts of winter-season processes on soil
hydrology along with soil nitrogen dynamics and it has been previously tested and proven
satisfactory in Ontario and other cold regions (e.g., [18,27–38]). For information on the
structure and details on the applied processes in DRAINMOD see publications by [22,39].

Previous work at the same field site as used in this study includes analyses of P
transport by [19,40–44]. As well, [45] examined the contribution of preferential flow to tile
drainage.

Based on the preceding literature review, this study was undertaken to address the
paucity of field-scale studies of how tile flow and nitrate loss may change under future
climate regimes in the Great Lakes region. As climate changes there is the potential for
shifts in agricultural practices, which may lead to increased nitrate leaching [46]. Hence
more studies such as herein are needed to establish a baseline nitrate loading using current
field crop practices. In a recent review by [47], it was noted that it is important to improve
field-scale hydrology and water quality models under cold climates found in Canada and
elsewhere in high-latitude regions. Studies that apply field data to calibrate and validate
models, as done in this study, will lead to improvements in model accuracy in the future.

The objectives of this study were: (1) to calibrate and evaluate the latest version of
DRAINMOD 6.1 using data from a field site in southern Ontario; and (2) to assess the
impact of climate change on tile discharge and nitrogen yields at the same field site using
the calibrated model. Using the CGCM3T47 with SRA1B emission scenario, we estimate
the impact of future climate on tile discharge and its accompanying nitrate loading for the
next century. This research may assist the farming community in developing adaptation
strategies to minimize negative impacts of tile drainage systems on water resources.

2. Materials and Methods
2.1. Description of Study Area

The study site (LON) is in southern Ontario, Canada (UTM 472219 E and 4767583 N)
near Londesborough. The study was conducted on an 8.66 ha agricultural field with both
overland flow and tile drainage restricted to the study field. The site was under a reduced
overland tillage (RT) and data collection spanned a range of years and therefore experienced
a range of climatic conditions. Tile drainage systems in the field are systematically drained
at 90 cm depth through 10-cm diameter laterals (13.5 m spacing) that connected to a larger
main tile (20-cm diameter) that exits at the edge of the field. The contributing area to
surface drainage within the field is 7.79 ha.

Long-term average annual precipitation measured at Blyth, Ontario, the closest En-
vironment Canada weather station to LON site, is 1247 mm and long-term mean annual
temperatures are 7.2 ◦C (https://climate.weather.gc.ca/historical_data/search_historic_
data_e.html). Monthly temperatures vary seasonally across the year, with warm summers
and cold winters. Daily maximum and minimum temperatures are variable throughout
the year; however, daily mean air temperatures are generally below freezing between
December and March. Due to the climate in Ontario, spring planted crops are seeded in
early May, whereas fall seeded crops (winter wheat) are planted in September. Harvests
are completed by early August (wheat), mid-September (soy) or November (corn).

The topography of the site is gently undulating with slopes ranging from 0.2 to
3.5% [48]. The field consists of soils from the Perth Clay Loam association [49]. These soils
developed on clay loam glacial deposits with imperfect drainage. Soil samples collected at
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the site suggest that the average texture in the top 15 cm is silt (clay 0.9 ± 1.3%, silt 75.7 ±
2.1%, sand 23.4 ± 3.3%) [48]. Table 1 gives some basic soil properties for the LON site.

Table 1. Some soil Properties at Londesborough field site.

Soil Properties

Depth (cm) 0–10 10–20 20–35 35–150

Soil hydraulic
conductivity (cm/h) 0.26 0.07 0.2 0.26

Soil pH 7.7 ± 0.3

Organic matter (%) 4.1 ± 0.7

2.2. Model Formulation

The DRAINMOD model requires different inputs including air temperature and
precipitation data, infiltration parameters, soil properties, crop information, and drainage
system parameters. These data were used to calculate the relationships among the drained
volume and depth to water table (WTD), and relationships between WTD and maximum
steady upward flux. Infiltration was simulated using the Green–Ampt equation. Within
the model, a soil moisture retention curve for the soil above the tile was used to calculate
infiltration parameters as a function of WTD.

The model provides options to the user to use observed ET data or apply daily
maximum and minimum temperatures to calculate ET using the Thornthwaite equation.
In this study, Thornthwaite approach has been used. Details related to crop management
and timing for the study site are given in Table 2.

Table 2. Management practices considered in the study.

Crop Date Activity Code

Soybeans Mid-October 2010
(assume 15 October 2010) Harvest

Winter Wheat Mid-October 2010
(Considered 16 October 2010) Plant

April 11, 2011 Red Clover Air Seeded
Late April 2011

(Considered 25 April 2011) Fert App

Late July 2011
(Considered 25 July 2011) Harvest

Grain Corn 5 October 2011 Fert App
5 October 2011 Spray

11 November 2011 Tillage
18 April 2012 Spray
25 April 2012 Tillage
26 April 2012 Plant
26 April 2012 Fert App
23 May 2012 Fert App
9 June 2012 Spray

21 October 2012
(estimate as no rain that day) Harvest

Soybeans 9 November 2012 Tillage
3 May 2013 Plant
24 May 2016 Spray

25 September 2013 Harvest
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Table 2. Cont.

Crop Date Activity Code

Winter Wheat 27 September 2013 Plant
19 April 2014 Plant CC
26 April 2014 Fert App
1 June 2014 Spray

7–10 August 2014 Harvest

Grain Corn 9 October 2014 Fert App
9 October 2014 Spray

17 October 2014 Tillage
19 April 2015 Spray
27 April 2015 Tillage
28 April 2015 Plant
28 April 2015 Fert App
May 15/15

(estimate)—check weather station Spray

25 May 2015 Fert App
15 July 2015 Spray

17 October 2015 Harvest

Soybeans 9 November 2015 Tillage
3 May 2016 Plant

24/05/2016 (estimate)—check
weather station Spray

Harvest

Many of the input parameters for DRAINMOD are transferable between sites from
nearby cold regions. Hence, parameters related to snow melt, ice content etc. were
obtained from the literature, such as [29,30] and [18]. Crop-related constants including
nitrogen uptake and transformation factors and organic matter dynamics were taken
from [5,31,33,34,50,51].

The lower boundary at 1.2 m was assumed to be impermeable and at a constant soil
temperature of 7 ◦C, which is approximately the long-term average air temperature [52].

The model requires initial conditions such as concentrations of NO3-N and NH+
4 N,

given in Table 3.

Table 3. Initial nitrogen concentrations in four soil depth ranges at the study site.

Initial NO3-N concentration in soil (mg L−1)
0–0.15 m 5.17

0.15–0.30 m 2.05
0.30–0.60 m 1.62
0.60–1.20 m 1.58

Initial NH+
4 -N concentration in soil (mgl−1)

0–0.15 m 3.22
0.15–0.30 m 2.62
0.30–0.60 m 1.74
0.60–1.20 m 1.41

NH+
4 sorption distribution coefficient

(cm3g−1) Kd
0–0.15 m 2.17

0.15–0.30 m 2.32
0.30–0.60 m 2.85
0.60–1.20 m 3.61
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2.3. Model Calibration

To calibrate and assess the DRAINMOD model, measurements of tile discharge
collected in the field from 2011–2016 were divided into two parts: data from the first
two years (fall of 2011–summer of 2013), were used to calibrate DRAINMOD, and the
remaining two years of the data (fall of 2013–early winter of 2016), were used to validate
the model. The chosen calibration parameters were manually adjusted by minimizing
differences between observed and simulated tile flow at first visually and then statistically.
The most sensitive parameters were selected for calibration based on previous work using
DRAINMOD [18,27,28,32,34–36,50]. As in other studies, hydrology was first used to
calibrate DRAINMOD using Ksat of soil profile and restrictive bottom layer and maximum
surface storage which controls water runoff (Table 4).

Table 4. Parameters Used in Calibration of DRAINMOD model.

Parameter Value

Saturated hydraulic conductivity (4 layers, cm h−1) Varies

Vertical hydraulic conductivity of restrictive layer (cm h−1) 0.0025

Maximum surface storage (mm) 1.6

Rooting depth (cm) Month Day
1 1 5.0
5 5 5.0
6 15 24.0
7 15 36.0
7 30 45.0
8 31 45.0

10 15 5.0
12 31 5.0

Mineralization rate (d−1)
NT:0.00002
CT:0.00003

Maximum Nitrification rate (µgNg−1d−1)
NT:9.5
CT:7.7

Nitrification optimum temperature (◦C) 20

Nitrification half saturation constant (µgNg−1d−1) 90

Maximum denitrification rate (µgNg−1d−1)
NT:4.0
CT:3.0

Nitrification empirical shape factor 0.5

Nitrification Optimum temperature (◦C) 23.0

Nitrification half saturation constant (µgNg−1d−1) 30.0

Simulations were initially evaluated using visual comparisons between the observed
and predicted values. These were subsequently assessed using various statistical parame-
ters. The statistical parameters used were the coefficient of determination (R2), the percent
bias (PBIAS) [53] and the Nash-Sutcliffe efficiency (NSE; [54]). These parameters were
calculated according to:

R2 =




i=n
∑

i=1
(Oi −O)(Pi − P)

√
i=n
∑

i=1
(Oi −O)

2
√

i=n
∑

i=1
(Pi − P)2




2

(0 ≤ R2 ≤ 1) (1)
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PBIAS =

100
i=n
∑

i=1
Oi − Pi

i=n
∑

i=1
Oi

(2)

NSE = 1−




i=n
∑

i=1
(Oi − Pi)

2

i=n
∑

i=1
(Oi −O)2


 (3)

where, n is the total number of compared values, Oi is the ith observed value, O is the
mean of observed values, Pi is the ith predicted value, P is the mean of predicted values.

2.4. Climate Change Simulations

Global Climate Models (GCM’s) or Regional Climate Models (RCM’s) are used to gen-
erate future climate data needed to assess the possible impacts of future climate changes on
drainage and runoff in a watershed. These circulation models are based on physics and pro-
vide accurate predictions under different greenhouse gas emission criteria groups, defined
by Intergovernmental Panel on Climate Change (IPCC) in their Special Report on Emission
Scenarios (SRES) [55] The Ontario Ministry of Natural Resources and Forestry, Canada pro-
vided a facility through its web portal Aquamapper (http://climate/aquamapper.com/)
to generate future climate data using up to 28 GCMs and RCMs under three gas emission
scenarios of SRB1, SRA1B, and SRA2, and SRA2, used in future climate impact studies [56].
Emission scenario SRB1 describes a converging future world with constant population
experiencing rapid structural changes towards an economy of service and information by
introducing clean and resource-efficient technologies; whereas SRA1B describes a future
scenario with rapid economic growth where population peaks at the middle of the cen-
tury, and rapid introduction of new energy efficient technologies while development is
being balanced across energy sources. A highly heterogeneous world with continuously
increasing population with a fragmented and slower processing regional economic growth
is described by emission scenario SRA2 [57,58].

For this study, we selected the emission scenario presented by SRA1B, which has
been recommended for most of the 12 regions of Ontario considered in [23]. SRA1B is
also considered to be one of the scenarios across Ontario by Ontario Climate Change Data
Portal [59]. This emission scenario assumes the same level of socio-economic–technological
growth throughout the region with a rapid economic growth, introduction of efficient new
technologies, and has a balance among all energy sources. However, with variable grid
sizes of hundreds of kilometers from model to model [60,61], the model predictions may
lack the precision needed for smaller sites [62–64].

Since the high coarseness of the spatial (45 km) and temporal (daily) resolution of the
GCMs to represent the physical processes of convection, land atmospheric interactions,
and especially in predicting future rainfall intensity-duration-frequency characteristics,
downscaling may be needed for obtaining a more accurate picture of the future climate
scenario [61,64–66], which we have not attempted in this study.

For this study site near Londesborough, we selected Blyth (43◦43′, 81◦23′, Eleva-
tion = 350.5 m), the closest weather station presented in Aquamapper, to generate future
predictions of daily precipitation, maximum and minimum air temperatures required to
create the weather files for DRAINMOD. Out of the 28 models in Aquamapper, three
models (CGCM3T47-Run5, GFDLCM2.0, and MIROC3.2 MedRes) were selected based on
the frequency of the models recommended for use in Ontario with SRA1B emission sce-
nario. The base data from 1971 to 2000 was used to generate the climate data for 2011–2040,
2041–2070, and 2071–2100.

DRAINMOD was run using the future climate data described above and weather data
from 1960–1990 as a comparison. The DRAINMOD input parameters from the calibration
exercise, also described above, were used in all simulations. By using the pre-existing
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soil properties and agricultural management system, the future simulations should yield
differences between past and future tile flow and nitrate loading only due to climate
change.

3. Results and Discussion
3.1. Model Calibration

Several trial-and-error runs were performed by adjusting Ksat of soil profile and
restrictive bottom layer and maximum surface storage. The model results were the most
sensitive, in order, as given in Table 4. Crop rooting depth was also varied to calibrate
DRAINMOD (Table 4). Following the soil hydrology calibration, various nitrogen factors
were determined using the same approach. Calibrated values are listed in Table 4, which
are similar to those given in previous work (e.g., [21,33,35,51]).

3.2. Model Evaluation
3.2.1. Field-Scale Tile Discharge

Figures 1 and 2 show time series graphs of observed and simulated daily tile discharge
and precipitation during the calibration and validation periods. Figure 1, showing the cali-
bration period, indicates that measured tile-flow events correspond well with precipitation.
DRAINMOD tile-flow peaks almost consistently match the timing of major precipitation
events; however, it appears to underestimate more often than overestimate some peak
flow values. Please note that DRAINMOD correctly shows no tile flow when precipitation
occurs during dry soil conditions in the summer season. A similar pattern is shown in
Figure 2 during the validation period. DRAINMOD does a very good job of when tile flow
occurs.

The model performance during the calibration and validation stages at daily and
monthly time steps are shown in Table 5.

Observed and simulated drain discharge were in close agreement at both daily and
monthly time scales during the calibration period. The statistical values given in Table 5
for the monthly time interval are within the acceptable ranges for both NSE (≥0.65) and
PBIAS (≤ ±15%), as suggested by [67]. The PBIAS values are very similar for monthly and
daily time intervals.
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Figure 2. Measured tile discharge (blue line) and precipitation (blue bars) and simulated tile discharge (orange lines) during
the model validation.

Table 5. Monthly and daily calibration and validation statistics.

Statistical Index
Monthly Daily

Calibration Validation Calibration Validation

R2 0.78 0.74 0.65 0.54

NSE 0.76 0.70 0.62 0.62

PBIAS (%) 1.2 1.4 1.1 1.4

3.2.2. Field-Scale Nitrogen Yields

After DRAINMOD was calibrated and validated to successfully simulate tile discharge,
a series of nitrogen simulations were done to calibrate the nitrogen component of the
model. Ammonium yields were excluded from the model evaluation because both field
measurements and model simulations exhibited very small NH+

4 -N yields in tile drain
effluent.

The calibration and validation results for daily and cumulative NO3-N yields are
shown in Figure 3. In general, observed and predicted NO3-N yields were in reasonable
agreement. During the calibration period, there were two major nitrate-loss events cor-
responding to significant tile-flow events. The June 2012 nitrate loss occurred during the
first major precipitation event following fertilizer application in the spring. However, the
major loss of nitrate in April 2013 was not associated with a particular fertilizer application
but followed a winter season after corn was grown (Table 2). Figure 3 shows that there
is a strong linear relationship between simulated and observed with the coefficient of
determination only slightly lower during the validation period than calibration.
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3.3. Climate Change Analysis
3.3.1. Comparing Past and Future Climates

Figure 4a,d compares annual measured precipitation and DRAINMOD-estimated
evapotranspiration for 1960–1990 to three different climate-model estimates of precipitation
and DRAINMOD-estimated evapotranspiration for three future time periods. As well,
Figure 4b,c compare past-measured and future-estimated daily average maximum and
minimum air temperatures using the three different climate models. Please note that both
precipitation and evapotranspiration increase in the future as determined in other studies.
There are small differences between the three climate-model estimates of precipitation, but
model CGCM3T47 does predict somewhat lower future temperature and corresponding
evapotranspiration. Therefore, it has been selected as the scenario of future climate change
assessment of tile flow and nitrate loss at the site. It represents the least temperature and
evapotranspiration increase giving the most predicted future surplus water and, hence,
presumably the worst-case scenario for increases in tile flow and corresponding nitrate
loss.

Figure 5 shows past and future precipitation and temperature estimates from
CGCM3T47 on annual and seasonal bases. Annual precipitation estimates increase with
time with a difference of over 20% from the near- to far-future time periods. Precipitation
is divided roughly evenly between seasons; however, summers become slightly drier and
other seasons slightly wetter with time. These changes could have significant impacts on
reducing crop production in summer and a greater potential for nitrogen loss through deni-
trification in non-cropping seasons. In terms of average daily temperatures, both minimum
and maximum increase in every season almost without exception as time progresses. The
summer season appears to show the greatest increase in temperatures from beginning to
end of the modeled time period.
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3.3.2. Effects of Climate Change on Water Balances

The DRAINMOD model was used to predict the impact of future climates on field-
scale water balance (Figure 6) and the associated nitrate yields from the LON field site in
Ontario.
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Evapotranspiration and tile flow first decreased and subsequently increased due to
increased precipitation and temperatures under future climate conditions. The compar-
ison of simulated results for the 2071–2100 period (late century) with 1960–1990 period
(historical) show that tile flow and ET were found to increase by 7% and 14%.

3.3.3. Effects of Climate Change on Tile Discharge and Nitrogen Yields

Mean seasonal and annual tile discharge for the historical and future time periods
is shown in Figure 7. As noted above, the DRAINMOD-estimated annual tile discharge
increased slightly during the future period (vs. historical). The winter season appears to
dominate this annual increase. The increase in tile flow during winter likely occurs because
the estimated maximum daily temperature rises above 0 ◦C in the future (Figure 5). This
would result in more snow melt and more precipitation occurring as rain. In support of this
postulation, [13] predicted that streamflow will increase during winter season in the future
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in several southern Ontario watersheds. As well, [68] found that tile flow is expected to
increase based on their study of four Lake Erie watersheds.
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Figure 7 also shows past and future nitrate loss as estimated by DRAINMOD. In-
creasing loss in winter season as time progresses matches well with tile-flow estimates.
However, the steady increase in nitrate loss in spring does not correspond exactly with tile
flow. Average annual estimated tile flow during spring season is variable with time. Hence,
the concentration of nitrate must increase in tile water during spring to account for this
steady increase in load. Other studies have revealed a range of results. For instance, [69]
found very little change in future annual nitrogen loss from watersheds of various sizes
in northeastern Indiana. In a study using SWAT model, [70], found that annual P loading
would decrease in the future from a watershed in Lake Erie basin due to increased evapo-
transpiration and decreased snowfall. On the other hand, [14,18,19,68,71,72] all found that
nutrient losses may increase in future in Ontario and Quebec watersheds.

4. Conclusions

This study has once again shown that DRAINMOD is an effective field-scale model
for simulating tile flow in Ontario, Canada. The model calibrated and validated well in
comparison to tile-flow measurements collected from a single field site. The calibrated
model was used to predict future tile flow and nitrogen loss from the same study site. Tile
flow is estimated to increase especially in winter in the future. This result is not uncommon
when compared to other studies. However, nitrogen loss appears to be more complicated
than tile flow. Although nitrate loss appears to increase consistently with increasing tile
flow in the future, increases in nitrate loss through tiles does not correlate well with tile
flow. Perhaps an increase in winter and spring season temperatures, especially minimum
temperature in spring, is leading to enhanced nitrification and hence excessive nitrate loss
during spring.
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Abstract: Observational trend analysis is fundamental for documenting changes in river flows
and placing extreme events in their longer-term historical context. Observations from near-natural
catchments, i.e., with little or no alteration by humans, are of great importance in detecting and
attributing streamflow trends. The purpose of this study is to analyze the annual and seasonal
trends of stream discharge (mean, low and high flows) in a headwater catchment in NW Spain, i.e.,
in the wettest corner of the Iberian Peninsula. The results showed no significant decrease in the
mean annual stream discharge. However, significantly lower summer and autumn mean stream
discharge and an increase in low flow period were detected, in addition to lesser autumn high flow.
The rainfall pattern followed an upward trend, but was not significant. This different pattern shown
by rainfall and discharge indicates that is not sufficient to explain the observed trend in stream
discharge. Air temperature, most notably by enhancing evapotranspiration, may explain the altered
patterns of stream discharge.

Keywords: stream discharge; near-natural catchment; trend analysis; NW Spain

1. Introduction

Due to the incalculable value of water as an asset for all, both in the present and in the future,
and the importance of streamflow as an indicator of long-term hydro-climatic changes, curbing and
quantifying changes in streamflow series have become essential for water resource planning and
management [1,2]. Streamflow integrates the influence of atmospheric variables over a catchment
and, presumably, if consistent changes in rainfall and other climate variables (winds, atmosphere/heat
fluxes) are observed, these should also be reflected in the catchment scale. However, this is not so
obvious, because catchment characteristics (geology, slope, soils) impact rainfall-runoff transformation
properties [3–5]. Additionally, human activities can greatly influence the river systems and make it
difficult for trend detection and attribution [6,7]. Against this background, streamflow measures in
natural or near-natural rivers become of prime importance in understanding hydrological processes in
an area and identifying and attributing emerging trends [8–10]. Hydrological predictive modellings
also require adequate and suitable local data to represent rainfall-runoff processes accurately. In fact,
several studies have highlighted the importance of the hydrological modelling components in the
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rainfall-runoff modelling chain. Some of these studies investigated uncertainties linked to rainfall and
the surface roughness component, and only a few focus on streamflow variations [5,11,12]. In this
respect, Bermudez et al. [11] showed that a better representation of the hydrological processes occurring
in the model domain and the availability of more accurate streamflow input data may reproduce a
better response and improve model performance.

The term natural-regime stream is not well defined in the literature. Occasionally, it is simply
described as rivers where little or no human intervention has taken place, thus rendering them
highly unspoilt [13]. However, setting thresholds to differentiate natural-regime streams is not an
easy task [14]. Various criteria relating to certain features describing the character of the riparian
zone and river channel, the discharge regime and land use in the catchment were used to catalog
human disturbance. For example, indicators of hydrologic alterations (IHA) are widely used to
characterize human alterations of streamflow regimes [15], but they contain 33 individual parameters.
The integrated connectivity status index (CSI) is also used to determine human interference in fluvial
connectivity, defining the natural or free-flowing rivers as, i.e., systems largely unaffected by changes
to fluvial connectivity, allowing unobstructed movement and exchange of water, energy, material and
species within the river system and with surrounding landscapes [16]. As the impact is extensive,
defining the threshold for distinguishing natural rivers is sometimes difficult. For example, Batalla
et al. [17] define the degree of impoundment as an indicator of the extent to which reservoirs could
change flow, while Nardi et al. [18] and Scheel et al. [19] used river–floodplain disconnectivity to
evaluate man-made impacts. In the present study, the term “near-natural-regime stream” is used
in the same sense as it has been used in previous research into this topic [8,20], meaning that it
describes river flow regimes minimally affected by anthropogenic disturbances, such as reservoirs,
dams, channelization, water extraction. Therefore, the term near-natural does not necessarily equate to
totally undisturbed pristine conditions; but it might include minor disturbances, such as land-use and
land management changes.

The request for a reference streamflow dataset for near-natural catchments has been largely
recognized worldwide and supported by some international programs, like FRIEND [9]. In this
context, a significant number of studies have been conducted over the last few years with the aim
of detecting, measuring and evaluating streamflow trends in near-natural catchments [6–8,20–22].
Regarding trend studies in Europe, no uniform trend has been observed for streamflow [5,6]. Thus,
whereas positive trends in annual, monthly and low flows were observed in near-natural catchments
in Nordic countries [23], a generalized pattern of negative trends in annual and seasonal streamflows
were reported for southern European rivers [5].

Most trend studies in the Iberian Peninsula focused on annual, seasonal, monthly and low flows.
Lorenzo-Lacruz et al. [22] detected a generalized reduction in streamflow when studying a large
database of Spanish mountain rivers not disrupted by major human interference. These results are
in line with the Martínez-Fernández [20] study that found downward trends in annual and seasonal
streamflows in an analysis of 74 near-natural rivers in Spain. Zabaleta et al. [24] also highlighted
dominant-negative trends in various catchments in the Basque Country. Significant downward trends
in annual streamflow were also identified in the headwaters of the Ribera Salada [21], Tagus [25] and
Duero [26]. However, in the Águeda basin (north-central region of Portugal), Hawtree et al. [27] found
no evidence of significant reductions in streamflow, despite wide afforestation that could, arguably,
be explained by the presence of compensatory climate trends over the study period.

To summarize, most of the aforementioned trend studies in the streamflow series carried out in
Spain focused on regions with a Mediterranean climate. Thus, these studies do not comprehensively
analyze the hydro-climatic changes of streams in the humid region of Spain (NW Spain). There is
general agreement that air temperatures have increased over the last century in NW Spain [28,29].
However, it is unclear how these changes may have affected streamflow. Evidently, the results obtained
for the Mediterranean area are not directly applicable to more humid regions. Hence, it is a challenge
to examine stream discharge in humid catchments.
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In this paper, a streamflow trend analysis was carried out in a headwater catchment of NW
Spain (i.e., under a humid climate) with the aim of contributing to filling a gap in research on a
national scale. The analysis will be carried out at different time scales (annual, seasonal and monthly),
paying special attention to the duration and severity of the low flow. The choice of the study area
(a headwater catchment of the Mero basin) is based on: (i) not being affected by anthropogenic
alterations such as reservoirs and dams, therefore qualifying it as an example of a near-natural
regimen fluvial system, (ii) its characteristics, which respond to the archetype of the Galician rural
environment: small population centers with highly dispersed single-family dwellings, and (iii) the
strategic, environmental and social importance of its water resources. The Mero basin is important
for the future socio-economic development of the city of A Coruña and its metropolitan area (NW
Spain), because it is the main contributor to the Abegondo-Cecebre reservoir, the largest source of
water supply for the area. This reservoir also provides high-quality habitats for a large number of
species and was cataloged as a Special Area of Conservation of Natura 2000 in 2014.

2. Materials and Methods

2.1. Case Study and Data Description

This study was carried out at a headwater catchment (Corbeira) of the larger Mero basin (245 km2),
located near A Coruña in northwest Spain (Figure 1). The catchment is not affected by substantial
human alterations directly modifying natural stream behavior, such as reservoirs and hydropower
stations. It drains a catchment area of 16 km2 with a river length of 10 km and mean slope of 19%.
The gauging station lies at 65 m a.s.l., while the highest elevation stands at 470 m a.s.l. Soils and
land use are typical of the region. Soils are formed on a uniform substrate consisting of materials
belonging to the Series of Órdenes Complex [30]. They are generally deep, rich in organic matter, acid
and can be classified as Umbrisols and Cambisols [31]. Their texture is silty loam. The catchment is
predominantly rural, with a low population density (about 35 inhabitants km2). The primary land
uses include commercial forest (65%), mainly eucalyptus plantations, and agricultural land (30%).
The climate is oceanic with a mean annual temperature of approximately 13 ºC and mean annual rainfall
of 1073.6 mm, ranging from 639.9 mm to 1788.2 mm (based on the period 1983/1984–2018/2019 for the
nearest weather station of the Galician meteorological service about 8 km distant). Higher monthly
rainfall values generally occur during the autumn-winter period (October–March), when 68% of the
annual rainfall is recorded.

Figure 1. Geographic location and main types of land use within the headwater of the
Corbeira catchment.
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2.2. Instrumentation and Dataset

Monitoring the Corbeira headwater catchment started in 2004. Water level at the catchment outlet
was measured using a water pressure sensor (registering data every minute and recording mean data
every 10 min). The records were rendered as discharge through the level–discharge relationship,
obtained by stream discharge measurements taken under different flow conditions.

Rainfall and temperature data series were used to compare with stream discharge, using climate
data from the Mabegondo station, which is located near the study area and holds data from 1983.

2.3. Data Processing and Analysis

For this study, 15 successive years of hydro-meteorological data recorded from October 2004 to
September 2019 were used. Taking into account the importance of low and high flows, in addition to
the mean value, the following were extracted from the data series: the duration of low and high flows,
i.e., number of days with discharge below 0.1 (Q10: mean daily discharge was exceeded 90% of the
designated time) and 0.2 percentiles (Q20: mean daily discharge was exceeded 80% of the designated
time) for low flows, and 0.8 (Q80: mean daily discharge was exceeded 20% of the designated time)
and 0.9 (Q90: mean daily discharge was exceeded 10% of the designated time) for high flow [23] and
its severity (discharge deficit), i.e., volume below Q10 and Q20 [32]. All parameters were calculated
on a daily basis. Once these parameters were estimated, a trend analysis was performed with the
non-parametric Mann–Kendall test and the Sen method, using the Makesens program developed
by the Finnish Meteorological Office [33]. The presence of a monotonic increasing (positive) or
decreasing (negative) trend was tested with the Mann–Kendall test and the slope of a linear trend
(i.e., the magnitude) was estimated with the Sen method [34]. The Mann–Kendall test has been
widely used in studies investigating trends in hydro-climatic series [35,36] due to it being more robust
against outliers and being more powerful than other tests [37]. The analysis was applied on an annual,
seasonal and monthly basis. For the seasonal trend, the year was divided in four seasons: autumn
(October–December), winter (January–March), spring (April–June) and summer (July–September).

Changes in land use in the study period were also evaluated by analyzing differences in land use
between 2000 and 2018, based on the Corine Land Cover for the years 2000 and 2018.

3. Results

3.1. Statistical Characteristics of the Climatic Conditions and Streamflow

Figure 2 presents the annual rainfall and temperature during the study period, while the mean
annual stream discharge between 2004 and 2019 is shown in Figure 3. High interannual variability
can be observed, especially for rainfall and stream discharge. The annual streamflow in the study
catchment varied from 0.08 m3 s−1 (2016/2017) to 0.273 m3 s−1 (2009/2010), with a mean annual stream
discharge of 0.181 m3 s−1, a standard deviation of 0.05 m3 s−1 and a variation coefficient of 29%, which
denotes a marked inter-annual fluctuation. Regarding seasonal patterns, streamflow was observed
to be concentrated in the winter season (0.306 m3 s−1), whereas summer exhibited the lowest stream
discharge (0.058 m3 s−1). However, winter did not return the highest value for every year (Figure 3).
For example, in 2004/2005 and 2007/2008 hydrological years, spring exhibited the highest streamflow
due to the reduced rainfall during the rainy season (587.6 and 731.63 mm for 2004/05 and 2007/08
respectively v.731.6 mm of the mean). In regard to the monthly distribution of stream discharge, there
is an outstanding intra-annual variability (Figure 4), with mean discharge varying from 0.037 m3 s−1

(September) to 0.345 m3 s−1 (February). The months of February, March and April presented the
largest discharge, while the highest mean monthly rainfall was registered in November, October and
December. Previous studies in this area, point to streamflow being largely dependent on water storage
in the soils, which together with the distribution of rainfall and evapotranspiration, are key variables
controlling the hydrological response of the catchment [38,39].
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Figure 2. Annual series for (a) rainfall and (b) temperature. Horizontal dotted line indicates the
long-term mean for each variable.

Figure 3. Variations in stream discharge in Corbeira catchment (2004/2005–2018/2019). Horizontal
dotted line indicates the mean for the study period.

Figure 4. Boxplot of seasonal distribution of (a) rainfall, (b) temperature and (c) discharge in
Corbeira catchment.

3.2. Land Use Changes

Figure 5 shows the main changes in land use in the Corbeira catchment based on Corine Land
Cover. Forestry and agricultural land are the main land uses in the catchment. In the period between
2000 and 2018, a slight decrease was observed in the agricultural zone, whereas the forest area increased
(about 3%). The findings from this study are in line with results from other studies indicating an
expansion of forest due to the replacement of cultivated land by plantations, first with pine and

401



Hydrology 2020, 7, 97

from the 1960s, with eucalyptus [40,41]. In fact, the northwest of the Iberian Peninsula constitutes
a representative area of the transformations of land-use systems in southern Europe [42], as it has
undergone wide changes in the spatial distribution of land uses in recent decades, due to reduced
traditional agricultural activity, rural abandonment and more plantations of fast-growing tree species.

Figure 5. Land-use changes in the Corbeira catchment between 2000 and 2018.

3.3. Trend Analysis of Climatic Variables and Stream Discharge

The results for the Thiel–Sen/Mann–Kendall trend tests for rainfall and temperature are presented
in Table 1, while the results for discharge are shown in Table 2. Upward trends were identified for
rainfall and temperature data, with a very strong positive trend for temperature and annual results
being significant at a 99% confidence level. This upward trend is closely related to the significant
upward trend during summer. In contrast, the results for rainfall were not clear, and despite showing
an upward trend signal, they did not prove to be significant (i.e., p-value > 0.1).

Table 1. Statistics (Z of the Mann–Kendall Test and Q of the Sen’s Slope Estimator) for rainfall and
temperature trend analysis.

Rainfall Temperature

Mann–Kendall Trend Sen’s Slope
Estimate Mann–Kendall Trend Sen’s Slope

Estimate

Test Z Significance Q Test Z Significance Q

Annual 1.48 5.242 3.69 *** 0.037

Autumn 0.61 1.989 1.35 0.027
Winter 1.43 3.688 1.79 + 0.027
Spring −0.15 −0.198 3.81 *** 0.055

Summer −0.25 −0.208 2.60 ** 0.036

October 0.69 0.873 1.87 + −0.017
November 1.40 2.219 0.31 0.009
December −1.08 −0.980 0.28 0.007

January 0.67 0.884 2.10 * 0.048
February 1.38 1.453 0.11 0.003

March 1.35 1.157 1.96 + 0.027
April 0.01 0.017 2.33 * 0.061
May −0.04 −0.042 2.16 * 0.048
June 0.48 0.257 3.29 *** 0.068
July 0.71 0.164 2.06 * 0.040

August 1.20 0.372 2.13 * 0.033
September −1.27 −0.902 1.05 0.029

** test is significant at p < 0.001; * test is significant at p < 0.05; + test is significant at p < 0.1.
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Table 2. Statistics (Z of the Mann–Kendall Test and Q of the Sen’s Slope Estimator) for stream discharge
trend analysis.

Mann–Kendall Trend Sen’s Slope Estimate

Test Z Significance Q

Annual −1.09 −0.004

Autumn −2.28 * −0.011
Winter 0.20 0.002
Spring −0.49 −0.003

Summer −2.67 ** −0.003

October −2.57 * −0.008
November −1.19 −0009
December 1.68 + −0.020

January 0.00 −0.001
February 0.79 0.011

March 0.20 0.003
April −0.49 −0.005
May −1.09 −0.005
June −1.29 −0.005
July −1.39 −0.004

August −2.28 * −0.003
September −2.67 ** −0.004

** test is significant at p < 0.001; * test is significant at p < 0.05; + test is significant at p < 0.1.

For the discharge data record, the results suggested a downward trend for annual discharge,
although it was not found to be significant at a reliable confidence level (p-value > 0.1). However,
when examining by season, a number of significant trends were found. Thus, a downward trend
was detected in autumn, which was very clear in October, weaker and not significant in November
and positive (upward) in December, although the test yielded results with a lower confidence level
(p-value = 0.1). Summer also showed a downward trend due to those observed in September, August
and July, although the trend in the latter month was weaker and not significant. Spring exhibited a
downward trend, while results suggested an increase during winter. However, trends for these seasons
were very weak and not statistically significant (Table 2).

3.4. Trend in Low and High Flows

Results of low and high flow trend analysis are displayed in Table 3. An upward trend for the low
flow period was observed at different temporal scales, although some of these did not prove to be
significant. If the seasonal scale is included, summer and autumn showed significant upward trends
in the duration of the low flow period and the severity (volumetric deficit), due to the clear upward
trend in the months of October, November, July, August and September. On the contrary, in winter
and spring, there was no significant evidence at low flows.

Table 3. Statistics (Z of the Mann–Kendall Test and Q of the Sen’s Slope Estimator) for low and high
flow trend analysis.

Mann–Kendall Trend Sen’s Slope Estimate

Test Z Significance Q

Annual Q10 2.79 ** 6.875
Q20 3.07 ** 8.429

Severity (Q10) 2.90 ** 9.379
Severity (Q20) 1.48 ** 0.011

Q80 −0.84 −1.000
Q90 −0.10 −0.333
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Table 3. Cont.

Mann–Kendall Trend Sen’s Slope Estimate

Test Z Significance Q

Autumn Q10 2.59 ** 1.00
Q20 2.38 * 3.00
Q80 −1.50 −1.444
Q90 −1.89 + −0.250

Winter Q10 1.04 0.000
Q20 0.17 0.000
Q80 0.25 1.000
Q90 0.40 0.222

Spring Q20 1.04 0.000
Q80 −1.19 −0.667
Q90 −0.25 0.000

Summer Q10 2.24 * 4.200
Q20 2.31 * 4.200

October Q10 2.88 ** 0.875
Q20 2.38 * 1.556
Q80 −2.38 * 0.000

November Q10 1.49 0.000
Q20 1.80 + 0.000
Q80 −1.88 + −0.727
Q90 −1.64 0.000

December Q20 1.22 0.000
Q80 −1.72 + −0.889
Q90 −1.69 + 0.000

January Q20 0.17 0.000
Q80 0.80 0.182
Q90 0.68 0.000

February Q80 0.75 0.400
Q90 0.65 0.000

March Q80 −0.05 0.000
April Q80 −0.15 −0.125

Q90 −0.10 0.000
May Q80 −0.65 0.000
June Q80 −1.00 0.000
July Q10 1.14 0.000

Q20 1.94 + 0.571
August Q10 2.52 * 1.385

Q20 2.40 * 1.333
September Q10 2.68 ** 2.231

Q20 2.35 * 1.000

** test is significant at p < 0.001; * test is significant at p < 0.05; + test is significant at p < 0.1.

Concerning the high flow, a downward trend in the annual duration of the high flow period was
observed, although it did not prove to be significant (Table 3). A negative (downward) trend was also
observed in autumn and spring, but was only significant for Q80 in autumn, which can be justified by
the downward trend observed during October.

4. Discussion

The results show that discharge in the Corbeira catchment does not show a marked annual
fluctuation. However, the intra-annual variability is much larger, with the maximum variability
occurring in autumn.

With respect to trend analysis of climate variables, upward trends were found for the temperature
at the annual and seasonal scale, as has been already reported in previous studies in the Iberian
Peninsula [9,43]. In contrast, no significant trends were detected for rainfall on any time scale, similar
to the results of Rodrigo and Trigo [29] for the La Coruña station (located near the study area), which
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showed positive (non-significant) trends for annual and autumn rainfall and negative for spring and
summer. Similarly, and in the context of long-term evaluation of rainfall in Galicia, Lago et al. [28]
pointed out the absence of a unidirectional trend in annual rainfall. However, at a seasonal scale, these
authors indicated a possible change in distribution throughout the year, with wetter autumns and less
humid winters, mainly due to the decrease in rainfall in February and springs and summers of sub-dry
or dry trends. These facts have a heavy impact because more than two-thirds of the water demand
takes place in the period between April and September, in which scarcely one-third of the total annual
rainfall is registered. Furthermore, it must be noted that in the autumn-winter semester, the period
with the highest water contribution, it is possible to record a marked rainfall deficit. An example
would be the winter 2004-05 (169.4 mm in winter 2004-05 vs. 333.4 mean rainfall in winter).

With hydrological variables, the annual discharge trend test revealed that there was no significant
trend for stream discharge. However, significant downward trends were observed for autumn and
summer. In the present study, the observed trends cannot be explained by changes in rainfall, since
Z values, although negative, were close to zero, indicating no trends. The study of low and high
flows suggested upward trends in the duration of low flow and severity (volumetric deficit) due
to the increase in the number of days with low flow in summer and autumn (Table 3). In contrast,
the duration of the high flow period seemed to decrease, particularly during autumn. The longer
low flow duration and severity found in our study are in line with the results from other studies in
temperate humid catchments [24,27] indicating an extension of the low flow period during autumn,
which resulted in a longer period of time with low stream discharge, as well as a temporary increase
in the volumetric deficit. Given the length of data, it is difficult to say whether the increase of
evaporative demand during these seasons, induced by higher temperatures, has caused the apparent
trend. Several studies in the Iberian Peninsula have already reported a reduction in streamflow due
to the increase in air temperatures [8,9,20]. For example, Morán-Tejeda [43] observed an increase in
the number of days with low flow and a reduction in the frequency and magnitude of high flows in
the Duero basin. These authors argued that this behavior is a consequence of raising temperatures by
enhancing evapotranspiration, and changes in the land-cover, as a result of re-growth of vegetation,
whose effects are more evident during the growth period (spring and summer), as it is associated with
the highest demand for water from the soil, and a greater capacity for rainfall interception by the
canopy [43]. Other authors have also associated re-vegetation and land-cover expansion in headwaters
as a primary cause of decreasing stream discharge in the absence of rainfall trends.

The observed discharge trends in the Corbeira catchment and hence the Mero basin may have
important implications for water management in the study area. The Abegondo-Cecebre reservoir,
which is mainly fed by water from the Mero basin, was built in the mid-1970s to guarantee the
availability of water for the city of A Coruña and its metropolitan area during drought periods and
to reduce negative effects from floods. The decrease in discharge, as well as increase in the low flow
period, enhance future risk and vulnerability especially in summer, which is characterized by the low
flow. In recent years, there has been a substantial increase in the population in the area (from 250,000
to 450,000) representing a large rise in water demand. Moreover, tourism is growing in the city of A
Coruña and its surroundings, especially in summer when the population may even double, which
makes it necessary to satisfy an additional water demand at what is undoubtedly the least rainy time
of year. In some cases, this causes the Abegondo-Cecebre reservoir to be insufficient if there has not
been enough rain to fill it in the previous months, as occurred in 2010, triggering water restrictions and
threatening the ecological environment, society and economy. This highlights the fact that alternative
strategies for water management may come to the fore in low flow seasons (the most critical period for
water management in the area) in order to reconcile the heavier demand for water for human activities
with maintaining functioning riparian ecosystems, as it also has to be borne in mind that the reservoir
is a Special Area of Conservation.
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5. Summary and Final Remarks

An analysis of trends in annual and seasonal stream discharge (mean, low and high flows) was
conducted in the headwaters of the Mero river, a near-natural system representative of the climate
and land use characteristics of the northwestern Iberian Peninsula catchments. For this, both the
non-parametric Mann–Kendall test and the Sen methods were applied.

The study did not detect statistically significant trends in annual stream discharge. However,
significant downward trends in mean discharge were observed for autumn and summer. In addition, a
significant upward trend in the number of days with low flow was particularly evident in spring and
summer. Additionally, a falling trend in the high flows was observed in autumn. On the contrary,
rainfall showed a positive pattern, although it was not significant. The different behavior shown
by rainfall and discharge may be explained by the reduction of water resources associated with the
increase in temperature in the study area, although this must be interpreted with caution, given the
absence of long-term measurements.
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37. Kundzewicz, Z.W.; Graczyk, D.; Maurer, T.; Pińskwar, I.; Radziejewski, M.; Svensson, C.; Szwed, M. Trend
detection in river flow series: 1. Annual maximum flow/Détection de tendance dans des séries de débit
fluvial: 1. Débit maximum annuel. Hydrol. Sci. J. 2005, 50, 797–810. [CrossRef]

38. Palleiro, L.; Rodríguez-Blanco, M.; Taboada-Castro, M.M.; Taboada-Castro, M.T. Hydrological response of a
humid agroforestry catchment at different time scales. Hydrol. Process. 2013, 28, 1677–1688. [CrossRef]

39. Rodríguez-Blanco, M.; Taboada-Castro, M. An overview of patterns and dynamics of suspended sediment
transport in an agroforest headwater system in humid climate: Results from a long-term monitoring.
Sci. Total. Environ. 2019, 648, 33–43. [CrossRef] [PubMed]

40. Jones, J.; Creed, I.F.; Hatcher, K.L.; Warren, R.J.; Adams, M.B.; Benson, M.H.; Boose, E.; Brown, W.A.;
Campbell, J.L.; Covich, A.; et al. Ecosystem Processes and Human Influences Regulate Streamflow Response
to Climate Change at Long-Term Ecological Research Sites. Bioscience 2012, 62, 390–404. [CrossRef]

41. Moreira, F.; Rego, F.C.; Ferreira, P.G. Temporal (1958–1995) pattern of change in a cultural landscape of
northwestern Portugal: Implications for fire occurrence. Landsc. Ecol. 2001, 16, 557–567. [CrossRef]

42. Fuchs, R.; Herold, M.; Verburg, P.H.; Clevers, J.G.; Eberle, J. Gross changes in reconstructions of historic land
cover/use for Europe between 1900 and 2010. Glob. Chang. Biol. 2014, 21, 299–313. [CrossRef] [PubMed]

43. Del Río, S.; Herrero, L.; Pinto-Gomes, C.; Penas, Á. Spatial analysis of mean temperature trends in Spain over
the period 1961–2006. Glob. Planet. Chang. 2011, 78, 65–75. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

408



MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Hydrology Editorial Office
E-mail: hydrology@mdpi.com

www.mdpi.com/journal/hydrology





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34

www.mdpi.com ISBN 978-3-0365-6511-8 


	Advances_in_Flow_Modeling_for_Water_Resources_and_Hydrological_Engineering.pdf
	Cover-front.pdf
	Book.pdf

	aff page.pdf
	Book.pdf

	Advances_in_Flow_Modeling_for_Water_Resources_and_Hydrological_Engineering
	Cover-back.pdf


