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Introduction

The development of electronic solutions and their application to smart cities are an in-
evitability. On the other hand, the growing population is forcing us find new, more effective
solutions. According to the preliminary model forecasts, population growth is expected to
stop at the end of this century (source: Pew Research Centre (https://www.pewresearch.org/
fact-tank/2019/06/17/worlds-population-is-projected-to-nearly-stop-growing-by-the-end-of-
the-century/ (accessed on 9 October 2020))). The increasing demand for power, water sup-
ply and waste management, pedestrian safety, the efficient use of electric vehicles, traffic
jams and long commutes, the identification of road users and travel path predictions, and
rising air and noise pollution levels are the most pressing issues in today’s cities. The place
we live in has a huge impact on our lives. Advanced planning is a feature of green develop-
ment which reduces our dependence on vehicles that produce greenhouse gas emissions.
The development of eco-friendly cities includes the development and application of new
efficient solutions and technologies for transport management, emission control and pollu-
tion control, energy efficiency and the usage of renewable energy, and resource efficiency,
etc. These solutions would ensure a better quality of life for the growing population.

This Special Issue in Electronics reports on some of the recent research efforts on
this important topic. The eleven papers in this issue cover various aspects of emerging
electronics technologies and solutions for eco-friendly cities.

The authors of [1] propose a method for predicting the bucket fill factor of a loader
based on the three-dimensional information of the material surface. Firstly, a co-simulation
model of loader shovelling material was established by using the multi-body dynamics
software RecurDyn and the discrete element method software (DEMS) EDEM, and the co-
simulation was conducted under different excavation trajectories. Then, before the shovel
excavation, three-dimensional material surface information was obtained from DEMS,
and the surface function of the material contour was fitted based on the corresponding
shovel excavation trajectory information. Meanwhile, they obtained the volume of the
material excavated by the loader by employing the numerical integration method, and it
was divided by the rated bucket volume to obtain the estimated bucket fill factor. Finally,
the actual volume of the material after the shovel excavation was divided by the rated
bucket volume to obtain the accurate bucket fill factor. Thus, the prediction model of the
bucket fill factor was built. The experimental results show that the proposed method is
feasible, with a maximum error of 4.3%, a root mean square error of 0.025, and an average
absolute error of 0.021.

In [2], simple mathematical model of a seismocardiogram (SCG) was developed, and
three algorithms were created to explain the processes and behaviours of the model in
detail. Using this algorithm, the processing program can be written in several programming
languages, not only in MATLAB. This seismocardiogram model can be used to obtain the
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optimal parameters (fifth-order delay before adaptive filter, 892 filter order) for adaptive
filters that can perform real cardio-mechanical vibration signal processing in order to
estimate the AO peaks. As a result, the heart rate was calculated. However, filter orders
200 and 50 were evaluated again, and so the process was faster for both of the filters;
the duration periods decreased from 1.20 to 1.09 and from 1.19 to 1.11 s, respectively. In
each case, the signal processing and the necessary calculations were performed using
MATLAB programs.

In [3], the authors analysed the excavator system’s energy flow under a typical working
condition load. In operation conditions, the output energy of the engine only accounts for
50.21% of the engine’s fuel energy, and the actuation and the swing system account for 9.33%
and 4% of it, respectively. In transportation conditions, the output energy of the engine
only accounts for 49.80% of the engine’s fuel energy, and the torque converter efficiency
loss and excavator driving energy account for 15.09% and 17.98% of it, respectively. The
research results show that the energy flow analysis method based on a typical working
condition load can accurately obtain each excavator component’s energy margin, which
provides a basis for designing energy-saving schemes and control strategies.

The authors of [4] present a performance analysis of the overall ergodic outage proba-
bility of the optimal RS scheme for a low-power energy harvesting (LPEH) wireless sensor
network (WSN). Since the simulations correlate with the theory, each relay was equipped
with a battery that consisted of an on/off (1/0) decision scheme, according to the Markov
property. In this context, an optimal loop interference relay selection was proposed and
investigated. Moreover, the log-normal distribution method is crucial for characterizing
the LPEH WSN’s constraints. The system’s performance was evaluated analytically and
numerically in terms of the overall ergodic outage probability (OP) with the Monte Carlo
simulation. The system had the lowest overall ergodic OP, thus, it performed the best, with
an energy harvesting switch time of 0.175. Following the increase in the signal-to-noise
ratio (SNR), the system without a direct link performed the worst. Furthermore, the system
performed better as more relays were deployed. Finally, more than 80% of the data can be
obtained under the household condition, without the need for additional bandwidth and
power supply.

To improve the sound source identification performance in low-SNR cabin environ-
ments, the authors of [5] introduce cross-spectral matrix (CSM) reconstruction methods
such as diagonal reconstruction (DRec), robust principal component analysis (RPCA), and
probabilistic factor analysis (PFA), which have been widely studied in planar arrays, into
spherical arrays-based functional delay and sum (FDAS). Three enhancement methods,
namely EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA, were established. The main con-
clusions obtained through the simulations and experiments are as follows: (1) EFDAS can
significantly improve the sound source identification performance of FDAS under low
SNRs, which effectively suppress the sidelobe contamination, shrink the mainlobe contam-
ination, and maintain the strong localization capability for weak sources. (2) Compared
with FDAS at SNR = 0 dB and when the number of snapshots = 1000, the average MSLs
of EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA were reduced by 6.4 dB, 21.6 dB, and
53.1 dB, respectively, and the mainlobes of the sound sources shrunk by 43.5%, 69.0%, and
80.0%, respectively. (3) The three EFDAS methods improved the quantification accuracy of
FDAS when there was a large number of snapshots.

The authors of [6] applied cardiac biosignals, an excited accelerometer, and a gyroscope
for the prevention of accidents on the road. This paper adopts the seismocardiogram
hypothesis which involves using measurements from a seismocardiogram to identify the
drivers’ heart problems and safely stop the vehicle before they enter into a critical condition
by informing the relevant departments in a nonclinical manner. The proposed system works
without an electrocardiogram, and it detects heart rhythms more easily. The estimation of
the heart rate (HR) is calculated through automatically detected aortic valve opening (AO)
peaks. The system is composed of two micro-electromechanical systems (MEMSs) which
evaluate the physiological parameters and eliminate the effects of external interference
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on the entire system. A few digital filtering methods are discussed and benchmarked to
increase the seismocardiogram efficiency. As a result, the fourth adaptive filter obtains
the estimated HR = 65 beats per min (bmp) in a still noisy signal (SNR = −11.32 dB). In
contrast with the low processing benefit (3.39 dB), 27 AO peaks were detected with a
917.56 ms peak interval mean over 1.11 s, and the calculated root mean square error (RMSE)
was 0.1942 m/s2 when the adaptive filter order was 50 and the adaptation step was equal
to 0.933.

In [7], the paper investigates the rescheduling strategy and algorithm for DDBFSP, in
which machine breakdown events are categorised as disruptions in manufacturing sites.
Firstly, the mathematical model of DDBFSP, including the event simulation mechanism,
was constructed. The makespan and stability as the objectives were considered. The goal
of the paper was to achieve two objectives. An “event-driven” policy in response to the
disruption was applied. A two-stage “predictive-reactive” rescheduling strategy was pro-
posed. In the first stage, a static environment, a distributed blocking flowshop scheduling
problem (DBFSP) without machine breakdown, was considered, and the global initial
schedules were generated, while in the second stage, after the machine breakdown occurs,
the initial schedule is locally optimized by a hybrid repair policy based on “right-shift
repair + local reorder”, and the discrete memetic algorithm (DMA) reordering algorithm
based on differential evolution was proposed for the local reorder operation. To test the
effectiveness of the DMA, comparisons with mainstream algorithms were conducted on
different scales. The statistical results show that the ARPDs obtained from DMA were
improved by 88%.

In [8], a method of coal thickness prediction using VMD and LSTM is presented.
Firstly, empirical mode decomposition (EMD) and VMD methods were used to denoise
simple signals, and the denoising effect of the VMD method was verified. Then, the wedge-
shaped coal thickness model was constructed, and the seismic forward modelling and
analysis were carried out. The results show that coal thickness predictions based on seismic
attributes are feasible. On the basis of the VMD denoising of the original 3D seismic data,
VMD-LSTM was used to predict the coal thickness. The data were compared with the
prediction results of a traditional BP neural network. The coal thickness prediction method
proposed in this paper has high accuracy and coincides with the coal seam information
about existing boreholes. The minimum absolute error of the predicted coal thickness is
0.08 m, and the maximum absolute error is 0.48 m. This indicates that VMD-LSTM has
high accuracy in predicting coal thickness.

In [9], the authors present a mobile sensor node for monitoring air and noise pollution,
and the developed system was installed on an remote control drone, which could quickly
monitor large areas. It relies on a Raspberry Pi Zero W board and a wide set of sensors (i.e.,
NO2, CO, NH3, CO2, VOCs, PM2.5, and PM10) to sample the environmental parameter
at regular time intervals. A proper classification algorithm was developed to quantify
the traffic level from the noise level acquired by the onboard microphone. Additionally,
the drone is equipped with a camera, and it implements a visual recognition algorithm
(Fast R-CNN) to detect waste fires and mark them using a GPS receiver. Furthermore,
firmware for managing the sensing unit operation was developed, as well as the power
supply section. In particular, the node’s consumption was analysed in two use cases, and
the battery capacity needed to power the designed device was determined. The on-field
tests demonstrated the proper operation of the developed monitoring system. Finally, a
cloud application was developed to remotely monitor the information acquired by the
sensor-based drone and upload them to a remote database.

In [10], a beacon-based hybrid routing protocol was designed to adapt to the new
forms of intelligent warfare, accelerate the application of unmanned vehicles in the military
field, and solve problems such as high maintenance costs, path failures, and repeated
routing pathfinding in large-scale unmanned vehicle network communications in new
battlefields. This protocol used the periodic broadcast pulses initiated by the beacon nodes
to provide synchronization and routing to the network and established a spanning tree,
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which the nodes used to communicate with each other. An NS3 platform was used to build
a dynamic simulation environment with service data to evaluate the network performance.
The results showed that when it was used in a range of 5~35 communication links, the
beacon-based routing protocol’s PDR was approximately 10% higher than that of AODV
routing protocol. At 5~50 communication links, the result was approximately 20% higher
than the DSDV routing protocol.

The authors of [11] aimed to explore a more ecological and sustainable solution to
the problems of cities around the world. Particularly, this paper presents a conceptual
design of the main sterilization chamber for infectious waste. The Design Thinking (DT)
method was used, since it has a user-centred approach which allows for the co-design and
inclusion of the target population. This study demonstrates the possibility of obtaining
feasible results based on the user’s needs through the application of DT as a framework for
engineering designs.
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Prediction of Bucket Fill Factor of Loader Based on
Three-Dimensional Information of Material Surface

Shaojie Wang 1,2,* , Shengfeng Yu 1, Liang Hou 1, Binyun Wu 1 and Yanfeng Wu 1

1 Department of Mechanical and Electrical Engineering, Xiamen University, Xiamen 361000, China
2 Shenzhen Research Institute, Xiamen University, Shenzhen 518057, China
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Abstract: The bucket fill factor is a core evaluation indicator for the optimization of the loader’s

autonomous shoveling operation. Accurately predicting the bucket fill factor of the loader after

different excavation trajectories is fundamental for optimizing the loader’s efficiency and energy

cost. Therefore, this paper proposes a method for predicting the bucket fill factor of the loader based

on the three-dimensional information of the material surface. Firstly, the co-simulation model of

loader shoveling material is established based on the multi-body dynamics software RecurDyn and

the discrete element method software (DEMS) EDEM, and the co-simulation is conducted under

different excavation trajectories. Then, the three-dimensional material surface information before

shovel excavation is obtained from DEMS, and the surface function of the material contour is fitted

based on the corresponding shovel excavation trajectory information. Meanwhile, the volume of the

material excavated by the loader is obtained by the numerical integration method, and it is divided

by the rated bucket volume to obtain the estimated bucket fill factor. Finally, the actual volume of

the material after the shovel excavation is divided by the rated bucket volume to obtain the accurate

bucket fill factor. Based on this, the prediction model of the bucket fill factor is built. The experimental

results show that the proposed method is feasible, with a maximum error of 4.3%, a root mean square

error of 0.025 and an average absolute error of 0.021. The research work lays the foundation for

predicting the bucket fill factor of construction machinery such as loaders and excavators under real

working conditions, which is conducive to promoting the development of autonomous, unmanned,

and intelligent construction machinery.

Keywords: loader; bucket fill factor; material surface three-dimensional information; regression

prediction; RecurDyn; EDEM

1. Introduction

A loader is a piece of earth and stone construction machinery and equipment widely
used in mining, construction, water conservancy, urban construction, among other contexts.
Its main function is to shovel and transport bulk materials such as soil, sand, and gravel
and complete engineering tasks such as bulldozing and lifting. It can not only reduce the
labor intensity of construction personnel but also improve the construction speed and the
project quality.

The related research on loaders can be divided into two major directions. The first
is system control optimization, performance optimization of parts and components, elec-
trification, etc., which are carried out to improve the economy of the loader, save energy,
and protect the environment. Jun G et al. [1] proposed a new energy alternate recovery
and utilization system to recover the potential energy generated in the lifting and lowering
of excavators, Yang Y et al. [2] used an objective optimization algorithm to optimize the
parameters of a new continuously variable transmission system for a loader to obtain better
power transmission performance, and He X et al. [3] mentioned the importance of hybrid
(HES) construction machinery to protect the environment and introduced the control strate-
gies and challenges of hybrid construction machinery. The second is online fault diagnosis,
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intelligent shifting, vibration and noise reduction, etc., which are carried out to improve the
intelligence of the loader and improve the operational efficiency, safety, and driver comfort
of the loader. Chen Z et al. [4] extracted the signs of loader gear noise and made fault
diagnosis of the loader gearbox based on ICA and SVM algorithms, Wu G [5] used a neural
network approach to determine the complex mapping relationship between loader gears
and the current operating conditions, which improved the shift response speed and shift
quality, Zhao H et al. [6] optimized the parameters of the loader suspension to improve
the driving comfort of the loader driver. Therefore, compared with the early loaders, the
current loaders have been greatly improved in economy, safety, and comfort. In recent
years, the electrification, intelligence, and unmanned operation of loaders have become
a new research hotspot. Dadhich et al. [7] gave a detailed introduction to the prospects
and challenges faced by the intelligent and unmanned construction machinery. when the
loader is unmanned, the bucket fill factor becomes an important optimization objective
of the autonomous excavation strategy of the loader, and its importance is self-evident.
Therefore, this paper focuses on how to effectively predict the bucket fill factor of a loader.

Bucket fill factor prediction is a prerequisite for unmanned construction machinery
and has attracted the attention of scholars. In recent years, Chen Yu et al. [8] proposed the
SPC (Statistical Process Control) method to judge whether the test process of the loader
bucket fill factor is stable and whether the test data are available. This method helps to
ensure the validity of the loader bucket fill rate test data and correctly evaluate the bucket
performance. Pengpeng Huang et al. [9] tried to mathematize the shoveling process to
establish a mathematical model of the bucket fill factor of the loader during the shovel
loading process. However, many idealistic assumptions were made during the study, so the
applicability of the model is not good. Dadhich Set al. [7] mentioned in their previous work
that the pressure in the loader cylinder can be used to represent the mass of the material
in the bucket, but if the density information of the material to be excavated is unknown
in advance, it is not possible to obtain the volume of the material in the bucket and the
corresponding value of the bucket fill factor. To address this issue, Anwar H et al. [10]
proposed to use a camera to photograph the bucket and estimate the volume of the material
inside the bucket based on an image processing algorithm. However, the accuracy of
the algorithm heavily depends on the bucket at the exact constraint position. Therefore,
Guevara Jet al. [11] proposed to estimate the volume of the material in the bucket through
segmentation, matching, and volume calculation based on the three-dimensional point
cloud data of the material in the bucket. However, when the bucket full rate is high, this
method cannot accurately extract the edge contour of the bucket, and the prediction error
of the bucket fill factor increases up to 20%. Similarly, Lu J et al. [12] proposed to identify
the bucket fill factor of a loader based on machine vision and bucket position information,
but the method is not robust to environmental changes. Subsequently, Lu J et al. [13]
proposed a neural-network-based method for predicting bucket fill factor, which relies
on the classification of environmental factors to improve the robustness of the model
to the environment. It is worth noting that all the previously mentioned methods for
identifying bucket fill factor can only work after the loader has completed the shoveling
action. R.J. Sandzimier R J et al. [14] used statistical methods to find the relationship
between the excavator shovel trajectory and the bucket fill factor and tried to obtain the
optimal excavator trajectory planning based on this. However, this method requires a
lot of experimental data, and the experiment needs to be repeated when the size of the
attachment changes. Filla R [15] et al. simulated the material shoveling process with the
EDEM software and summarized the shovel trajectory offset map for a specific bucket to
obtain a certain bucket fill factor. However, the offset method proposed by the authors not
only requires a large number of simulations but also cannot summarize well the relationship
between the bucket fill factor and the shovel trajectory. From the above analysis, it can be
seen that the predicted completion time of the bucket fill factor of the loader can be divided
into after the completion of shoveling and before the completion of shoveling. Additionally,
the prediction of bucket fill factor before shovel excavation completion is more suitable for
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the automation of the loader and is the focus of this paper. Based on the analysis of the
existing studies, this paper proposes a method for predicting the bucket fill factor of loader
based on the three-dimensional information of material surface. Our method can achieve
accurate bucket fill factor prediction before excavation and provide technical support for
optimizing the operation trajectory of the loader under autonomous excavation.

The rest of this paper is organized as follows. Section 2 describes the bucket fill factor
prediction method proposed in this paper. Section 3 introduces the construction of the
co-simulation model of shovel. Section 4 presents the implementation of the proposed
bucket fill factor prediction method. Finally, Section 5 concludes the research work of
this paper.

2. Prediction Method of Bucket Fill Factor

The bucket fill factor is an important optimization target for the loader under au-
tonomous excavation. The research on the prediction method of the bucket fill factor of
the loader helps to promote the development of unmanned loaders. Considering the com-
plexity of the experimental process of the loader, the difficulty of obtaining the trajectory,
and the high cost of the experiment, the multi-body dynamics software RecurDyn and the
discrete element software EDEM can reproduce the complete material shoveling process.
Therefore, to verify the feasibility of the proposed bucket fill factor prediction method, the
method will be tested in a virtual simulation environment, and the specific flow chart is
shown in Figure 1. Firstly, the three-dimensional virtual model of the loader is created in
RecurDyn and the material pile model is created in DEMS. Then, the RecurDyn and DEMS
software is used to perform co-simulation of multiple shovel trajectories. Next, the material
volume in the bucket after the loader digging is completed is divided by the volume of
the bucket to obtain the accurate bucket fill factor; meanwhile, the shovel trajectory and
the three-dimensional surface of the material pile are obtained for each shovel excavation
process. Based on this, the volume between the shoveled path and the material surface
profile is integrated to obtain the estimated bucket fill factor. Finally, the regression analysis
method is used to find and verify the mapping relationship between the estimated bucket
fill factor and the accurate bucket fill factor obtained in the simulation.

Figure 1. Flow chart of prediction method of bucket fill factor.
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3. Co-Simulation of Loader Excavation Process Based on EDEM and RecurDyn

In order to carry out the co-simulation of the loader excavation process, firstly, the
material pile model is created in the DEMS, secondly, the loader model is constructed in
the multi-body dynamics software, and, finally, the co-simulation of the loader excavation
process is carried out.

3.1. The Stockpile Model

The working conditions of the loader are complex, and the operation objects are mainly
loose granular materials, such as sand, cinder, loose soil, and gravel [16]. Therefore, in
this paper, a typical material such as sand is selected as the operation object to build a
sandpile model based on DEMS, and the model is finally used as the material pile model to
simulate the shoveling process of the loader. It is worth mentioning that DEMS divides the
whole simulation time into several small time steps and then calculates and updates the
motion state of all the material particles in each time step. Therefore, a too-large material
pile will directly affect the subsequent simulation time and data storage, and a too-small
material pile cannot reflect the real shoveling process [17]. In summary, the sandpile model
constructed in this paper has a base radius of about 6 m and a height of about 2.3 m, as
shown in Figure 2. The material pile was created on a workstation equipped with Intel Xeon
Silver 4210 CPU (20 cores, 2.19 GHz), 128 GB main memory, and NVIDIA Quadro P620
and running Windows 10 operating system. The creation process takes about two weeks.
To build a larger pile of material, it is recommended to build the material on an inclined
slope to reduce the number of particles and the simulation calculation overhead. This is
because the innermost layer of material does not affect the simulation of the entire shovel
excavation, but it increases the calculation time.

Figure 2. Flow chart of prediction method of bucket fill factor.

The intrinsic and contact parameters [18] of the sand are shown in Table 1. Meanwhile,
to reflect the phenomenon that the particle size of sand varies in practice, the particle size
distribution of sand is set in EDEM as follows: 1 mm (30%), 1.5 mm (40%), and 2 mm (30%).

Table 1. Material properties and parameters.

Properties/Parameters Value

Density/(kg·m−3) 1900
Poisson’s ratio 0.25

Modulus of shear/MPa 1.6 × 104

Sand-Sand coefficient of restitution 0.62
Sand-Steel coefficient of restitution 0.42

Sand-Sand coefficient of static friction 0.74
Sand-Sand coefficient of rolling friction 0.12
Sand-Steel coefficient of static friction 0.42

Sand-Steel coefficient of rolling friction 0.01

8
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3.2. The Loader Model

In this paper, a 958 N loader is selected as the research object. It is also feasible to
select the other models of loader, and the three-dimensional virtual model of the loader is
established with the multi-body dynamics software RecurDyn, as shown in Figure 3. The
main performance parameters of the loader are listed in Table 2.

Figure 3. The three-dimensional model of the 958 N loader.

Table 2. The performance parameters of the 958 N loader.

Performance Parameters Value

Rated loading capacity/kg 5000
Rated power/kw 162

Digging power/kn 175
Peak traction/kn 160

Minimum turning radius/mm 5910
Unloading height/mm 3167

Rated bucket capacity/m3 2.4

During the shoveling process of the loader, the movement of the bucket is subject to
the joint action of three factors: the movement direction of the loader, the expansion and
contraction of the turning bucket cylinder, and the expansion and contraction of the lifting
cylinder. Therefore, after constructing the three-dimensional virtual model of the loader
with RecurDyn, it is necessary to add motion driving functions for the forward movement of
the loader, the telescoping of the bucket cylinder, and the telescoping of the lifting cylinder
to simulate the shoveling action of the loader. The above-mentioned three types of motion
can be performed using the step-driven function [19] with the following expressions.

step(t, t0, x0, t1, x1) =





x0

x0 + (x1 − x0)(
t−t0
t1−t0

)
2
[3 − 2(t−t0)

(t1−t0)
]

x1

t ≤ t0
t0 ≤ t ≤ t1
t0 ≤ t ≤ t1

(1)

In Equation (1), t is the time; t0 is the start time of the motion; t1 is the end time of the
motion; x0 is the initial position of the motion, and x1 is the end position of the motion.

3.3. Co-Simulation of Loader Shovel Excavation Process

After the sandpile model and the three-dimensional virtual model of the loader are
created, the co-simulation of the excavation process of the loader can be conducted. First,
the WALL file containing the three-dimensional model information that can be recognized

9
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by DEMS is exported from RecurDyn. Then, the WALL file is loaded into the DEMS,
and the two pieces of software exchange data through the data interface file. During the
co-simulation process, RecurDyn controls the shovel movement of the loader and calculates
and updates the position, velocity, and other motion states of the loader at each time point;
meanwhile, DEMS calculates and updates the motion states of all material particles at each
time point, and it feedbacks the forces generated by the interaction between the material
and the bucket to RecurDyn [20]. The two together simulate the process of the loader
shoveling the material. The schematic diagram of the co-simulation is shown in Figure 4.

Figure 4. Schematic diagram of co-simulation.

In the actual operation of the loader, the loader can use different shoveling methods
according to the material density, particle size, and the variability of the driver’s operating
proficiency. The three common shovel excavation methods [19] are shown in Figure 5,
i.e., one excavation, segmental excavation, and slicing excavation. Considering the huge
calculation overhead of the simulation, only the first half of the loader model can be
imported into DEMS, and the shoveling time of each trajectory is within 5 to 6.5 s depending
on the shoveling depth and shoveling method. Even in this case, the simulation of each
shoveling trajectory still took about 2 days, and the volume of the data generated by
the simulation was about 1.5 TB. Therefore, to save time and storage space, a total of
30 simulations of the shoveling process was carried out for the three shoveling methods in
this paper. Meanwhile, to ensure the validity of the method, the accurate bucket fill factor
values obtained for all three shoveling methods were in the range of 60% to 110%, thus
ensuring a reasonable distribution of samples.

Figure 5. Schematic diagram of the shoveling method.

4. Prediction of Bucket Fill Factor

4.1. Calculation of the Accurate Bucket Fill Factor

As shown in Equation (2), the bucket fill factor is defined as the ratio η of the volume
Vm of the material shoveled into the bucket to the rated bucket volume Vb.

η =
Vm

Vb
(2)

10
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where η is the bucket fill factor, and Vm is the volume of the material in the bucket. Ac-
cording to the performance parameters listed in Table 2, the rated bucket volume Vb is
2.4 m3.

The forces on a bucket after a shovel excavation are shown in Figure 6. It can be seen
that the resultant force on the bucket at the last moment is equal in magnitude to that on
the bucket in the vertical direction.

Figure 6. Graph of the force on the bucket.

This means that the bucket at the last moment is only subject to the gravity of the
material in the bucket. Based on this, it is possible to calculate the volume of the material in
the bucket at the end of each excavation according to Equation (3), and then the bucket fill
factor can be calculated by substituting into Equation (2).

Vm =
F

gρm
(3)

where F is the magnitude of the resultant force on the bucket at the last moment, g is the
acceleration of gravity, and ρm is the bulk density of the material.

4.2. Calculation of the Estimated Bucket Fill Factor

4.2.1. Acquisition of Three-Dimensional Information on the Material Surface

The three-dimensional coordinates (X, Y, Z) of the particles on the surface of the pile
can be derived from the DEMS simulation results. Based on the three-dimensional coordi-
nates of the particles on the surface of the pile, the three-dimensional surface information
of the pile can be expressed by surface fitting or neural network fitting.

First, the polynomial function shown in Equation (4) is used to perform surface fitting,
and the fitting result is shown in Figure 7. In practical applications, lidar, binocular camera,
or depth camera [11] can be used to obtain the three-dimensional point cloud data of the
material pile surface, and surface fitting can be performed on this point cloud data to obtain
the three-dimensional surface information of the material pile.

f (x, y) = a00 + a10x + a20x2 · · ·+ an0xn + a11xy + a21x2y · · · an1xny + · · ·+ an1xny + · · ·+ annxnyn (4)

Then, considering the good data fitting ability of the neural network, the relationship
between X, Y, and Z is established by building the neural network shown in Figure 8.
Therefore, the three-dimensional information of the surface of the material pile can be
expressed by the constructed neural network.

11
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Figure 7. The polynomial surface fitting results of the sandpile surface.

Figure 8. The structure of the neural network.

Finally, according to Equations (5) and (6), the coefficient of determination R2 and
root mean square error RMSE of the fitting results obtained by the above two methods are
calculated, and the results are shown in Table 3. The results show that both methods can
well express the three-dimensional surface information of the material pile.

R2 = 1 − ∑
n
i=1(zi − ẑi)

2

∑
n
i=1(zi − ẑ)2 (5)

RMSE =

√
∑

n
i=1(zi − ẑi)

2

n
(6)

where zi represents the true value, ẑ represents the mean value of the true value, and ẑi

represents the predicted value.

Table 3. The fitting error of sandpile surface.

Surface Fitting Method
Coefficient of

Determination (R2)
Root Mean Squared

Error (RMSE)

Polynomial function 0.9927 51.26
Neural networks 0.9969 33.86

4.2.2. Volume Integration Based on Shovel Trajectory and Material Surface Information

After the three-dimensional information of the material surface is obtained, the in-
formation of bucket excavation trajectory can be obtained directly from RecurDyn. Then,
based on the three-dimensional surface information of the material and the excavation

12



Electronics 2022, 11, 2841

trajectory information, the material volume between the excavation trajectory and the
material surface contour can be integrated, and the integration area is shown in Figure 9.

Figure 9. The integration area between the material surface profile and the shovel trajectory.

An integral unit in the shoveling process is shown in Figure 10. The integral unit at
different times is slightly different. The process of integrating the material volume is as
follows. Firstly, all the integration units between the shovel tooth position section at Tn and
the shovel tooth position section at Tn+1 of the loader are summed up. Then, the material
volume under the corresponding shovel trajectory is obtained, as shown in Equation (7).

V =
x

f (x, y)dxdy (7)

where f (x,y) is the acquired three-dimensional information of the material surface. The
integration area is the area between the digging trajectory and the material surface contour.

Figure 10. A volume integration unit.

Finally, following the above method, each shovel trajectory is calculated to obtain the
volume of the material, and then the volume is divided by the rated bucket volume of the
bucket to obtain the estimated bucket fill factor.

Table 4 shows the calculated bucket fill factor and estimated bucket fill factor obtained
through the above-mentioned methods. Using the estimated bucket fill factor as the
horizontal coordinate and the calculated bucket fill factor as the vertical coordinate, the
scatter plot is shown in Figure 11. It can be seen from Table 4 that the difference between
the calculated accurate bucket fill factor and the estimated bucket fill factor is large. This
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is because the estimated bucket fill factor is obtained by adding up all the material on
the excavation path, which is not consistent with the actual shoveling process. Figure 11
shows that there is a clear linear regression relationship between the calculated bucket
fill factor and the estimated bucket fill factor. Therefore, a regression prediction model
can be constructed so that the predicted bucket fill factor can be obtained by inputting the
estimated fill bucket fill factor to this model.

Table 4. Calculation results of estimated bucket fill factor.

Trajectory Type Sample Number Accurate Bucket Fill Factor/%
Estimated Bucket Fill Factor/%

Polynomial Neural Networks

One excavation

1 67.99 92.98 86.88
2 64.02 85.17 83.07
3 97.65 143.06 135.87
4 94.15 133.33 130.70
5 89.62 125.70 126.09
6 87.32 120.79 122.40
7 84.28 119.17 120.09
8 116.87 205.05 195.48
9 115.29 193.23 189.17

10 112.68 184.39 183.98
11 111.15 179.17 180.38
12 108.83 178.20 178.82
13 120.25 234.15 223.25
14 39.08 52.83 47.67

Segmented excavation

1 75.80 99.09 91.93
2 64.67 81.73 82.18
3 59.09 75.18 76.21
4 104.27 152.29 142.65
5 93.96 131.61 131.19
6 88.92 125.43 126.03
7 114.47 177.43 166.62

Slicing excavation

1 30.75 27.45 23.81
2 40.79 42.83 35.70
3 51.27 59.72 49.87
4 59.03 77.12 65.55
5 69.01 95.01 82.28
6 78.16 113.41 99.83
7 99.08 161.51 146.78
8 109.86 189.27 175.64
9 123.09 236.45 221.85

Figure 11. Cont.
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Figure 11. Scatter plot of predicted bucket fill factor under different fitting surface methods. (a) Poly-
nomial surface fitting; (b) Neural network surface fitting.

4.3. Prediction of Bucket Fill Factor Based on Regression Model

After the calculated bucket fill factor and the estimated bucket fill factor are obtained,
the latter is taken as the input of the prediction model, and the former is taken as the output
of the prediction model. Therefore, the mapping relationship between the estimated bucket
fill factor and the accurate bucket fill factor can be constructed using regression algorithms
such as support vector machine regression and polynomial regression. The obtained
regression curves are shown in Figure 12, and the specific bucket fill factor prediction
results are shown in Table 5. Based on the constructed regression prediction model, it is
possible to predict the bucket fill factor after shoveling on a predefined shovel trajectory.
To ensure the validity of the method, the values of the accurate bucket fill factor for all the
three shoveling methods were in the range of 60% to 110%, thus ensuring a reasonable
distribution of the samples.

Figure 12. Prediction regression curve of shovel full rate under different fitting surface methods.
(a) Polynomial Surface Fitting; (b) Neural Network Surface Fitting.
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Table 5. Predicted results of bucket fill factor.

Trajectory
Type

Sample
Number

Accurate
Bucket Fill

Factor/%

Predicted Bucket Fill Factor of Different
Regression Method/%

Error/%

Polynomial SVR Gauss Polynomial SVR Gauss

Poly NN Poly NN Poly NN Poly NN Poly NN Poly NN

One
excavation

1 67.99 70.53 70.25 69.40 69.50 69.10 69.27 2.54 2.26 1.41 1.51 1.10 1.28
2 64.02 65.74 67.94 65.68 67.54 64.60 66.98 1.72 3.92 1.66 3.52 0.58 2.96
3 97.65 96.79 95.58 90.33 91.27 98.15 96.57 0.86 2.07 7.32 6.38 0.50 1.08
4 94.15 92.32 93.27 86.18 88.98 93.46 93.09 1.83 0.88 7.97 5.17 0.69 1.06
5 89.62 88.60 91.14 82.98 86.95 89.16 90.08 1.02 1.52 6.64 2.67 0.46 0.46
6 87.32 86.10 89.39 80.96 85.33 86.18 87.80 1.22 2.07 6.36 1.99 1.14 0.48
7 84.28 85.26 88.27 80.30 84.32 85.18 86.44 0.98 3.99 3.98 0.04 0.90 2.16
8 116.87 117.24 116.30 112.93 113.45 116.62 117.02 0.37 0.57 3.94 3.42 0.25 0.15
9 115.29 114.46 114.60 109.85 112.06 114.59 113.65 0.83 0.69 5.44 3.23 0.70 1.64
10 112.68 112.03 113.12 106.96 110.61 111.93 112.16 0.65 0.44 5.72 2.07 0.75 0.52
11 111.15 110.45 112.05 105.09 109.48 110.23 111.63 0.70 0.90 6.06 1.67 0.92 0.48
12 108.83 110.15 111.58 104.73 108.96 109.92 111.49 1.32 2.75 4.10 0.13 1.09 2.66
13 120.25 121.63 122.40 113.63 112.71 120.20 119.89 1.38 2.15 6.62 7.54 0.05 0.36
14 39.08 44.09 44.16 43.73 42.09 44.15 45.42 5.01 5.08 4.65 3.01 5.07 6.34

Segmented
excavation

1 75.80 74.15 73.22 72.08 71.94 72.69 72.09 1.65 2.58 3.72 3.86 3.11 3.71
2 64.67 63.58 67.39 63.88 67.07 62.61 66.43 1.09 2.72 0.79 2.40 2.06 1.76
3 59.09 59.36 63.67 60.14 63.71 58.73 62.60 0.27 4.58 1.05 4.62 0.36 3.51
4 104.27 100.73 98.48 94.27 94.27 101.72 101.07 3.54 5.79 10.00 10.00 2.55 3.20
5 93.96 91.50 93.50 85.45 89.20 92.54 93.41 2.46 0.46 8.51 4.76 1.42 0.55
6 88.92 88.47 91.11 82.87 86.92 89.00 90.05 0.45 2.19 6.05 2.00 0.08 1.13
7 114.47 109.91 107.60 104.44 104.44 109.67 110.65 4.56 6.87 10.03 10.03 4.80 3.82

Slicing
excavation

1 30.75 25.21 25.64 21.84 20.78 31.23 31.01 5.54 5.11 8.91 9.97 0.48 0.26
2 40.79 36.84 35.12 34.97 31.03 37.97 39.54 3.95 5.67 5.82 9.76 2.82 1.25
3 51.27 48.93 45.76 49.37 44.06 48.77 46.50 2.34 5.51 1.90 7.21 2.50 4.77
4 59.03 60.61 56.71 61.29 56.75 59.89 55.55 1.58 2.32 2.26 2.28 0.86 3.48
5 69.01 71.75 67.46 70.31 67.12 70.28 66.50 2.74 1.55 1.30 1.89 1.27 2.51
6 78.16 82.20 77.70 77.96 75.53 81.55 76.12 4.04 0.46 0.20 2.63 3.39 2.04
7 99.08 104.36 100.18 98.14 96.08 104.71 103.58 5.28 1.10 0.94 3.00 5.63 4.50
8 109.86 113.41 110.58 108.61 107.85 113.47 111.29 3.55 0.72 1.25 2.01 3.61 1.43
9 123.09 121.83 122.15 113.12 113.06 123.14 123.54 1.26 0.94 9.97 10.03 0.05 0.45

Description: 1, Poly represents the polynomial surface fitting method; 2, NN represents the neural networks
fitting method.

After the regression model on the dataset in Table 4 is established, to verify the
reliability of the model, this paper conducts the excavation simulation of nine trajectories.
Table 6 shows the predicted bucket fill factor and the error under the polynomial regression
method. The analysis of the prediction results under each regression method is shown in
Table 7. It can be seen from Table 7 that the polynomial regression method performs the
best with a root mean square error of 0.025, a lowest mean absolute error of 0.021, and a
lowest maximum error of 4.36% on the validation set. Therefore, our proposed prediction
method of the bucket fill factor based on three-dimensional information of material surface
achieves a good performance in the simulation.

Table 6. Statistics of the results under the polynomial regression method on the validation set.

Trajectory
Type

Sample
Number

Accurate
Bucket Fill

Factor/%

Estimated Bucket Fill Factor/% Predicted Bucket Fill Factor/% Error/%

Polynomial
Neural

Networks
Polynomial

Neural
Networks

Polynomial
Neural

Networks

One
excavation

1 53.47 71.67 66.02 57.05 57.03 3.58 3.56
2 83.35 116.77 110.19 84.00 83.28 0.65 0.07
3 114.12 191.45 182.47 114.00 112.68 0.12 1.44

Segmented
excavation

1 46.23 57.79 51.72 47.59 47.11 1.36 0.88
2 90.86 124.70 116.50 88.10 86.49 2.76 4.37
3 98.78 14044 136.37 95.62 95.80 3.16 2.98

Slicing
excavation

1 53.92 68.36 57.54 54.83 51.23 0.91 2.68
2 73.98 104.16 90.92 77.07 72.63 3.09 1.35
3 101.96 171.46 156.61 107.93 104.00 5.97 2.04
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Table 7. Analysis of regression results.

Surface Fitting Method Regression Method RMSE MAE Maximum Error

Polynomial function
Polynomial 0.029 0.024 5.97%

SVR 0.050 0.039 9.57%
gauss 0.025 0.018 5.80%

Neural Networks
Polynomial 0.025 0.021 4.36%

SVR 0.044 0.038 8.10%
gauss 0.036 0.031 6.44%

5. Discussion

In practical applications, the use of lidar, binocular camera, or depth camera is essential
to realize the unmanned construction machinery. At present, the use of these sensors for
the 3D reconstruction of the global or local operating environment of the loader has been
one of the hot spots of research and has made some progress. Combined with the method
proposed in this paper, the bucket fill factor of the loader after shoveling on this preset
trajectory can be calculated based on the surface 3D information of the material pile and
the preset planning trajectory, and then the trajectory planning algorithm is prompted to
find a suitable operating trajectory with bucket fill factor, which has potential in this aspect.

Due to the complexity of the actual shovel loading process and the limitations of the
shovel loading simulation, the research work of this paper still needs to be deepened and
expanded. Specifically, the experimental data are obtained from the simulation results of
the loader shoveling a material, and the simulation verification of a variety of materials
needs to be performed. Moreover, the proposed method is only verified in the simulation
environment, and a large number of verification experiments are required. Therefore, in
future research, simulations of the shoveling process for many different materials and
verification experiments will be conducted to optimize this research work.

6. Conclusions

To accurately predict the bucket fill factor of a loader under different shovel trajectories,
this paper proposes a prediction method based on three-dimensional information of the
material surface. Firstly, the multi-body dynamics software RecurDyn and the discrete
element software EDEM are used to create a co-simulation model of the loader excavating
materials, and a total of 30 excavation processes are co-simulated. Then, the material
volume in the bucket after the loader excavation is divided by the rated volume of the
bucket to obtain the accurate bucket fill factor, the shovel trajectory information, and
the three-dimensional surface information of the material pile in each shovel excavation
process. Based on this, the volume between the shoveled path and the material surface
profile is integrated to obtain an estimated bucket fill factor. Finally, a variety of regression
algorithms are used to find the mapping relationship between the estimated bucket fill
factor and the accurate bucket fill factor. The verification of the mapping relationship shows
that the maximum error between the predicted bucket fill factor and the accurate bucket
fill factor under the polynomial regression algorithm is 4.3%, the root mean square error is
0.025, and the average absolute value error is 0.021. The results indicate that the method
proposed in this paper can well predict the bucket fill factor of the loader after excavation
for the preset trajectory. This plays a key role in optimizing the loader unmanned algorithm
and in evaluating the merits of the unmanned strategy.
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Abstract: Nonclinical measurements of a seismocardiogram (SCG) can diagnose cardiovascular

disease (CVD) at an early stage, when a critical condition has not been reached, and prevents

unplanned hospitalization. However, researchers are restricted when it comes to investigating the

benefits of SCG signals for moving patients, because the public database does not contain such SCG

signals. The analysis of a mathematical model of the seismocardiogram allows the simulation of the

heart with cardiovascular disease. Additionally, the developed mathematical model of SCG does

not totally replace the real cardio mechanical vibration of the heart. As a result, a seismocardiogram

signal of 60 beats per min (bpm) was generated based on the main values of the main artefacts,

their duration and acceleration. The resulting signal was processed by finite impulse response

(FIR), infinitive impulse response (IRR), and four adaptive filters to obtain optimal signal processing

settings. Meanwhile, the optimal filter settings were used to manage the real SCG signals of slowly

moving or resting. Therefore, it is possible to validate measured SCG signals and perform advanced

scientific research of seismocardiogram. Furthermore, the proposed mathematical model could

enable electronic systems to measure the seismocardiogram with more accurate and reliable signal

processing, allowing the extraction of more useful artefacts from the SCG signal during any activity.

Keywords: mathematic model; cardiovascular system; seismography; modeling; adaptive digital

filter; noninvasive method; heart rate

1. Introduction

The heart is one of the most complex and hardest-working organs in the physiological
system of a living organism and determines the quality of human life. Proper cardiac
diagnosis allows one to notice heart problems in a timely manner. Various cardiac tests
are among the most important, but the number of patients with cardiovascular disease
remains high [1,2]. One of the most popular heart work measurements is electrocardiogram
measurement, but the measurement of electrocardiogram is a clinical method and is not
suitable for monitoring the patient’s daily or active activities due to the need to carry
uncomfortable electrodes [3,4]. The need for nonclinical monitoring is growing to detect
changes in cardiac work at an early stage, to facilitate treatment in areas where cardiac
disease experts are missing [5,6]. Additionally, hospitals want to minimize unplanned
visits to clinics or hospitals, when majority visits are minute-time and, as a result, not
cost beneficial. For this group, the challenge is how to help them to interpret symptoms
correctly and alert an ambulance or use medicaments instead of waiting for symptoms to
disappear [7,8]. Therefore, the main objective is to reduce mortality by replacing stationary
diagnostic devices with portable devices, which can alert to possible disease.
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These portable or wearable electronic systems do not disturb the daily activity of
patients, have evaluated data noninvasively and extract various information on heart
functionality [9,10]. The seismocardiogram signal represents low-frequency (0–50 Hz)
cardio cycle mechanic vibrations corresponding to cardiac events [11,12], and contains
mitral valve opening (MO) and closing (MC), isovolumetric contraction, ejection, opening
of the aortic valve (AO) and closing (AC), and cardiac filling [13]. The heart monitoring
system is complicated due to its nonstationary nature [14] and the presence of noises
such as muscle movement noise, respiration vibration noise [8], and environment acoustic
noise [6,15] in the seismocardiogram (SCG) signal [16,17]. These signals correspond to the
surfaces generated by cardiac activities, which we can measure with the accelerometer
micromechanical system (electromechanical control system-MEMS) [18]. In addition, we
aim to search for other measurement methods and methods, such as forcecardiography
(FCG), which describes a combination of force and accelerometer sensors that can monitor
weak mechanical oscillations of the heart’s work [19,20].

This article is one of the articles which deals with a moving patient without simultane-
ously measuring the ECG. Therefore, the development of seismocardiogram measurement
devices requires a good understanding of this signal morphology. Using mathematical
models of heart and seismocardiogram signals reduces investigation time and resources.
The article [21] describes the mechanical morphology of the seismocardiogram and suggests
an analytic seismocardiogram model. This model can be complicated, because it requires
good heart physiological mechanics and liquid mechanics. Such heartbeat signals can be
simulated using an electric circuit heart model, which researchers call a cardiovascular
functional avatar [22]. Furthermore, the numeric seismocardiogram model suggests using
the artefacts that share the fiducial points of the seismocardiogram from early published
studies [11,23]. As a result, the mathematical signal results in further progression of the
investigation. The mathematical representation of the human heart allows more accurate
and better-quality analysis of the cause of cardiovascular diseases.

The rest of the article is organized as follows. Section 2 discusses related works and
methods, describes the mathematical model of seismocardiogram signal and algorithms,
and introduces the use of the SCG model and the processing of a real signal with adaptive
filters. Section 3 presents the experimental data and analysis. Section 4 concludes the work
of this paper and briefly introduces future works.

2. Materials and Methods

The cardiovascular system is complex and, in order to create a mathematical model
describing it, it is also complicated. Thus, systematic analysis methods are useful when
attention first focuses on the structure of the system, then on the interrelationship of the indi-
vidual components, and finally on the internal structure of individual parts. For this reason,
regarding the cardiovascular system, it is appropriate to investigate the heart separately
from blood vessels. In addition, the seismocardiogram investigation is related to the trans-
fer of vibrations from the heart muscles to the chest. Unlike the most popular clinical heart
rate monitoring methods, such as electrocardiogram, ultrasound cardiogram, phonocardio-
gram, or photoplethysmogram, mechanocardiogram measurement is focused on recording
and analyzing mechanical vibrations in the heart muscle with micro-electromechanical
system (MEMS) sensors [24]. This list can be supplemented with a force sensor consisting
of an accelerometer and a force-sensitive resistor [25,26].

2.1. Related Works

The complexity of the human cardiovascular system involves many control mecha-
nisms, which can mathematically explain the proposed nature of the investigation. The
heart modeling process has a few directions, mathematical and physical, which have to
be followed before real experiments occur [22,27]. Apart from that, the cardiovascular
system is generally hydraulic, but also can be analyzed in the electrical circuit [28]. The
concept that one heart work cycle or a heartbeat duration combines systolic and diastolic
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durations unites the hemodynamic and electrical nature of development of an artificial
heart or a mathematical model. Due to both models, the general scopes demonstrate parts
of impulses rising and falling [27].

Examining the cardiovascular system, researchers in papers point out the heart as
a pump forcing blood flow through the blood vessels. Hence, the heart is emphasized
as a hydraulic system, which is defined using fluid mechanics equations, quantities, and
coefficients such as: vessel volume, blood flow rate, blood pressure, wall elasticity and
strength, cross-section area, vessels length, blood viscosity, and blood density [29,30].

The main advantage of this model is that it is directly related to the patient, whose
several required quantities (blood viscosity, blood density, blood pressure, etc.) can be
measured by laboratory tests inside a medical institution.

Another part of the heart mathematical models is related to the electrical nature of
the heart, when an electrical impulse is generated as the synodic node, and as a result,
it forces the heart muscle to move periodically [22,31]. These pulses can be measured
using electrodes and an electrocardiogram. For this reason, the heart mathematical model
is based on an electrical circuit. The aim of this model is to reproduce and simulate an
electrocardiogram.

The third part of the mathematical models is the result of changing the hemodynami-
cal representation of the heart to electrical [32,33]. So, the hydraulic system interconnects
mechanical and electrical quantities, coefficients and constants [28]. The element of each
mechanical system is described by parameters corresponding to the analogy of their me-
chanical nature. Then, the blood flow in the blood vessels is changed to the electrical
current, the volume is changed to voltage, the resistance to blood flow (R) Equation (1) [27]
is changed to electrical resistance, blood flow inertia (L) Equation (2) [27] is changed to
electrical induction, and the storage (C) Equation (3) [27] is changed to electrical capacity.
Hence, nonelectrical quantities are replaced by electrical ones.

R =
8lµ

πr4 (1)

L =
8lρ

πr2 (2)

C =
3πr3l

2Eh
(3)

where: l—length of the artery; µ—blood viscosity; r—radius; ρ—blood viscosity; h—thickness;
and E—Jung module.

The proposed seismocardiogram model in [21] represents blood flow through large
vessels in the upper part of the body. The written mathematical model explains the systolic
and diastolic phases and forces [34]. This mathematical model is helpful and suited to
explaining heart work from a mechanical perspective.

This article is closely related to the previous article of this research group, and will
continue the work of improving the quality of the study of nonclinical SCG signals [35].
Also, the work relates to investigations of using wireless sensors and them effective energy
consumption [36–38]. Direct comparison of a few different models is difficult, it requires a
deep understanding of each model. All models discussed require a good understanding of
the cardiovascular system and individual parameters of the patients that the mathematical
model performs correctly. Thus, a simpler mathematical model is required, which can
support researchers in investigating the seismocardiogram or developing new devices for
ensuring quality of life and safety in roads [39–42].

2.2. Mathematical Modeling

A single heartbeat signal mathematical model is created according to the data provided
in Table 1. For that purpose, a heartbeat cycle is split into artefacts, symbolizing the duration
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between the heart valves’ state moments. These durations can be recorded in the aria of
fiducial points values (4).

FVSCG =
{

TMC, AO, TA0, AC, TA0, AC, TAC,MO, TRBE, TRBF
}

(4)

where:

FVSCG—seismocardiogram signal fiducial points values aria;
TMC,AO—time between the aorta opening and closing;
TA0,AC—time between the aorta opening and closing;
TMC,MO—time between the closing and opening of the mitral valves;
TAC,MO—time between the closure of the aorta and the opening of the mitral valve;
TRBE—duration of systole;
TRBF—duration of diastole.

Table 1. Seismocardiogram artefacts fiducial points and duration rangers.

Mark Description Points from Points to Duration, ms

TMC,AO Duration from
MC to AO

16 (±14) 59 (±11) 43 (±14)

TAO,AC Duration from
AO to AC

59 (±11) 348 (±37) 332 (±37)

TMC,MO Duration from
MC to MO

16 (±14) 437 (±37) 378 (±37)

TAC,MO Duration from
AC to MO

348 (±37) 437 (±37) 89 (±37)

TRBE Duration of Systole −111 (±24)

TRBF Duration of Diastole 505 (±41)

This passion in the MATLAB program is converted into a single line matrix with
additional variables to mark the relative acceleration of the accelerometer ± ag, where a is
the measured multiplier and g is the free acceleration equal to 9.8 [m/s2]. The mathematical
model of the theoretical SCG signal has been modeled by taking conditional acceleration
values from graphics and fiducial points data from other research publications, such as [11]
and [15].

The graphics shown in the second picture reflect the main artefacts of the seismocar-
diogram signal corresponding to the heart working moments specified in Table 1.

The widely visible artefacts of the time values and duration ranges of the seismocar-
diogram between two fiducial points are shown in the first table, which was created based
on [11,23].

The acceleration amplitude values are tabled in Table 2 and explain all the meanings
of the abbreviations in more detail.

Table 2. Modeled SCG signal acceleration amplitude values and description.

Mark Acceleration Amplitude Value, m/s2 Description

ascg1 0.5 Arteries systole

ascg2 0.3 Mitral valve closing

ascg3 −0.9 Isovolumetric moment

ascg4 1.8 Aorta valve opening

ascg5 −1.65 Isovolumic contraction

ascg6 1.2 Rapid systole ejection

ascg7 −0.2 Rapid filling

ascg8 0.25 Aorta valve closing

ascg9 −0.55 Mitral valve opening
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The proposed time values for each fiducial points are tabled and more details are
described in Table 3.

Table 3. Modeled SCG signal fiducial points time values and description.

Mark Fiducial Points Time Values, ms Description

tas 1 Arteries systole

tmc 16 Mitral valve closing

tim 21.5 Isovolumetric moment

tao 59 Aorta valve opening

tic 26 Isovolumic contraction

trbe 111 Rapid systole ejection

trbee 141 Rapid filling

tac 348 Aorta valve closing

tmo 437 Mitral valve opening

The mathematical model of the SCG signal was formed based on the Heaviside
function, which marks the concrete fiducial points impulse activation sequence in the
time domain.

sg1(t) = ascg1e−10t cos(wo60t − 6.45)(x1 − x2) (5)

sg2(t) = ascg3cos(wo23t − 1.2)(x3 − x2) (6)

sg3(t) = ascg4e−0.98t sin(wo3t − 2.7) cos(wo16.5t − 5.5)(x6 − x3) (7)

sg4(t) = ascg6e−6.5t1.5 cos(wo9.23t)(x6 − x7) (8)

sg5(t) =
(

t + ascg7 + ascg8e−2.5t cos(wo12.8t − 2.7)
)
(x7 − x8) (9)

sg6(t) = ascg93.3e−2.85t cos(wo4.1t + 3.14) cos(wo14.2t − 0.1)(x8 − x12)
2 (10)

where:
wo = 2π f angular frequency rad/s when f = 1 Hz; sg1(t)–sg6(t)—intermediate signal

parts, which represent each acceleration artifact of the modeled SCG signal.
The presented equations are intermediate, and form the final expression of the modeled

signal scg(t) Equation (11). Each of these formulas is directly related to the seismocardio-
gram artifacts described in Tables 2 and 3. On the basis of these artifact values, the artificial
signal is developed. Additionally, the synthesis of this signal is made possible, according to
investigation requirements, by changing these values.

Adding all the expressions of the signal pulse sequences, a mathematical model of
a single heartbeat seismocardiogram signal is obtained, as is the algorithm described in
Figure 1, for which the signal is shown in Figure 2.

Following the algorithm described in Figure 1a, the seismocardiogram of a single
heartbeat is visualized graphically, so Figure 2 shows the generated theoretical seismocar-
diogram signal with the main artefacts of a seismocardiogram. So, using this signal the
sequence can be produces (Figure 3).

As a result, the mathematical model has been developed on the basis of these arte-
facts points. In this article, the general Equation (11) is presented and used for the
described investigation.

scg(t) = sg1(t) + sg2(t) + sg3(t) + sg4(t) + sg5(t) + sg6(t) (11)

More detail and a clear explanation of the numerically modeled seismocardiogram
signal, sequence creation, and management possibilities with additional noises is described
using three algorithms (Figures 1 and 4).
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Figure 1. Modeling the seismocardiogram signal sequence without noise algorithms: (a) Creation of
a heartbeat seismocardiogram signal algorithm; (b) modeling the SCG signal without noise algorithm.
Where: ascg = {ascg1, ascg2, ascg3, ascg4, ascg5, ascg6, ascg7, ascg8, ascg9}—SCG data artifacts
acceleration values set; t0 = {tas, tmc, tim, tao, tic, trbe, trbee, tac, tmo, trbf, trbfe, te}—SCG data
fiducial points time values set; tstart—start time in seconds; tend—end of one heartbeat in seconds;
n—number of samples equal to 1000 ms; dt—step of time difference; bpm = heart rate beats per
minute; imp—additional impulses for anti-alliancing heartbeats; BC—beat countdown; BN—beats
number for generation one minute sequence; BR—set of random beats; Y—SCG signal sequence;
tp—duration of SCG sequence.
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Figure 2. The mathematical model of the SCG signal. Where: AS—atrial systole; MC—closing
of the mitral valve; AO—aorta opening; IM—isovolumic movement; IC—isovolumic contraction;
RE—rapid systolic ejection; AC—aorta closing; MO—opening of the mitral valve; RF—rapid filing.
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Figure 3. Theoretical sequence of SCG signals.

The algorithm shown in Figure 1a explains the mathematical model of the seismo-
cardiogram. The main aim of this algorithm is to generate a single-heartbeat SCG signal
with one-second duration, then the heart rate is 60 bpm. In the first step of the algorithm,
two sets of acceleration values ascg and the corresponding fiducial points time values t0

are entered. These values are the main artifacts of the simulated SCG signal, and sample
values for these sets, respectively, are given in Tables 2 and 3. The researcher can modify
these values according to the investigation objectives.
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Figure 4. Adding breath noise and white noise signals to the modeled sequence of the seismocardio-
gram signal algorithm.

The second step specifies the time constant of the start and end of the heartbeat signal
(tstart), the heart rate of 60 bpm and the number of samples number n = 1000. In the third
step, the calculations of the required pulse durations are performed and the duration of the
sampling step dt creates a 1000 ms time domain.

The 4th, 5th, 6th, and 7th steps of the algorithm show how to find the unit impulse
values (x1: x12) corresponding to the time references of the t0 set for creation of a desired
shape in the 8th and 9th step of the seismocardiogram signal. The SCG signal is displayed
graphically, and all values are stored in the memory during the 10th step of the algorithm.
The researcher qualifies a visually received SCG signal in the 11th step and, if required,
changes the values of ascg and t0 sets. The researcher can modify the t0 set time values of
each fiducial point and parallelly acg set the amplitude values that allow synthesis of the
desired SCG signal and allow random changes to be set.

The second algorithm, shown in Figure 1b, describes the simulation of a sequence
of SCG signals. This sequence is an analogy of a repetitive heart rhythm. In the first
step of the algorithm, the scg signal of one heartbeat obtained in the first algorithm is
used. In addition, the heart rate bpm and the number of additional pulses are examined,
so that the signals of individual beats do not overlap in the sequence. The next step of
the algorithm is to calculate the beat count BC of the sequence. In the following 4th,
5th, and 6th steps, a different number of pulses are counted in the sequence of the SCG
signal for each heartbeat. In the seventh step, each heartbeat is given an index and is
equated to a unit in Step 8. In Step 9, the sequence Y of the SCG signals is found after
the convulsion between the single heartbeat signal scg and the new unit pulse sequences
scg_one (B_index) formed in the 9th step, the time counts of which are calculated in the
10th step. In the 10th step of the algorithm, the sequence of the noise-free SCG signal shown
in Figure 3 is represented graphically.
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From one generated theoretical seismocardiogram cycle, we can create a sequence of
desired duration SCG signal without noise, which is shown in Figure 3.

The sequence of SCG signals without noise is not informative and needs to be added
with some real noise, which makes the artificial SCG signal more realistic. So, the desired
sequence has been constructed with different types of noises, which changes randomly and
reflects the real situation. Figure 4 shows the next step, which describes the SCG signal
required to perform the sequence with added noise. Thus, the real situation is reflected
as a seismocardiogram is measured from a patient and has noncardiac signals that are
considered noise. These may be random vibrations in the surrounding environment or
chest vibrations caused by breathing.

The algorithm shown in Figure 4 describes the acquisition of an SCG signal with
total noise and will be further used to find the optimal parameters of the adaptive filter.
First, the parameter values require the Y and t of SCG signal sequences to be entered
without the noise, in addition to the respiration rate fbr and its amplitude Brm, and the
white noise amplitude Nom. The following four, five, and six steps of the algorithm
describe the finding of random values for white noise and respiration. Additionally, the
respiration amplitude and frequency vary randomly. In the seventh step, an SCG signal
with noise Yscg is obtained, displayed graphically (Figure 5), and saved. Figure 5 shows
an example of such a signal. The mathematical model created first allows us to model
the desired seismocardiogram signals, monitoring the reaction of the designed system to
them, adding various environmental noise signals, and taking into account the research
objectives. On the basis of the obtained results, it is possible to develop and research real
seismocardiogram measuring devices, which are capable of processing nonclinical data
much more efficiently. The legal regulations related to testing medical devices before they
are approved and approved are avoided. Additionally, research becomes safer and more
economical in this way because optimal data obtained from many simulations are used to
realize a real electronic device.
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Figure 5. The theoretical seismocardiogram signal with different types of noises.

Therefore, an example is presented that examines how the settings of an adaptive
filter operating with the least mean squares (LMS) algorithm are obtained after performing
signal processing simulations. On the basis of these results, a real electronic measuring
device is established, which measures the heart work of one of the authors. Figure 6 shows
the method how accelerometer is placed.
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Figure 6. Position of accelerometer.

Adaptive filtering has many advantages and is useful for biomedical applications
when the filter coefficients self-adjust to a rapidly and unpredictably changing signal. The
principle of operation of the adaptive filter is defined by Equation (12) [43,44].

e(n) = d(n)− y(n) (12)

where: e(n)—adaptation error, y(n)—denoised signal in output, d(n)—desired signal.
The operation of this filter is based on the tendency of the filter output signal y(n)

defined by Equation (13) to correspond as closely as possible to the affected signal d(n)
through the feedback response of the error signal e(n) to the coefficients H(z) of the filter
transfer function, so that e(n) is zero [43,44].

y(n) =
L

∑
k=1

bn(n)x(n − k) (13)

The structure shows in Figure 7 that, based on the fact that the SCG signal is measured
in the frequency band 1–20 Hz. It feeds the signal of the frequency band of interest to the
adaptive filter to make the adaptive filter much more efficient and effective [23,45]. For
this, a finite impulse response filter (FIR) or an infinite impulse response filter (IIR) can be
used [44,46]. As a result, an accelerometer can be used for measurement. Apart from the
fundamental adaptive filter configuration, the frequency band is 5–45 Hz for adaptive filter
with delay Figure 7. Additionally, the performance to detect AO peaks is analyzed with
FIR and IRR filters.
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Figure 7. Adaptive filter configuration. Where: s(n)—input signal, x(n)—delayed signal,
d(n)—desired signal, e(n)—adaptation error, y(n)—denoised signal, v(n) noise signal.
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Processing data from the simulated SCG are presented in the Table 4. The second table
shows the measurement results with an adjusted 410 ms duration window, which indicates
the shortest interval between the AO peaks [47]. This duration is taken from the data in
Table 1 to avoid misinterpretation of seismocardiogram signal artifacts when aortic valve
closure is accepted for aortic opening. A mitral valve opening peak may also be faulty.
The minimum peak interval can also be called a blind zone or a silence mode, when signal
peaks are not evaluated with a level higher than the lowest signal root mean square (RMS)
value [48,49]. For the first adapter filter (AF), the convergence parameter or the adaptation
step mu is equal to 0.00023, and for the second, this parameter is 0.00019.

Table 4. Modeled SCG signal processing data.

Filter Order 1 Adaptive Filter 2 Adaptive Filter

Filter Order FIR (100)/892 IIR (5)/892

mu AF step 2.3105 × 10−4 1.9370 × 10−4

Heart Rate, beats/min 67 69

RMS, m/s2 0.2145 0.2635

SNR, dB −6.3288 −6.7995

RMSE, m/s2 0.1447 0.3401

Peaks number 63 67

Peaks Interval Mean, ms 887.032 858.313

Peaks Interval STD 446.838 237.043

Adaptation duration, s 1.237476 1.185759

Adaptation time, s 1.200769 1.193749

Knowing that the signal noise ratio (SNR) [50,51] of the SCG signal at the adaptive
filters input is −14.009 dB, the processing efficiencies of these two filters can be evaluated.
The processing benefit of the first adaptive filter 7.6802 dB is achieved in 1.2375 s, while
the 7.2095 dB processing benefit of the second adaptive filter is achieved in 1.1857 s. The
root mean square error (RMSE) of the modeled seismocardiogram signal for the first
adaptive filter is 0.1447 (m/s2), and for the second it is 0.3401 (m/s2). Hence, the modeled
seismocardiogram signal processing is less stable using the second adaptive filter.

3. Results and Discussions

Based on the data described above, signal processing is performed in the form of a
mathematical model of the SCG signal and adaptive filter algorithms. The signal processing
is carried out in an experimental way, measured following the theoretical SCG model during
desk work when slow moving or in a resting state.

The severity of the generalized seismocardiogram was primarily analyzed by filters of
limited and unlimited impulsive reactions. For this purpose, there were limited pulse and
indefinite impulsive reaction filters, based on the available initial data suggesting that it is
appropriate to examine the signal from the frequency band 1 to 40 Hz.

Ascertainment of whether the limits of the frequency band in question are correctly
selected and whether efficient use of the signal processing system resources is performed
by a fast Furrier transformation (FFT).

The FFT is performed for the investigated signal when a frequency distribution spec-
trum is generated which contains the maximum signal powers located in the adjusted
frequency band from 0 to 50 Hz.

Similarly, the processing of further SCG signals and its results are focused on the
seismocardiogram measurement in order to determine the working condition of the human
heart using a nonelectrical measurement method. This choice is motivated by the fact that
it is possible to perform an evaluation of a heart condition without disturbing the activity
of the patient. The accelerometer, in response to mechanical movements, captures changes
in acceleration and converts them into electrical signals. Heart rate is one of the main
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objects of measurement and is simply determined to give a minimal indication of the state
of health.

In order to achieve more reliable data, FIR and IIR filters are applied, which are serially
connected with signal delay before the adaptive filter. The decision to use one of the FIR or
IIR filters at the beginning will facilitate the adaptive filter’s ability to effectively eliminate
suddenly changed signal components related to movement or activity. This responds
directly to the purpose of the study and research group to measure the seismocardiogram
while the patient performs daily activities such as driving. Based on this, the heart rhythms
of the possible scenarios are calculated simultaneously with the evaluation of the time of
SCG signal processing using adaptive filter. All seismocardiogram signal processing was
performed with MATLAB 2021a software installed on an Intel (R) Core (TM) i5-7200U CPU
@2.50 GHz 2.70 GHz with 16 GB of RAM and 109 GB of free space on a 500 GB SSD.

The analyzed resting SCG signal consists of 61,000 samples, which were recorded at a
sampling rate of 490 Hz on an MPU9250 accelerometer connected to an ESP32 WROOM
microcontroller via an I2C data bus. The measured data analysis was performed with
MATLAB software.

After representative calculation of the signals of all three coordinate axes of the
accelerometer was performed, a steady-state SCG signal with an SNR of −12.5946 dB
was measured.

Figures 8 and 9 shows signal processing results, where (a) signal represents the
measured signal in the input.
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Figure 8. Processing seismocardiogram signal in the first adaptive filter with sample delay 5 and
the FIR filter in the input. (a) SCG signal on input. (b) Adaptation error of the first adaptive filter.
(c) Adaptively filtered signal. (d) The efficiency of the filter.
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Figure 9. Processing SCG signal in the second adaptive filter with sample delay order 5 and IIR filter
in the input. (a) Adaptation error of the second adaptive filter. (b) Adaptively filtrated signal. (c) The
efficiency of the adaptive filter.

Figures 8 and 9 show two cases of the measured SCG signal processing data when two
different LMS adaptive filter algorithms were adjusted based on the mathematical model
simulation data. Both Figures 8 and 9 allow received values of the acceleration amplitudes
and fiducial points, which make it possible to perform a deeper analysis of received data,
calculate heart rate and heart rate variability.

Following the theoretical seismocardiogram processing data, the same adjustments
use adaptive filters for real seismocardiogram signal processing. These processing data are
tabled in Table 5.

Table 5. Rest SCG signal processing data.

Filter Order 1 Adaptive Filter 2 Adaptive Filter

Filter Order FIR (100)/892 IIR (5)/892

mu AF step 3.5503 × 10−4 5.1336 × 10−4

Heart Rate, beats/min 107 98

RMS, m/s2 0.5503 0.0523

SNR, dB −5.1047 −7.8809

RMSE, m/s2 0.0717 0.0945

Peaks number 106 97

Peaks Interval Mean, ms 556.406 611.619

Peaks Interval STD 137.600 171.220

Peaks Variation 18,933.805 29,316.363

Adaptation time, s 1.200769 1.193749
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The 7.49 dB processing benefit of the first adaptive filter was achieved in 1.2 s, while
the 4.7137 dB processing benefit of the second adaptive filter was achieved in 1.194 s.

Correlation analysis of the two signals showed that for the filter with a 5 s delay and
an IIR filter at the input, the processed steady-state SCG signal level is sufficient and, in
some cases, correlates with the SCG-modeled signal without noise signal. Therefore, the
adaptive filters must be combined individually (Table 6) to achieve the desired processing
results. The negative SNR value in both cases −5.1 and −7.88 dB indicate that denoised
signal has a significant level of noise.

Table 6. Rest SCG signal processing data with individually adjusted adaptive filters.

Filter Order 3 Adaptive Filter 4 Adaptive Filter

Filter Order 200 50

mu AF step 2.1226 × 10−3 1.4774 × 10−1

Heart Rate, beats/min 95 88

RMS, m/s2 0.4373 0.0478

SNR, dB −9.0627 −14.9807

RMSE, m/s2 0.0503 0.0984

Peaks number 61 57

Peaks Interval Mean, ms 623.885 664.281

Peaks Interval STD 229.843 132.981

Peaks Variation 52,827.737 17,683.920

Processing time, s 1.091161 1.110726

Both adaptive filters have been adjusted by reducing filter orders, respectively, from
892 to 200 and 50. Figure 10 represents the seismocardiogram signal in the second adaptive
filter with marked AO and AC artifacts.
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Figure 10. Denoised SCG signal in the second adaptive filter output after individual adjustment.

Figure 11 presents the same signal power frequency density, where one can see the
extremums of signal amplitude and artifacts sequences. White spaces indicates each HR
cycle signal peaks maximum power in dB.
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Figure 11. Spectrogram of the denoised SCG signal in the second adaptive filter output after individual adjustment.

4. Conclusions

A simpler mathematical model was developed and three algorithms were created for
a more detailed explanation and understanding of the process and behavior of the model.
Using this algorithm, the processing program can be written in several programming
languages, not only in MATLAB. This seismocardiogram model can be used to find optimal
parameters (fifth-order delay before adaptive filter, 892 filter order) for adaptive filters that
can perform real cardio-mechanical vibration signal processing for estimating AO peaks.
As a result, the heart rate was calculated. However, filter order 200 and 50 were evaluated
again, so the processing duration decreased in both filters, respectively, from 1.20 to 1.09
and from 1.19 to 1.11 s. In each case, the signal processing and the necessary calculations
were performed with programs written in MATLAB.

The proposed system and methodology can be useful to increase such research ef-
ficiency. Furthermore, future works will relate to improvements in processing methods
by including machine learning to estimate systolic and diastolic intervals and heart rate
variability during daily activity.
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Abstract: Accurate energy flow results are the premise of excavator energy-saving control research.

Only through an accurate energy flow analysis based on operating data can a practical excavator

energy-saving control scheme be proposed. In order to obtain the excavator’s accurate energy

flow, the excavator components’ performance and operating data requirements are obtained, and

the experimental schemes are designed to collect it under typical working conditions. The typical

working condition load is reconstructed based on wavelet decomposition, harmonic function, and

theoretical weighting methods. This paper analyzes the excavator system’s energy flow under

the typical working condition load. In operation conditions, the output energy of the engine only

accounts for 50.21% of the engine’s fuel energy, and the actuation and the swing system account

for 9.33% and 4%, respectively. In transportation conditions, the output energy of the engine only

accounts for 49.80% of the engine’s fuel energy, and the torque converter efficiency loss and excavator

driving energy account for 15.09% and 17.98%, respectively. The research results show that the

energy flow analysis method based on typical working condition load can accurately obtain each

excavator component’s energy margin, which provides a basis for designing energy-saving schemes

and control strategies.

Keywords: excavator; typical working condition; load; operating data; energy flow

1. Introduction

Excavators are commonly used in farmland water conservancy, urban greening
and construction projects and are the construction machinery with the largest fuel
consumption [1–3]. The engine output energy is converted into hydraulic energy or vehi-
cle driving energy during the excavator’s working process. Due to the significant mass
attribute and the characteristics of multi-mechanism linkage, the excavator energy con-
sumption is much higher than the actual working load. With the aggravation of the global
energy crisis, air quality problems, and the tightening of construction machinery emis-
sion policies and regulations in various countries, many scholars have undertaken a large
number of studies on the energy-saving control of excavators.

Yang et al. improved excavator engine efficiency through engine deactivation
technology [4]. Researchers and major manufacturers worldwide have carried out a series
of studies on hydraulic system control methods such as a load sensing (LS) system [5],
negative flow system (NFS) [6], positive flow system (PFS) [7], and independent me-
tering valve (IMV) [8], which effectively improved the excavator system efficiency.
Kim and Zhao et al. researched boom gravitational potential energy and swing system
energy recovery, respectively [9–11]. Xiao and Kwon researched the gas–electric hy-
brid excavator [12,13], and Shen studied the hybrid hydraulic excavator based on the
accumulator [14,15]. Zimmerman and Paolo et al. established a mathematical model
of the excavator system on simulation platforms MATLAB-Simulink and AMESim,
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respectively [16–18]. Based on the mathematical model, they realized the energy flow
analysis of the excavator system and designed a hybrid excavator scheme [19,20]. In the
above studies, simple signals such as constants, steps, and ramps are often used to simulate
the working load, which are difficult to accurately represent the actual working condition,
which will inevitably lead to deviations in the results of energy flow analysis and the effect
of energy-saving schemes. In response to this problem, An et al. proposed an excavator
energy flow analysis method based on operating data [21], but the study did not involve
the construction of typical working condition load and could not be further applied to
mathematical models. Therefore, it is urgent to build up the typical working condition load
of the excavator, realize the accurate analysis of the energy flow, obtain the energy margin
of the excavator system, and provide accurate simulation load for the mathematical model.

Zhai et al. compiled a load spectrum for hydraulic pump fatigue analysis based on
the mixed distribution method [22,23], which focuses on the frequency of load action and
cannot be applied to the energy flow analysis of excavators. Chang et al. use the theoretical
weighted method to construct the typical working condition load of the loader [24], which
ignored the non-stationary characteristics of the random term of the load. Based on the
wavelet decomposition method, Wang obtained the swing condition load’s random term
and trend term, and the swing condition load function composed of the random term
and the trend term function [25,26]. This study does not involve the load’s reconstruction
of the excavator’s complete working condition, and it is not easy to achieve parametric
characterization of the operation load of the main pump or other components. Based on the
above analysis, this paper combines the wavelet decomposition method and the theoretical
weighting method to construct the excavator’s typical working condition load. The energy
flow of the excavator system is analyzed based on typical working condition load, and an
accurate energy margin is provided for the excavator system’s energy-saving scheme.

The rest of the paper is organized as follows: Section 2 conducts a theoretical energy
flow analysis of the excavator, Section 3 obtains component performance and operating
data, Section 4 constructs the typical working condition load and analyzes the energy flow
of the excavator, and Section 5 is a discussion of the results and gives conclusions.

2. Theoretical Energy Flow Analysis of Excavator System

The research objective of this paper is a wheel excavator, and its work system is shown
in Figure 1, which consists of an engine, transmission system, and hydraulic system. The
transmission system includes a hydraulic torque converter, front and rear drive axles,
transmission shaft, etc. The hydraulic system consists of the main pump, steering pump,
main control valve (MCV), actuators and swing motor, etc. Transportation and operation
conditions are typical conditions of wheel excavators. The operation conditions are divided
into five stages: dig preparation, digging, lifting, unloading, and swinging [27], as shown in
Figure 2. Under transportation conditions, engine energy is converted into driving energy.
In operation conditions, the engine leads the hydraulic pump to work through the coupling,
and the main control valve distributes the flow rate of the hydraulic pump to the actuator,
such as the boom, stick, bucket, and swing motor. There is no steering action during the
wheel excavator’s operation, and the steering pump’s output flow rate is distributed to the
swing system and the bucket mechanism by the main control valve. Except for the mode of
transportation, wheel excavators are no different from crawler excavators, which will be
referred to as excavators.
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Figure 1. Excavator work system.
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Figure 2. Operation stages of excavator. (a) Dig preparation; (b) digging; (c) lifting; (d) unloading;
(e) swinging.

2.1. Engine Theoretical Energy Flow

The engine’s energy transfer process includes heat loss, cylinder loss, mechanical
friction loss, generator consumption, etc. The remaining output energy is transferred to the
work system, and the theoretical energy flow is shown in Figure 3. The output energy is
related to the output torque and speed, obtained by Equation (1). The heat loss is associated
with the coolant temperature change and specific heat capacity, expressed by Equation (2).
Cylinder loss, mechanical friction loss, and alternator consumption are expressed as other
consumption by Equation (3). Finally, the theoretical energy flow of the engine is calculated
by Equations (1)–(3).

PE_outputenergy =
n × M

9549
(1)

PE_heatloss = Ceρeqe∆θe (2)

PE_otherconsumption = mQ − PE_outputenergy − PE_heatloss (3)

where m is the engine fuel quality, kg/s; Q is the fuel calorific value, J/kg; n is the engine
output speed, rpm; M is the engine output torque, Nm; Ce is the coolant specific heat
capacity, J/(kg ◦C); ρe is the coolant density, kg/m3; qe is the coolant flow rate, m3/s; ∆θe is
the coolant temperature difference, ◦C.
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Figure 3. Engine energy flow.

2.2. Hydraulic Pump Theoretical Energy Flow

The engine’s output energy is transmitted to the main pump, steering pump, and
auxiliary components such as the cooling pump and the oil pump. The energy loss of the
hydraulic pumps includes the efficiency loss and the hydraulic system’s heat loss. The
hydraulic pumps’ energy flow is shown in Figure 4. According to the calculation method of
hydraulic pump energy and the hydraulic system heat loss, the hydraulic pumps’ energy
flow is expressed by Equations (4)–(7).

PC&O_consumption = PE_outputenergy − PP_e f f iciencyloss − PHy_heatloss − PP_outputenergy (4)

PP_e f f iciencyloss =
3

∑
i=1

(1 − ηhi)PPumpi (5)

PPumpi =
Piqi

60
(6)

PHy_heatloss = Chρhqh∆θh (7)

where ηhi is the main pump 1, main pump 2, and steering pump efficiency; Pi is the main
pump 1, main pump 2, and steering pump output pressure, bar; qi is the main pump 1, main
pump 2, and steering pump output flow rate, L/min; Ch, ρh, ∆θh is the hydraulic oil specific
heat capacity, density, and temperature difference, respectively, J/(kg·◦C), kg/m3, ◦C; qh is
the hydraulic oil flow rate, m3/s.
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Figure 4. Excavator pump energy flow.
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2.3. Operation System Theoretical Energy Flow

The energy flow of the excavator operation system is illustrated in Figure 5. The
output energy of the hydraulic pump is transmitted to the actuation system and the swing
motor through the MCV. The actuation system energy includes the boom energy, the stick
energy, and the bucket energy. The operation system’s loss includes the MCV loss, the
hydraulic circuit loss, the cylinder loss, and overflow loss during the swing. Finally, the
energy flow of the operation system is expressed by Equations (8)–(11).

PActuator = Pboom + Parm + Pbucket (8)

PSystem_loss = PContralvalve_inputenergy − PActuatorsystem − PSwingmotor (9)

PSwingmotor = Pmotorinqmotorin (10)

PCylinder = Pinqin − Poutqout (11)

where Pmotorin is the motor inlet pressure, bar; qmotorin is the motor inlet flow, L/min; Pin

is the cylinder inlet pressure, bar; qin is the cylinder inlet flow, L/min; Pout is the cylinder
outlet pressure, bar; qout is the cylinder outlet flow, L/min.

_ - -_

m

-

motor

 

_ _ _- -

_

_ 1（ ）

Figure 5. Excavator operation system energy flow.

2.4. Excavator System Theoretical Energy Flow under Transportation Condition

In the excavator transportation condition, the engine’s output energy is sequentially
transmitted to the transmission shaft, the drive axle, and the wheel reducer through the
hydraulic torque converter, and finally, drive the excavator. The actuation system does
not work during this period, and the main pump consumes the engine energy at the
lowest output flow rate. The excavator energy flow under the transportation condition is
shown in Figure 6. Depending on the calculation method of the theoretical energy flow
and the tractive force [28], the energy flow in the transportation condition is expressed by
Equations (12)–(16).

PTransmissionsystem = PE_outputenergy − PMainpunp_loss − PSteeringpump_consumption (12)

PExcavator_drivingenergy = Fv (13)

PT_loss = (1 − ηT)PTransmissionsystem (14)

F =
MOut · iT · i0 · ig · ηT · η0 · ηg

1000rd
(15)
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v = 0.377
nOut · rd

iT · i0 · ig
(16)

where MOut, nOut are the output torque and speed of the torque converter, respectively; rd

is the radius of the wheel; ηT is the torque converter efficiency, which varies with speed and
gear positions, and is measured by bench experiments; iT , i0, and ig are the torque converter
gear ratio, the total transmission ratio of drive shaft and front axle, and transmission ratio
of the wheel reducer, respectively; η0, ηg are the total efficiency of drive shaft and front
axle, and the wheel reducer efficiency, which are taken as 0.9 and 0.8, respectively.
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Figure 6. Excavator transportation condition energy flow.

Based on the above research, the energy flow analysis of the excavator system needs
to obtain the component performance and operating data shown in Table 1. Operating data
construct the typical working condition load, and the energy flow analysis is realized based
on the typical working condition load and component performance parameters.

Table 1. Data requirements of components for the excavator energy flow analysis.

Serial Number Components’ Data Serial Number Components’ Data

1 Engine fuel rate 16 Swing motor outlet pressure
2 Engine output torque 17 Swing motor inlet flow rate
3 Engine output speed 18 Swing motor outlet flow rate
4 Coolant temperature 19 Boom A chamber pressure
5 Coolant flow rate 20 Boom B chamber pressure
6 Main pump 1 pressure 21 Arm A chamber pressure
7 Main pump 1 flow rate 22 Arm B chamber pressure
8 Main pump 2 pressure 23 Bucket A chamber pressure
9 Main pump 2 flow rate 24 Bucket B chamber pressure
10 Steering pump pressure 25 Boom displacement
11 Steering pump flow rate 26 Arm displacement
12 Main pump 1 efficiency 27 Bucket displacement
13 Main pump 2 efficiency 28 Torque converter efficiency
14 Steering pump efficiency 29 Torque converter output speed
15 Swing motor inlet pressure 30 Torque converter output torque

3. Excavator Data Acquisition

3.1. Operating Data Acquisition

The data requirements of the excavator’s components are obtained through the theo-
retical energy flow analysis. This section describes the operating data acquisition. The data
types to be collected for components include speed, torque, temperature, pressure, flow
rate, displacement, etc., as shown in Figure 7. The experiment requires that the operating
data be collected and recorded stably and synchronously. The acquisition rate of the Dewe
data acquisition system is 200 KS/s/ch, which can simultaneously collect analogue signals
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and digital signals. It has USB, CAN, GPS, video, and other data acquisition interfaces, and
the data storage space is 500 GB, which can meet the requirements of this data acquisition.
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Figure 7. Data required for each component of excavator.

The excavator operation environment is very harsh, the flow sensor is expensive and
easily damaged, and it is not easy to collect the flow rate data of the actuator through
the flow sensor. In order to solve this problem, the cylinder pressure and displacement
operating data are collected, and the cylinder’s inlet and outlet flow rate is calculated
through the cylinder dynamic relationship of Equations (17) and (18) [16]. The schematic of
the cylinder parameters is shown in Figure 8, and the displacement and pressure sensor
arrangement is shown in Figure 9.

.
pA =

1
CHA

·
(
QA − QLi − AA · .

x
)

(17)

.
pB =

1
CHB

·
(
−QB + QLi + AB · .

x
)

(18)

where PA, PB are the cylinder chamber A and B pressure, bar; QA, QB are the cylinder
chamber A and B flow rate, L/min; AA, AB are the cylinder bore and rod side annular
area, m2; x is the cylinder displacement, m; QLi is the leakage flow rate from chamber A to B;
CHA, CHB are the hydraulic volume of chambers A and B, calculated by Equations (19)–(22).

QLi = kLi · (pA − pB) (19)

CHA =
VA

KFL
, CHB =

VB

KFL
(20)

VA =

([
h

2
+ x

]
· AA + VLA

)
(21)

VB =

([
h

2
− x

]
· AB + VLB

)
(22)

where kLi is the flow rate leakage coefficient of chamber A to B; KFL is fluid bulk modulus
VLA, VLB are the chamber A and B dead zone volume.
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Figure 8. Schematic diagram of cylinder parameters.
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Figure 9. Installation position of cylinder displacement and pressure sensor.

In order to obtain sufficient operating data and ensure the consistency of each experi-
ment, the experimental process and requirements are as follows:

1. Prepare two soil pits No. 1 and No. 2 at the experimental site, to ensure that the soil
in the pits has a similar degree of looseness.

2. The excavator is operated by the same operator, its working speed is set to 1200 rpm.
3. During the operation, dig the original soil in the No. 1 pit and unloading it into the

No. 2 pit.
4. Ensure that the duration of each cycle’s operation and the duration of the same

operation stages are similar, and the loading direction is changed after every 15 buckets.
5. Record the total number of buckets in the experiment for 15 min. The experimental

process and the experimental site are shown in Figure 10.

  

(a) (b) 

Figure 10. Experimental process and test site. (a) Experimental process; (b) test site.
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The experimental site for transportation conditions is a hard cement floor with a total
length of 400 m. During the experiment, the engine speed was set at 2200 rpm, the gear
was at the highest gear position, and the excavator was used for 30 cycles (12 km) without
a load. Compared with the operation condition, the actuation system and the swing motor
do not work in the transportation condition, and the data of the engine, torque converter,
steering pump, and main pump are mainly collected. The collected data for transportation
conditions are shown in Table 2.

Table 2. Data collection under transportation condition.

Serial Number Components’ Data Serial Number Components’ Data

1 Main pump 1 outlet pressure 6 Main pump 2 outlet flow rate

2 Main pump 2 outlet pressure 7 Torque converter output speed

3 Steering pump outlet pressure 8 Torque converter output torque

4 Steering pump outlet flow rate 9 Engine output speed

5 Main pump 1 outlet flow rate 10 Engine output torque

3.2. Performance Data Acquisition

The excavator system theoretical energy analysis shows that the accurate energy flow
analysis needs the components’ performance data support. In this section, the component
bench experiment to measure the hydraulic pumps and torque converter efficiencies is
described. The main pump of the excavator is a variable displacement pump, and the
steering pump is a fixed pump. Fixed pump efficiencies vary with loads, while variable
displacement pump efficiencies vary with the loads and displacement ratios. The operating
speed of the main pump and steering pump were set to 1200 rpm and their efficiencies
were tested according to Standard JB/T7043. The test results are shown in Figure 11.

  

(a) (b) 

 

(c) 

Figure 11. Efficiency results of hydraulic pumps at 1200 rpm. (a) Pump 1 displacement ratio-
load-efficiency results; (b) pump 2 displacement ratio-load-efficiency results; (c) steering pump
load-efficiency results.
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The torque converter’s efficiency test experiments were carried out. The experimental
bench is shown in Figure 12a. The experimental steps are as follows:

 

(a) (b) 

Figure 12. Torque converter efficiencies test. (a) The torque converter efficiencies test bench; (b) the
torque converter’s efficiencies under different gear positions.

1. The motor simulates the output of the engine, keeps the input speed constant, and
the experimental speed is set to 2200 r/min under the transport condition.

2. In the no-load state, increase the input speed to the set value. After the speed is
stable, load successively at the output, reduce the output speed, and keep the input speed
constant. After the loaded speed is fully stable, record the data.

3. The same experiment was repeated 5 times, and the average values of the 5 experiments
were used as the experimental results.

According to the above experimental method, the efficiencies of the torque converter
under different gear positions were measured, and the results are shown in Figure 12b.

4. System Energy Flow Analysis

4.1. Excavator Typical Working Condition Load Reconstruction

The wavelet decomposition method decomposes the excavator operation load into
random and trend terms. The random term is processed by data segmentation, noise reduc-
tion, and singular value removal, and its stationarity is verified by the round-robin method.
The random term’s power spectrum is analyzed, and its parametric characterization is
realized using the harmonic function method. The trend term is a non-stationary random
signal. After the data segmentation, its mean square value is measured, and the load trend
term is reconstructed by the weighted theory method. The reconstructed random and trend
terms are combined, and the reconstruction of the typical condition load is complete. The
process is shown in Figure 13.

As pump 2’s load as an example, it is firstly decomposed into a random term and
trend term through wavelet decomposition, then filtered and singular values are removed.
The results are shown in Figure 14.

Its statistical characteristics are representative only when the load’s random term is a
stationary ergodic process of various states. The load random term of 60 cycles’ operation
data are divided into 10 subsample sequences of equal length. The mean square of each
series is calculated and compared to the overall mean square of the random term. The
round-robin method is used to carry out the ergodic process test of the stationary states [10],
and the test results are shown in Table 3.
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Figure 13. The typical working condition load reconstruction.
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Figure 14. Cont.
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(b) 

(c) 

α

1 2

Figure 14. Wavelet decomposition results of main pump 2 in operation condition. (a) Original data;
(b) trend term data; (c) random term data.

Table 3. Rounds statistics of load random term.

Serial Number Mean Square Value Rounds Statistics Serial Number Mean Square Value Rounds

1 10.127 - 6 8.688 -
2 11.559 + 7 8.581 -
3 12.089 + 8 9.666 -
4 9.337 - 9 10.810 +
5 12.127 + 10 9.395 -
Total mean square value 10.316 Round numbers 6

When the number of subsamples is n = 10, under the significance level α = 0.05, the
number of rounds should be [3,8]. The number of statistical rounds of the load’s random
term is 6, so the assumption of stationarity is acceptable. If the samples of a random process
are stationary and the experimental condition for obtaining each sample are basically the
same, the stationary random process can be treated as an ergodic process.

Using the Welch method to estimate the power spectrum of the load’s random term,
the power spectral density function curve is shown in Figure 15. It can be seen from
the figure that the load energy of the excavator’s main pump 2 is concentrated in the
range of 0 to 9 Hz, and there are two peak frequencies of 3.08 Hz and 4.02 Hz, which are
consistent with the significant inertia of the excavator and its cyclic operation characteristics.
The random load’s power density spectrums are divided into several intervals according
to the intermediate frequencies (the intermediate frequencies are ω1, ω2, . . . , ωn), and
the harmonic function approximation replaces the original random term at the discrete
frequencies. Each harmonic component must satisfy the energy equivalence condition of
Equation (23).

A2
n

2
= 2

∫ ωn

ωn−1

P(ω)d(ω) (23)

where A2
n is the amplitude of the nth harmonic function; P(ω) is the power spectral density

of the random term.

48



Electronics 2022, 11, 1987

1

2

2 ( ) ( )
2 

2 ( )

1 2

0 1 1

12
1 2

1 1( ) 2 ( )d cos 2 ( )d cos ...2 ( )d cos
2 2 2

           
     

  

1  1


-12

-8

-4

0

4

8

12

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Pr
es

su
re

/b
ar

Time/s

Original random terms Reconstruction random terms

Figure 15. Power spectral density of load random term.

Combined with the results of the power spectral density of the load random term, the
parameterization of the load random term is expressed as Equation (24). The parameterized
expression of the load random term function is completed in the frequency range of 1 to
9 Hz. The accuracy of the reconstructed data can be evaluated by Formula (25), and the
evaluation result R = 0.952, which proves that the reconstruction method has high accuracy.
Figure 16 shows the comparison results of the reconstructed load’s random term and the
original load’s random term.
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Figure 16. The comparison result between the reconstructed and original load random term.

f (t) = 2

√∫ ω1

ω0

P(ω)dω cos
(ω1

2
t + ϕ1

)
+ 2

√∫ ω2

ω1

P(ω)dω cos
(

ω1 + ω2

2
t + ϕ2

)
+ . . . 2

√∫ ωn

ωn−1

P(ω)dω cos
(

ωn−1 + ωn

2
t + ϕn

)
(24)

R = 1 −

T

∑
i=1

|PRi −POi |
POi

T
(25)

where PRi is the load random term after reconstruction; POi is the original load random
term; T is the total time of the sample.

Compared with the random term, the trend term cannot be parameterized by the
harmonic function. Therefore, the trend term samples of 60 cycles’ operation data are
divided into 10 groups of subsamples, each group of subsamples has 6 operation segments
of data, and each segment of operation segment data is divided into 5 operation stages.
Based on the method from the literature [24], the divided operation sample data are
theoretically weighted and reconstructed by Equations (26) and (27).

49



Electronics 2022, 11, 1987

Xi =
10

∑
j=1




Rij

10
∑

j=1
Rij

xij


(i = 1, . . . , 6; j = 1, . . . , 10) (26)

where i is the sequence number of the operation segment; j is the sequence number of the
subsample; Rij is the mean square value of the ith operation segment of the jth subsample;
xij is the time domain waveform data of the ith operation segment of the jth subsample; Xi

is the weighted data of the ith operation segment.

yi =
6

∑
i=1




Rik

6
∑

k=1
Rik

xik


(xik ∈ Xi)(i = 1, . . . , 5; k = 1, . . . , 6) (27)

where k is the sequence number of the operation cycle; Rik is the mean square value of the
ith operation stage of the kth cycle; xik is the waveform data of the ith operation stage of the
kth cycle; yi is the weighted data of the ith operation stage.

The result of the load’s trend term after weighted reconstruction is shown in Figure 17.
The operation conditions of the excavator include 5 stages of dig preparation, digging,
lifting, unloading, and swinging. The boom and the swing system work in the stages of
dig preparation, lifting, and swinging, so the load amplitude ranges in the three stages are
close and smooth. During the digging stage, the bucket, boom, and stick work together,
the load of the main pump is affected by the working resistance, and the load fluctuates
greatly. During the dumping stage, where only the bucket works, there is a shock caused
by load transients.

0

101

1

1
( 1, 6 1, 10)

 
 

 
 
 

 ；

1

6

6

1
1,...,5, 1,..., )( 6

 
 

 
 
 

Figure 17. Reconstruction results of trend terms of typical load.

The load’s random term is combined with the load’s trend term to obtain the recon-
structed load. The accuracy of the reconstructed data is evaluated by Equation (25), and
the evaluation result R is 0.965, indicating that the accuracy of the reconstructed load is
high, which proves that the load reconstruction method for typical working conditions is
reasonable. The comparison result between the reconstructed load and the original load is
shown in Figure 18.

Similarly, under transportation conditions, the output torque is decomposed into
random and trend terms. The output torque is reconstructed by the harmonic function
and the theoretical weighting method, and its evaluation result R is 0.973. The comparison
results of the reconstructed output torque and the original torque are shown in Figure 19.
Finally, the same method is used to reconstruct the typical working condition load of the
main pump 1, boom, swing motor, engine, and other components. The energy flow analysis
of the excavator under operation and transportation conditions is carried out based on
typical working condition load.
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Figure 18. Comparison between reconstructed load and original data.

Figure 19. The comparison between reconstructed and original load.

4.2. Energy Flow Analysis Results

The results of the engine energy flow analysis are shown in Figure 20. The output
energy of the engine only accounts for 50.21% of the engine’s fuel energy, the heat loss
accounts for 18.85% of the engine’s fuel energy, and other consumption of the engine
accounts for 30.94% of the engine’s fuel energy.

Figure 20. The engine energy flow.

The hydraulic pump energy flow analysis results are shown in Figure 21. The hy-
draulic pumps’ efficiency loss, the hydraulic system’s heat loss, the auxiliary components’
consumption, and the hydraulic pumps’ output energy account for 12.00%, 12.77%, 19.31%,
and 55.92% of the engine’s output energy, respectively.
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Figure 21. The hydraulic pump energy flow.

The energy flow analysis results of the operation system are shown in Figure 22. Motor
consumption accounts for 14.23% of the system input energy. The boom, stick, and bucket
work accounted for 11.09%, 3.46%, and 18.67% of the system input energy, respectively,
totaling 33.22%. The loss in the hydraulic system circuit (cylinder loss, circuit loss, overflow
loss, and main control valve loss) account for 52.55% of the system input energy. At the
same time, in process of lowering the boom and stick, the gravitational potential energy
released by itself is equivalent to 6.07% of the system input energy.

Figure 22. The operation system energy flow.

From each component’s energy flow results, the proportion of component energy in
the engine’s fuel energy is further analyzed, and the energy flow in the excavator’s one
operation cycle is obtained. It can be seen from the analysis that the engine heat loss, engine
other loss, and the engine’s output energy account for 18.85%, 30.94%, and 50.21% of the
engine’s fuel energy, respectively. The hydraulic pump’s efficiency loss, the hydraulic
system’s heat loss, the auxiliary components’ consumption, and the hydraulic pump’s
output energy account for 6.03%, 6.41%, 9.69%, and 28.08% of the engine’s fuel energy,
respectively. The boom, stick, bucket, and swing motor energy consumption accounted for
3.11%, 0.98%, 5.24%, and 4.00% of the engine’s fuel energy, respectively, totaling 9.33%. The
hydraulic circuit system consumes 14.75% of the engine’s fuel energy. In addition, during
the lowering of the boom or stick, its gravitational potential energy is equivalent to 1.70%
of the engine’s fuel energy. The results are shown in Figure 23.
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Figure 23. Excavator operation condition energy flow.

Under transportation conditions, the engine output energy, engine heat loss, and other
loss account for 49.80%, 23.73%, and 26.47% of the engine’s fuel energy. The main pump
and steering pump consume 8.66% and 1.25% of the engine’s fuel energy. The efficiency
loss of the torque converter, the loss of the drive axle and wheel reducer, and the driving
energy in transportation conditions account for 15.09%, 6.82%, and 17.98% of the engine
fuel energy, respectively. The results are shown in Figure 24.
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Figure 24. Transportation condition energy flow.

4.3. Experimental Verification

Ten experiments were carried out under operation and transportation conditions, the
energy flow results based on the experimental data were obtained, and the average value
was calculated. The comparison of energy flow analysis results based on typical working
condition load and experimental data are shown in Tables 4–8. Under operation conditions,
the maximum error between the two is 4.80%, and under transportation conditions, the
maximum error between the two is 4.23%. The error of the energy flow analysis results
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of the two working conditions is less than 5%, which proves that the energy flow analysis
method based on typical working conditions is reasonable.

Table 4. Engine energy flow results comparison under operation conditions.

Results Fuel Energy Heat Loss Other Loss Output Energy

Under typical
condition load

46.26 kW 18.85% 30.94% 50.21%

Experimental results 48.53 kW 19.80% 30.99% 49.21%
Deviation 4.68% 4.80% 0.16% 2.03%

Table 5. Hydraulic pump energy flow results comparison under operation conditions.

Results Output Energy
Hyraulic System Heat Loss

and Auxiliary
Components’ Consumption

Efficiency Loss

Under typical
condition load

28.08% 16.10% 6.03%

Experimental results 27.58% 15.70% 5.93%
Deviation 1.81% 2.55% 1.69%

Table 6. Operation system energy flow results comparison under operation conditions.

Results
Hydraulic System

Consumption
Actuation System Swing Motor Regeneration of Actuators

Under typical
condition load

14.75% 9.33% 4.00% 1.70%

Experimental results 13.98% 8.93% 3.82% 1.78%
Deviation 0.72% 4.48% 4.71% 4.49%

Table 7. Engine energy flow results comparison under transportation conditions.

Results Fuel Energy Heat Loss Other Loss

Under typical condition load 84.05 kW 23.73% 26.47%
Experimental results 85.88 kW 24.05% 27.11%

Deviation 2.13% 1.33% 2.36%

Table 8. The transportation condition energy flow comparison results.

Results
Main Pump

Consumption
Steering Pump
Consumption

Torque Converter
Efficiency Loss

Drive Axle and
Wheel Reducer

Driving Energy

Under typical
condition load

8.66% 1.25% 15.09% 6.82% 17.98%

Experimental results 8.36% 1.22% 14.95% 7.06% 17.25%
Deviation 3.59% 2.46% 0.94% 3.40% 4.23%

Whether it is operation or transportation conditions, the energy utilization rate of
excavators is relatively low. Under the operation condition, the recoverable potential energy
and the overflow loss of the swing process account for a large proportion. Reasonable
energy recovery methods may be considered to recover it. Under transportation conditions,
the main pump in the non-working state has a significant loss. Reducing the minimum
output flow of the main pump may be considered, such as the use of a positive flow
control pump.

5. Conclusions

In order to obtain accurate excavator energy flow results, this paper analyzes the
excavator system’s theoretical energy flow and obtains the excavator experimental data. The
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typical working condition load is reconstructed and the accurate analysis of the excavator
energy flow is realized based on it. The work can be summarized as follows:

1. Data requirements are obtained according to the results of the system theoretical
energy flow analysis, the experimental schemes are designed, and the excavator data
are collected. The typical working condition load is reconstructed based on wavelet
decomposition, harmonic function, and theoretical weighting methods, for which the
accuracy evaluation value R is 0.965. The reconstructed load is close to the excavator’s
actual working condition load.

2. Under operation conditions, the output energy of the engine only accounts for
50.21% of the engine’s fuel energy, and the energy consumption of the actuation and the
swing system accounts for 9.33% and 4%, respectively. Under transportation conditions,
the output energy of the engine only accounts for 49.80% of the engine’s fuel energy, and
the torque converter efficiency loss and excavator driving energy account for 15.09% and
17.98%, respectively. In both working conditions, the effective utilization rate of engine
energy is low.

3. The energy flow analysis results provide energy margins for designing energy-
saving schemes and control strategies. Energy recovery and reducing the main pump’s
minimum output flow rate can be considered for excavators’ energy-saving control.
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Abstract: Simultaneous wireless information and power transfer (SWIPT) has been utilized widely

in wireless sensor networks (WSNs) to design systems that can be sustained by harvesting energy

from the surrounding areas. In this study, we investigated the performance of the low-power energy

harvesting (LPEH) WSN. We equipped each relay with a battery that consisted of an on/off (1/0)

decision scheme according to the Markov property. In this context, an optimal loop interference relay

selection was proposed and investigated. Moreover, the crucial role of the log-normal distribution

method in characterizing the LPEH WSN’s constraints was proven and emphasized. System per-

formance was evaluated in terms of the overall ergodic outage probability (OP) both analytically

and numerically with Monte Carlo simulation. The system had the lowest overall ergodic OP, thus,

performed the best with an energy harvesting time switch of 0.175. Following the increase in the

signal-to-noise ratio (SNR), the system without a direct link performed the worst. Furthermore, as

more relays were deployed, the better the system performed. Finally, results showed that more than

80% of the data rates can be obtained under the household condition, without the need for extra

bandwidth and power supply.

Keywords: eco-friendly networks; wireless sensor network; energy efficiency; low-power networks;

Markov model; log-normal fading

1. Introduction

Following the advancement of the fifth and upcoming sixth generation communica-
tion, simultaneous wireless information and power transfer (SWIPT) holds its place as a
promising technology for self-sustaining communication systems. In particular, it can offer
notable system performance gains, indicated by improvements in spectral efficiency (SE),
power consumption, interference management, and transmission delay, due to its nature
of facilitating simultaneous information and energy transmission [1–3]. For the SWIPT
cooperative relaying system, there are two major modes in use: the half-duplex (HD) and
the full-duplex (FD). Specifically, in HD mode, the relay is equipped with one antenna
that functions so that data retransmission from the source is carried out on dedicated and
orthogonal channels [4]. Meanwhile, in FD mode, a relay is equipped with two antennas to
facilitate data reception and transmission in the same time frame and bandwidth. Moreover,
it is worth noting that the FD wireless network is praised for its ability to double the SE,
considerably improving the network throughput in comparison with the HD network.

The combination of the FD operating mode in EH relaying networks has been a
debatable topic regarding the possibility of sustainability when operating FD mode and
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performing the relaying task. However, with the advancement of the antenna, battery
technologies, and signal processing capacity, it is reasonable to re-assess the FD-EH relaying
networks for the promising benefits they can offer, as in [5–7]. Additionally, in [8] Li et al.
showed that the utilization of energy storage can bring in zero diversity gain when the
signal-to-noise ratio (SNR) level is high. Remarkably, Zhong et al. in [5] extensively
discussed the constraints of FD-EH relaying networks and proved that system performance
in three different transmission modes can be significantly enhanced.

To describe the outdoor wireless channel, Rayleigh, Rician, and Nakagami-m fading
channels have been widely accepted among network designers [9]. However, for indoor
settings, due to the shadowing effects caused by walls, obstructions, and human move-
ments, log-normal is a better choice [10–13]. Thus, log-normal is a more suitable candidate
for smart homes and industrial Internet of Things (IIoTs) applications. In addition, it is
reasonable to use the current advancement in the relaying network technology to further
boost the system performance of the household networks. In fact, this has been proven to
provide higher channel capacity, a wider network coverage range, and a lesser shadowing
effect [11]. Moreover, equipping more relays in a cooperative relaying system provides a
greater degree of freedom (DoF), enabling the system to combine more independent fading
signals from several relays in operation, hence resulting in higher system performance [14].
The above studies have provided a background to develop a low-power energy harvesting
(LPEH) wireless sensor network (WSN), which can counteract the high signal attenuation
and noise in household environments [15–17].

Although the energy harvested from radio frequency (RF) is relatively low in compari-
son to other sources such as thermal, solar, etc., it is sufficient to operate several devices and
sensors as noted by Assogba et al. [18]. Specifically, authors in [19] attempted to measure
the free ambient RF and found that by densifying the Wi-Fi access points, it is possible
to not only power the indoor devices (smoke detectors, wearable electronics, etc.) but
to also extend their lifetime via trickle charging. Furthermore, in regard to upgrading
indoor electrical grids, a Power Line Communication (PLC) has been investigated; wireless
devices can exploit the existing electricity cables to improve data transmission and energy
efficiency [20]. PLC enables establishing communication with remote or highly attenuated
nodes that are underground, in buildings with metal walls, obstructed, or in hospitals
where the electromagnetic interference is not allowed. In addition, PLC can work as either a
standalone system or as a facilitator of Wi-Fi extension in a large in-house environment [21].
In the past, PLC operated in narrowband with a range of 3–500 kHz and a low data rate,
which is undesirable for modern demands. Thus, Ref. [22] has investigated the possibilities
of deploying broadband PLC with the range of 1.8–2.5 MHz and a high data rate to serve
multimedia services in household environments. Several PLC standards have been devel-
oped [23–25]. Application wise, PLC has constituted to the smart grid (SG), which is the
foundation for smart city applications including traffic and lighting control [26,27], lighting
systems in urban areas [28], irrigation, and other smart city applications. [29].

Regarding the security of the physical layer, the available techniques for wireless
networks are applicable for PLC as well. For example, a case study of how to utilize the
jamming technique to guard against eavesdroppers for cooperative PLC networks was
presented in [30]. In the household setup, it is highly recommended to utilize log-normal
fading channels because other fading channels cannot describe efficiently the fading effects
caused by walls, human movement, and indoor obstructions [31]. Several papers have
extensively analyzed the performance of relay-aided EH wireless networks embedded
in the PLC using different key parameters. Research has proven this combination is
promising for the future of smart grids and indoor wireless communication [32–36], which
is undeniably powered by the development of LPEH WSN.

As can be concluded from the reviewed literature, WSN cannot perform well in indoor
environments due to the extensive shadowing effect caused by indoor obstructions. To
create an efficient communication system for indoor setups, it is of great interest to deploy
the WSN together with PLC and EH modules. However, the effect of the interactions
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between the three technologies on system performance has not been well studied in the
existing literature. Therefore, in this manuscript, we assess the performance of a relay
selection (RS) scheme, the optimal loop interference RS scheme in the context of LPEH
WSN. Notably, the relays are equipped with batteries and operate with the FD-AF protocol.
The shadowing effect of the network is characterized by log-normal fading channels.

2. System Models

Figure 1 below depicts an LPEH WSN that includes a source (S), an in-between
cluster (C) of K cooperative relays (Ri), (1 ≤ i ≤ K), and a destination (D). As investigated
in [37,38], this setup is typical and appropriate for studying the impact of RS schemes
operating in wireless networks. Additionally, the coverage extension scenario is assumed
so that communication between (S) and (D) can be achieved only with the help of the
intermediate relays [39,40]. Moreover, the solution can help overcome the deep shadowing
effects caused by the movement of humans or obstacles in the surrounding area, making it
more suitable for the studied LPEH WSN, [37].
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Figure 1. System models.

In addition, the carrier and symbol synchronization are assumed to be ideal. Each
terminal knows beforehand its own channel state information (CSI). (S) is powered by
a stable power source Ps and every (R) is powered by a battery PR together with an EH
module. The additive white Gaussian noise (AWGN), nj, (j ∈ {R, D}) is with zero mean
and variance N0 at the (Ri) and (D), respectively.

In fact, the distances from (S) to (Ri), (Ri) to (D), and (S) to (D) are denoted with
dSRi

, dRi D and dSD. Their corresponding channel coefficients are ls,r, lr,d, and ls,d. As in
Laourine et al. [10] and Mellios et al. [41], (S) and (D) are HD and (R)s are FD. The FD setup
causes the loop interference channel lr,r to the system. During the communication, which
is split into time slots, the i-th relay Ri(Ri ∈ C) is selected as per a (RS) scheme to help
establishing the information transmission. Within a signal block, the narrowband transmits
signals at (S) and is denoted as s(t), (Ri), and has zero mean. The statistical mean operation
is denoted with E[|s(t)|2] = 1.

We consider random variables (RVs) that are independently and identically distributed
(i.i.d) as per log-normal distribution as l2

s,r, l2
r,d, and l2

s,d. The RVs are associated with

parameters LN
(

2ωls,r , 4Ω2
ls,r

)
, LN

(
2ωlr,d

, 4Ω2
lr,d

)
, and LN

(
2ωls,d

, 4Ω2
ls,d

)
, respectively.

Furthermore, the i.i.d loop interference channel following log-normal distribution l2
r,r is

with parameter LN
(

2ωlr,r , 4Ω2
lr,r

)
. The loop interference strength given by this parameter

is important to characterize the performance of the FD system.
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2.1. Standalone Direct Link

To serve as a foundation for further study, a direct transmission protocol, in which
(S) transmits information directly to (D) without any assisting (R) in the LPEH WSNs is
assumed and investigated.

Definition 1. In the context of the direct transmission protocol, the direct (S)-(D) link is the unique
option. Thus, it will use all the time slots in the signal block for data transmission.

As in [42], we employ a block fading channel assuming that the service process is
stationary, and that the buffer receives data at a constant rate. From the analytical point of
view, the effective capacity after normalization is the same as the conventional Shannon
ergodic capacity under the condition of no delay constraint.

Thus, employing the direct transmission protocol, the overall (S)-(D) capacity can be
obtained with zero mean, circularly symmetric

Cs,d = Wlog2

(
1 +

Ps

N0

∣∣ls,d
∣∣2

dm
s,d

)
, (1)

where m is the path loss exponent, and W is the frequency bandwidth.
As mentioned above, the ergodic OP is an indicator for evaluations of system perfor-

mance. This is the probability that instantaneous capacity falls below a given threshold’s
bits per channel use (BPCU) being R0, and Pr[Cs,d < R0]. Here, the probability density
function (PDF) and the cumulative distribution function (CDF) of the RV X in log-normal
distribution [43] are, respectively, calculated by

FX(z) = 1 −Q



10
ln(10) ln(z)− 2ωX

2ΩX


, (2)

and

fX(z) =
10/ ln(10)

z
√

8πΩ2
X

e


−

(
10

ln (10)
ln (z)−2ωX

)2

8Ω2
X




, (3)

where Q(·) is the Gaussian Q− function,Q(x) =
∫ ∞

x
1√
2π

e

(
− t2

2

)
dt

.

By utilizing the CDF of the log-normally distributed RV
∣∣ls,d

∣∣2 in (1), the ergodic OP
for the direct transmission protocol can be expressed as

EOPs,d = Pr

(
∣∣ls,d

∣∣2 <

(
2

R0
W − 1

)
N0dm

s,d

Ps

)
= 1 − Q

(
ξ ln(a)− 2ωs,d

2Ωs,d

)
, (4)

where ξ = 10
ln(10) is a scaling constant [44], a = γ0 N0

Psd−m
s,d

, and γ0 = 2R0/W − 1

Remark 1. The direct link of the relay-aided systems offers better data rate gain in noisier condition,
that is, when the SINR and data rates are low. It is also worth noting that relay-aided links are highly
beneficial for transmission over long distance. In normal conditions, the direct link is sufficient to
establish a successful communication.

2.2. Relay-Aided Cooperative Protocol

As previously mentioned, the relay-aided cooperative protocol is deployed to improve
the LPEH WSN performance.
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Definition 2. In the context of the relay-aided cooperative protocol, all relay links can alternatively
transmit the data in place of the direct link. Specifically, if the direct link is severely attenuated, a
relay will be chosen among Ks from the cluster (C) to realize the data transmission alternatively.
This is performed on a condition that the relay has a sufficient amount of energy to conduct the task.
This process is shown below in Figure 2.
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Figure 2. Criteria for relay selection.

By this approach, more time slots are saved, and overhead information is reduced,
because only the needed relay link is activated. Moreover, in LPEH WSN, we can receive
the maximal diversity gain equaling the relay nodes that are available in the network, as
proven in [4].

As described in [39], one transmission cycle from (S) to (D) realized within T time is
split into three slots as per the TSR protocol. The first time slot τT, where τ is the EH time
factor, (0 ≤ τ ≤ 1), is spent by (R) to harvest the energy from the signal that (S) broadcasts.
The remaining (1 − τ)T is halved with one half for information of (S)− (Ri) and the other
for (Ri)− (D).

Within τT, given the energy harvested the i-th (R) has harvested, EH =
ητTPs|ls,ri |

2

dm
s,ri

,

the power that the relay transmits can be described as

PRi
=

EH

(1 − τ)T
=

ητPs|ls,ri |2
(1 − τ)dm

s,ri

, (5)

where the EH efficiency η, 0 ≤ η ≤ 1, shows the circuitry’s characteristics.
As mentioned in [5] as a relay can recognize its own signal in the FD multi-relay

scenario, the interference cancellation can be applied to itself.
For (1 − τ)T, the signal after the interference cancellation at the i-th (R) can be ex-

pressed as

yr(t) =

√
Ps

dm
s,ri

ls,ri
s(t) + l̂r,r r̂(t) + nr, (6)

where the information signal s(t) is normalized as E[|s(t)|2] = 1. The imperfect interference
cancelation leaves out the residual loop interference l̂r,r, and E|r̂(t)|2 = PRi

.
In an FD-AF system, after the signal is base-band processed at (Ri) as per (6), it is

amplified and then sent to (D). Therefore, (D) receives the signal of

yd(t) =

√
PsPRi

dm
s,ri

dm
ri ,d

ls,ri
lri ,dGs(t) +

√
PRi

dm
ri ,d

lri ,dlr,rGr(t) +

√
PRi

dm
ri ,d

lri ,dGnr + nd, (7)
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where the relay gain, G, denotes the instantaneous received power normalization, within
which process the relay transmission is allowed with maximum power, Ps → ∞ , according
to [45,46]

G =
1√

Ps
dm

s,ri
|ls,ri

|2 + |l̂s,ri
|2PRi

+ N0

≈ 1√
Ps

dm
s,ri

|ls,ri
|2 + |l̂s,ri

|2PRi

. (8)

Then, (8) is substituted into (7) and modified so that the end-to-end SNR of the i-th (R)
at (D) can be obtained

γs,Ri ,d =

PsγS,Ri
PRi

γR,Ri
PRi

γRi ,D

PsγS,Ri
PRi

γR,Ri
+ PRi

γRi ,D + 1
, (9)

where γS,Ri
= |ls,ri |2d−m

s,ri
, γRi ,D =

∣∣lri ,d
∣∣2d−m

ri ,d
, and γR,Ri

= |lr,r|2.
Additionally, the instantaneous capacity of the FD-AF-TSR system can be calculated

Cs,Ri ,d = (1 − τ) log2

(
1 + γs,Ri ,d

)
. (10)

From this, the RS scheme for the in-studied LPEH WSN optimal loop interference
relay selection scheme is derived. In particular, the RS scheme first chooses (R) having the
best end-to-end link, then updates the SINR in the first branch. Thus, the selected k relay,
with Ps → ∞ , has the condition of

k ≈ arg max
i

min

{
PsγS,Ri

PRi
γR,Ri

, PRi
γRi ,D

}
. (11)

It should be noted that the optimal loop interference RS scheme is established only if
the full CSI is known.

2.3. Energy Storage Modeling at Relay

The stationary stochastic process in Tutuncuoglu et al. [46], states that the minimum
energy needed to activate Rk and the harvested energy within the k-th signal block as enk.
Firstly, the Rk is assumed without energy storage, thus, operates only with enk. The Rk runs
out of energy if enk ≤ PRk

. The probability that this event occurs is named energy-exhausted
probability and can be formulated as follows.

EOPk = Pr
[
enk < PRk

]
=
∫ PRk

0
fenk

(x)dx, (12)

where fenk
(x) is used to signify the PDF of the stationary stochastic process ek.

In practice, however, the Rk is installed with a battery with the capacity of enmax. The
k-th signal block transmission consumes an amount of ouk energy. As per the condition in
Definition 2, the ouk can be expressed with the stationary random function as

Pr(ouk) =





EOPs,d/K, if Pr
(
ouk = PRk

)

1 − EOPs,d/K, if Pr(ouk = 0)

0, otherwise

, (13)

where K denotes that every (Rk) can be activated with an equal probability. Notably, the
variables enk and ouk are stationary and independent.

Additionally, to formulate the energy buffer status according to the Markov stochastic
process, we use the denotation sk, which stands for the initial energy amount the (Rk) stores
before starting the k-th signal block transmission.

Subsequently, we can combine (12), (13), and the original PDF of enk to obtain the
stationary PDF of sk being fsk

(x). Theoretically, all the stochastic characteristics of the EH
module can be described with fsk

(x). However, because it is not necessary to include all
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these energy buffer statuses in the system described here, a simplified model is proposed.
Specifically, according to Definition 2, the number of statuses is reduced to two processing
steps and described in Lemma 1.

Lemma 1. The sk and the possible energy that can be consumed at (Rk) are compared to make the
decision on whether the transmission should be realized on the direct or the relaying link. This is
shown below in Figure 3.
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Figure 3. Criteria for choosing the direct or relaying link for information transmission.

These two statuses are therefore used to characterize the flow of the energy that has
been harvested. Accordingly, we proposed an on–off (1/0) model with denotation s′k,
which is described in Figure 1. Then, we used the stationary PDF of sk, fsk

(x) to formulate
the stationary PDF of s′k as follows.

Pr
(
s′i
)
=





∫ enmax

PRk
fsk
(x)dx, if Pr

(
s′i = 1

)

∫ PRk
0 fsk

(x)dx, otherwise
. (14)

Remarkably, (14) is not the same as the original PDF fenk
(x) of the harvested energy

in (13).
Subsequently, an on–off (1/0) (on/off status) model to describe the harvested energy

flow has been formulated and described in the following Remark 2. For more details on
the derivation, see [47].

Remark 2. The relaying link in LPEH WSN can be activated if the direct link cannot perform
the information transmission task and the available energy stored at the relay is greater than
PRk

. Additionally, thanks to the two parameters PRk
and OPk, which characterize the EH module

employed in Rk, we can capture the stochastic property of the energy harvested beforehand with
no loss.

3. Performance Analysis

3.1. Formulating the Problem

In practice, the relaying link over Rk cannot always be established due to deep fading
or energy exhausting when the surrounding energy resources fluctuate. This event is
named an overall outage event and can be caused by three reasons as follows.

At least one of the data packets cannot be successfully delivered during the information
transmission from (S) to (D). This causes the direct link’s end-to-end SNR to be below the
threshold value of the system.

The energy harvested by Rk is not sufficient, so it cannot be activated to realize the
information transmission via the relaying link. This is known as energy-exhausted probability.

The relay Rk is activated but cannot transfer all the data packets successfully with
a sufficient amount of energy from the EH process. This also causes the relaying link’s
end-to-end SNR to be below the threshold value of the system.

Having acknowledged the above constraints, for the herein study, we assume that
Rk possesses a sufficient amount of energy to realize the information transmission. Subse-
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quently, the overall ergodic OP of the FD-AF-TSR LPEH WSN described in Definition 2 can
be formulated as follows

EOPoc = EOPs,d ×
K

∏
k=1

[
EOPk + (1 − OEPk)× EOPs,Rk ,d

]
. (15)

3.2. Analysis of the Probability of Overall Ergodic Outage

With regard to (10), the ergodic OP for S–Rk–D link can be fully defined as

OPs,Rk ,d = Pr





PsγS,Rk
PRk

γR,Rk
PRk

γRk ,D

PsγS,Rk
PRk

γR,Rk
+ PRk

γRk ,D + 1
< γ1





, (16)

where γ1 = 2R0/(1−τ)W − 1.

Proposition 1. The SNR in (11) is assumed to be high and identical. Thus, we can formulate the
corresponding overall ergodic OP for the high SNR range under the RS scheme as

EOPoc(γ1) =

[
1 −Q

(
ξ ln(a)− 2ωls,d

2Ωls,d

)]
× EOPk + (1 − EOPk)× EOPs,Rk ,d(γ1)

K, (17)

where EOPs,Rk ,d(γ1) = 1−Q
(

ξ ln( ητ
1−τ

γ1)+2ωlr,r
2Ωlr,r

)
×Q

(
ξ ln(c)−2

(
ωls,r+ωlr,d

)

√
2
(

Ωls,r+Ωlr,d

)

)
, a = (1−τ)

ητPs
γ1.

Proof of Proposition 1. It is worth noting that the γRk
in (11) is crucial for the RS process.

As we combine (5) and (6), we can formulate the SNR at (R) as follows

γS,Rk
=

PsγS,Rk

PRk

=
1 − τ

ητ
× 1

γR,Rk

. (18)

Similarly, the SNR at (D) is given by

γRk ,D = PRk
γRk ,D =

ητ Ps

(1 − τ)
γS,Rk

γRk ,D. (19)

Subsequently, we combine (18) and (19), then substitute them into (11) to obtain the
ergodic OP in (16), considering Rk, as follows

EOPs,Rk ,d = Pr

{
min

{
1 − τ

ητY
,
ητPsX

(1 − τ)

}
< γ1

}
, (20)

where X = γS,Rk
γRk ,D and Y = γR,Ri

.
It should be noted that all the aforementioned channel means and variances are i.i.d.

as per the log–normal distribution. Assuming that X and Y are two independent RVs, the
ergodic OP of the system with the optimal RS scheme in (11) can be expressed as

EOPs,Rk ,d = 1 − FY

(
ητ

1 − τ
γ1

)
FX

(
(1 − τ)

ητPs
γ1

)
, (21)

where FY(·) and FX(·) are the complementary CDFs of Y and X. Because RV Y is distributed
in a log–normal manner, its complementary CDF FY(·) can be obtained with ease as follows:

FY

(
ητ

1 − τ
γ1

)
= Q

(
ξ ln

(
ητ

1−τ
γ1
)
+ 2ωlr,r

2Ωlr,r

)
. (22)
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Moreover, the RV X is a product of two RVs which are as well log–normally distributed,
its complementary CDF can be obtained as

FX

(
(1 − τ)

ητPs
γ1

)
= Q




ξ ln
(
(1−τ)
ητPs

γ1

)
− 2
(
ωls,r +ωlr,d

)

√
2
(

Ωls,r + Ωlr,d

)


. (23)

As we substitute (22) and (23) into (21), the ergodic OP can be obtained as

OPs,Rk ,d = 1 −Q
(
ξ ln

(
ητ

1−τ
γ1
)
+ 2ωlr,r

2Ωlr,r

)
×Q




ξ ln
(
(1−τ)
ητPs

γ1

)
− 2
(
ωls,r +ωlr,d

)

√
2
(

Ωls,r + Ωlr,d

)


, (24)

Consequently, (24) and (4) are substituted into (15) to obtain the overall ergodic OP in
the optimal RS scheme, as given in (17). �

4. Results and Discussion

In this section, the Monte Carlo numerical simulation was conducted to investigate
the overall ergodic OP of the in-studied system with an optimal RS scheme. In summary,
the analytic results were obtained by evaluating the log–normal distribution following [45].
The system parameters for the simulations are listed below in Table 1. The results are
calculated based on Proposition 1 in (17), by means of MatLab simulation.

Table 1. Simulation parameters.

Primary Parameters Description Values

OPk energy-exhausted probability 10−1

W frequency bandwidth 2 (W)

R0 transmission rate threshold 2 (bps/Hz)

Ps traditional stabilized power source 5 (dB)

N0 overall AWGNs 1

H EH efficiency 1

T EH time fraction 0.2

m path-loss exponent 2

ds,r (S)-(Rk) distance 5 (m)

dr,d (Rk )-(D) distance 5 (m)

ds,d (S)-(D) distance 10 (m)

Ωls,r
(S)-(Rk) channel mean 4 (dB)

Ωlr,d
(Rk )-(D) channel mean 4 (dB)

Ωls,d
(S)-(D) channel mean 4 (dB)

Figure 4 illustrates the overall ergodic OP versus the EH time switch τ. Two values of
loop interference channel variance being Ωlr,r = 2(dB) and 4 (dB) are used together with
the constant power source of Ps = 5 (dB). It is possible to observe that the two curves reach
their minimum at τ = (0.175), at which the system performs the best and the coding gap is
the largest. As τ increases to more than 0.3, the overall ergodic OP curves exponentially
decrease, corresponding to the extreme case where too much time is dedicated to EH
activity, resulting in insufficient time for data transmission purpose. The principle for this
behavior is that, starting from 0, when we increase the power source, the message from the
source has higher probability to be successfully decoded, leading to a more successful DF
process. Nevertheless, when the power source passes the threshold value, the probability
that the relay can decode the message from the source is so high that it reduces the relay

65



Electronics 2022, 11, 1978

power and the quality of the second hop. Therefore, the existence of an optimal τ must be
considered when designing such a network.
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Figure 5 shows the relation between the overall ergodic OP of the LPEH WSN and
the SNR. For comparison, we use three values of 0, 0.5, and 1 for the energy-exhausted
probability OP of best RS. The OPk = 0 when the LPEH WSN operates with the cooperative
relays, OPk = 1 with direct link, and OPk = 0.5 for both or only the relay link (red color). It
can be noted that as SNR increases from −20 to 30 dB, the OPk = 0.5 without a direct link
delivers the highest overall ergodic OP, thus, the worst system performs. The remaining
curves are relatively closed to each other and sharply approach 0 overall ergodic OP when
the SNR increases to 30 (dB). Theory and simulation agree well with each other and suggest
the importance of implementing the EH cooperative relays in boosting the performance
of the LPEH WSN. Additionally, it is remarkable that the data rate has been significantly
improved, with over 80% data rates achieved under the PLC condition, requiring no extra
bandwidth or power supply.

Figure 6 plots the overall ergodic OP versus the SNR when changing the number of
relays, K, from 1 to 3 and 5. The three curves are simulated with OPk = 10−1. It is quite
intuitive that the more intermediate relays are installed, the lower the overall ergodic OP
curve, leading to better system performance. Remarkably, changing the number of relays
results in performance curves with similar shapes as changing the OPk value. So far, it can
be concluded that the utilization of intermediate EH relays is beneficial for LPEH WSNs
with the best RS, and the higher the number of relays, the better the system performs.

Using log–normal fading channels to characterize the shadowing effects, the herein
system can characterize real indoor scenarios. However, being too specific in LPEH WSN
means that it is hard for the proposed model to be scaled up without the expertise for both
software and hardware and how to implement them together. Moreover, since the studies
on the smart grid are just in their early stages, in-depth help is not easily accessible in the
existing literature. Other shortcomings of the model are mentioned in the next section as
we discuss possible future research to improve the model in question.
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5. Conclusions

In general, the paper presents the performance analysis in terms of the overall ergodic
OP of the optimal RS scheme in the context of LPEH WSN. Since the simulations correlate
well with the theory, the expressions that we derived show potential to be applicable for
future studies. It is also proven that the log–normal fading channel is appropriate for
modelling such indoor scenarios. Future studies, which would complement the shortcom-
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ings of this study, can consider different RS schemes and compare them with the studies
in this paper to find the best one for the LPEH WSN setup. In addition, experimental
studies can be conducted to compare the results in this study with reality. With regard to
eco-friendly networks, in the next studies, we can compare the technical requirements for
the coexistence of PLC systems and other communication technologies. We can evaluate
how the resource should be allocated in a system with a multicarrier and improve the
signal processing and channel coding abilities of the system. Furthermore, we can compare
the protocols that are used for LPEH WSN with other protocols that have been utilized for
WSN and the dynamics of the physical layers to facilitate further implementation of PLC in
the near future.
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Abstract: Functional delay and sum (FDAS) beamforming for spherical microphone arrays can

achieve 360◦ panoramic acoustic source identification, thus having broad application prospects for

identifying interior noise sources. However, its acoustic imaging suffers from severe sidelobe contam-

ination under a low signal-to-noise ratio (SNR), which deteriorates the sound source identification

performance. In order to overcome this issue, the cross-spectral matrix (CSM) of the measured sound

pressure signal is reconstructed with diagonal reconstruction (DRec), robust principal component

analysis (RPCA), and probabilistic factor analysis (PFA). Correspondingly, three enhanced FDAS

methods, namely EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA, are established. Simulations show

that the three methods can significantly enhance the sound source identification performance of

FDAS under low SNRs. Compared with FDAS at SNR = 0 dB and the number of snapshots = 1000,

the average maximum sidelobe levels of EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA are reduced

by 6.4 dB, 21.6 dB, and 53.1 dB, respectively, and the mainlobes of sound sources are shrunk by

43.5%, 69.0%, and 80.0%, respectively. Moreover, when the number of snapshots is sufficient, the

three EFDAS methods can improve both the quantification accuracy and the weak source localization

capability. Among the three EFDAS methods, EFDAS-DRec has the highest quantification accuracy,

and EFDAS-PFA has the best localization ability for weak sources. The effectiveness of the estab-

lished methods and the correctness of the simulation conclusions are verified by the acoustic source

identification experiment in an ordinary room, and the findings provide a more advanced test and

analysis tool for noise source identification in low-SNR cabin environments.

Keywords: spherical microphone array; sound source identification; functional delay and sum

beamforming; denoising; performance enhancement

1. Introduction

The construction of an environmentally friendly society is one of the development
themes in the world today, and many related research works have been carried out in
different fields [1,2]. Noise pollution control is also one of the important research contents,
and its foremost work is noise source identification. In recent years, beamforming sound
source identification technology based on microphone arrays has attracted much attention
by virtue of its qualities of fast measurement and high localization accuracy [3]. Planar
arrays and spherical arrays are two popular forms of microphone arrays used in beam-
forming. Planar arrays can identify the sound sources in the half space in front of the array,
but their performance in cabin environments is poor due to their inability to suppress the
interference sources behind the array. Spherical arrays can panoramically record the sound
field information, thus exhibiting broad application prospects for identifying interior noise
sources of high-speed trains, automobiles, and airplanes [4,5]. Nevertheless, sound source

71



Electronics 2022, 11, 1132

identification in cabin environments currently faces the problem of low signal-to-noise ratio
(SNR) caused by reverberation.

The classical beamforming algorithm that matches the spherical arrays is spherical
harmonics beamforming (SHB), which exploits the orthogonality of spherical harmonics to
create the beamforming output, with maximum values in the directions of arrival. SHB
is computationally efficient; however, it suffers from poor spatial resolution and severe
sidelobe contamination [6]. To improve the acoustic source identification performance
of beamforming with spherical microphone arrays, filter and sum (FAS) [7], deconvolu-
tion [8,9], and functional delay and sum (FDAS) [10,11] are successively proposed. FAS
shows computational efficiency comparable to SHB and stronger sidelobe suppression than
SHB, but it does not show improved spatial resolution. Deconvolution outperforms SHB in
both sidelobe suppression and spatial resolution [12], and it can enhance resistance to noise
interference by using the auto-spectrum-removed cross-spectral matrix (CSM) as input,
which is at the cost of the computational efficiency or quantification accuracy [13]. FDAS
not only maintains low computational complexity, but also improves spatial resolution and
sidelobe suppression. However, FDAS is less resistant to noise interference, and the ampli-
tude of sidelobes and the width of mainlobes increase again in the presence of strong noise
interference. FDAS must take the complete CSM as input, so the noise interference cannot
be suppressed by removing the auto-spectral elements. In view of this, it is meaningful to
investigate noise reduction methods that are suitable for FDAS, which can help to enhance
the sound source identification performance of FDAS in low-SNR cabin environments.

In recent years, the denoising methods based on the reconstructed CSM have been
proposed, which can suppress noise interference while maintaining the completeness of
the CSM. The CSM reconstruction methods, such as diagonal reconstruction (DRec), robust
principal component analysis (RPCA), and probabilistic factor analysis (PFA), have been
extensively studied in planar microphone arrays [14,15], but their applications in spherical
arrays have not been reported. DRec, reported by Dougherty [16], minimizes the sum of
the diagonal elements of the measured CSM under the constraint that the denoised CSM is
positive semidefinite, and is solved by linear programming. Next, Hald et al. [17] applied
the CVX toolbox in MATLAB to DRec to accelerate the solving process and analyzed
the effect of snapshot number on noise reduction. RPCA, an early image processing
method, was introduced into CSM denoising by Dinsenmeyer et al. [18]; this method
exploits the low-rankness of the signal matrix and the sparsity of the noise matrix to
reconstruct the signal matrix. The noise reduction of RPCA is better than DRec, but it
is influenced by the regularization parameter. To overcome this problem, in the same
literature, Dinsenmeyer et al. proposed the PFA based on a probabilistic framework [18].
No regularization parameter is required for PFA to obtain excellent noise reduction. In the
literature [19], a benchmarking of the above methods was performed using planar array-
based beamforming, and the result showed that PFA and RPCA provided the best noise
reduction, significantly better than DRec. Since the above CSM reconstruction methods
can maintain the completeness of CSM while suppressing the noise interference, they are
particularly suitable for the noise reduction of spherical array-based FDAS.

In this paper, DRec, RPCA, and PFA are introduced into the spherical array-based
FDAS to improve its sound source identification performance in low-SNR cabin environ-
ments, that is, to suppress sidelobes, shrink mainlobes, and maintain the strong identifi-
cation ability for weak sources. Correspondingly, three enhancement methods, namely
EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA, are established. The remainder of this
paper is organized as follows: In Section 2, the overview of DRec, RPCA, and PFA, as well
as the theory of EFDAS, are described. Next, in Section 3, the sound source identification
performance of the three EFDAS methods is numerically simulated and compared. Subse-
quently, in Section 4, the simulation results are verified using an acoustic experiment in an
ordinary room. Finally, the conclusions are drawn in Section 5.
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2. Theory of EFDAS

FDAS beamforming employs the pressure signals collected by the spherical micro-
phone array to construct an output function, thus identifying the sound sources. The
function strengthens the output in the directions of the sound sources and suppresses the
output in the directions of non-sources. EFDAS enhances the anti-noise interference capa-
bility of FDAS by denoising the measured CSM. In this section, the signal model of solid
spherical microphone arrays, the denoised CSM, and the output of EFDAS are described.

2.1. Signal Model of Solid Spherical Microphone Arrays

Figure 1 depicts the acoustic pressure signal model of a solid spherical microphone
array and the corresponding coordinate system with the origin at the array center. An arbi-
trary point in 3D space can be described with the spherical coordinate (r, Ω), where r denotes
the distance from the point to the origin, Ω ≡ (θ, ϕ) represents the direction of the point with
θ, and ϕ being the elevation and azimuth angles, respectively. The symbols “•” indicate the
microphones arranged on the surface of the solid spherical array, and the coordinate of the
qth microphone is (a, ΩMq)(q = 1, 2, . . . , Q), where a is the array radius, ΩMq denotes the
direction of the qth microphone, and Q is the total number of microphones. The symbols
“⋆” indicate sound sources, and the coordinate of the ith source is (rSi, ΩSi)(i = 1, 2, . . . , I),
where rSi denotes the distance from the ith source to the array center, ΩSi denotes the direc-
tion of the ith source, and I is the total number of sound sources. The corresponding source
intensity of the ith source is defined as s(rSi, ΩSi). The source intensity vector constructed
by all sound sources is formulated as s = [s(rS1, ΩS1)], . . . , s(rSI , ΩSI)

T ∈ CI×1, where the
superscript “T” represents the transposition.


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Figure 1. Sound pressure signal model of a solid spherical array.

The sound pressure vector p⋆ ∈ CQ×1 measured by the array can be written as

p⋆ = pA + n = Hs+n (1)

where pA ∈ CQ×1 is the sound pressure vector generated by the sound sources, n ∈ CQ×1

is the independent stochastic noise, and H ∈ CQ×I is the propagation matrix from I sources
to Q microphones. Here, SNR is defined as SNR =20 log10(‖pA‖2/‖n‖2), where “‖ · ‖2”
denotes the 2 norm. In H, the element Hq,i represents the sound pressure generated at the
qth microphone by a unit intensity sound source located at the ith source and is formulated as

Hq,i =
∞

∑
n=0

n

∑
m=−n

Rn(krSi, ka)(Ym
n (ΩSi))

∗Ym
n (ΩMq) (2)

where Ym
n (ΩSi) and Ym

n (ΩMq) denote spherical harmonics in the directions of ΩSi and
ΩMq, respectively, both n and m are the degrees of spherical harmonics, the superscript “∗”
denotes the conjugation, k = 2π f /c is the wavenumber corresponding to frequency f and
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the speed of sound c, and Rn(krSi, ka) is the radial function. For spherical wave, Rn(krSi, ka)
is expressed as [7,8]

Rn(krSi, ka) = −4πjh(2)n (krSi)

(
jn(ka)− j′n(ka)h

(2)
n (ka)

h
(2)′
n (ka)

)
(3)

where h
(2)
n (·) and h

(2)′
n (·) are the spherical Hankel function of the second kind and its

derivative, respectively, jn(·) and j′n(·) are the spherical Bessel function of the first kind and
its derivative, respectively, and j =

√
−1 is the imaginary unit.

The measured sound pressure is further processed with FFT according to the Welch
method [20], and the averaged CSM C ∈ CQ×Q over multiple snapshots is obtained
as follows

C = E(p⋆p⋆H) = E(pApH
A) +E(nnH) +E(pAnH + npH

A) (4)

where “E(·)” is the expectation operator and the superscript “H” represents the Hermitian
transpose. The averaged CSM consists of the signal CSM CA = E(pApH

A) ∈ CQ×Q , the
noise CSM CN = E(nnH) ∈ CQ×Q, and additional crossed terms. Since noise signal is con-
sidered stochastic and independent of the source signals, the off-diagonal elements of CN
and the crossed terms tend to zero as the number of snapshots tends to infinity. Therefore,
the noise is mainly concentrated on the diagonal of C in the case of enough snapshots.

2.2. Reconstruction of the Measured CSM

Since FDAS requires the complete CSM C as input, its performance is affected by the
noise on the diagonal of C, resulting in a significant degradation of acoustic imaging clarity
in the presence of strong noise interference. In this subsection, the noise on the diagonal
of C is removed by reconstructing the measured CSM with DRec, RPCA, and PFA, thus
promoting the anti-noise interference capability of FDAS.

2.2.1. DRec

As explained previously, with a sufficient number of snapshots engaged in the averag-
ing, the noise is mainly concentrated on the diagonal of C. The idea of DRec is to remove
the noise auto-spectrum from the diagonal of C as much as possible, i.e., minimizing the
sum of auto-spectrum in C while maintaining the denoised CSM positive semidefinite.
Therefore, a diagonal matrix with unknown non-positive diagonal elements dq is added to
C to cancel the noise auto-spectrum. The unknown diagonal elements dq are arranged in
the vector d ∈ RQ×1, and then the solution problem of DRec can be formulated as [17]

min (∑
Q

q=1 dq) subject to C+Diag(d) < 0 (5)

where Diag(d) ∈ RQ×Q represents a diagonal matrix whose diagonal entries are the
elements in vector d, and the symbol “< 0” represents positive semidefinite for a matrix.
Equation (5) can be quickly solved using the CVX toolbox in MATLAB, and thus the
denoised CSM ĈA ∈ CQ×Q can be estimated as

ĈA = C+Diag(d) (6)

2.2.2. RPCA

RPCA utilizes the low-rankness of the signal CSM and the sparsity of the noise CSM
to denoise the measured CSM. The rank of the signal CSM is determined by the number of
incoherent sources. Considering that the number of incoherent main sources to be identified
is usually smaller than the number of microphones, the signal CSM can be assumed to have
low rank. Additionally, the noise CSM can be considered as a sparse diagonal matrix since
the off-diagonal elements of the noise CSM tend to zero after multiple averaging. RPCA
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aims at recovering the low-rank signal matrix from noise-contaminated measurements, and
its optimization problem can be expressed as [18]

min ‖CA‖∗ + λ‖vec(C − CA)‖1 (7)

where “‖ · ‖∗” and “‖ · ‖1” denote the nuclear norm (sum of the eigenvalues) and the 1 norm
respectively, “vec” stands for converting a matrix into a vector, and λ is the regularization
parameter. Wright et al. [21] recommended λ = Q−0.5 and employed an accelerated
proximal gradient algorithm to solve the above optimization problem, resulting in the
denoised CSM being estimated as ĈA. In our case, with Q = 36, λ = 0.167 is adopted.

2.2.3. PFA

PFA is a probabilistic framework-based inference method, whose goal is to fit the
measurements with the following model

p⋆j = LsEj + nj , j = 1, . . . , Ns (8)

where j = 1, . . . , Ns is the serial number of snapshots, sE ∈ Cκ×1 is the source intensity
vector of κ(κ < Q) equivalent sound sources, and L ∈ CQ×κ is a mixing matrix. SE ∈ Cκ×κ

is defined as the CSM of sE. The number of equivalent sound sources cannot be less
than the number of true sound sources; otherwise, it is difficult to describe the sound
field comprehensively. Since PFA still takes advantage of the fact that the noise is mainly
concentrated on the diagonal of CSM after multiple averaging, the measured CSM is further
modeled as follows:

C =
1

Ns

Ns

∑
j=1

(LsEj + nj)(LsEj + nj)
H ≈ L(

1
Ns

Ns

∑
j=1

sEjs
H
Ej)L

H +
1

Ns

Ns

∑
j=1

njn
H
j = LSELH + CN (9)

In Equation (9), except that the measured CSM C is known, L, sE, and n are considered
as random variables. The prior probability density functions (PDFs) assigned to the
unknown variables are illustrated in Table 1.

Table 1. Prior PDFs assigned to the unknown variables of PFA.

Priors Hyper-Priors

sE ∼ CN (0, γ2Iκ) γ2 ∼ IG(aγ, bγ)
n ∼ CN (0, Diag(σ2)) σ

2 ∼ IG(aσ, bσ)
L ∼ CN (0, IQκ/κ)

CN and IG denote the complex Gaussian PDF and the inverse gamma PDF (pair of
conjugate distribution), respectively, γ2 and σ

2 ∈ RQ×1 are the variance of equivalent sources
and noise, Iκ ∈ Rκ×κ and IQκ ∈ RQκ×Qκ are two identity matrices with different dimensions,
and the remaining hyperparameters (aγ = bγ = 0.001 and aσ = bσ = 0.001 ∈ RQ×1) are
constant [19].

In order to solve the fitting problem in Equation (9), the maximum a posteriori estimate
of each unknown variable is established as follows [18]

(ŜE, L̂, σ̂
2, γ̂2) = argmax (SE, L, σ

2, γ2|C) (10)

where “(·|· )” denotes conditional PDF. Here, the Gibbs sampler [22], a Markov Chain
Monte Carlo algorithm, is used to find the above estimate, and then the denoised CSM can
be expressed as

ĈA = L̂ŜEL̂
H

(11)
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2.3. The Output of EFDAS

The output of EFDAS is constructed based on the denoised CSM ĈA. First, the
eigenvalue decomposition of the denoised CSM is performed.

ĈA = UΛUH (12)

where Λ = Diag([β1, . . . , βQ]) ∈ RQ×Q is a diagonal matrix, β1, . . . , βQ are the eigenvalues
of ĈA and satisfy β1 ≥ . . . ≥ βQ ≥ 0, U = [u1, . . . , uQ] ∈ CQ×Q is an unitary matrix with
the column uq being the eigenvector that corresponds to βq. Subsequently, the exponential
function of ĈA is constructed as follows

Ĉ
1/ξ

A = UDiag
(

β
1/ξ

1 , . . . , β
1/ξ

Q

)
UH (13)

where ξ is an exponent parameter. According to the literature [11], when ξ = 16, FDAS
has strong sidelobe suppression and high quantization accuracy. In view of this, ξ = 16
is also recommended in EFDAS. Finally, the average pressure contribution of the focus
point (rf, Ωf) [11], the arithmetic average of the microphone auto-spectrum generated by
the source located at the focus point (rf, Ωf), is taken as the output of EFDAS.

W(kr f , Ω f ) =
1
Q


vH(kr f , Ω f )Ĉ

1/ξ

A v(kr f , Ω f )

‖v(kr f , Ω f )‖2
2




ξ

(14)

where v(kr f , Ω f ) ∈ CQ×1 is the focus column vector of the focus point (rf, Ωf). In v(kr f , Ω f ),
the element vq(kr f , Ω f ) represents the sound pressure generated at the qth microphone by
a unit intensity sound source located at the focus point (rf, Ωf), and it is defined as

vq(kr f , Ω f ) =
∞

∑
n=0

n

∑
m=−n

Rn(kr f , Ω f )Y
m∗
n (Ω f )Y

m
n (Ωq) (15)

Equations (2) and (15) are similar, but are used for forward sound field simulation
and inverse focus of beamforming, respectively, which both require degree truncation of
spherical harmonics [23], i.e., ∞ = 50 in Equation (2) and ∞ = 17 in Equation (15). In this
case, EFDAS satisfies the high accuracy of sound source identification while maintaining a
low computational cost.

3. Simulations

The simulations are carried out with a 36-channel solid spherical microphone array
with a radius of 0.0975 m, as shown in Figure 1, which is also used in the subsequent
experiment. The simulation steps are as follows: (1) Establish the array model and set
the frequencies, intensities, and locations of the incoherent monopole sound sources to be
identified. (2) Calculate the theoretical sound pressure pA emitted by the sound sources,
add the noise n according to the SNR setting, and then obtain the total measured pressure
p⋆ and the corresponding CSM C. (3) Reconstruct the measured CSM C with DRec, RPCA,
and PFA to acquire the denoised CSM ĈA. (4) Arrange the focus points on a spherical
surface 1 m away from the array center with the spacing ∆θ = 5◦ and ∆ϕ = 5◦, respectively,
thus there creating a total of 37 × 72 focus points. (5) Calculate the EFDAS output of each
focus point according to Equation (14), and thus perform the acoustic imaging.

3.1. Acoustic Imaging Colormaps

Acoustic imaging colormaps can intuitively reflect the localization and quantification
of sound sources. In this subsection, acoustic imagings of FDAS and EFDAS are compared
to demonstrate the performance enhancement of EFDAS. The maximum outputs of the
mainlobes for true sources are labeled in the acoustic imaging maps, which are scaled to
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dB by referring to 2 × 10−5 Pa. Five sound sources with the coordinates (r, θ, ϕ) of (1 m,
90◦, 180◦), (1 m, 130◦, 110◦), (1 m, 50◦, 110◦), (1 m, 50◦, 250◦), and (1 m, 130◦, 250◦) are
simulated, and their theoretical average sound pressure contributions are 94 dB, 91 dB, 88
dB, 85 dB, and 79 dB, respectively. Meanwhile, the display dynamic range of each map is
set to 30 dB.

As shown in Figure 2, the ideal acoustic imaging colormaps of FDAS without noise
interference are presented, with the columns from left to right corresponding to 1000 Hz,
3000 Hz, and 5000 Hz, in that order. It is clear that all sound sources are accurately located
and quantified, which also proves the strong identification capability of FDAS for weak
sources in the absence of noise interference.
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Figure 2. Colormaps of FDAS without noise interference: (a) 1000 Hz; (b) 3000 Hz; (c) 5000 Hz.

Figure 3 shows the imaging colormaps of FDAS at SNR = 0 dB and discloses the
influence of the number of snapshots. In Figure 3a–c, 10 snapshots are considered. Although
there is no sidelobe contamination, the quantification errors of the sound sources are large,
and multiple weak sources get lost. As shown in Figure 3d–f, the quantification errors
markedly reduce when the number of snapshots increases to 100, but the imaging results
suffer from severe sidelobe contamination. For the identification of weak sources, at
3000 Hz and 5000 Hz, since the amplitude of the weakest source is comparable to the
sidelobes, the identification results are less reliable, and at 1000 Hz, there is no indication of
the weakest source. The further increase in the number of snapshots fails to improve the
imaging results, as illustrated in Figure 3g–i. The reasons why the number of snapshots has
such an impact on the results of FDAS are that: (1) The measured CSM, which is the input
of FDAS, requires a sufficient number of snapshots for averaging to correctly reflect the
actual coherence between sound sources. (2) The insufficient number of snapshots causes
part of the noise to remain on the off-diagonal elements of CSM. The residual noise power is
equivalent to the sound sources and works with the true sources; hence, the actual output
of FDAS deviates from the ideal output. As the number of snapshots increases, both the
coherence between sound sources and the noise residual on the off-diagonal of CSM gradually
decrease, allowing FDAS to locate and quantify sound sources with higher accuracy.

Figure 4 shows the imaging colormaps of three EFDAS methods at SNR = 0 dB. The
number of snapshots is set to 1000 (same with Figure 3g–i). In Figure 4, the columns
from left to right are 1000 Hz, 3000 Hz, and 5000 Hz, and the rows from top to bottom
correspond to EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA, respectively. Compared with
Figure 3g–i, the sidelobes are much lower and the mainlobes are narrower in Figure 4a–c,
which is attributed to the noise reduction with DRec. Moreover, all sources are identified at
3000 Hz and 5000 Hz, while at 1000 Hz, the weakest source gets lost and the mainlobes
of strong sources are also seriously fused. Figure 4d–i shows that with the noise removal
by RPCA and PFA, the sidelobes are eliminated in the display dynamic range, and the
width of mainlobes is significantly decreased, allowing for clearer imaging and higher
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spatial resolution. Both EFDAS-RPCA and EFDAS-PFA can accurately locate all sources,
and EFDAS-RPCA outperforms EFDAS-PFA in quantification accuracy for the weakest
source (15 dB less than the strongest source).

 

–
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–

Figure 3. Colormaps of FDAS with SNR = 0 dB and different snapshots: (a–c) Maps of FDAS with
10 snapshots at 1000 Hz, 3000 Hz, and 5000 Hz, respectively; (d–f) Maps of FDAS with 100 snapshots
at 1000 Hz, 3000 Hz, and 5000 Hz, respectively; (g–i) Maps of FDAS with 1000 snapshots at 1000 Hz,
3000 Hz, and 5000 Hz, respectively.

The acoustic imaging performance of EFDAS is summarized as follows: (1) EFDAS-RPCA
and EFDAS-PFA can eliminate sidelobes in the display dynamic range, while EFDA-DRec
still suffers from sidelobe contamination, despite a noticeable reduction in sidelobe am-
plitudes. (2) EFDAS-RPCA and EFDAS-PFA obviously improve spatial resolution by
narrowing the mainlobes, while EFDAS-DRec only slightly enhances spatial resolution.
(3) The three EFDAS methods enjoy a strong identification ability for weak sources, as they
can accurately locate and quantify the sources that are 9 dB lower than the strongest source at
SNR = 0 dB. Even for the sources that are 15 dB lower than the strongest source, the EFDAS
methods are still able to locate them accurately, in spite of large quantification errors.
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Figure 4. Colormaps of EFDAS with SNR = 0 dB and 1000 snapshots: (a–c) Maps of EFDAS-DRec at
1000 Hz, 3000 Hz, and 5000 Hz, respectively; (d–f) Maps of EFDAS-RPCA at 1000 Hz, 3000 Hz, and
5000 Hz, respectively; (g–i) Maps of EFDAS-PFA at 1000 Hz, 3000 Hz, and 5000 Hz, respectively.

3.2. Performance Analysis

Furthermore, the effects of SNR and number of snapshots on CSM diagonal recon-
struction error and the acoustic imaging accuracy are explored. The smaller diagonal
reconstruction error of the signal CSM indicates the better noise reduction, and the higher
acoustic imaging accuracy indicates the more accurate localization and quantification for
sound sources. In this subsection, five sound sources of unequal intensity at 3000 Hz are
adopted, which is consistent with those in Figure 2b.

3.2.1. Diagonal Reconstruction Error of Signal CSM

The relative error of diagonal elements between the denoised CSM ĈA and the noise-
free CSM CA is defined as the diagonal reconstruction error δdiag.

δdiag = 10 log10
‖diag(CA)− diag(ĈA)‖2

‖diag(CA)‖2
(16)
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where “diag(·)” denotes the extraction of the diagonal elements of a matrix to construct a
new vector.

The diagonal reconstruction errors of DRec, RPCA, and PFA are analyzed under
different SNRs (from −10 to 10 dB with 2 dB steps) and different numbers of snapshots
(100 × 2u, u = 0, 1, . . . , 7), respectively. Figure 5a shows the curves of δdiag vs. SNR when
1000 snapshots are considered, and Figure 5b shows the curves of δdiag vs. the number
of snapshots at SNR = 0 dB. The curves for other combinations of SNR and the number
of snapshots are similar to those in Figure 5. As can be seen in Figure 5, the diagonal
reconstruction errors of DRec, RPCA, and PFA increase as SNR drops and decrease as the
number of snapshots rises, indicating that more snapshots are required to maintain small
diagonal reconstruction errors under lower SNRs. Moreover, the diagonal reconstruction
errors of RPCA and PFA are comparable and much smaller than those of DRec, which is in
general agreement with the findings in the literature [19].
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Figure 5. Diagonal reconstruction errors under different SNRs and different numbers of snapshots:
(a) different SNRs with 1000 snapshots; (b) different numbers of snapshots with SNR = 0 dB.

3.2.2. Acoustic Imaging Accuracy

The similarity between two vectors can be evaluated by the cosine of their angle.
Therefore, define the similarity coefficient ℓ to describe the similarity between the vectorized
actual and theoretical beamforming output.

ℓ = |〈bF·bF〉|
/
(‖bF‖2‖bF‖2), 0 ≤ ℓ ≤ 1 (17)

where bF = [bF] represents the actual beamforming output vector, bF = [bF] represents the
theoretical beamforming output vector with theoretical values at the true source positions
and 0 at other positions, and the symbol “〈·〉” denotes inner product operator. Define
the difference coefficient as ξ = 1 − ℓ (0 ≤ ξ ≤ 1). The closer the difference coefficient
ξ is to 0, the more similar the beamforming output vector is to the theoretical output
vector. When sources are accurately localized, the smaller difference coefficient reflects
the fewer sidelobes and the narrower mainlobes, i.e., the better imaging clarity. Since the
difference coefficient ξ does not reflect quantification error, we further define the average
quantification error η as

η =
1
I ∑

I

i=1

∣∣∣10 log10|bFi| − 10 log10

∣∣∣bFi

∣∣∣
∣∣∣, η ≥ 0 (18)

where bFi and bFi are the actual and the theoretical output in the direction of the ith sound
source, respectively. When the difference coefficient ζ and the average quantification error
η are close to zero, the actual beamforming output is close to the theoretical beamforming
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output. In that case, the actual acoustic imaging is close to the noise-free acoustic imaging,
indicating the high acoustic imaging accuracy, i.e., great imaging clarity and accurate
quantification.

Figure 6 shows the histograms of ζ and η vs. SNR and the number of snapshots, pro-
cessed by FDAS, EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA, respectively. In general,
as the number of snapshots and SNR increase, the difference coefficients and the average
quantification errors of each EFDAS method gradually decrease, and the sound source
identification performance gradually improves. Compared with FDAS, the difference
coefficients of all EFDAS methods decrease. EFDAS-PFA has the smallest difference coeffi-
cient, followed by EFDAS-RPCA, and finally EFDAS-DRec, indicating that EFDAS-PFA
has the strongest capability to suppress sidelobe contamination and reduce the width of
mainlobe contamination, and thus enjoys the best imaging clarity. Moreover, EFDAS-DRec
has the highest quantification accuracy and maintains a small quantification error even
at SNR = −10 dB. EFDAS-RPCA and EFDAS-PFA show large quantification errors at the
small number of snapshots and low SNRs. For the same SNR, EFDAS-PFA requires more
snapshots to achieve quantification accuracy comparable to EFDAS-RPCA.

3.3. Improvements of Acoustic Imaging Performance

Acoustic imaging accuracy describes the imaging quality in terms of both the difference
coefficient and the average quantification error. Generally, the smaller the difference
coefficient and the average quantification error, the better the imaging quality. However,
the difference coefficient cannot separately describe the sidelobe suppression and the
mainlobe shrinkage, and the average quantification error in Figure 6 cannot separately
describe the quantification accuracy of strong and weak sources. Therefore, the maximum
sidelobe level (MSL) is adopted to describe the amplitude of the sidelobes, and the number
of grids in the mainlobe (NGM) within the 6 dB display dynamic range is defined to
describe the size of mainlobe. additionally, the quantification and localization of weak
sources are analyzed in this subsection.

3.3.1. Sidelobe Suppression and Mainlobe Reduction

MSL and NGM are simulated with a monopole source at different frequencies (from
1000 to 6000 Hz, with 500 Hz steps). A total of 20 Monte Carlo simulations are performed
at each frequency, and in each simulation, the monopole source with an average sound
pressure contribution of 94 dB is randomly arranged in a focus point. SNR = 0 dB and the
number of snapshots of 1000 are set. Figure 7a shows the curves of MSL vs. frequency,
which indicate that the MSL of EFDAS-PFA is the smallest at all frequencies, followed by
EFDAS-RPCA, then EFDAS-DRec, and finally FDAS. Compared to FDAS, the average MSL
of all frequencies is reduced by 6.4 dB for EFDAS-DRec, 21.6 dB for EFDAS-RPCA, and
53.1 dB for EFDAS-PFA. Figure 7b shows the curves of NGM vs. frequency, which indicate
that the NGM of EFDAS-PFA is the smallest at all frequencies, followed by EFDAS-RPCA,
then EFDAS-DRec, and finally FDAS. The shrinkage of the mainlobe for the three EFDAS
methods is particularly noticeable at low frequencies. Compared to FDAS, the average
NGM of all frequencies is reduced by 43.5% for EFDAS-DRec, 69.0% for EFDAS-RPCA,
and 80.0% for EFDAS-PFA. Therefore, all three EFDAS methods can effectively suppress
sidelobes and shrink the mainlobe, thus improving the imaging clarity. Among the three
enhancement methods, EFDAS-PFA enjoys the best imaging clarity.
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Figure 6. Acoustic imaging errors: (a,c,e,g) The difference coefficients of FDAS, EFDAS-DRec,
EFDAS-RPCA, and EFDAS-PFA, respectively; (b,d,f,h) The average quantification errors of FDAS,
EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA, respectively.
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Figure 7. MSL and NGM of FDAS and EFDAS at SNR = 0 dB: (a,b) MSL and NGM under different
frequencies; (c,d) Average MSL and NGM under different numbers of snapshots.

The effects of the number of snapshots (100 × 2u, u = 0, 1, . . . ,7) on MSL and NGM
averaged over multiple frequencies (from 1000 to 6000 Hz, with 500 Hz steps) are further
analyzed. Figure 7c,d shows the curves of the average MSL and the average NGM vs.
the number of snapshots. It can be seen that the average MSL and average NGM of
EFDAS-DRec and EFDAS-RPCA decrease with the increase in the number of snapshots,
while those of FDAS and EFDAS-PFA are basically stable. The simulation results show
that when the number of snapshots continues to increase from 100, it still improves the
imaging clarity of EFDAS-DRec and EFDAS-RPCA, but has little effect on that of FDAS
and EFDAS-PFA.

3.3.2. Quantification and Localization of Weak Sources

The excellent ability to identify weak sources is one of the advantages of FDAS;
however, it is affected by noise interference. Although EFDAS is able to suppress noise by
reconstructing the CSM, it leads to an underestimation of the intensity of the weak sources,
which can be seen in Figure 4. In this subsection, the quantification and localization of
weak sources are analyzed.

In Figure 8, five sound sources of varying intensity are simulated at SNR = 0 dB. The
five sound sources are divided into two groups, one with the average sound pressure
contribution of 94 dB, 91 dB, 88 dB, and 85 dB (strong sources), and the other with that
of 79 dB (weak source). As shown in Figure 8, the average quantification errors η of the
above two groups of sound sources vary with the number of snapshots. Figure 8 shows
that: (1) The quantification errors of FDAS and EFDAS for the weak source are much
larger than those for strong sources. (2) The average quantification errors of FDAS and
EFDAS-DRec is less affected by the number of snapshots, and EFDAS-DRec consistently
maintains a high quantification accuracy. (3) The quantification errors of EFDAS-RPCA
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and EFDAS-PFA decreases as the number of snapshots increases, reaching a quantification
accuracy comparable to that of EFDAS-Rec, when the number of snapshots is 800~1600.
Combining the diagonal reconstruction errors in Figure 5 and the average quantification
errors in Figure 8, it is clear that EFDAS-RPCA and EFDAS-PFA are prone to decrease the
quantification accuracy of weak sources, while significantly removing the noise.




− −

Figure 8. Average quantification error η under different numbers of snapshots: (a) Relatively strong
sound sources (<−10 dB); (b) Weak source (−15 dB).

Although EFDAS-RPCA and EFDAS-PFA are prone to large quantification errors of
weak sources, they are still able to locate weak sources effectively, due to the strong sidelobe
suppression. Moreover, the quantification errors can be reduced by increasing the number
of snapshots. To verify the excellent weak source localization capability of EFDAS, five
sound sources with the average sound pressure contribution of 94 dB, 82 dB, 79 dB, 76 dB,
and 73 dB are simulated. The coordinates of the sound sources are the same as with those
in Figure 4. The imaging colormaps of the above sound sources at SNR = 0 dB are shown in
Figure 9, where the number of snapshots is 1000 and the dynamic display range is 60 dB. As
shown in Figure 9, all three EFDAS methods have enhanced the localization capability of
weak sources for FDAS. Among the three EFDAS methods, EFDAS-PFA have the greatest
weak source localization capability, followed by EFDAS-RPCA, and finally, EFDAS-DRec.

EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA all improve the sound source identifica-
tion performance of FDAS under low SNRs, and the comparison among the performances
of the three methods are summarized in Table 2. EFDAS-DRec has the weakest anti-noise
interference capability and still cannot suppress sidelobes within the 30 dB dynamic range,
but it has the advantages of high quantification accuracy, no manual setting parameters, and
high calculation efficiency. EFDAS-RPCA offers strong noise suppression, clear imaging,
accurate localization for weak sources, small quantification errors with sufficient snapshots,
and particularly high computational efficiency. However, it involves selecting an appropri-
ate regularization parameter λ, which has been discussed in Reference 14. EFDAS-PFA has
slightly lower quantification accuracy than EFDAS-PRCA, but enjoys better imaging clarity
and stronger weak source localization ability. Additionally, the computational efficiency
of EFDAS-PFA improves with the decrease in the number of equivalent sources κ (as ex-
plained in Equation (8)), which is always larger than the number of true sources. In practice,
a reasonable κ can be set according to the number of main sound sources of interest.
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Figure 9. Colormaps of FDAS and EFDAS with SNR = 0 dB and 1000 snapshots: (a–c) Maps of FDAS
at 1000 Hz, 3000 Hz, and 5000 Hz, respectively; (d–f) Maps of EFDAS-DRec at 1000 Hz, 3000 Hz, and
5000 Hz, respectively; (g–i) Maps of EFDAS-RPCA at 1000 Hz, 3000 Hz, and 5000 Hz, respectively;
(j–l) Maps of EFDAS-PFA at 1000 Hz, 3000 Hz, and 5000 Hz, respectively.
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Table 2. The comparison among the performances of three EFDAS methods.

Performances EFDAS-DRec EFDAS-RPCA EFDAS-PFA

Parameter setting none λ = Q−0.5 κ
δdiag (@SNR = 0 dB and 1000 Snapshots) −6.0 dB −13.3 dB −12.9 dB

Computational efficiency 0.8 s 0.1 s 1.7 s @κ = 10, 53.6 s @κ = 35
Sidelobe suppression ⋆ * ⋆⋆ ⋆⋆⋆
Mainlobe reduction ⋆ ⋆⋆ ⋆⋆⋆

Quantification accuracy ⋆⋆⋆ ⋆⋆ ⋆
Weak sources localization ⋆ ⋆⋆ ⋆⋆⋆

* ⋆⋆⋆ represents the best, ⋆⋆ represents the second best, and ⋆ represents the worst.

4. Experiment

As shown in Figure 10, the validation experiment is conducted to examine the effec-
tiveness of the proposed methods and the correctness of the simulation conclusions. A
36-channel solid spherical array from Brüel & Kjær with a radius of 0.0975 m is used to
collect the sound pressure signals, where the coordinates of the array microphones are the
same as those used in the simulations.
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Figure 10. Experimental layout.

Meanwhile, five loudspeaker sources with a radius of 0.025 m are arranged at different
positions, and all are 1 m from the array center. During the experiment, each loudspeaker
is independently excited by different steady-state Gaussian white noise, and the acoustic
signals received by the array microphones are synchronously sampled by the PULSE Type
3660C data acquisition system at a sampling frequency of 16,384 Hz. The noise with
SNR = 0 dB is artificially added to the measured time-domain sound pressure signal to
simulate strong noise interference. In post-processing, we perform FFT on time-domain
sound pressure signals to obtain the measured CSM averaged over multiple snapshots
and apply different beamforming methods for acoustic imaging. A total of 500 snapshots
participate in the FFT, with an overlap rate of 66.7%. Each snapshot is weighted with a
Hanning window and has a length of 0.125 s, which corresponds to the frequency resolution
of 8 Hz.

Figure 11 shows the experimental results. Each column from left to right corresponds
to 1000 Hz, 3000 Hz, and 5000 Hz, and each row from top to bottom corresponds to FDAS,
EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA. As shown in Figure 11a–c, the imaging
results of FDAS suffer from severe sidelobe contamination, resulting in poor imaging clarity.
Since the noise interference is even stronger than the weak sources, some of the sources are
totally covered by sidelobes. Compared with FDAS, the imaging results of EFDAS-DRec
in Figure 11d–f exhibit a noticeable decrease in the sidelobe magnitudes, resulting in
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improved imaging clarity at each frequency. Figure 11g–i illustrates the imaging results of
EFDAS-RPCA, which reveal that the sidelobe contamination is largely eliminated in the
dynamic range, the mainlobe width is significantly reduced, and all sources are accurately
identified, except for the weakest source at 1000 Hz. In the imaging results of EFDAS-PFA,
as shown in Figure 11j–m, the sidelobe contamination is completely eliminated, and the
mainlobe width is further reduced. The above experimental findings are consistent with
the simulation conclusions.

–

–
–

–

–
– –

–

— —

–

—
–

–

Figure 11. Acoustic imaging colormaps of the experiment: (a–c) Maps of FDAS at 1000 Hz, 3000 Hz,
and 5000, respectively; (d–f) Maps of EFDAS-DRec at 1000 Hz, 3000 Hz, and 5000, respectively;
(g–i) Maps of EFDAS-RPCA at 1000 Hz, 3000 Hz, and 5000, respectively; (j–l) Maps of EFDAS-RPCA
at 1000 Hz, 3000 Hz, and 5000 Hz, respectively.

5. Conclusions

To improve the sound source identification performance in low-SNR cabin environ-
ments, this paper introduces CSM reconstruction methods such as DRec, RPCA, and PFA,
which are widely studied in planar arrays, into spherical arrays-based FDAS. Correspond-

87



Electronics 2022, 11, 1132

ingly, three enhancement methods, namely EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA,
are established. The main conclusions obtained through simulations and experiments are as
follows: (1) EFDAS can significantly improve the sound source identification performance
of FDAS under low SNRs, that is, effectively suppress sidelobe contamination, shrink
mainlobe contamination, and maintain the strong localization capability for weak sources.
(2) Compared with FDAS at SNR = 0 dB and the number of snapshots = 1000, the average
MSLs of EFDAS-DRec, EFDAS-RPCA, and EFDAS-PFA are reduced by 6.4 dB, 21.6 dB, and
53.1 dB, respectively, and the mainlobes of sound sources are shrunk by 43.5%, 69.0%, and
80.0%, respectively. (3) All three EFDAS methods can improve the quantification accuracy
of FDAS when the number of snapshots is sufficiently large. EFDAS-DRec enjoys the best
quantification accuracy and is less affected by the number of snapshots, while the quantifi-
cation errors of EFDAS-RPCA and EFDAS-PFA are quite large with few snapshots, even
worse than FDAS. (4) Among the three EFDAS methods, EFDAS-PFA has the strongest
ability to localize weak sources, followed by EFDAS-RPCA, and finally, EFDAS-DRec.
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Abstract: This article deals with the treatment and application of cardiac biosignals, an excited

accelerometer, and a gyroscope in the prevention of accidents on the road. Previously conducted

studies say that the seismocardiogram is a measure of cardiac microvibration signals that allows for

detecting rhythms, heart valve opening and closing disorders, and monitoring of patients’ breathing.

This article refers to the seismocardiogram hypothesis that the measurements of a seismocardiogram

could be used to identify drivers’ heart problems before they reach a critical condition and safely stop

the vehicle by informing the relevant departments in a nonclinical manner. The proposed system

works without an electrocardiogram, which helps to detect heart rhythms more easily. The estimation

of the heart rate (HR) is calculated through automatically detected aortic valve opening (AO) peaks.

The system is composed of two micro-electromechanical systems (MEMSs) to evaluate physiological

parameters and eliminate the effects of external interference on the entire system. The few digital

filtering methods are discussed and benchmarked to increase seismocardiogram efficiency. As a

result, the fourth adaptive filter obtains the estimated HR = 65 beats per min (bmp) in a still noisy

signal (SNR = −11.32 dB). In contrast with the low processing benefit (3.39 dB), 27 AO peaks were

detected with a 917.56-ms peak interval mean over 1.11 s, and the calculated root mean square error

(RMSE) was 0.1942 m/s2 when the adaptive filter order is 50 and the adaptation step is equal to 0.933.

Keywords: arrhythmia; driving restrictions; adaptive digital filter; noninvasive method; heart rate

1. Introduction

Quality of life can be expressed by many factors, some of which are health and
the opportunity to participate in favorite activities. Carrying out one’s favorite work
may be restricted or completely suspended due to health impairments [1]. For staff of
various professions, one of the main monitoring objects is related to cardiovascular diseases,
resulting in mortalities in Europe of about 4 million [2] and up to 46% of all deaths in the
United States [3]. Cardiovascular diseases are a leading cause of death in the world [4], and
523.3 million people had cardiovascular disease (CVD) in 2019 [5,6]. The future prognoses
of researchers are plaintive because the COVID-19 pandemic and fast aging will allegedly
make the CVD numbers worse in the coming years [5,6].

Cardiovascular disease is hard to predict and can render people unfit to perform some
daily or professional activities or cause them to suddenly lose control for short time periods
and harm others [1,7]. This transient loss of consciousness event is called syncope and can
result from cardiac conditions, mostly consisting of arrhythmic events, bradyarrhythmia,
or tachyarrhythmias [8,9]. For this reason, the American Heart Association and Heart
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Rhythm Society developed recommendations to prevent a person from putting others at
risk of harm and at the same time have the opportunity to work according to a society and
its culture [1,7,10,11].

Athletes, pilots, drivers, and physicians are among the most prominent professions
whose health statuses are regulated by strict legal provisions or directives. Arrhythmia
is identified as one of the main problems of heart activity whose duration cannot exceed
the prescribed time limits for electrocardiogram (ECG) short and long QT syndromes
(SQTS and LQTS, respectively), namely SQRT ≤ 320 ms and LQTS ≥ 470 ms for males
and LQTS ≥ 480 ms for females [12–14]. Athletes check their arrhythmic levels before
competition and in training during exercise, beyond which they cannot be allowed to
participate in competitions [12,15]. The international aviation agency has regulations
stating that pilots must check that their arrhythmic levels do not reach certain limits which
result in sinus bradycardia (<40 beats per min (bmp)), sinus tachycardia (>100 bpm at
rest), or sino-atrial block (>3 s during the day or >4 s at night). Otherwise, they must
reschedule flights and contact their doctors. According to the New Standards for Driving
and Cardiovascular Diseases [16] and European Commission Directive 2016/1106 [17], the
threshold QT interval is LQTS > 500 ms. The European Society of Cardiology (ESC) and
the Canadian Cardiovascular Society (CCS) suggest driving restrictions in case of recurrent
or unexplained syncope or substantial cardiovascular comorbidities, unless a definitive
treatment can be ensured and controlled [18]. Moreover, the Japanese Circulation Society
(JCS) describes driving restrictions for private and commercial patients with reflex syncope,
which recommend restricting private driving until their symptoms are controlled and for
commercial driving unless an effective treatment has been established [19]. The restrictions
of activity unite these three risky professions and point out the importance of using a wide
range of preventive actions before a sudden event happens. Furthermore, the population
over the age of 65 continues to increase globally [20], which implies an increasing average
age of active people with a higher risk of cardiovascular disease [14,21] in workplaces,
driving vehicles, or traveling by plane. The acceptable risk of harm (RH) estimated by the
CCS created a risk estimation formula [22]. Because aging continues, the solutions require
finding and using additional diagnostic facilities that prevent sudden cardio events and
protect the public from injury [23].

This article deals with the proposal to introduce a preventive diagnosis of heart disease
in drivers to avoid critical health conditions that accompany road incidents. Studies of
long-distance drivers’ working conditions show that a driver’s health is exposed to various
stressors, both physical and psychological [24,25]. As a result, many working hours are
lost, and there is the threat of an accident on the road due to long working hours, weak
metabolism, social isolation, low control, and work shifts [14,26]. It enforces the investi-
gations of Canadian, German, Finnish, Swiss, Japanese [14,19], Spanish [27], and Czech
Republic roads [28]. Car manufacturers have a wide range of improvements that improve
drivers’ working conditions and facilitate vehicle management, ergonomic solutions, and
the integration of various automatic control, navigation, and alert systems [9,29,30]. Most
of these automotive electronic systems are related to car control and diagnostics, but a
very small part of the driver and machine interfaces is oriented toward real-time driver
health diagnostics, except in sports cars [31–35]. For example, [28] points out the increase
in living standards and suggests using various driver response systems which can measure
unobtrusively various life functions and health conditions of drivers in order to monitor
their alertness.

The most popular measurement of cardiac work is the recording of an electrocar-
diogram, which has advanced signal processing methods [36,37], but the daily activities
of patients are constrained during measurement. Alternatively, the progress of technol-
ogy allows the detecting of weak cardio signals with a better diagnostic capacity without
the requirement of attaching any sensor directly to the patient’s skin by using a micro-
electromechanical system (MEMS) [38,39]. In that case, the recording of a seismocar-
diogram (SCG) is possible by non-invasive measurement of low-frequency vibrations
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from 0 to 50 Hz of cardio cycle mechanics along the timings of corresponding cardiac
events [40]. This article analyzes using the seismocardiogram method for warning a driver
about possible cardiovascular disease during driving. Additionally, this article is one of the
non-multiple types of research dealing with a moving patient [41] without simultaneously
measuring the ECG.

The novelty of this article reflects a not yet examined location of the SCG sensor when
the MEMS is integrated into the driver’s safety belt for measuring the cardio mechanical
vibrations. Hence, the SCG signal is affected not only by the already known respiratory and
body movement artifacts but also by the movement of the car [28] and the acoustic com-
ponents [42]. The aim is to obtain a useful SCG signal sufficient for heart rate calculation.
Therefore, this signifies that it is necessary to select an appropriate adaptive filter algo-
rithm and optimal settings to rapidly find an AO peak during driving. Consequently, the
benchmark of the fourth adaptive digital filters has been examined with different settings.

The rest of the article is organized as follows. Section 2 discusses the related works and
use methods, describes the system, and introduces SCG signal processing with adaptive
filters. Section 3 presents the experimental data and analysis. Section 4 concludes the work
of this paper and briefly introduces future works.

2. Materials and Methods

2.1. Related Works

Numerous researchers working on various driver response systems encounter au-
tonomous car system requirements and advance them for safer driving. Technological
progress over the past few generations let researchers set up unattached and attached sen-
sor systems inside vehicles [28]. Researchers use galvanic, capacitive, mechanical, optical,
or electromagnetic types of contact in different locations for monitoring the vital signs of
a driver [43]. Based on this, a few monitoring methods and systems like video motion, a
capacitive electrocardiogram, electroencephalogram, balistocardiogram, seismocardiogram,
thermography, photoplethysmography, magnetic induction, and radar-based methods
are possible [28,43].

An increase in the speed of signal processing allows one to return to the mechanocar-
diography previously proposed and analyzed by scientists, also known as a balistocar-
diogram, seismocardiogram, or gyrocardiogram. Unlike the most popular clinical cardiac
monitoring methods such as electrocardiogram, ultrasound cardiogram, phonocardiogram,
or photoplethysmography, the measurement of mechanocardiogram is oriented toward the
recording and analysis of mechanical heart transmitters.

The micromechanical system (sensor), which is micro in five types—metal, semicon-
ductor, ceramics, polymer, and composite—is used for the measurement of these twins.
In this case, the greatest attention shall be paid to the characteristics of the accelerome-
ters and their type, of which there are five: piezo resistance, receptacle, tunnel, optical,
and piezoelectric [44].

A mechanocardiogram, a balistocardiogram, seismocardiogram, or gyrocardiogram
may be recorded at the same time as several parameters of a heart condition, as the trans-
mitter of the heart muscle consists of the atrial, lung, mitral, and triple valves’ opening
and bruising, the movement of a heart muscle caused by a sinus node, and the propaga-
tion of the heart sound. The surveyor may provide a lot of information, thus increasing
the sensitivity and resilience of an MEMS to interference, reduced dimensions (0.08 g,
5 mm × 5 mm × 1.6 mm [32] and 3 mm × 3 mm × 1 mm [45]), and lowering energy costs,
enabling measurements with various types of smartphones (e.g., portable phones and
clocks) or specialized devices. Specialized devices have been developed according to the
future anchorage site, such as a chest, a chair, or a bed [46]. The ability to see heart valve
tremors in MEMS sensors has led scientists to investigate the possibility of diagnosing
early-stage myocardial infarction, heart failure, atrial fibrillation, and other diseases related
to cardiac valves.
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Previously, the greatest attention was focused on the measurement of the balloon
cardiogram when the waves of the surfaces were generated by the rise of blood pressure
slopes and during the fall. Attempts have been made to monitor the work of a driver’s heart
by creating a special occupant evaluating the vibration of the breath at 0.13–0.73 Hz [47] and
the vibration of the body due to ballistic forces [45]. Following a further examination of the
seismocardiogram, the recording of mechanical fluctuations was caused by the movement
of the heart and circulation through the main channels of the upper body. The mathematical
model described clearly reflects the mechanical nature of the seismocardiogram signal
and the calculation method that evaluates the forces operating in the vascular walls [48].
The balistocardiogram and seismocardiogram signals are not identifiable due to their
mechanical twisting nature, although they can be measured with the same accelerometers.
In both cases, it is necessary to properly select the location of the suitable sensor, such as
the seat suitable for the balloon cardio signal and the limbs when the most suitable place
to measure the seismocardiogram signal is to the left of the crude side rather than the
chest. The measurement of the seismocardiogram signal shall include all three axes of the
acceleration direction to obtain the desired accuracy [49].

The experimental studies described in relevant scientific articles show that the most
extensive mechanocardiogram signals are recorded and analysed together with an elec-
trocardiogram to better detect the beginning of systolic time intervals and to combine the
observed deviations of the electrocardiogram and the seismocardiogram [50,51]. Such
systems are not flexible and are not convenient for home use or during activity because
the electrodes attached to the body must be used, which causes discomfort for patients.
Therefore, this variant of cardiac disorders is more suitable for clinical use when there is
a limited number of patients involved or sitting. One of the greatest advantages of such
complementary systems is that it is possible to evaluate the dependency of the heart on
the body. Lying on the left side is the riskiest heart disease, as the heart muscle is the most
unloaded due to the mechanical pressure of the warrior in the heart [52,53].

Investigators have increasingly tried to perform non-invasive seismocardiogram or gy-
rocardiogram measurements with a smart phone without measuring the electrocardiogram.
To be properly diagnosed, it is necessary to know the result of the systolic time intervals
(from 149 ms to 1091 ms when the heartbeat drops from 220 to 30 bpm [54]) and to further
analyze the signal obtained by comparing the theoretical classification requirements with
the practical ones. One of the first articles on automatic identification of seismocardiogram
signals appeared in 2016, with an emphasis on the statistical calculation of systolic time
intervals [55]. In accordance with the method proposed in this article in 2017, Finnish
scientists have applied the automatic recognition of seizures to the experimental test for
atrial fibrillation [45].

The seismocardiogram signal is classified as a nonstationary signal that can lead to
sudden abnormalities that indicate possible signs of disease. The analysis and processing
of such biosignals is problematic, requiring a range of statistical methods, including fast
Fourier transformation, wavelength theory, machine learning, decision tree, and analysis of
the related and unrelated attributes [56,57]. In summary, scientists seek to automatically
detect the attribute in the biosignal so that large and small data do not accumulate. The
choice of methods used for analysis depends heavily on the characteristics of the signal
that characterize the frequency, time intervals, number of attributes, operation principle,
and purpose of interpretation. The purpose of the interpretation is to understand the
real-time alerts, diagnostics, prophylactic monitoring, and planning [56]. The analysis
performed is faster and more reliable in advance of a prior signal classification based on
the frequency of intervals, frequency, form of attributes, and the distribution of the signal
in the separate segments [58,59].

As we see in the literature analysis, measurement of the mechanocardiogram signals
is not a new topic and has garnered interest from investigators since recording of the
reactionary forces of Gordon’s invented organism in 1877, known as a balistocardiogram,
but the tests have been reduced due to the simplicity of the application of electrocardio-
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grams and the more accurate diagnosis of cardiac diseases [60]. Thanks to technological
progress, micromechanical systems have become smaller and more accurate, so researchers
are again encouraged to deal with the development of mechanocardiogram signals and the
extension of applications, such as the use of seismocardiogram signals for the nonclinical
prevention of cardiac diseases, allowing the first signs of heart problems to be observed [61].
It is a very real topic to solve health problems during human daily activity and not in
hospitals by using wearable technologies with the ability to alert users to the presence of
health diseases. Moreover, this investigation is a small step in big research which requires
creativity, know-how, and a wide range of knowledge from different study fields.

2.2. The System Discription

The idea of the system described in this article is based on a provision that the mea-
surement of a driver’s heart rate is carried out in a non-invasive manner without causing
a sense of discomfort, avoiding ethical and private data protection aspects. Additionally,
the electronic system must evaluate and predict signal changes in the noisy environment
with many uncertainties, such as vibrations and body movements. The main requirement
of this system is to prevent the driver from carrying out his direct function to manage the
car safely.

The designed system was for the seismocardiogram measurement via an accelerometer,
which was integrated in safety belt of the driver. There is a different measuring principle for
measuring mechanical displacement of the chest load to that previously described in [3,7],
where an accelerometer was integrated in the driver seat for measuring vibration of the
back of the chest. The MEMS sensor had very good contact with the body, which was closer
to the heart and provided a bigger signal amplitude of the forward chest vibration. The
driver could not see the integrated MEMS sensor in the safety belt, and he or she did not
have to enter any personal data in order to be in line with the requirements.

A more detailed comparison of the vital sign monitoring methods is summarized in
Table 1, and the present research method is included too. The advantages and disadvantages
are discussed in Table 1 based on the work in [28,43].

In order to reduce the system’s interference and ensure the reliability of the diagnos-
tics, the use of two accelerometers is described. Figure 1 shows the idea for where the
accelerometers would be located.

The hardware of this system consists of two MPU9250 accelerometers, an ESP32
WROOM microcontroller, and an SD card reader.

The main accelerometer is integrated in the safety belt and is located at the chest
during driving. The location of the second accelerometer is the seat of the driver. This
location was chosen with respect to the need to measure the movement of the car and the
movement of the driver’s body. A second accelerometer was attached to the driver’s seat
because the chair is directly related to the driver and the weak vibrations of the car and the
potholes on the road, which are measured for the acceleration amplitudes.

When measuring the seismocardiogram with an accelerometer, it is important to
calculate the resultant of all accelerations of the accelerometer coordinates, because in this
case, the most accurate reading of the seismocardiogram was obtained, with the evaluation
being as a close to human accelerometer as possible [62]. This way, it was not necessary to
accurately record the position of the accelerometer and perform precise corrections of the
position in each case. Then, the driver wanted to change the angle of the seat back while
driving. Therefore, the drive felt free and could concentrate attention only on the road.
Moreover, the system did not require any additional adjustments before or after driving.
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Table 1. Advantages and disadvantages of vital sign monitoring systems used in vehicles.

Vital Sign Monitoring
Method

Sensor Location Advantages Disadvantages

Seismocardiogram
Safety belt

(this research)

Allows measuring cardiac and respiratory
activity unobtrusively.

The signal of the three-axis accelerometer
characterizes specific events of

the heart’s activity.
The SCG signal is measured from the

front of the chest.
The additional reference signal is not required.

The safety belt obliges using the vital sign
monitoring system automatically.

Requires solving noise issues.

Seismocardiogram Worn sensor

Allows measuring cardiac and respiratory
activity unobtrusively.

The signal of the three-axis accelerometer
characterizes specific events of

the heart’s activity.
Does not require a reference signal.

Driver required to wear
sensor on the body.

Requires solving noise issues.

Seismocardiogram Back of the car seat

Allows measuring cardiac and respiratory
activity unobtrusively.

The signal of the three-axis accelerometer
characterizes specific events of

the heart’s activity [28,43].

The seat attenuates the SCG signal.
Requires a reference signal, which

increases signal processing duration.

Balistocardiogram Car seat

Allows measuring cardiac and respiratory
activity unobtrusively.

Records the cardio, mechanic, and lung
vibrations and the momentum of the blood

pulse traveling down to the aorta [28].

The noise of car motor vibrations may
make measurement difficult [28].

Requires a reference signal.

Capacitive
electrocardiogram

Steering wheel
Car seat

Back of car seat

Records electrical activity of the heart muscle.
Still the most valuable physiological signal.

No galvanic contact with the body.
Electrically insulated and remains stable in

long-term applications [43].

Both hands have to touch two
different parts of the wheel.
Requires an infinitely high

ohmic resistance [43].

Video monitoring Camera-based

Allows measuring cardiac
activity unobtrusively.

No contact required to monitor a
driver or passengers.

Monitoring of respiratory and temperature can
happen in complete darkness.

Driver drowsiness and attention detection.
Driver stress and pain detection by analyzing

facial expressions [28,43].

Requires free line of sight.
Absence of privacy.

Sufficient light cannot be guaranteed
for operating in the far

infrared spectrum.
Shadows from other cars and trees can

rapidly change the signal [28,43].

Radar system
transmitter—

receiver system
Doppler radar

Front radar
Back of car seat

Allows measuring cardiac and respiratory
activity unobtrusively.
No contact required.

Uses high-frequency electromagnetic waves
that are emitted and reflected by

the chest’s surface [28,43].

The heart-related motions are very
small and hard to detect [43].

Electroencephalogram Special helmet
Allows measuring concentration, reaction

time, and cognitive state, as well as
drowsiness of drivers [43].

The measurement system is complex.
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Figure 1. Driver seismocardiogram measurement system with two accelerometers. (a) Driver
seismocardiogram measurement system inside car. (b) Structure of measurement data collection and
processing system.

s(t) =
√

sx(t)
2 + sy(t)

2 + sz(t)
2 (1)

The total acceleration (Equation (1)) required was calculated on the basis Figure 2
that a better SCG signal could be obtained instead of only the z-axis, as in other previous
studies [54,63]. In addition to preparing this signal for processing, normalization of the
total acceleration was performed. As a result, the power of the big vibrations reduced and
impacted the input signal processing.

𝑒𝑒 𝑛𝑛 𝑑𝑑 𝑛𝑛 − 𝑦𝑦 𝑛𝑛

𝑦𝑦 𝑛𝑛 �𝑏𝑏𝑛𝑛 𝑛𝑛𝐿𝐿
𝑘𝑘=1 𝑥𝑥 𝑛𝑛 − 𝑘𝑘

Figure 2. Resultant of three accelerometer coordinates.

This did not disturb the driver during the trip, and this system avoided personal
identity regulations. The data were collected on an SD card if needed.

2.3. The Signal Processing

Adaptive filtering has many advantages and is useful for biomedical applications.
Unlike other filters, an adaptive filter can self-adjust the filter coefficients to a rapidly and
unpredictably changed signal. The principle of operation of the adaptive filter is defined
by Equation (2) [64,65]:

e(n) = d(n)− y(n) (2)
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The operation of this filter is based on the tendency of the filter output signal y(n) to
correspond as closely as possible to the affected signal d(n) through the feedback response
of the error signal e(n) to the coefficients H(z) of the filter transfer function so that e(n)
is zero [64,65]:

y(n) =
L

∑
k=1

bn(n)x(n − k) (3)

The structure shows in Figure 3 that, based on the fact that the SCG signal is measured
in the frequency band of 1–20 Hz, it feeds the signal of the frequency band of interest to the
adaptive filter to make the adaptive filter much more efficient and effective [66,67]. For this,
a finite impulse response filter (FIR) or an infinite impulse response filter (IIR) can be used.
As a result, one accelerometer can be used for measurement. Apart from the fundamental
adaptive filter configuration, the frequency band is 5–45 Hz for the adaptive filter with a
delay (Figure 4). Additionally, the performance for detecting AO peaks was analyzed with
the FIR and IRR filters:

𝑒𝑒 𝑛𝑛 𝑑𝑑 𝑛𝑛 − 𝑦𝑦 𝑛𝑛

𝑦𝑦 𝑛𝑛 �𝑏𝑏𝑛𝑛 𝑛𝑛𝐿𝐿
𝑘𝑘=1 𝑥𝑥 𝑛𝑛 − 𝑘𝑘

 

Figure 3. Fundamental adaptive filter configuration.

depends to rule how changes the convergence parameter Δ, which lie in the range 

𝑛𝑛 𝑘𝑘 𝑏𝑏𝑛𝑛−1 𝑘𝑘 ∆𝑒𝑒 𝑛𝑛 𝑥𝑥 𝑛𝑛 − 𝑘𝑘∆ 𝐿𝐿𝑃𝑃𝑥𝑥
𝑃𝑃𝑥𝑥 ≈ 𝑁𝑁 − �𝑥𝑥2𝑁𝑁

𝑛𝑛=1 𝑛𝑛

Figure 4. Adaptive filter configuration.

The adaptive filter modifies the filter coefficients bn(k) according signal property and
they can be calculated with Equation (4) [64]. The estimation accuracy of coefficients bn(k)
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depends to rule how changes the convergence parameter ∆, which lie in the range described
in Equation (5) [64].

bn(k) = bn−1(k) + ∆e(n)x(n − k) (4)

0 < ∆ <
1

10LPx
(5)

where: L is length of the FIR filter and Px power of the signal in the input.
The power is calculated using Equation (6) [64]:

Px ≈ 1
N − 1

N

∑
n=1

x2(n) (6)

3. Results and Discussion

The proposed system collects data without additional measurements, except for seis-
mocardiogram detection. The main aim of this system is to monitor the heart rate with one
system and, at the same time, avoid disturbing human activity during the driving process.

The duration of the interval between two peaks has a few requirements. The first
requirement sets a 410-ms minimal time interval between two peaks. This requirement
helps to avoid incorrectly detecting mistakes in the opening moments of the aorta. The
second limitation relates to the signal’s minimal level, which means that the peak has to be
above this minimal level, which is equal to the total signal power. Each adaptive filter has
its own minimal level, depending on the signal processing results.

4. Experimental Results

The data were collected to perform a deeper analysis of the proposed system’s per-
formance. Figure 5 shows the signal processing results, where the top diagram indicates
the seismocardiogram signal in the input. The second diagram shows the adaptive filter
learning processes that calculate the adaptive error. As a result, the third diagram indicates
the filtered signal and looks like the driver’s seismocardiogram. The fourth diagram shows
that the third adaptive filter could recognize patterns of heart beats which represent the
aorta opening in the seismocardiogram.

The calculated signal-to-noise ratio of the third adaptive filter (SNR = −8.0627 dB)
was negative, indicating huge noise in the environment. Thus, the fourth adaptive filter
was analyzed, which first filtrated the SCG signal with the IIR filter (filter order of five)
and afterward with an adaptive filter with a delay (order of 5) (Figure 4). In that case,
Figure 6 presents three signal processing diagrams of the fourth adaptive filter, showing
the adaptation error, signal in the fourth adaptive filter output, and efficiency of the
adaptive filter.

Figure 6 shows that the denoised signal y(t) in the output of the fourth adaptive filter
was clearer and could mark places with similar form (black ellipse), which repeated but had
different amplitudes. As a result, this partly conformed to publications of other authors and
enforced the importance of continuing research by creating and developing new methods.

Figure 7 shows how the variation of the signal-to-nose ratios of the adaptive filters
depended on the filter order. An interesting fact is that the signal-to-noise ratio was negative.
This means that the adaptive filter did not perform as well as the filtration. Therefore, the
filtrated signal had noise. This situation is not typical compared with other signals, such as
with electrocardiogram measurement.
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Figure 5. Processing of the driver’s seismocardiogram signal in the third adaptive filter with sample
delay order of 5 and the FIR filter in the input. (a) SCG signal on input. (b) Adaptation error of the
third adaptive filter. (c) Adaptively filtrated signal. (d) The efficiency of the adaptative filter.

On the other hand, the received signal managed to find the peak markings and heart
rate calculations, while the signal had a negative value for the SNR in all adaptive filters
from the first one to the fourth −7.61 dB, −7.22 dB, −8.06 dB, and −11.32 dB, respectively.
The processing benefit of the fourth filter was the smallest (3.39 dB), and the others were
about 7 dB.

Figure 8 shows the driver’s seismocardiogram with detected peaks and a calculated
heart rate of 65 beats per minute.
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(c) 

Figure 6. The fourth adaptive filter. (a) Adaptation error of the fourth adaptive filter. (b) The fourth
adaptively filtrated signal. (c) Adaptation efficiency.

Figure 7. Signal-to-noise rate’s dependence on the adaptive filter order.
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Figure 8. Driver seismocardiogram after the fourth adaptive filter and detected peaks.

Additionally, calculations have been performed to better understand the seismocardio-
gram signal and the behaviour of four different adaptive filter configurations. The settings
of the adaptive filters and signal processing data are tabulated in Table 2.

Table 2. Adaptive filter processing data.

Adaptive Filter 1 Adaptive Filter 2 Adaptive Filter 3 Adaptive Filter 4

Filter order 90 90 200 50

mu AF step 1.0133 × 10−3 1.0133 × 10−3 5.0855 × 10−3 9.3302 × 10−1

Heart rate (beats/min) 109 107 111 65

RMS (m/s2) 0.5212 0.5208 0.5198 0.0684

SNR (dB) −7.61 −7.22 −8.06 −11.32

RMSE (m/s2) 0.0472 0.0370 0.0248 0.1942

Detected peaks number 53 52 53 27

Peak interval mean (ms) 549.07 558.21 536.15 917.56

Peak Interval STD 117.82 127.11 117.22 635.12

Processing time (s) 57.69 1.09 1.09 1.11

Processing benefit (dB) 7.10 7.49 6.65 3.39

The data in the table show that increasing the minimum duration limit between pulses
decreased the heart rate and coincided with the value of the standard deviation between
the detected peaks, which means greater reliability for the measurement. In all cases, the
root mean square error (RMSE) of the third adaptive filter was 0.0248 (m/s2), and it was
the smallest value compared with the other filters, indicating the stability of the signal peak
level of the received signal at this adaptive filter output. The RMSE of the fourth adaptive
filter (0.1942 (m/s2) indicates smaller stability of the received signal peaks’ levels. Hence,
the seismocardiogram signal was not stable.

Figure 9 shows the benchmark of all the adaptive filter autocorrelations and presents
that the signals after processing did not change enough from the input signal in the
first three adaptive filters. Alternatively, the signal in the fourth was evidently changed
from 5 to 20 time lags.

Additionally, the data show that the fourth filter detected 27 fewer peaks than the
other 53 peaks. The standard deviation of 635.12 for the peak intervals shows that in these
cases, the system did not find any peak.

Measurement of the processing duration was performed, which shows that the typical
adaptive filter without delay spent the longest time in processing (57.69 s). As a result, this
adaptive filter is not recommended for signal processing of seismocardiograms.
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Figure 9. Autocorrelations of the filtered seismocardiogram signals.

5. Conclusions

A system monitoring driver cardiovascular disease has been described. Several ad-
vantages and disadvantages of the SCG were described and compared with alternative
investigations. The results of the experiments show that the developed system collected
sufficient data and could interpret them later using an adaptive filter. As a result, the fourth
adaptive filter obtained an estimated HR = 65 beats per min (bpm) in a still-noisy signal
(SNR = −11.32 dB). In contrast with the low processing benefit (3.39 dB), 27 AO peaks
were detected with a 917.56-ms peak interval mean over 1.11 s, and the calculated root
mean square error (RMSE) was 0.1942 m/s2 when the adaptive filter order was 50 and the
adaptation step was equal to 0.933.

Signal processing was performed using four adaptive filter algorithms and compared.
The results show that the filtered signal was noisy, and more advanced adaptive filter algo-
rithms and a sensor system with few accelerometers are needed for better signal acquisition.

The proposed system and methodology can be useful and integrated in car safety sys-
tems. For better performance, more research and improvements to the system are needed.
Furthermore, future works will relate to improving the processing methods by including
machine learning with an additional mathematical model of the seismocardiogram.
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Abstract: This study attempts to explore the dynamic scheduling problem from the perspective of

operational research optimization. The goal is to propose a rescheduling framework for solving

distributed manufacturing systems that consider random machine breakdowns as the production

disruption. We establish a mathematical model that can better describe the scheduling of the dis-

tributed blocking flowshop. To realize the dynamic scheduling, we adopt an “event-driven” policy

and propose a two-stage “predictive-reactive” method consisting of two steps: initial solution pre-

generation and rescheduling. In the first stage, a global initial schedule is generated and considers

only the deterministic problem, i.e., optimizing the maximum completion time of static distributed

blocking flowshop scheduling problems. In the second stage, that is, after the breakdown occurs, the

rescheduling mechanism is triggered to seek a new schedule so that both maximum completion time

and the stability measure of the system can be optimized. At the breakdown node, the operations of

each job are classified and a hybrid rescheduling strategy consisting of “right-shift repair + local re-

order” is performed. For local reorder, we designed a discrete memetic algorithm, which embeds the

differential evolution concept in its search framework. To test the effectiveness of DMA, comparisons

with mainstream algorithms are conducted on instances with different scales. The statistical results

show that the ARPDs obtained from DMA are improved by 88%.

Keywords: distributed manufacturing; rescheduling; memetic algorithm

1. Introduction

With the advancement of economic globalization and the intensification of mergers
between enterprises, the emergence of large-scale or concurrent production makes the pat-
tern of distributed manufacturing necessary [1,2]. Distributed manufacturing decentralizes
tasks into factories or workshops from different geographical locations. This pattern can
help the manufacturers raise productivity, reduce cost, control risks, and adjust marketing
policies more flexibly [3]. As an important part of distributed manufacturing, scheduling
directly affects the efficiency and competitiveness of enterprises. Generally speaking, to
solve such problems, a problem-specific model with production constraints should be first
established to describe the scheduling problem considered. Then, optimization methods
(e.g., mathematical programming, intelligent optimization, etc.) of operational research
are developed to search for an optimal solution. For systems with large-scale and high
complexity, mathematical programming such as integer programming, branch and bound,
dynamic programming, or cut plane can rarely find an optimal solution (ranking) in the
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target space due to enumeration concept, but the efficiency decreases with the increment of
the number of jobs/tasks to be scheduled.

At present, most studies use intelligent optimization algorithms to approximate the
optimal solution for scheduling problems. The intelligent optimization algorithm, also
called the evolutionary optimization algorithm, or metaheuristic, reveals the design princi-
ple of optimization algorithm through the understanding of relevant behavior, function,
rules, and action mechanism in biological, physical, chemical, social, artistic, and other
systems or fields. It refines the corresponding feature model under the guidance of the
characteristics of specific problems and designs an intelligent iterative search process. That
is, these kinds of algorithms do not rely on the characteristics of problems, but obtain
near-optimal solutions through continuous iterations of global and local search. When an
intelligent algorithm is applied for scheduling problems, it can express the schedule as a
permutation model in the form of coding, and further compress the solution space into a
very flat space, so that a large number of different permutations (schedules) correspond to
the same target. Hence, the permutation model-based algorithm can search more different
schedules in the target space range in tens of milliseconds to tens of seconds, so as to obtain
a solution better than the traditional mathematical programming method.

The object of this study is related to the distributed blocking flowshop scheduling
problem (DBFSP) [4]. Figure 1 illustrates DBFSP, which considers f parallel factories that
contain the same machine configurations and technological processes [5]. The jobs can
be assigned to any factories and each job follows the same blocking manufacturing pro-
cedure [6]. Although the machines configured in each distributed factory are the same,
the processing time of each operation of each job is assumed to be different, thereby
the processing tasks assigned to each distributed factory and their completion time are
also different. The idea of solving DBFSP is to reasonably allocate the jobs to the fac-
tory through optimization algorithms, and then sequence the jobs in each distributed
factory, to optimize the manufacturing objectives of the whole work order. Currently,
researchers have made great efforts on solving DBFSP in a static environment, the existing
researches mainly focused on the construction of mathematical models and the design
of optimization algorithms. Zhang et al. [7] have established two different mathematical
models using forward and reverse recursion approaches. A hybrid discrete differential
evolution (DDE) algorithm was proposed to minimize the maximum completion time
(makespan). Zhang et al. [8] constructed the mixed-integer model for DBFSP and devel-
oped a discrete fruit fly algorithm (DFOA) with a speed-up mechanism to minimize the
global makespan. Additionally, Shao et al. [9] proposed a hybrid enhanced discrete fruit
fly optimization algorithm (HEDFOA) to optimize the makespan. A new assignment rule
and an insertion-based improvement procedure were developed to initialize the common
central location of different fruit fly swarms. Li et al. [10] investigated a special case of
DBFSP, in which a transport robot was embedded in each factory. The loading and un-
loading times are considered and different for all of the jobs conducted by the robot. An
improved iterated greedy (IIG) algorithm was proposed to improve productivity. Moreover,
Zhao et al. [11] proposed an ensemble discrete differential evolution (EDE) algorithm, in
which three initialization heuristics that consider the front delay, blocking time, and idle
time were designed. The mutation, crossover, and selection operators are redesigned to
assist the EDE algorithm to execute in the discrete domain.

The above researches on DBFSP have formed a certain system, but they assumed
that no explicit disruptions occur during the manufacturing process. In fact, a series of
uncertainties often happened during the manufacturing process [12]. These uncertainties,
which are sudden and uncontrollable, can change the state of the system strongly and affect
the scheduling activities continuously [13]. As a result, the original static schedules are
no longer suitable for real-time scheduling. To eliminate the impact of sudden uncertain-
ties, rescheduling operations are generally performed in response to disruptions [14,15].
Rescheduling refers to the procedure of modifying the existing schedule to obtain a new
feasible one after uncertain events occur [16]. One of the most important rescheduling
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strategies for traditional flowshop is “predictive-reactive” scheduling [17]. “predictive-
reactive” scheduling defines a two-stage “event-driven” scheduling operation: the first
stage generates an initial schedule that provides a baseline reference for other manufac-
tural activities such as procurement and distribution of raw materials [18]. Influenced
by the disruptions, the second stage explicitly quantifies the disruptions, constructs the
management model with the disruption information gathered by the cyber-physical smart
manufacturing technology [19–21], adjusts the initial schedule, and makes an effective
trade-off between the initial optimization objective and the disturbance objective [22].
Since little literature is on the rescheduling of DBFSP, we review only the rescheduling
strategies and algorithms developed for traditional and single flowshop. To realize the
rescheduling, a suitable strategy should be determined in advance according to the scenario.
Framinan et al. [23] discussed the problem of high system tension caused by continuous
rescheduling of multi-stage flow production. A rescheduling strategy was described by
estimating the availability of the machines after disruptions and a reordering algorithm
based on the critical path was proposed. Katragjini et al. [24] analyzed eight types of
uncertainties and designed rescheduling strategies through the classification of job status,
which considers the completed, in processed and unprocessed operations. Iris et al. [25]
designed a recoverable strategy taking the uncertainty of crane arrival to the ship and the
fluctuation of loading and unloading speeds into account. The rescheduling strategy used
a proactive baseline with reactive costs as the objective. Ma et al. [26] took the overmatch
time (difference between real manufacturing time and the estimated time of the initial
schedule) as one of the objectives in the rescheduling model to handle production emergen-
cies in parallel flowshops. Li et al. [27] discussed both machine breakdown and processing
change interruptions for a hybrid flowshop. The authors have proposed a hybrid fruit fly
optimization algorithm (HFOA) with processing-delay, cast-break erasing, and right-shift
strategy to minimize different rescheduling objectives in a steelmaking-foundry system.
Li et al. [28] also considered five types of interruption events in the flowshop, namely ma-
chine breakdown, new jobs arrival, jobs cancellation, job processing change, and job release
time change. A rescheduling strategy based on job status was designed for each event. A
discrete teaching and learning optimization (DTLO) algorithm was proposed to optimize
the makespan and stability. Valledor et al. [29] applied the Pareto optimum to solve the
multi-objective flowshop rescheduling problem with makespan, total weighted tardiness,
and steadiness as objectives. Three classes of disruptions (appearance of new jobs, machine
faults, and changes in operational times) were discussed and an event management model
was constructed. A restarted iterated Pareto greedy (RIPG) metaheuristic is used to find
the optimal Pareto front.

 

Figure 1. An example of DBFSP with the Gantt chart.
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From the above review, it can be concluded that current researches focused mostly
on the rescheduling of a single flowshop with various constraints. Little literature has
considered rescheduling from the distributed manufacturing perspective. Though the
Industry 4.0 wireless networks [30,31] have quickly developed in recent years, they are
involved more in distributed information interconnection rather than decision making in
scheduling fields. Likewise, the big data-driven technology [32,33] may provide real-time
decisions or schedule rules for small-scale manufacturing, but has not formed a sound
system. Moreover, big data technology relies strongly on a large amount of historical data,
it is difficult to apply to new products due to the highly discrete, stochastic, and distributed
properties of scheduling problems. Therefore, with the in-depth application of distributed
manufacturing, distributed rescheduling strategies and approaches need to be formulated
prudently so that effective references could be provided for modern decision-makers.

On the other hand, the objects of job shop scheduling are usually individual jobs, prod-
ucts, or other resources in the manufacturing process. Such resources have typical discrete
characteristics, which need to be marked and expressed through special information carri-
ers, and then obtain new combinations (ranking) by constantly updating the information
carriers. These optimization characteristics are similar to the optimization process of the
intelligent algorithm based on the permutation model. Therefore, the intelligent algorithm
based on the evolution concept is more suitable for solving scheduling problems.

According to the above analysis and good applicability of the intelligent algorithm,
we use an intelligent algorithm to reschedule the distributed blocking flowshop schedul-
ing problem in a dynamic environment (DDBFSP). In the last decade, the application of
intelligent algorithms for solving scheduling problems has been extensively investigated.
Memetic algorithm (MA), also called the Lamarckian evolutionary algorithm, is attracting
increasing concern. The concept of “meme” refers to contagious information patterns
proposed by Dawkins in 1976 [34]. “Memes” are similar to genes in GA, but there are
differences: Memetic evolution is characterized by Lamarckism, while genetic evolution
is characterized by Darwinism. Meanwhile, neural system-based memetic information
is more malleable than genetic information, so memes are more likely to change and
spread more quickly than genes. In evolutionary computing, MA can combine various
global and local strategies to construct different search frameworks, which possess the
characteristics of GA but with stronger merit-seeking ability. MA was widely applied in
many engineering problems, such as vehicle path planning [35], home care routing [36],
bin packing problem [37], broadcast resource allocation [38], and production scheduling
optimization [39–41]. Until now, MA has not been applied to solve DBFSP in a dynamic
environment(DDBFSP), it will be of significance to extend MA as a solver for DDBFSP.

In summary, this paper aims to optimize DDBFSP with both makespan and stability
measures as the objectives. The machine breakdown is defined as the disruption and
assumed to happen stochastically in any distributed factories. To handle such dynamic
events, a problem-specific disruption management model is constructed. A reschedul-
ing framework that includes a job status-oriented classification strategy and a reordering
algorithm-discrete Memetic algorithm (DMA) is proposed. For DMA, the differential evolu-
tion (DE) operators have been embedded to execute the neighborhood search. A simulated
annealing (SA)-based reference local search framework is designed to help the algorithm
escape from local optimums. Finally, the effectiveness of DMA is validated through compar-
ative experiments. It is expected that the effect after rescheduling is to highly maintain the
level of optimization of the original manufacturing objective (makespan) while ensuring
the stability of the newly generated schedules.

The remainder of the paper is organized as follows. Section 2 states DDBFSP and
constructs the mathematical model and objective function for DDBFSP. Section 3 designs
the corresponding rescheduling framework. Section 4 elaborates the details of the DMA
reordering algorithm. Section 5 verifies the performance of DMA and analyzes the results;
Section 6 summarizes the research content of this paper.
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2. Method

In this section, the mathematical models for DBFSP with optimization objectives in
both static and dynamic environments are proposed. The classifications of job status after
breakdown events are also introduced.

2.1. Statement of DBFSP in Static Environment

As can be seen in Figure 1, DBFSP not only needs to consider the correlation between
processing task characteristics and blocking constraints but also needs to consider the
coupling of global scheduling and local scheduling of each distributed factory, the solving
process is more complex. As illustrated in Figure 1, a set of jobs J =

{
Jj|1, 2, . . . , n

}
will

be assigned to a set of factories F = {Fk|k =1, 2, . . . , f } , each of which contains a set of
machines M = {Mi|1, 2, . . . , m}. The blocking constraint determines that no buffers are
allowed between two adjacent machines. Therefore, the job can only be released to the next
operation when the subsequent machine is free; otherwise, the job must be blocked on the
current machine. We assume the processing time for each job is stochastic and different.
After a job is assigned to a processing plant, it is not allowed to move to other factories.

Assume nk(nk ≤ n) jobs are assigned to factory k, and the job sequence in this factory
is denoted as πk, where πk(l) represents the l-th job in πk. The operation Oπk(l),i has a
processing time Pπk(l),i. Assume Sπk(l),0 is the start time of πk(l) on the first machine of
factory k, and dπk(l),i is defined as the departure time of operation Oπk(l),i on machine i. The
recursive formulas of DBFSP can be derived as follows:

Sπk(1),0 = 0 (1)

Dπk(1),i = Dπk(1),i−1 + Pπk(1),i, i = 2, 3, . . . , m (2)

Sπk(l),0 = Dπk(l−1),1, i = 2, . . . , nk (3)

Dπk(l),i = max
{

Dπk(l),i−1 + pπk(l),i, Dπk(l−1),i+1

}
, l = 2, 3, . . . , nk i = 1, 2, . . . , m − 1 (4)

Dπk(l),m = Dπk(l),m−1 + Pπk(l),m, l = 2, 3, . . . , nk (5)

In the above equations, Equations (1) and (2) calculate the start and departure time
of the first job πk from machine 1 to the last machine m in factory k. Equations (3) and (4)
calculate the start and departure time of job πk(l) from machine 1 to machine m − 1.
Equation (5) gives the departure time of πk(l) on machine m. If we take makespan C(πk) as
the optimization objective, C(πk) of factory k can be expressed as:

C(πk) = Dπk(nk),m (6)

As a result, the global makespan for DBFSP is defined through the comparison between
C(πk) of all distributed factories:

Cmax(Π) = max f
k=1(C(πk)) (7)

The detailed recursive process and example refer to our previous group work [8] for
solving DBFSP.

2.2. Statement of DDBFSP

When characterizing the machine breakdown event of DBFSP in a dynamic and
stochastic environment, the following questions should be marked: (1) Which factory has
happened the breakdown event and when (the probability of breakdown)? (2) Which
machine in that factory breaks (the distributivity of the breakdown)? (3) When will the
machine resume?

In fact, machine breakdowns are difficult to simulate since the probabilistic model of
breakdown occurrence could hardly cover the real manufacturing situation. Moreover, the
recovery time is mostly predicted based on a priori knowledge, which cannot guarantee
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accuracy. With consideration of randomness and distribution, this paper triggers machine
breakdowns in a randomly selected distributed factory at time t. The breakdown time is
defined to follow a discrete uniform distribution function which is expressed as follows:

E(Bk,i) = rand()%P(Ti) + pπk(l) × i, i = 1, 2, 3 . . . , m, k = 1, 2, . . . , f , l = 1, 2, . . . , nk (8)

where rand() represents the random function between [0, ω] and ω denotes the maximum
constant of the system; “%” is the remainder operator; P(Ti) represents the total processing
time of all jobs on machine i. Equation (8) defines the time range of the breakdown in the
factory k during the processing time of all jobs, i.e., [Pπk(l),i, Cπk(l),i].

To maintain the distribution of breakdowns and the convenience of experimental
statistics, this study assumes that each distributed factory occurs β times random break-
downs during manufacturing. Additionally, to maintain the randomness of breakdown
occurrence, each machine has the same probability to break down. To ensure a stochastic
dynamic environment, the duration of breakdowns are generated randomly and uniformly
following the interval [0, ω] and are determined immediately after the event. Moreover,
other constraints for the breakdown event in DDBFSP are defined as follows:

(1) All machines exist three statuses during manufacturing: idle, processing and blocked,
a breakdown event occurs in the processing period.

(2) The system triggers one machine breakdown each time, and the process stops imme-
diately when the breakdown occurs.

(3) After the machine is recovered, the affected process can continue with the remaining
processing without re-processing.

2.3. Optimization Objectives of DDBFSP

In DBFSP, it is generally necessary to consider the production efficiency-related ob-
jective, e.g., makespan. While in a dynamic environment, from the decision point of view,
stability becomes one importantly practical metric for manufacturing systems. If reschedul-
ing optimization is performed only considering the production efficiency-related indicators,
it may generate new schedules that deviate significantly from the initial plan, which in turn
affects other planning activities, such as material management and manpower planning.
Therefore, in the rescheduling phase, in addition to makespan, the stability of the new
schedules should be considered. In this study, the initial schedule of one distributed factory
before a breakdown occurs is denoted by B (Baseline), and the schedule after rescheduling
is denoted by B∗. The goal of rescheduling is to optimize both the makespan and the
stability of the distributed factory at each breakdown node. The first objective (makespan)
of the DDBFSP is expressed as follows:

f1 = Cmax(B∗) (9)

The second objective (stability) of the DDBFSP is derived as follows.

f2 = min{
m

∑
i=1

nk

∑
l=1

Zπk(l),i}, k = 1, 2, . . . , f , nk = 1, 2, . . . , n (10)

where the decision variable Zπk(l),i indicates whether the relative position of the job B and
B∗ has changed. Zπk(l),i = 1 represents that the position of job πk(l) on machine i in factory
k has changed in the new schedule B∗ and vice versa Zπk(l),i = 0.

To simplify the optimization process and avoid redundant calculations, a weighting
mechanism is applied to combine both objective functions:

f (B∗) = w1 ∗ f1 + w2 ∗ f2 (11)

In Equation (11), w1 and w2 represent the weight coefficients of f1 and f2, respectively.
Since f1 and f2 have different distribution ranges of dimensions, to avoid the results being
dominated by the data with larger or smaller distribution ranges, the normalization method
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proposed in [24] is applied so that the value range of each objective falls in the interval.
The normalization function is defined as follows:

f (B∗) = w1 ∗ N( f1) + w2 ∗ N( f2) (12)

where:

N( f1) =
f1(B∗)− low( f1)

up( f1)− low( f1)
(13)

N( f2) =
f2(B∗)− low( f2)

up( f2)− low( f2)
(14)

In Equations (13) and (14), up(.) and low(.) represent the upper and lower bounds of
f1 and f2 for the two extreme rankings of the jobs at the breakdown node, respectively. The
specific calculation procedure refers to [24].

2.4. Statement of Job Status after Breakdown Event

After a machine breaks down, the jobs are categorized to construct the event manage-
ment model:

C∗
πk(l),i

− S∗
πk(l),i

− P∗
πk(l),i

+ (1 − yπk(l),i,1)ω ≥ 0 (15)

C∗
πk(l),i

− S∗
πk(l),i

− P∗
πk(l),i

− (1 − yπk(l),i,1)ω ≤ 0 (16)

C∗
πk(l),i

− S∗
πk(l),i

− P∗
πk(l),i

− Be,i + Bs,i + (1 − yπk(l),i,2)ω ≥ 0 (17)

C∗
πk(l),i

− S∗
πk(l),i

− P∗
πk(l),i

− Be,i + Bs,i − (1 − yπk(l),i,2)ω ≤ 0 (18)

C∗
πk(l),i

− max
{

S∗
πk(l),i

, Be,i

}
− P∗

πk(l),i
+ (1 − yπk(l),i,3)ω ≥ 0 (19)

C∗
πk(l),i

− max
{

S∗
πk(l),i

, Be,i

}
− P∗

πk(l),i
− (1 − yπk(l),i,3)ω ≤ 0 (20)

3

∑
g=1

Yπk(l),i,g = 1, i = {1, 2, . . . , m}, k = {1, 2, . . . , f }, g = {1, 2, 3} (21)

Yπk(l),i,g= {0, 1}, i = {1, 2, . . . , m}, k = {1, 2, . . . , f }, g = {1, 2, 3} (22)

In the above equations, C∗
πk(l),i

denotes the completion time of job πk(l) on the machine
i in B∗. S∗

πk(l),i
and P∗

πk(l),i
represent the corresponding start time and processing time of

C∗
πk(l),i

, respectively. Be,i and Bs,i denote the occurrence time and completion time of the
breakdown on the machine i. Equation (15) to Equation (20) defines three statuses in which
an operation of a job is in when a breakdown occurs: Equations (15) and (16) determine that
the operation was completed before the breakdown occurs; Equations (17) and (18) deter-
mine that the operation is being processed when the breakdown occurs; Equations (19) and (20)
determine that the operation was originally scheduled to start after the machine is recov-
ered. Equation (21) represents that the job can only be in a state in case a breakdown occurs.
Equation (22) is a binary decision variable set for three cases: (1) Yπk(l),i,1 = 1 means the
operation is completed before the breakdown occurs; (2) Yπk(l),i,2 = 1 denotes the operation
overlaps with the machine breakdown node; (3) Yπk(l),i,3 = 1 means the operation begins
after the machine is resumed.

For a better understanding, an example is presented in Figure 2 to illustrate the
classification of the operation status at the moment that a machine breaks down. In case 1 of
Figure 2, machine 2 of factory k breaks down at time 55, at which time the operations Oπk(1),1,
Oπk(1),2 and Oπk(2),1 have already completed processing. Their start and completion times
are not affected and do not need to be adjusted in the rescheduling phase. In case 2 of
Figure 2, machine 1 breaks down at node 55 and operation Oπk(3),1 is being processed at
this time. The breakdown divides Oπk(3),1 into two parts: the finished and the remaining
part, the remaining part is completed after the machine is recovered. Hence, the start time
Oπk(3),1 remains unchanged in the rescheduling phase, but its finish time is affected by both
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the breakdown time and the recovery time. In case 3 of Figure 2, machine 1 breaks down at
node 38 which is before the startup of job J3 and J4. Therefore, the start and finish times of
J3 and J4 are affected by both the breakdown time and the recovery time.
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* *
( ),

*
( ),

*
( ), , ,

( ), ,1 1 ( ), ,2 1

( ), ,3 1

(1),1 (1),2 (2),1
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(3),1

3 4
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Figure 2. Classification of job status at machine breakdowns.

3. Rescheduling Framework for DDBFSP

Since the breakdowns occur during the manufacturing procedure, on which each job
has already been fixed in a certain factory for processing, a change of jobs between different
factories is unrealistic. Hence, the individual factory is defined as the decision subject in
response to the events.

3.1. Rescheduling Strategy

We envision a stochastic and dynamic distributed scheduling environment. A two-
stage “predictive-reactive” method is proposed for DDBFSP: initial solution pre-generation
and rescheduling. In the first stage, the initial schedule for DDBFSP is generated by
considering a static environment without machine breakdowns. After the breakdown
occurs, the initial schedule may no longer be optimal. Therefore, in the second stage, the
“event-driven” rescheduling is triggered to evaluate the breakdown, and a new schedule is
provided in response to the events. Since the new schedule will be executed until the next
breakdown occurs, the rescheduling strategy proposed in this study should have a dual
objective: on one hand, to adapt and minimize the impact of the event; on the other hand,
to generate a schedule that gives a good tradeoff between scheduling quality and stability
when the event is resumed.

3.2. Rescheduling Method

According to the classification of operation status in Section 2.3, we propose a hybrid
rescheduling method: “right-shift repair + local reorder”. At the breakdown node, no
adjustment is made to the completed operations; for the directly affected operations, the
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right-shift strategy is adopted for a local repair; for the jobs that have not yet started their
processing, the reordering algorithm is performed to seek a better partial schedule. The
proposed “right-shift repair + local reorder” method is described as follows:

First, determine the jobs that are to be rescheduled. According to the constraint
limitation of the flowshop manufacturing, once the processing sequence of the jobs on the
first machine is determined, their sequence on other machines must be the same. Therefore,
we mark the jobs πk(l) at the breakdown node by using the first machine as the reference.
Suppose that there is a breakdown event at time Bs,i when job πk(l) is processed on machine
i, then the jobs in this factory of which the first operation has been started are counted in
the set Nc; relatively, the jobs of which the first operation has not been started are counted
in the set of unprocessed jobs Nn.

Subsequently, the jobs Nc are further divided by taking πk(l) as the midpoint: the
jobs sequencing before πk(l) are included in the set Nc,c = {πk(1), . . . , πk(l − 1)}; the
remaining jobs Nc are included in the set Nc,n. The rescheduling system maintains the same
order and time points for the operations of jobs Nc,c. For the operations of jobs in Nc,n, the
unaffected operations remain unchanged; the affected and other unprocessed operations
are adjusted using the right-shift repair method [42], which shifts the start time to right by
certain matching time units. The right-shift repair is essentially a FIFO-based heuristic.

At the breakdown node, all jobs Nn have not been started processing. Their initial order
may be no longer optimal after the recovery. Thus, we propose an improved algorithm to
reorder the jobs. Eventually, the new schedule is merged into the global schedule and is
executed as the baseline until the next breakdown occurs.

To describe the proposed “right-shift repair + local reorder” method more clearly,
Figure 3 shows a comparative example with different rescheduling methods at the time
of breakdown in one distributed factory. As shown in Figure 3a, the initial schedule of
the factory has a desired makespan of 36. During manufacturing, Machine 2 breaks down
at time Bs,i = 8 and is assumed to be recovered at Be,i = 11. At this point, the jobs that
have already been processed on machine 1 are J2 and J1 (marked in gray), and these
two jobs are counted in the set Nc. In contrast, jobs J3, J4 and J5 are counted in Nn. The
framework adjusts the affected operations in Nc based on the breakdown information and
reorders the jobs in Nn. As seen in Figure 3b, the right-shift method is implemented on
partial operations of the jobs (marked in yellow), the process order remains the same as
J2 → J1 → J5 → J3 → J4 and the makespan is delayed to 41. In Figure 3c while using the

“right-shift repair + local reorder” method, job J3, J4 and J5 (marked in green) is reordered
using the reordering algorithm. The process order changes to J2 → J1 → J3 → J4 → J5 and
the makespan is 37, which absorbs 4 units of the recovery time. This example proves that
the proposed rescheduling method is more efficient and flexible than the single rule-based
(right-shift repair) heuristics.

3.3. Rescheduling Procedure

We illustrate the proposed optimization procedure for DDBFSP in Figure 4. First, with
makespan as the optimization objective, a global schedule for DBFSP in a static environ-
ment is generated using DFOA [8]; then, each distributed factory executes manufacturing
tasks according to their initial schedules; the breakdowns are triggered following the dis-
crete generation mechanism proposed in Section 2.2. Each time the breakdown happens,
rescheduling is implemented by the single distributed factory, with makespan and stability
as optimization objectives. According to process status at the breakdown node, the jobs are
classified and different methods (right-shift repair or reordering algorithm) are performed.
The rescheduling results of different job sets are integrated, and the updated schedule
under a single breakdown is provided as the initial schedule before the next event occurs.
The above procedure is repeated until the termination condition of the breakdown trigger
is met, and the final schedule is output.
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Figure 3. Comparison of different rescheduling strategies.

 

Figure 4. Proposed rescheduling procedure for DDBFSP.

4. Reordering Algorithm-DMA

Since the “right-shift repair” is introduced in [42], this section introduces the proposed
reordering algorithm-DMA for the jobs in the set Nn.

4.1. Introduction of Standard MA

MA was initially defined as an improvement of GA, it can combine different global
and local strategies to construct various search frameworks, which has stronger flexibility,
and merit-seeking ability than GA. The flow diagram of the basic MA is shown in Figure 5.
MA starts from initializing the population, operates on memes with evolutionary thought,
generates new individuals using generating functions (e.g., crossover and variation oper-
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ators, etc.), and finally forms new populations using updating functions (e.g., selection
operators, etc.).

 

Figure 5. Flow diagram of standard MA. 
Figure 5. Flow diagram of standard MA.

Although standard MA has a strong optimization-seeking capability, it also encounters
problems such as insufficient global exploration capability [43]. On the other hand, DE has
proven its powerful search capability since being proposed. Inspired by this, we embed
the DE operators into MA and proposed a discrete MA (DMA). DMA mainly contains the
following parts: population initialization, DE (mutation and crossover), and local search.

4.2. Population Initialization

In the initialization phase, we use the well-known job sequence-based method [9]
to encode. The position of each job in the sequence represents its processing order on
corresponding machines. An initialization method WPNEH (Weighted position NEH
method, WPNEH) considering the weighted position of the job is proposed under the
premise of determining the reordering jobs.

Step 1: Using the PFT_NEH(x) heuristic [9] and the initial schedule to generate two
seeds πP and πB. The total weighted position of a single job is defined as follows:

φj = χ1 × ϕj(π
P) + χ2 × ϕj(π

B) (23)

In Equation (23), ϕj(π
P) and ϕj(π

B) represent the absolute positions of job j in two
seeds. χ1 and χ2 represent the weight coefficients occupied by two seeds. The values of χ1
and χ2 are defined adaptively by the population size Ps and the order l (l = 1, 2, . . . , Ps) of
the newly generated individuals in the whole population:

χ1 =
l

Ps − 1
(24)

χ2 = 1 − l

Ps − 1
(25)

Step 2: Arrange all jobs in decreasing order of the total weighted positions φj to obtain
a sequence π0.

Step 3: Create a new empty sequence πemp. The jobs in π0 are inserted into each
position πemp in turn. The solutions obtained from each insertion are evaluated based on
Equations (11) and (12) to determine the optimal order. Continue the operations until all
jobs finish insertion.

Step 4: Let l = l + 1, and continue steps 1–3 until all Ps individuals are generated.
The initialization procedure of WPNEH is shown as Algorithm 1.
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Algorithm 1 WPNEH initialization

Input: job set Nn, population size Ps, initial schedule B of a distributed factory
Output: initial population POP

01: Define the order of jobs in Nn, generate seed πB

02: Apply PFT_NEH(x) method to rearrange the jobs in Nn, generate seed πP

03: While l ≤ Ps do

04: Set the coefficient χ1 = l/Ps − 1 and χ2 = 1 − l/(Ps − 1)
05: Calculate φj for each job according to Equation (22)
06: Generate a new sequence π0 by arranging all jobs in descending order based on their φj

07: Execute the NEH insertion procedure, evaluate the solutions obtained, find the
best order
08: Finish insertions of all jobs, obtain a new sequence πc, count in POP

09: l = l + 1
10: End While

4.3. DE Operation

DE [44] drives the search directions through the mutual synergistic and competitive
behaviors among individuals of the population. Its overall structure is similar to GA, but
the evolution principle is quite different. DE generates new individuals through perturbing
the difference vectors of two or more individuals. It can obtain more operation space and
enhance the global search capability when the individuals are significantly different from
each other in the early stage of the search. In DMA, two key operators of DE (mutation and
crossover) are embedded to perform the global search.

4.3.1. Mutation

The weighted difference vector of two individuals is first selected. Then, the weighted
difference is summed with another individual vector. Hence, three individuals are ran-
domly selected from the population POP, the optimal one is defined as πa, and the other
two are defined as πb and πc. The mutation operator can be expressed as:

Va = πa ⊕ κ ⊗ (πb − πc) (26)

where κ is the mutation scaling factor used to control the magnitude of the differences. “⊗”
represent the weighted differences between πb and πc:

πa − πb = ∆ ⇔ δ(j) =

{
πb(j), if πb(j) 6= πc(j)

0, otherwise
j = 1, 2, . . . , n (27)

κ ⊗ ∆ = Φ ⇔ ϕ(j) =

{
δ(j), if rand() < κ

0, otherwise
(28)

In Equations (27) and (28), ∆ = [δ(1), δ(2), . . . , δ(n)] and Φ = [ϕ(1), ϕ(2), . . . , ϕ(n)]
are the two temporary vectors used for the calculation. “⊕” means the mutation individual
πV is obtained through adding Φ with the target individual πbest:

πV = πbest ⊕ Φ (29)

The generation process of πV is described as follows.
Step 1: Select πa, set j = 1.
Step 2: If ϕ(j) = 0, set j = j + 1, go to step 3; otherwise, generate a random number

between (0, 1). If rand() < κ, update πa by swapping the job πa(j) and ϕ(j); else, insert the
job πa(j) into all different positions of ϕ(j), take the optimal solution and update πa. Let
j = j + 1.

Step 3: If j ≤ n, return to step 2; otherwise, return πV = πa.
The mutation procedure of DMA is sketched in Algorithm 2.
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Algorithm 2 Mutation Operation

Input: population POP, job number n, population size Ps, mutation factor κ,
temporary set ∆ and Φ

Output: mutation individual πV

01: Select 3 individuals (πa, πb and πc) from POP randomly
02: For j = 1 to n do

03: Calculate the vector difference δ(j) between two individuals and save in ∆

04: Generate rand() between (0,1), calculate the mutation difference ϕ(j) and save in Φ

05: End For

06: Output Φ

07: For j = 1 to n do
08: If ϕ(j) = 0
09: j = j + 1
10: Else

11: generate rand() between (0, 1)
12: If rand() < κ

13: exchange job πa(j) and ϕ(j) in πa

14: Else insert ϕ(j) from πa into all positions of after πa(j), take the
optimal solution
15: End If

16: return the πa

17: End If

18: End For

19: Let πV = πa, output πV

4.3.2. Crossover

When solving discrete scheduling problems based on job sequence, the probability
factor is mainly used to determine the crossed jobs [38]. In this study, we improved the
determination method of the crossed jobs by eliminating the crossover probability factor
and proposed a random crossover operator: First, select two jobs randomly from the
mutated individual πV ; second, put these two jobs and jobs between them in a temporary
set Ntemp; third, determine the positions in πd of all jobs from Ntemp, remove all jobs from
Ntemp and keep their positions. Finally, insert the jobs in πd with original order to obtain a
new sequence π′. The crossover process for πd is the same. When the crossover operation
of the two parents is completed, the new individual obtained is evaluated and the best one
is retained. The crossover operation is sketched in Algorithm 3.

Algorithm 3 Crossover Operation

Input: mutation individual πV , target individual πd, temporary job set Ntemp

Output: new individual πnew

01: # Crossover operation on πd

02: Select two jobs from πV randomly, put the jobs between them in Ntemp in turn
03: Remove the jobs belonging to Ntemp from πd, keep the vacant position unchanged
04: Insert the jobs in Ntemp into the free positions of πd to obtain the new solution π′

05: # Crossover operation on πV

06: Ensure πd has the job j ∈ Ntemp, clear Ntemp, put j in Ntemp orderly
07: Remove jobs belonging to Ntemp from πV , keep the vacant position unchanged
08: Insert the jobs in Ntemp into the free positions of πd to obtain the new solution π′′

09: Evaluate new solutions:
10: If f (π′′ ) < f (π′)
11: Let πnew = π′′ , return πnew

12: Else

13: Let πnew = π′, return πnew

14: End If
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To facilitate understanding, Example 4-1 presents the procedure of DE operation
in detail.

Example 4-1

Mutation: Three individuals are randomly selected from the initial population:
πa = [J6, J3, J2, J4, J1, J5], πb = [J1, J4, J6, J2, J5, J3] and πc = [J3, J4, J2, J1, J5, J6]. With
Equation (26) it yields ∆ = πb − πc = [J1, 0, J6, J2, 0, J3]. A set of random numbers
[0.7, 0.6, 0.9, 0.4, 0.1, 0.3] are generated according to Equation (27), so that the mutation
scaling factor is κ = 0.5, then obtain Φ = [0, 0, 0, J2, 0, J3]. It can be deduced that when j = 4
and j = 6, there are ϕ(4) = J2 and ϕ(6) = J3. For j = 4, a random number 0.2 (<0.5) is
generated between the interval (0,1) satisfying the uniform distribution. Then, two jobs
πa(4) = J4 and ϕ(4) = J2 in πa are swapped and a new solution πa = [J6, J3, J4, J2, J1, J5] is
obtained; for j = 6, a random number 0.7 (>0.5) is also generated, the job ϕ(6) = J3 in πa is
inserted into the latter position of πa(6) = J5 and a new solution πa = [J6, J4, J2, J1, J5, J3]
is obtained.

Crossover: The mutation individual πV = [J6, J4, J2, J1, J5, J3] and the target individual
πd = [J5, J3, J2, J4, J6, J1] are crossed as parents. First, two jobs J2 and J5 are randomly se-
lected from πV , and set Ntemp = [J2, J1, J5]. For πd, remove the same jobs from Ntemp, obtain
πd = [X, J3, X, J4, J6, X]. The new solution is obtained by reinserting Ntemp = [J2, J1, J5]
into πd. The derivation of the new solution for πV is the same as πd, and the result is
πV = [J6, J4, J5, J2, J1, J3].

4.4. Job Block-Based Random Reference Local Search

As mentioned above, the two key operations of DE can improve the individuals con-
cerning the vector difference of the population. Along with the iteration of an algorithm, the
difference between individuals becomes smaller, which tends to lead the algorithm to local
optimum easily. Therefore, DMA needs to equip with a local search framework to enhance
its exploitation capability. For a long time, reference local search (RLS) has proved to be an
effective local search algorithm and is often used to enhance the exploitation of metaheuris-
tics [9]. RLS firstly generates a random reference sequence πr = [πr(1), πr(2), . . . , πr(z)],
and uses it as a reference to guide the direction of the local search; subsequently, the jobs
πr(j) are sequentially removed and inserted into all remaining positions of πr to obtain new
solutions. The optimal solution is compared with the incumbent solutions of the population,
and if it is better, it is replaced with the population. The insertion process is repeated until
all the jobs are traversed. Though RLS has a strong local exploitation capability, it still has
some problems. On one hand, RLS uses a single job insertion operation, which may destroy
the good information of incumbent solutions and cause the loss of other good solutions.
On the other hand, the fixed order of the reference sequence and the fixed insertion process
of the jobs will result in a fixed path of local search. If πr(j) is constant for a long time, it
will cause a large number of repeated searches, which directly affects the search efficiency
of the algorithm.

Boejko et al. [45] have pointed out that in job sorting scheduling problems, compound
moves (insertion and swap) based on the job block can retain excellent sequence information
during the evolution of an algorithm. It thus expands the neighborhood structure and
search space, which is better than single job insertion and swap operations. Inspired by
this idea, we hybridize RLS and compound moves of job block, and propose a random
reference local search based on job block (BRRLS): firstly, generate a reference sequence
πr = [πr(1), πr(2), . . . , πr(z)] randomly, where nr represents the number of jobs to be
rescheduled; secondly, select two jobs Ja and Jb randomly, construct the job block (including
Ja and Jb) and take out all jobs in the individual πblock that needs local search; then, insert
the job block into all possible positions of π, evaluate the generated solutions, and select
the optimal one. Repeat the above procedure (each time select two unselected jobs) until all
jobs are traversed. The BRRLS process is sketched in Algorithm 4.
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Algorithm 4 BRRLS Procedure

Input: job set Nn, individual π, temporary set Ntemp, temporary set Λ

Output: new individual πnew

01: Randomly sort the jobs in Nn to generate a reference sequence πr

02: Randomly select two jobs Ja and Jb from Nn

03: Determine the block πblock between Ja and Jb in πr (including Ja and Jb), save πblock

in Ntemp

04: Remove all jobs belonging to Ntemp from π

05: Insert πblock in all positions of π, evaluate and select the optimal solution, save in Λ

06: Clear Ntemp, delete Ja and Jb from Nn

07: Repeat the above operation (Line 03–07) until len(Nn) ≤ 1
08: Evaluate the individuals in Λ, return the optimal solution to πnew

To further improve the algorithmic performance, a simulated annealing-like (SA)
mechanism [46] is introduced as an acceptance criterion for BRRLS, which guides DMA
to receive a certain percentage of poor solutions during the search to avoid being trapped
in local optimums. The idea of SA is to compare the neighborhood solution π′ obtained
by BRRLS with the incumbent solution π. If f (π′) is better than f (π), SA replaces π with
π′, otherwise, the decision of whether to accept π′ is based on a reception probability µ:
A random number rand() satisfying a uniform distribution is generated between (0, 1); if
rand() < µ, π is replaced by the worse neighborhood solution obtained by the search. µ is
expressed as follows:

µ = e−( f (π′)− f (π))/Temp (30)

where Temp represents the temperature constant:

Temp = T0

nk

∑
j=1

m

∑
i=1

Pπk(l),i

10 × m × n
, k ∈ {1, 2, . . . , f } (31)

In Equation (31), T0 is the temperature adjustment parameter preset by SA. It can be
seen from Equation (31) that the closer f (π′) is to f (π), the closer the value µ is to 1 and
π′ will be accepted with a higher probability. Conversely, if f (π′) is much worse than
f (π), the value µ will be close to 0, and the solution π′ will be dropped with a higher
probability. Hence, the SA-based reception mechanism ensures that the population does not
deviate from the current search position, but can additionally absorb a certain percentage
of non-quality solutions to avoid the algorithm from falling into local optimums.

4.5. Update Strategy of the Population

To maintain the diversity of individuals, the following strategy is applied to update the
population: first, a new individual is generated using the mutation and crossover operators;
subsequently, a local search is performed on these individuals, and the individuals are
updated. finally, the incumbent solutions are replaced by the newly generated solutions,
and the uniqueness of these new solutions is ensured to complete a single iteration of the
whole population.

4.6. Flowchart of DMA

According to previous descriptions, Algorithm 5 presents the flowchart of DMA.
The flow diagram of DMA is sketched in Figure 6. In general, DMA contains popula-

tion initialization, DE operation, and local search. In the initialization phase, the population
is generated using the WPNEH method; in the DE phase, the discrete differential mutation
and crossover operators are executed to obtain the child individuals; in the local search
phase, BRRLS is performed, and the simulated annealing mechanism is adopted as the
reception criterion. Finally, the population is updated and the optimal solution is output.
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Algorithm 5 Flowchart of DMA

Input: population size Ps, mutation scaling factor κ, reordered job number n

Output: best solution π

01: While termination condition not met do

02: # Initialization (Section 4.2)
03: Use WPNEH method to create new individuals
04: Construct POP, evaluate the individuals
05: # DE (Section 4.3)
06: Perform DE according to κ, generate Ps/2 individuals
07: Perform random crossover operation on mutated individuals, and evaluate
08: # BRRLS (Section 4.4)
09: Implement the SA-based BRRLS procedure on the Ps/2 individuals
10: Replace the incumbent solutions using solutions obtained by local search
11: Update the population (Section 4.5)
12: End While

/ 2

/ 2

 

Figure 6. Flow diagram of DMA.

5. Experimental Comparison and Analysis

5.1. Experimental Settings

Since few pieces of literature and public benchmarks have been developed for DDBFSP,
we apply DFOA on its benchmark [8] to obtain test instances. These test instances are used
as the initial schedules for each distributed factory. To fulfill different experimental require-
ments, the range of variable intervals of the DPFSP benchmark is set as n ∈ {50, 100, 200},
m ∈ {5, 10, 20} and f ∈ {2, 3, 4}. There are 27 combinations of different parame-
ters, each containing 10 instances. The termination criterion of the algorithm is set to
Tmax = 90 × n × m milliseconds.

The breakdown events are simulated according to the mechanism introduced in
Section 2.2. When an event occurs on machine i, the trigger node is firstly limited to the
interval [Pπk(l),i, Cπk(l),i] to ensure the timeliness of the breakdown. Since DMA performs
only on partial jobs which have not started processing, we compress the breakdown
interval to [Pπk(l),i, Cπk(nk−2),1], i.e., the start time of processing to the completion time of
the penultimate job at the first machine, to ensure a feasible execution space for DMA.
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The experiments are conducted on a PC with Intel(R) Core(TM) i7-8700 CPU and 16G
RAM configuration, and the involved programs are compiled by Python. To balance the
objective functions (makespan and stability), both weight coefficients w1 and w2 are set
to 0.5. The algorithm is repeated 10 times for each breakdown in each factory, and the
experiments use the average relative percent deviation (ARPD) as the metric to evaluate
the mean quality of the obtained solutions. Since DMA is implemented for each distributed
factory, the sum of ARPDs of all factories is firstly calculated, and the mean value is defined
as the ARPD value for a single case of DDBFSP. The experiments will be conducted in the
following three perspectives:

(1) Key parameter calibration;
(2) Effectiveness of the proposed optimization strategy;
(3) Comparison with other intelligent algorithms.

5.2. Parameter Calibration

DMA contains three key parameters: population size Ps, mutation scaling factor κ,
and temperature adjustment parameter T0. The design of the experiment (DOE) [9] method
is used for parameter calibrations, and in total 36 sets of initial schedules with factory
number f = 3 were generated. The number of random breakdowns for each distributed
factory is set to 2. The key parameters and ARPD values are defined as the control factors
and response variables, respectively. The candidate values of the above parameters are
set as: Ps = {30, 50, 80, 100}, κ = {0.4, 0.7, 0.9} and T0 = {0.1, 0.2, 0.3, 0.4}, which generate
48 configuration combinations. We use the “Analysis of Variance” (ANOVA) method to
analyze the statistical results, as shown in Table 1.

Table 1. ANOVA results of DMA parameter combinations.

Source Sum of Squares Degree of Freedom Mean Square F-Ratio p-Value

Ps 38.4 3 12.8 134.4 0.007
κ 144.3 2 72.2 382.4 0.000
T0 6.8 3 2.3 17.6 0.012

Ps × κ 17.29 6 2.9 8.8 0.354
Ps × T0 4.8 9 0.5 0.55 0.492
κ × T0 0.5 6 0.1 2.46 0.087

As can be seen in Table 1, the p-values of Ps, κ and T0 are all less than 0.05 confidence
level, which means all the parameters have important impacts on the performance of
DMA. Among them, the corresponding F-ratio value of κ is the largest, which indicates
that κ has the greatest impact on DMA. Moreover, Table 1 shows that the p-values of
the interactions between every two parameters are greater than 0.05, which means the
parameter interactions do not have a significant effect on DMA, and the parameter can be
selected directly from the main effects plot in Figure 7.
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Figure 7. Main effects plot of the parameters for DMA.

From Figure 7, it can be observed that the performance of DMA decreases with the
increment of κ, and DMA obtains the best results when κ = 0.4. A relatively overlarge
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mutation scaling factor increases the randomness of search and leads to degradation of
the mutation. The effect of Ps ranks second, the performance of DMA first increases as the
number of Ps increases, it starts to decrease after reaching the optimum. This indicates
that increasing Ps appropriately will enhance the diversity of the population. However,
an overlarge Ps consumes too much running time of a single iteration, which in turn
compresses the number of iterations and leads to a decrease in the probability of obtaining
the optimal solution. The effect of T0 on the algorithmic performance ranked the 3rd, and
the main effect plot shows that the performance fluctuates with the growth of T0, DMA
obtained the best results when T0 = 0.4. Based on the above analysis, the parameter
combinations of DMA are set as: Ps = 80, κ = 0.4, T0 = 0.4.

5.3. Effectiveness of the Proposed Algorithmic Component

DMA contains three important components: WPNEH initialization, DE operators, and
BRRLS. To verify their effectiveness, we mask one corresponding part of DMA each time,
and generate three types of variant algorithms from DMA: (1) DMA_RI: random initial-
ization, which is used to verify the effectiveness of WPNEH initialization; (2) DMA_ND:
without neighborhood search, which is used to verify the effectiveness of DE operators;
(3) DMA_NL: without BRRLS, which is used to verify the effectiveness of BRRLS. The
parameter settings and instances used in Section 5.2 were adopted. As the randomness of
breakdown has a large impact on the results, to ensure the fairness of the comparison, only
one complete set of breakdowns is simulated, and all variant algorithms are tested under
this scenario. Table 2 shows the comparison results.

Table 2. Comparison results between DMA and its variant algorithms.

Instance ARPD

n × m × f DMA_RI DMA_ND DMA-NL DMA

50 × 5 × 3 0.56 1.24 0.92 0.54
50 × 10 × 3 0.61 1.55 0.98 0.36
50 × 20 × 3 1.17 1.73 1.12 0.48
100 × 5 × 3 1.33 2.26 2.60 0.18

100 × 10 × 3 2.05 2.44 2.38 0.11
100 × 20 × 3 2.84 3.23 3.15 0.05
200 × 5 × 3 3.97 5.58 4.19 0.00

200 × 10 × 3 4.63 6.67 5.49 0.00
200 × 20 × 3 4.17 6.04 5.32 0.00

From Table 2, we can observe that the performance of DMA outperforms the other
variants in all scenarios. In specific analysis, DMA outperforms DMA_RI, representing that
the WPNEH initialization strategy can provide a better search starting point for DMA; DMA
outperforms DMA_ND, indicating that the DE operators can improve the performance of
DMA effectively. The results of DMA_NL are inferior to those of DMA, which means that
the proposed BRRLS and SA-based reception criterion have an important influence on the
optimization. BRRLS has retained the “greedy search” idea from RLS but improved the
selection of jobs in the reference sequence. It ensures the inconsistency of local search step
length through random selection of job blocks strategy, which makes the solutions obtained
by local search more diverse and helps DMA to jump out of the local optimum. On the
other hand, it can be observed from Table 2 that the differences between the compared
algorithms are not significant when the scale of the instance is relatively small (e.g., n = 50).
If the processing tasks (number of jobs) assigned to a distributed factory are small, the
corresponding reorder execution space is also smaller, and the comparison algorithms are
more likely to obtain optimal or suboptimal solutions in a given time. With the gradual
increase in the problem size, the differences between algorithms start to manifest. The
performance of each variant algorithm decreases more on the large-scale instances, while
DMA remains relatively more stable.
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To verify whether the differences were significant, we conducted a significance test
from a statistical point of view. Each algorithm and ARPD value were chosen as the
control variable and the response variable. Figure 8 demonstrates the mean plot of the 95%
confidence interval. As can be seen, the ARPD values of each algorithm are ranked from
top to bottom as DMA_ND, DMA_RI, DMA_NL, and DMA. The confidence intervals of
each two algorithms do not overlap, which indicates that DMA is significantly better than
its variants. The experimental results reveal that the proposed optimization strategies for
each search phase jointly ensure the performance of DMA.

50

 

Figure 8. Mean plots with 95% confidence intervals for DMA and its variant algorithms.

5.4. Comparison with Other Intelligent Algorithms

In this section, DMA is compared with the algorithms for solving traditional flow shop
rescheduling problems. The compared algorithms are (1) Iterative Local Insertion Search
(ILS) [25]; (2) Iterative Greedy Algorithm (IG) [25]; (3) Improved Migratory Bird Algorithm
(IMBO) [47]; (4) Discrete Teaching and Learning Optimization (DTLO) Algorithm [29]. We
follow strictly the literature to compile all the comparison algorithms, which share the
same data structure, objective function, and termination criterion. To ensure comparison
fairness, we apply the same rescheduling process, i.e., the comparison algorithms share the
same initial schedules, the same time node distribution of breakdown events, and the same
rescheduling strategy. The algorithms are only used to reorder unprocessed jobs as a way
to test their optimization efficiencies. The calculation of ARPD is consistent with previous
sections. The parameter combinations of the comparison algorithm were pre-adjusted
and the specific settings are shown in Table 3. According to [25], as a single local search
algorithm, ILS stops immediately after obtaining a local optimum, so no special parameters
or termination conditions need to be set for ILS.

Table 3. Parameter determination of the compared algorithms.

Algorithm Parameters

ILS --
IG Job numbers of destruction 4

IMBO
Population size 50; Neighborhood set size 7; Migratory birds pass
on the number of solutions 3; Number of lead bird iterations 20;

Number of population iteration 100; weighted factor 0.8
DTLO Population size 50; learning factor of teacher 1

Table 4 shows the statistical results of different instances under single breakdown
(β = 1), the optimal values were bolded. It can be seen that DMA outperforms other
algorithms in all instances of distributed scenarios. DTLO, IG, IMBO, and ILS obtain re-
sults in 2nd, 3rd, 4th and 5th place. It indicates that DMA is more suitable as a reordering
algorithm. Specifically, ILS is an algorithm containing only a local insertion search frame-
work, which lacks key structures such as population initialization and neighborhood search.
It is difficult for ILS to balance exploration and exploitation, and therefore has the worst
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performance. As metaheuristics, DTLO, IG, and IMBO are more competitive in terms of
performance on small-scale instances. For example, when the number of the distributed
factory is set as f = 4, and the total number of jobs is n = 50, the results of other algorithms
do not differ from DMA. The main reason is that when the size of the initial schedule is
small, fewer processing tasks are assigned to each distributed factory. The search space
for the solution becomes smaller, so the efficiency of each algorithm in finding the best
solutions in a given time becomes high, thus reducing the variability of the comparison
results. The same phenomenon is reflected in the scenarios of β = 2 and β = 3, as shown
in Tables 5 and 6. DMA also performs the best among all comparison algorithms. As the
number of breakdowns increases, the performances of the compared algorithms are not
affected too much by small-scale instances. The performances on large-scale instances
(n = 200) showed different degrees of degradation. The errors of single rescheduling
accumulate with the increment of breakdowns, which causes a deterioration effect, and
thus decreases the algorithmic performances relatively. In comparison, the statistical results
of DMA under different breakdown scenarios are less different, which also reveals that
DMA is more stable and robust on both small- and large-scale instances.

Table 4. Comparison results of different algorithms by β = 1.

Initial Instance ARPD

n × m × f ILS IG IMBO DTLO DMA

50 × 5 × 2 2.40 1.46 1.43 1.06 1.02
50 × 5 × 3 2.18 0.55 0.85 0.51 0.39
50 × 5 × 4 0.00 0.00 0.00 0.00 0.00
50 × 10 × 2 2.93 1.77 1.48 1.13 1.08
50 × 10 × 3 2.46 0.72 0.83 0.66 0.28
50 × 10 × 4 0.14 0.00 0.00 0.00 0.00
50 × 20 × 2 3.17 1.04 1.47 1.19 1.05
50 × 20 × 3 2.89 0.85 1.04 0.69 0.34
50 × 20 × 4 1.74 0.31 0.49 0.00 0.00
100 × 5 × 2 4.23 2.53 2.28 2.24 0.53
100 × 5 × 3 3.44 1.56 1.71 1.47 0.17
100 × 5 × 4 2.56 1.42 1.38 1.25 0.08

100 × 10 × 2 4.49 2.06 2.33 2.09 0.58
100 × 10 × 3 3.23 1.60 1.63 1.71 0.22
100 × 10 × 4 2.91 1.53 1.24 1.39 0.13
100 × 20 × 2 5.44 2.55 2.70 2.31 0.32
100 × 20 × 3 3.69 1.97 1.80 1.88 0.04
100 × 20 × 4 3.28 1.11 1.31 1.78 0.37
200 × 5 × 2 5.78 2.88 3.53 2.90 0.00
200 × 5 × 3 4.95 2.19 2.61 2.13 0.12
200 × 5 × 4 4.16 2.28 2.39 2.11 0.08

200 × 10 × 2 5.57 3.54 3.72 3.02 0.06
200 × 10 × 3 5.11 2.05 2.47 2.00 0.00
200 × 10 × 4 4.39 2.29 2.45 2.03 0.00
200 × 20 × 2 6.06 2.98 3.84 3.23 0.00
200 × 20 × 3 6.08 2.57 2.79 1.97 0.00
200 × 20 × 4 4.47 2.56 2.94 2.19 0.00

Ave. 3.62 1.71 1.87 1.59 0.25

To further verify the superiority of DMA, the differences between the compared
algorithms are observed through statistical tests. ANOVA is used to describe the mean plot
with a 95% confidence interval of the results obtained by the algorithms for different f, as
shown in Figure 9.

It can be observed that the ARPD of DMA falls below that of other algorithms, and
none of the confidence intervals overlap. It indicates again that the optimization perfor-
mance of DMA is significantly better than its comparators. Moreover, it can be seen from
Figure 9 that the performance of each algorithm gradually becomes better as f increases.
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This is mainly because the reordering algorithm does not focus on the assignment of jobs
to plants in the initial schedule, rather on the reordering within the distributed factories.
An increase in f leads to a decrease in assigned jobs and a corresponding decrease in their
computational complexity and, therefore, an increase in the optimization-seeking efficiency
of an algorithm.

Moreover, we compared and analyzed the performances under different numbers
of breakdowns (β) based on the statistical results. Figure 10 shows the performance
curves of the comparative algorithms. It can be seen that ARPD values increase as β
gradually increases, representing that all the algorithms are affected by the frequency of
breakdowns. Compared with other algorithms, ARPDs of DMA are improved by at least
88%. Moreover, ARPD values of ILS, IG, IMBO, and DTLO algorithms fluctuate more and
show an increasing trend with the increase in β. Comparatively, ARPD values of DMA
fluctuate the least, which indicates that the robustness of DMA under different scenarios is
better than the compared algorithms.

In summary, DMA has a good performance for local reordering. Its innovation and
advantages can be summarized as follows: (1) WPNEH initialization method provides a
better initial population and high-quality search starting point for DMA; (2) the mutation
and crossover operators based on DE provides an excellent neighborhood search capability;
(3) BRRLS provides stronger local exploitation; (4) the SA-based reception criterion can
help DMA jump out of the local optimum effectively. Among them, (2), (3) and (4) balance
the exploration and exploitation of DMA.

Table 5. Comparison results of different algorithms by β = 2.

Initial Instance ARPD

n × m × f LS IG IMBO DTLO DMA

50 × 5 × 2 2.89 1.66 1.82 1.45 0.83
50 × 5 × 3 2.06 0.41 0.52 0.28 0.25
50 × 5 × 4 0.00 0.00 0.00 0.00 0.00
50 × 10 × 2 3.04 1.77 1.84 1.50 0.98
50 × 10 × 3 2.11 0.32 0.63 0.26 0.13
50 × 10 × 4 0.22 0.00 0.00 0.00 0.00
50 × 20 × 2 3.28 1.74 1.90 1.56 0.95
50 × 20 × 3 2.04 0.36 0.61 0.33 0.21
50 × 20 × 4 1.65 0.55 0.53 0.00 0.00
100 × 5 × 2 3.55 2.76 2.87 2.51 0.68
100 × 5 × 3 3.79 1.84 1.97 1.59 0.19
100 × 5 × 4 2.74 1.71 1.69 1.28 0.84

100 × 10 × 2 3.92 2.66 2.75 2.44 0.55
100 × 10 × 3 3.72 1.93 1.93 1.64 0.31
100 × 10 × 4 2.63 1.58 1.82 1.35 0.67
100 × 20 × 2 4.73 2.85 2.92 2.67 0.41
100 × 20 × 3 3.96 1.85 2.05 1.78 0.18
100 × 20 × 4 3.04 1.66 1.92 1.20 0.23
200 × 5 × 2 6.12 4.03 4.73 4.09 0.12
200 × 5 × 3 6.58 3.04 3.67 2.82 0.05
200 × 5 × 4 4.16 2.84 3.04 2.55 0.08

200 × 10 × 2 6.49 4.39 4.54 4.15 0.00
200 × 10 × 3 6.71 3.05 3.44 2.96 0.00
200 × 10 × 4 4.39 2.65 3.45 2.91 0.13
200 × 20 × 2 6.88 4.45 4.96 4.32 0.00
200 × 20 × 3 6.33 3.58 3.70 2.71 0.00
200 × 20 × 4 4.47 2.43 3.49 2.63 0.00

Ave. 3.75 2.07 2.33 1.88 0.29

127



Electronics 2022, 11, 249

Table 6. Comparison results of different algorithms by β = 3.

Initial Instance ARPD

n × m × f LS IG IMBO DTLO DMA

50 × 5 × 2 1.80 0.58 0.73 0.39 0.20
50 × 5 × 3 2.01 0.34 0.64 0.28 0.15
50 × 5 × 4 0.00 0.00 0.00 0.00 0.00
50 × 10 × 2 2.93 1.70 1.88 1.47 0.11
50 × 10 × 3 2.17 0.45 0.70 0.30 0.24
50 × 10 × 4 1.31 0.00 0.00 0.00 0.00
50 × 20 × 2 3.28 2.01 2.03 1.92 0.06
50 × 20 × 3 1.94 0.63 0.78 0.44 0.17
50 × 20 × 4 1.59 0.24 0.43 0.00 0.00
100 × 5 × 2 4.37 3.04 3.15 2.83 0.05
100 × 5 × 3 3.65 2.19 2.24 2.02 0.19
100 × 5 × 4 2.93 2.11 2.18 1.85 0.00

100 × 10 × 2 4.62 2.96 3.29 2.89 0.52
100 × 10 × 3 3.98 2.73 2.81 2.50 0.28
100 × 10 × 4 3.15 2.06 2.86 1.72 0.00
100 × 20 × 2 5.89 3.12 3.56 2.84 0.13
100 × 20 × 3 4.71 3.17 3.37 3.01 0.06
100 × 20 × 4 3.44 2.88 2.94 1.56 0.00
200 × 5 × 2 6.61 4.09 4.91 3.47 0.00
200 × 5 × 3 6.23 4.61 5.23 2.98 0.00
200 × 5 × 4 6.16 3.77 4.53 1.93 0.00

200 × 10 × 2 6.79 4.61 4.86 3.54 0.00
200 × 10 × 3 6.47 4.87 5.65 3.94 0.00
200 × 10 × 4 6.57 4.19 4.29 2.20 0.00
200 × 20 × 2 6.84 5.12 5.27 4.07 0.00
200 × 20 × 3 6.97 5.43 5.19 4.83 0.00
200 × 20 × 4 6.21 3.98 4.84 2.58 0.00

Ave. 4.16 2.63 2.94 2.04 0.08
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Figure 9. Mean plot with 95% confidence interval of the compared algorithms on different scenarios.

 

Figure 10. Performance comparison with different breakdown numbers.
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6. Conclusions

Building rescheduling optimization models and designing effective optimization
methods according to the characteristics of distributed manufacturing are of significance to
promote the research of the dynamic scheduling theory of distributed manufacturing. This
study investigated the rescheduling strategy and algorithm for DDBFSP, in which machine
breakdown events are considered as the disruption in the manufacturing site. Firstly, the
mathematical model of DDBFSP including the event simulation mechanism is constructed.
We consider makespan and stability as the objectives. The goal of this study is to optimize
the bi-objective when the stochastic breakdown occurs in any distributed factories. We
apply the “event-driven” policy in response to the disruption. A two-stage “predictive-
reactive” rescheduling strategy is proposed. In the first stage, a static environment (DBFSP)
without machine breakdown is considered, and the global initial schedules are generated; in
the second stage, after machine breakdown occurs, the initial schedule is locally optimized
by a hybrid repair policy based on “right-shift repair + local reorder”, and the DMA
reordering algorithm based on DE is proposed for local reorder operation. For DMA, a
WPNEH initialization method is designed to generate a high-quality population. In the
neighborhood search phase, DE is embedded to improve the neighborhood structure and
expand the target space by using mutation and crossover operators; in the local search
phase, the BRRLS framework is proposed to perturb the high-quality solutions. To maintain
the diversity, BRRLS has combined with the SA mechanism to receive the worse solutions
with a certain probability. To obtain the best performance of DMA, the DOE method is
used to calibrate three key parameters. The effectiveness of the proposed optimization
strategy for DMA is verified through comparative experiments. Finally, DMA is compared
with other algorithms on different test instances. The statistical analysis using ANOVA has
verified the superiority of DMA.

Although the proposed rescheduling strategy has shown effectiveness, there still exist
shortcomings. In this study, we only considered the breakdown event as the disruption.
Real-life manufacturing suffers from far more than one disruption. The other common
disruptions such as job cancellations and their interaction mechanism should be deeply
investigated. Therefore, future works will concentrate on the construction of a more refined
model that can manage more disruptions simultaneously.

This study attempts to explore the dynamic scheduling problem from the perspective
of operational research optimization. With the development of the Industrial 4.0 network
and big data, other artificially intelligent technologies play increasingly important roles in
smart manufacturing. Combining data-driven technology with intelligent algorithms could
adopt their respective advantages, and create more advanced optimization frameworks.
For example, intelligent optimization can provide a large amount of historical scheduling
data, which can be aggregated with other industrial information as a sample source for data-
driven and machine learning. Therefore, the scheduling decision-making function can be
deployed hierarchically and decoupled according to different scenarios and environments,
thus making rational use of computing resources and improving the flexibility and stability
of the system.
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Abstract: The change in coal seam thickness has an important influence on coal mine safety and

efficient mining. It is very important to predict coal thickness accurately. However, the accuracy of

borehole interpolation and BP neural network is not high. Variational mode decomposition (VMD)

has strong denoising ability, and the long short-term memory neural network (LSTM) is especially

suitable for the prediction of complex sequences. This paper presents a method of coal thickness

prediction using VMD and LSTM. Firstly, empirical mode decomposition (EMD) and VMD methods

are used to denoise simple signals, and the denoising effect of the VMD method is verified. Then, the

wedge-shaped coal thickness model is constructed, and the seismic forward modeling and analysis

are carried out. The results show that the coal thickness prediction based on seismic attributes is

feasible. On the basis of VMD denoising of the original 3D seismic data, VMD-LSTM is used to predict

coal thickness and compared with the prediction results of the traditional BP neural network. The

coal thickness prediction method proposed in this paper has high accuracy and basically coincides

with the coal seam information exposed by existing boreholes. The minimum absolute error of the

predicted coal thickness is only 0.08 m, and the maximum absolute error is 0.48 m. This indicates that

VMD-LSTM has high accuracy in predicting coal thickness. The proposed coal thickness prediction

method can be used as a new method for coal thickness prediction.

Keywords: VMD; LSTM; coal thickness; seismic attribute

1. Introduction

In the construction and production process of large-scale mines, all aspects of coal
mine safety production need to accurately calculate the change in coal thickness [1]. When
the coal thickness of the working face changes dramatically, the reserves per unit length of
the working face will change greatly. If the same mining speed is adopted, the monthly coal
output will be unbalanced, and the mine production will be greatly affected. According to
statistics, when the actual coal thickness is 10–20% thinner than the designed coal thickness,
the coal output will decrease by 35–40% [2]. In general, the thicker the coal is, the more
gas is formed in the coalification process, and the greater the probability of gas leakage in
the mining process is. The impact risk degree is closely related to the coal thickness and
its changes. A large number of field observations and in situ stress measurements have
found that in the coal thickness change area, the abnormal phenomenon of in situ stress
field occurs, and the stress concentration degree is high, which is easy to induce strong
mine earthquakes and rock bursts [3]. Therefore, coal thickness is an essential type of data
in the process of coal mine design and mining [4]. Accurately predicting coal thickness can
not only improve the economic benefit of coal mines, but also provide a strong geological
guarantee for the safe mining of coal mines [5].

With the development of coal mining, in the seismic exploration of coal fields, it is
necessary not only to find out the structure in the mining area, but also to provide the
change of the coal seam thickness [6]. However, because most coal seams are typically
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thin layers, their vertical resolution is very low, which is difficult to distinguish in seismic
records and cannot meet the requirements of solving coal thickness, so the quantitative
prediction of coal thickness has been one of the recognized problems in the geophysical
field. The traditional method of coal thickness is to compare and interpolate the borehole
data, and the accuracy of the coal thickness data provided is limited. In particular, when
the coal seam is missed, stripped, and bifurcated, the prediction error of coal thickness is
large [7].

In recent years, scholars have conducted a lot of research on coal thickness prediction
and have achieved more significant results and progress. Some scholars use seismic at-
tributes to predict coal thickness and have achieved good results. Zou et al. [8] used the
staggered grid finite difference method to establish a wedge model to study coal thickness.
The results show that when the coal seam is thin, the amplitude attribute is correlated
with the coal thickness, and the law can be used to predict the coal thickness qualitatively.
Guo et al. [9] analyzed the correlation between seismic attributes at the borehole and coal
thickness. They obtained the regression equation between each attribute and coal seam
thickness through optimal seismic attributes and achieved good application effects in coal
thickness prediction. Lin et al. [10] used logging data combined with 3D seismic data
and their interpretation results to conduct wave impedance inversion under multi-well
constraints. The corresponding wave impedance layer of the coal seam was determined
through horizon calibration, and then the thickness of the wave impedance layer was
extracted and matched with the thickness of the coal seam exposed by the borehole. Finally,
the distribution law of coal thickness in the 3D seismic survey area was obtained. Some
scholars have introduced geostatistics into coal thickness prediction. Du et al. [11] used
the Cokriging method to predict coal thickness by taking the thickness of drilled coal seam
and seismic amplitude as regional variables, which reduced the error of coal thickness
prediction and significantly improved the prediction accuracy. Cheng et al. [12] combined
the variogram and the Kriging method to fully consider well data and seismic attribute data.
He assigned certain weight coefficients to the two data types and performed a weighted
average to calculate the thickness of the coal. The in-seam wave is a kind of guided wave
propagating in the coal seam. It has the advantages of long propagation distance, carrying
much information about the coal seam, roof, and floor; strong energy; and obvious disper-
sion characteristics. Based on these advantages, the in-seam wave can be used to study coal
thickness. Liu et al. [13] found that the periodicity of the refraction P-wave in the in-seam
wave is proportional to the thickness of coal, and the thickness of coal can be predicted
by using the period of the refraction P-wave. Li et al. [14] chose to collect the appropriate
frequency at the mining face in the transmission method of love waves with wave CT
tomography, according to the wave velocity and thickness of the negative correlation and
dispersion curve. Combined with the tunnel exposing coal thickness, the wave velocity
contour map can be converted to a coal thickness contour map. Implementing the coal
thickness quantitative prediction method proved high accuracy. With the development of
artificial intelligence, more and more artificial intelligence technology is gradually applied
to coal thickness prediction. The mature development of deep neural network technology
urges mining workers to study the geological prediction method based on data and forms
geological prediction technology driven by data [15,16]. Sun et al. [17] used non-linear BP
neural network technology to predict coal thickness by extracting seismic attributes in the
wavelet domain of different frequency bands according to the changing characteristics of
coal thickness. Wu et al. [18] combined the least square support vector machine (LSSVM)
with the Kriging method to predict coal thickness. They used the strong non-linear fitting
and generalization capabilities of LSSVM to adaptively fit the experimental variogram,
which overcame the disadvantages of the traditional variation function, such as difficulty
in solving and strong subjectivity, and greatly improved the prediction accuracy. Guo
et al. [19] proposed the coal thickness prediction method by combining genetic algorithm
(GA) and simultaneous iterative reconstruction technology (SIRT), which can improved
the accuracy of coal thickness inversion. However, the above methods are basically coal
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thickness prediction methods directly based on seismic data, and discussion on the actual
situation that seismic data usually contains noise is limited. Seismic data contains a lot
of noise, which is a practical problem that needs to be faced when predicting coal seam
thickness.

Variational mode decomposition (VMD) is a non-recursive modal decomposition
method proposed by Dragomiretskiy in 2014 [20]. The VMD algorithm decomposes the
signal according to the center frequency, divides the signal around a certain center fre-
quency into one component, and repeats this process to achieve the decomposition of the
original signal. When VMD is used to process non-stationary signals, it can effectively
avoid the mode-aliasing effect and the endpoint effect caused by the empirical mode de-
composition (EMD) algorithm, and the intrinsic mode function (IMF) is redefined as an
amplitude modulation–frequency modulation signal. It has a solid mathematical basis.
More importantly, the VMD method can effectively attenuate a large amount of random
noise contained in seismic data. The long short-term memory neural network (LSTM) was
proposed by Hochreiter et al. in 1997 and further improved in the following years [21].
LSTM is designed to learn long-term memory, and the model can overcome the inherent
problems of the recurrent neural network (RNN), namely “vanishing gradients” and “ex-
ploding gradients”. LSTM is one of the most successful recurrent neural networks, and its
prediction accuracy is high.

Based on the good denoising ability of VMD and good prediction ability for complex
sequences of LSTM, this paper proposes VMD-LSTM method for coal thickness prediction.
Firstly, the denoising effect of the VMD method is verified. Then, the coal thickness wedge
model is used to illustrate that the seismic attribute can predict the coal thickness. The
VMD-LSTM method is used for coal thickness prediction of actual seismic data. The
prediction results have high accuracy and basically coincide with the coal seam information
exposed by existing boreholes, which shows that the coal thickness prediction method
proposed in this paper can be used as a new method for coal thickness prediction.

2. Basic Principle of VMD and LSTM for Predicting Coal Thickness

2.1. Basic Principles of VMD

During the late 1990s, Huang introduced the algorithm called EMD, which is widely
used today to recursively decompose a signal into different modes of unknown but separate
spectral bands [22]. However, due to the lack of mathematical theory and freedom, the
robustness of the algorithm is very low, which leaves room for the development and
improvement of EMD. VMD is an adaptive, non-recursive decomposition method that can
decompose signals into the sum of finite component signals [23]. It is a new decomposition
algorithm based on the Wiener filter, Hilbert transform, and heterodyne demodulation.
It has a solid mathematical and theoretical foundation. VMD decomposes the signal
according to the central frequency, divides the signal around a certain central frequency
into a component, and repeats this process [24]. Finally, the original signal is decomposed.
When VMD is used to process non-stationary signals, it can effectively avoid the mode-
aliasing effect and the endpoint effect caused by the EMD algorithm, and IMF is redefined
as an amplitude modulation–frequency modulation signal.

2.1.1. Construction of Variational Problems

The goal of VMD is to decompose a real-valued input signal into a discrete number of
IMF. The IMF expression is as follows:

uk(t) = Ak(t) cos(ϕk(t)) (1)

In Equation (1), Ak(t) is the non-negative envelope, and ϕk(t) is the phase of the
signal.
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For each mode, compute the associated analytic signal by means of the Hilbert trans-
form in order to obtain a unilateral frequency spectrum:

[δ(t) +
j

πt
] ∗ uk(t) (2)

In Equation (2), δ(t) is a Dirac delta function, j is an imaginary unit, and ∗ is the
convolution symbol.

For each mode, shift the mode’s frequency spectrum to “baseband” by mixing with an
exponential tuned to the respective estimated center frequency.

[(δ(t) +
j

πt
) ∗ uk(t)]e

−jwkt (3)

In Equation (3), e−jwkt is the center frequency index.
According to the estimated bandwidth of IMF, the variational constraint equation is

obtained:
min

{uk},{wk}
{∑

k
‖∂t[(δ(t) +

j
πt ) ∗ uk(t)]e

−jwkt‖2

2}
s.t.∑

k
uk = f

(4)

{uk} := {u1, u2 · · · , uK} and {wk} := {w1, w2 · · · , wK} are shorthand notations for
the set of all modes and their center frequencies, respectively. ∑k := ∑

K
k=1 is understood as

the summation over all modes.

2.1.2. Solution of Variational Problem

In order to obtain the optimal solution, the augmented Lagrange expression is obtained
by introducing the quadratic penalty factor α and the Lagrange multiplication operator
γ. The purpose of introducing α is to ensure the signal reconstruction accuracy under the
influence of noise, and the purpose of introducing γ is to maintain strict constraints in the
solving process.

L({uk}, {wk}, γ) = α

{
K

∑
k=1

∂t[(δ(t) +
j

πt ) ∗ uk(t)]e
−jwkt

}
‖

2

2
+

∑ ( f (t)− ∑
K
k=1 uk(t))‖

2
2 −

〈
γ(t), f (t)−

K

∑
k=1

uk(t)

〉 (5)

The alternating direction method of multipliers (ADMM) is used to solve the formula.
In order to achieve the purpose of complete signal decomposition, the central frequency
of each IMF is divided according to the frequency domain characteristics of the original
signal, and then the central frequency of IMF is updated. The updated IMF expression is as
follows:

un+1
k = argmin

uk∈X

{
α‖∂t[(δ(t) +

j

πt
) ∗ uk(t)]e

−jwkt‖
2

+ ‖ f (t)− ∑
i

ui(t) +
γ(t)

2
‖

2

2

}
(6)

Fourier transform is used to transform the formula from the time domain to the
frequency domain, and then the non-negative frequency domain interval is integrated
to obtain the optimal solution. Among them, the frequency domain calculation criterion
expression of each IMF is as follows:

ûn+1
k (ω) =

∧
f (ω)− ∑i 6=

∧
ui(ω) +

∧
γ(ω)

2

1 + 2α(ω − ωk)
2 (7)
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The updated iteration formula of IMF center frequency is:

ωn+1
k =

∫ ∞

0 ω
∣∣∣ ∧uk(ω)

∣∣∣
2
dω

∫ ∞

0

∣∣∣ ∧uk(ω)
∣∣∣2dω

(8)

In Equation (8), ûn+1
k (ω) is the Wiener filter of

∧
f (ω) − ∑i 6=

∧
ui(ω), and ωn+1

k is the
frequency spectrum center of each IMF.

2.2. Basic Principles of LSTM

Hochreiter et al. proposed LSTM on the basis of RNN. RNN takes the sequence data
as the input of the model, calculates the influence on the final output by learning the
changes of a series of data, and modifies the weight matrix to optimize the network by
calculating the gradient through positive feedback and negative feedback so as to realize
the learning of time series. However, RNN systems are problematic in practice, despite their
stability. During training, they suffer from well-documented issues, known as “vanishing
gradients” and “exploding gradients” [25]. These difficulties become pronounced when
the dependencies in the target subsequence span a large number of samples, requiring
the window of the unrolled RNN model to be commensurately wide in order to capture
these long-range dependencies [26]. LSTM is a good solution to the problem of “vanishing
gradients” and “exploding gradients” and can be efficiently learned through memory cells
and “gates” and for long-term memory of useful information. The structure of LSTM is
similar to a traditional neural network, which has one input layer, one or more hidden
layers, and one output layer. The hidden layer of the LSTM neural network contains many
neurons called memory cells, and each of these memory cells has three “gates”, whose
function is to maintain and adjust the state of the memory cells. These three “gates” are
called the forget gate, input gate, and output gate, respectively. The essence of the control
gate of LSTM is a fully connected layer. The input is a vector x, which is calculated with
weight vector W and bias item b and filtered by the activation function. The output will
obtain a real vector of 0–1, whose calculation formula is as follows:

g(x) = σ(wx + b) (9)

The activation function of the gates in the hidden layer of LSTM is the sigmoid function
with a range of (0, 1). The output of the gates is multiplied by the input vector to determine
how much information is passed. When the output of the gate is 0, the product of the
output vector and the input vector results in 0, and the information cannot pass. When the
output is 1, the input vector is unaffected, and the gate is open. The gate is always ajar
because of the sigmoid function range properties.

LSTM controls the unit state c with the forget gate and the input gate. The forget
gate determines how much of the unit state ct−1 at the previous moment is retained to the
current moment ct, and the input gate determines how much of the network input xt at
the current moment is saved to the unit state ct. LSTM uses the output gate to control how
much output the unit state ct has to the current output of LSTM ht.

Updating a cell can be broken down into the following steps [24].

(1) Calculate the value of the forget gate:

ft = σ(W f · [ht−1, xt] + b f ) (10)

In Equation (10), W f is the weight matrix of the forget gate, [ht−1, xt] is the joining of
two vectors into a longer vector, b f is the offset of the forget gate, and σ is the sigmoid
function.

(2) Calculate the value of the input gate:
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In Equation (11), Wi is the weight matrix of the forget gate, and bi is the offset of the
forget gate.

it = σ(Wi · [ht−1, xt] + bi) (11)

(3) Calculate the value of
∼
ct. It is used to describe the unit state of the current input,

calculated from the previous output and the current input:

∼
ct = tanh(Wc · [ht−1, xt] + bc) (12)

(4) Calculates the cell state at the current time ct:

ct = ft ⊙ ct−1 + it ⊙
∼
ct (13)

In Equation (13), ⊙ is the symbol for multiplying matrices by bits, and ct is the result
of combining current and long-term memories.

(5) Calculate the value of the output gate:

ot = σ(Wo · [ht−1, xt] + bo) (14)

In Equation (14), Wo is the weight matrix of the output gate, and bo is the offset of the
forget gate.

(6) Calculate the current cell output of LSTM:

ht = ot ⊙ tanh(ct) (15)

2.3. Coal Thickness Prediction Process of VMD-LSTM

Firstly, the wedge model of coal thickness is constructed and simulated by seismic for-
ward modeling, and the sensitive seismic attributes of coal thickness such as instantaneous
amplitude, instantaneous frequency, and relative wave impedance are extracted, then the
feasibility of coal thickness prediction using seismic attributes is analyzed. Secondly, the
seismic data were decomposed into IMFs with different characteristics and frequencies by
using the VMD method, the correlation coefficients between seismic attributes of seismic
data IMF1 and coal thickness were calculated, and the appropriate IMFs were selected in
order to effectively remove random noise and highlight effective signals. Finally, the LSTM
network is used to predict coal thickness. The specific flow chart is shown in Figure 1.
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Figure 1. Flow chart of coal thickness prediction by VMD and LSTM.

3. Numerical Calculation

3.1. Simple Signal Test

Formula (16) is adopted to synthesize the signal, and Gaussian white noise with a
signal-to-noise ratio (SNR) of 30 dB is added to the signal to form a signal containing noise
(Figure 2). The EMD and VMD methods are used to denoise simple signals to test their
denoising ability. The denoising results are shown in Figures 3 and 4. It can be seen from
Figure 3 that there is an obvious mode-aliasing problem in EMD decomposition, which
cannot effectively decompose the random noise information in simple signals. Figure 4
shows that VMD has a better decomposition effect on random noise, IMF1 corresponds
to the main components of the signal, and the correlation coefficient with the noise-free
signal reaches 0.9998. The result shows that VMD can be used in signal denoising, and the
denoising effect is good. 




y1 = cos(30π ∗ t)
y2 = 0.5 ∗ sin(30π ∗ t)
y = y1 + y2

(16)
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Figure 2. Simple signal and noisy signal: (a) simple signal; (b) noisy signal; (c) noise.

 

Figure 3. EMD decomposition results of noisy signal: (a) noisy signal; (b) IMF 1; (c) IMF 2; (d) IMF 3.

 

Figure 4. VMD decomposition results of noisy signal: (a) noisy signal; (b) IMF 1; (c) IMF 2.
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The instantaneous amplitude and frequency of IMF1 denoised by VMD are calculated
(Figure 5). As shown in Figure 5, the correlation coefficients of the instantaneous amplitude
and instantaneous frequency between the noise-free signal and IMF1 are high, reaching
0.9861 and 0.9709.

 

Figure 5. VMD decomposition results of noisy signal: (a) instantaneous amplitude of noise-free
signal and IMF1 of VMD; (b) instantaneous frequency of noise-free signal and IMF1 of VMD.

The application results of VMD in the simple signal show that VMD has good de-
noising ability, the noisy signal processed by VMD can accurately contain the effective
components of the noise-free signal, and the instantaneous amplitude and instantaneous
frequency extracted from IMF1 have a high correlation with the instantaneous frequency
and instantaneous amplitude of the noise-free signal.

3.2. VMD Decomposition of Coal Thickness Wedge Model

Firstly, a wedge model, which is commonly used in the study of coal thickness, is
constructed. The model mainly consists of three layers: sandstone, mudstone, and coal
seam. The coal thickness varies from 0 m to 40 m, and the velocity, density, and thickness
of each layer are obtained from [5]. A Ricker wavelet with a main frequency of 50 Hz was
used for forward modeling, and the distance between the receiving channels was 10 m,
with a total of 40 receiving channels. The forward modeling section is shown in Figure 6a.
Random noise of 40 dB was added to the forward record of the wedge model, as shown
in Figure 6b. As can be seen from Figure 6, seismic records are significantly affected by
noise, and the continuity of the in-phase axis becomes poor, which is not conducive to
the subsequent prediction of coal thickness. VMD was carried out for noisy signals. The
experiment found that when the decomposed IMF number K was greater than 2, the center
frequency was very close, so K was set to 2. The results of the seismic records of the wedge
model of the coal seam decomposed by VMD are shown in Figure 6c,d. The correlation
coefficients between the noise-free signal and IMF1 seismic tracks are calculated, with the
maximum value reaching 0.9659 and the average value 0.9258. It shows that VMD has
strong denoising ability, and IMF1 decomposed by VMD is basically consistent with the
noise-free synthetic seismic record.
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Figure 6. Wedge model seismic record and VMD decomposition result: (a) forward seismic record of
the wedge-shaped model; (b) seismic record of the model after adding random noise; (c) IMF1 after
VMD denoising of noisy signals; (d) IMF2 after VMD denoising of noisy signal.

3.3. Seismic Attributes Analysis of Wedge Model Seismic Records

According to the existing research, seismic attributes such as instantaneous amplitude,
instantaneous frequency, and relative wave impedance have a certain correlation with the
thickness of coal. Therefore, the three seismic attributes mentioned above are extracted, and
their relationship with the thickness of coal is analyzed. Figure 7 shows the relationship be-
tween the instantaneous amplitude, instantaneous frequency, and relative wave impedance
of seismic records in the noise-free wedge model and coal thickness. When the coal seam
thickness is less than 10 m, the instantaneous amplitude attribute shows an obvious increas-
ing trend with the increase in the coal seam thickness; in other words, the instantaneous
amplitude attribute has a good positive correlation with the coal thickness. When the coal
thickness is greater than 10 m, the instantaneous amplitude attribute gradually decreases
and tends to change gently. When the thickness of coal is less than 20 m, the instantaneous
frequency attribute gradually decreases and tends to the minimum value with the increase
of coal thickness. The instantaneous frequency attribute has a good negative correlation
with the coal thickness. With the continuous increase in coal thickness, the instantaneous
frequency attribute gradually increases and tends to be stable. When the thickness of coal is
less than 20 m, the relative wave impedance attribute increases gradually with the increase
in the coal thickness and has a good positive correlation with the coal thickness. When
the thickness of coal is greater than 20 m, the relative wave impedance attribute decreases
and tends to be stable with the change in coal thickness. In conclusion, when the thickness
of coal is small, the relationship between the attributes of the instantaneous amplitude,
instantaneous frequency and relative wave impedance, and coal thickness is simple, and
the coal thickness can be predicted by using seismic attributes.
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Figure 7. Relationship between seismic attributes and coal thickness of noise-free wedge model.

VMD was used to decompose the seismic record of the wedge model with noise,
extract instantaneous amplitude, instantaneous frequency, and relative wave impedance
of IMF and draw the relationship between the three attributes and coal seam thickness
(Figure 8). It can be seen from Figure 8 that the variation trend of seismic attributes extracted
after denoising from the wedge model with noise is basically consistent with that extracted
from the model without noise.

 

Figure 8. Relationship between the instantaneous amplitude, instantaneous frequency, and relative
wave impedance of IMF and coal thickness.

4. Application of VMD-LSTM Method in Coal Thickness Prediction

4.1. Geological Survey of the Working Area

The working area is located in Ordos Basin. The coal-bearing strata in the mine field
are the Carboniferous Taiyuan Formation and the Lower Permian Shanxi Formation. The
total thickness of the coal-bearing strata revealed by drilling is 118.26–192.88 m, with an
average of 142.74 m. The #4 coal seam is located in the upper part of the second rock
member of the Lower Permian Shanxi Formation. The natural thickness of the coal seam
is 0–5.65 m, with an average thickness of 3.82 m. The thickness of the working area is
0.86–3.79 m, 2.44 m on average. The structure of the coal seam is complex. There are
0–9 layers of partings, generally three layers. Most partings are located in the middle of the
coal seam. The coefficient of variation of coal thickness is 32%. The coal seam gradually
thickens from west to east. The #4 coal seam is a relatively stable coal seam with reliable
comparison and most of the mining area. The thickness of the #4 coal seam in the working
area varies from 2.30 to 4.70 m.
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4.2. Coal Thickness Prediction and Result Analysis

Seismic data processing mainly adopts conventional processes such as preprocessing,
filtering, deconvolution, velocity analysis, normal moveout correction and static correction,
stack, and migration. The focus of this paper is to use the VMD method to attenuate the
noise of post-stack migration 3D seismic data at any time so as to provide seismic data with
a high SNR for coal thickness prediction. The VMD-LSTM method was used to predict
the thickness of the #4 coal seam in this area. The parameters of LSMT are as follows: the
solver is ‘adam’, the gradient threshold is 1, the maximum number of rounds is 500, and
the execution environment is specified as ‘cpu’.

Figure 9 shows the original seismic record and the seismic record after VMD denoising
of the #4 coal seam. It can be seen that the #4 coal seam is between 240 ms and 290 ms of
the seismic record. It can be seen from the comparison between Figure 9a,b that the original
seismic record is greatly affected by noise, and the seismic event of the #4 coal seam is not
clear. After VMD denoising, the seismic event of the #4 coal seam is clearer, and the energy
is significantly enhanced, which is conducive to the subsequent coal thickness prediction.

  
(a) (b) 

Figure 9. Original seismic record and seismic record after VMD denoising of #4 coal seam: (a) original
seismic record of #4 coal seam; (b) seismic record after VMD denoising of #4 coal seam.

Instantaneous amplitude, instantaneous frequency, and relative wave impedance
attributes of the seismic record after VMD denoising were extracted (Figures 10–12). The
relationship between the coal thickness and instantaneous amplitude attribute derived
from the wedge model shows that the coal seam in the western part of the area may be
thinner, while the coal seam in the eastern part may be thicker. The instantaneous frequency
and relative wave impedance attributes also have similar characteristics, but the response
characteristics of each seismic attribute are quite different. The results of a single seismic
attribute reflect the possible distribution characteristics of the coal seam, but it is impossible
to quantitatively predict the coal thickness.

In order to study the variation of coal thickness in this area more accurately, based on
the coal thickness information and seismic attributes of 10 known boreholes in this area, the
instantaneous amplitude, instantaneous frequency, and relative wave impedance attributes
of the borehole side channel were used as the input of the training samples, and the known
coal thickness was used as the output of the training samples. The coal thickness predicted
by the traditional BP neural network method is shown in Figure 13. The LSTM network
was also used for training, which has six layers: an input layer, an output layer, and four
hidden layers. In order to prevent over-fitting, the dropout layer was introduced into the
model, and the dropout value was set to 0.1. The root mean square error is used for the
loss function, and the optimizer is Adam. After obtaining satisfactory training results,
the coal thickness of the whole area was predicted, as shown in Figure 14. Comparing
Figures 13 and 14, it can be seen that the LSTM prediction results have better regularity.
Figure 14 shows that the area of the southeast coal seam is thick, between 3 and 5 m, and the
southwest coal seam is thin, about 3 m. The predicted coal thickness information is basically
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consistent with the trend that the coal seam in this area gradually thickens from west to
east and from south to north. This regularity is not obvious in Figure 13. The A10 borehole
reveals a coal thickness of 4.7 m. Figure 14 shows that the coal seam in the area where A10
is located is thicker and the surrounding area is stable, but there is a certain deviation in the
prediction results in Figure 13. The A9 borehole reveals a coal thickness of 2.3 m. Figure 14
also shows that the coal seam in the area where the borehole is located is thinner, and the
coal seam is thinner in a certain range around. The analysis of the prediction results of coal
thickness at 10 boreholes shows that the minimum absolute error of the BP neural network
coal thickness prediction is 0.35 m, and the maximum absolute error is 1.27 m. However,
the minimum absolute error of the LSMT coal thickness prediction is only 0.08 m, and the
maximum absolute error is 0.48 m. The application results of actual data show that the coal
thickness prediction method proposed in this paper has high accuracy, and the predicted
coal thickness results have important guiding significance and reference value for later coal
mining.

 

Figure 10. Instantaneous amplitude attribute of #4 coal seam.

Figure 11. Instantaneous frequency attribute of #4 coal seam.
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Figure 12. Relative wave impedance amplitude attribute of #4 coal seam.

 

 

 

 

Figure 13. Coal thickness prediction results based on BP neural network.

 

 

 

Figure 14. Coal thickness prediction results based on VMD-LSMT method.

5. Conclusions

(1) EMD and VMD were used to denoise simple signals. There is an obvious mode-
aliasing problem in EMD decomposition, which cannot effectively decompose the
random noise. VMD can be used in signal denoising, and the denoising effect is good.

(2) It can be seen from the forward simulation of the coal thickness wedge model that
there is a good positive correlation between the instantaneous amplitude attribute,
the relative wave impedance attribute, and the coal thickness, while the instantaneous
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frequency attribute has a good negative correlation with the coal thickness, which
indicates that the seismic attribute is feasible for coal thickness prediction.

(3) It can be seen from the comparison with traditional BP neural network coal thickness
prediction results that the VMD-LSTM method has higher prediction accuracy. The
prediction results are in good agreement with the coal seam information exposed
by the existing boreholes, which can be used as a new method for coal thickness
prediction.

(4) The influence of different seismic attributes on coal thickness prediction needs to
be further explored. In the process of using LSTM to predict, different weights can
be assigned to each seismic attribute. This will help improve the accuracy of coal
thickness prediction. Further in-depth research is needed in the future.
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Abstract: The increase in produced waste is a symptom of inefficient resources usage, which should

be better exploited as a resource for energy and materials. The air pollution generated by waste causes

impacts felt by a large part of the population living in and around the main urban areas. This paper

presents a mobile sensor node for monitoring air and noise pollution; indeed, the developed system is

installed on an RC drone, quickly monitoring large areas. It relies on a Raspberry Pi Zero W board and

a wide set of sensors (i.e., NO2, CO, NH3, CO2, VOCs, PM2.5, and PM10) to sample the environmental

parameter at regular time intervals. A proper classification algorithm was developed to quantify

the traffic level from the noise level (NL) acquired by the onboard microphone. Additionally, the

drone is equipped with a camera and implements a visual recognition algorithm (Fast R-CNN) to

detect waste fires and mark them by a GPS receiver. Furthermore, the firmware for managing the

sensing unit operation was developed, as well as the power supply section. In particular, the node’s

consumption was analysed in two use cases, and the battery capacity needed to power the designed

device was sized. The onfield tests demonstrated the proper operation of the developed monitoring

system. Finally, a cloud application was developed to remotely monitor the information acquired by

the sensor-based drone and upload them on a remote database.

Keywords: air pollution; drone; land survey; visual recognition algorithm; fast R-CNN; dust sensors;

microcontroller

1. Introduction

Human civilization and globalization are the primary culprits of the constant change
in the global environment in the current scenario, mainly due to air and water pollution,
global warming, ozone depletion, acid rain, natural resource depletion, overpopulation,
waste disposal, deforestation, and biodiversity loss. Almost all of these processes result
from the unsustainable use of natural resources; waste is a growing environmental, social,
and economic problem for all modern economies. The air pollution generated by waste
causes impacts felt by a large part of the population living in and around the main urban
areas. Landfill management is a deeply felt problem by government authorities, given
the enormous environmental impact of the pollutants due to naturally evaporated gases
or substances generated by self-combustion or man-made fires, potentially dangerous for
human health being diffused into the atmosphere.

According to the World Health Organization (WHO), air pollution is the most consid-
erable environmental risk to health in the European Union (EU) [1]. Each year in the EU, it
causes about 400,000 premature deaths and hundreds of billions of euros in health-related
external costs. People in urban areas are particularly exposed; particulate matter, nitrogen
dioxide, and ground-level ozone are the air pollutants responsible for most early deaths.
These concepts are summarized in the initial section of the Special Report 23/2018, called
“Air pollution: Our health still insufficiently protected” and published by the European
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Court of Auditors, which stresses the importance of the pollution problem that can no
longer be ignored. To solve this problem, the European Parliament and European Union
Council have adopted the directive 2016/22884 on reducing national emissions of cer-
tain atmospheric pollutants, amending directive 2003/35/E.C. and repealing directive
2001/81/EC [2]. This last act establishes the emission reduction commitments for the mem-
ber states’ anthropogenic atmospheric emissions of sulfur dioxide (SO2), nitrogen oxides
(NOx), non-methane volatile organic compounds (NMVOC), ammonia (NH3), and fine
particulate matter (PM2.5). Additionally, the directive imposes that national air pollution
control programs are drawn up, adopted, and implemented and that pollutant emissions
and their impacts are monitored and reported. For air pollution measurements, a sam-
pling height between 3–10 m must be considered; at this altitude, the vertical mixing is
homogeneous, and representative of pollutants transported from neighbouring sources.
Several monitoring methods and approaches are available for air pollution, including
diffusion tubes [3,4], bubbler sampler [5], gas chromatography (GC) analyzers [6,7], remote
optical/long path analyzers [8,9], photochemical and optical sensor systems [10,11], etc.
However, the sampling method must be selected according to several parameters and
requirements, including analyte typology, sampling duration and frequency, portability,
maintenance need, costs, etc.

The sensors networks, including multiple sensor nodes distributed in strategic points,
represent a valid approach for monitoring air quality with high precision in a relatively
short time interval [12]. Dam et al. developed a wearable air quality sensor that analyzes
the personal exposition to pollutions [13]. The designed device, called EnviroSensor, was
a low-cost, open-source, mobile air-quality monitor that gathered real-time air quality
data (ozone—O3, PM and CO concentrations). A dashboard was designed to display
and analyse the air quality data and a mobile application for connecting the sensors and
enabling real-time data sharing. Additionally, Dhingra et al. presented a three-phase air
pollution monitoring system featured by high sensitivity and precision [14]. The proposed
IoT device comprises multiple gas sensors, an Arduino board, and a Wi-Fi module to
collect environmental parameters and send them to a cloud server. This last one stores the
incoming data, accessible using a custom Android application called IoT-Mobair. Wearable
and portable devices are lastly founding applications in the environmental monitoring field.
Specifically, Teriús-Padrón et al. worked on a wearable device to acquire PM concentration
and send collected data to other devices using Wi-Fi and Bluetooth Low Energy (BLE)
connection [15]. The device is placed into a case with three caps to fix it to a belt, pants,
bags, or an armband. Moreover, a custom user interface shows the real-time Air Quality
Index (AQI) level. This last is calculated from the received data according to the PM level,
using the EPA (Environmental Protection Agency) formula reported in [16]:

Ip =
IHi − ILo

BPHi − BPLo

(
Cp − BPLo

)
+ ILo, (1)

where Ip is the index for the pollutant p, Cp its truncated average concentration over 24 h
based on 1 h measurements, BPHi and BPLo the concentration breakpoints greater or equal
and lower or equal than Cp, and IHi and ILo the corresponding AQI levels.

Similarly, P. Arroyo et al. developed a portable system for air quality measurements in
outdoor environments, detecting the NO2, NO, CO, O3, PM2.5 and PM10 concentrations,
along with the temperature, humidity and location [17]. The device comprises electrochem-
ical gas sensors and optical particulate sensors, as well as a GSM module to transmit the
acquired data, MQTT-Message Queue Telemetry Transmission communication protocol, to
a cloud platform for storing and processing them. In [18], a novel Wireless Sensor Network
(WSN) was introduced to detect pollutants, such as CO, NO2, PM10, PM1, PM2.5, and O3,
produced by urban transport and domestic heating systems. The proposed WSN, based on
sensor nodes called AIRBOX, has been installed in several hotspots and on public buses [18].
In [19], the authors described an air quality monitoring system for urban scenarios applied
to the citizens’ garments and their bikes. In particular, the sensor node, equipped with
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CO, SO2, and NO2 electrochemical gas sensors, was based on a 16-bit MSP430BT5190
microcontroller and a CC256x Bluetooth chip. The tests demonstrated good accuracy in
temperature, humidity, and pressure measurements with accuracy within 1 ◦C, 2% RH,
and 2 hPa; for the electrochemical sensors, 0.6 ppm accuracy was obtained [19].

F. Tsow et al. developed a portable/wearable volatile organic toxicants sensor equipped
with Bluetooth connectivity [20]. It is based on an innovative tuning fork sensor for de-
tecting VOC concentration. A dedicated oscillator drives each fork sensor; the resulting
oscillations are integrated for a set number of cycles and integrated with a high-frequency
clock generated by a high-frequency crystal oscillator. The sensor outputs are digitalized
and transmitted to a host device such as smartphones and/or laptops.

Several scientific works are proposed in the literature that have as main elements a
drone for acquiring air quality data. For instance, in [21], the authors introduced a novel
drone for detecting air quality parameters in a given location, constructing a 3D map of the
air quality measurements. Furthermore, in [22], the authors developed an Environmental
Drone (E-drone) to gather information about concentrations of air pollutants (i.e., CO,
CO2, SO2, NH3, PM, O3, and NO2) in a specific place. The device implements onboard
pollution abatement solutions. The drone comprises a 500 mL tank containing a solution
for decreasing the NO2 level, dispersed when an excessive NO2 concentration is detected.
A custom software gathered the data from multiple E-drones, drawing an Air Quality
Health Index (AQHI) map for environmental analysis purposes. Similarly, Q. Gu et al.
described an unmanned aerial vehicle (UAV) for air monitoring applications to obtain
high-resolution and punctual profiling of air pollution [23]. The drone was equipped with
low-cost microsensors, measuring the air concentrations of particulate matter and NO2. A
fusion servlet software, implemented by the NanoPI Neo Air board, fuses the data from
PM and NO2 sensors and flight controller, providing an aggregated data output.

Traffic is a critical issue in urban areas which are densely populated, requiring careful
supervision to avoid areas with high congestion zones, resulting in high levels of pollutants
with consequent risks to human health [24]. The scientific community has addressed this
problem, finding new solutions for monitoring traffic based on environmental parameters.
Notably, the noise level (NL) is a good indicator for forecasting the traffic level since it
depends on traffic volume and speed, vehicle content, road surface and structure of the
surrounding area. By gathering data related to the noise level and correlating them with
other environmental parameters, a good estimation of the traffic level can be inferred.

In this paper, a monitoring system based on a low-cost drone is presented, equipped
with a series of photochemical and optical sensors for monitoring the primary sources of
pollution present in an urban scenario. The monitoring system is based on a Raspberry
Pi Zero W board, which acquires and processes the data from sensors and stores them
into the internal memory (SD card) along with alarm flags related to overcoming specific
threshold values. Furthermore, the sensing unit is equipped with a wide set of sensors
to detect concentrations of dangerous gaseous species and particulates (i.e., NO2, CO,
NH3, CO2, VOCs, PM2.5, and PM10) as well as the noise levels [25]. Additionally, the
drone comprises an IR camera supported by a visual recognition algorithm to detect fires of
hazardous materials and simultaneously capture their location by an onboard GNSS (Global
Navigation Satellite System) receiver [26]. The presented device is thought to monitor the
pollutant species in urban or suburban environments, along with the traffic level correlating
it with the noise level detected by an onboard sound sensing module. Thus, the smart drone
can easily monitor the traffic load in restricted city areas, allowing real-time management
of moving vehicles on different city streets. Specifically, we employed a simple data fusion
algorithm to combine the noise level acquired by the onboard microphone module and the
air concentrations of gaseous species strictly correlated to vehicular traffic, such as NO2
and PM2.5. The developed solution offers numerous advantages over fixed monitoring
systems available on the market, including portability, low cost, customization, and a wide
operating range.
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The proposed paper aims to develop a low-cost sensor-based drone for pollutant
detection and visual recognition of waste fires, enabling quick supervising large areas and
identifying pollution sources. Additionally, the consumption analysis is presented to design
the sensing unit’s supply section. Furthermore, characterization and testing of the proposed
sensor-based drone in different operating conditions were carried out, demonstrating the
correct operation of the developed system. Finally, a cloud-based application for remote
monitoring of the historical data acquired by the sensor-based drone is introduced; it relies
on a local application, enabling the operator to upload the data on the remote database and
a mobile application to monitor the acquired measurements.

2. Materials and Methods

In this section, we first describe the architecture of the proposed sensing unit is intro-
duced, along with its integration inside the Phantom 3 drone. Afterwards, the specifications
of each component constituting the sensing unit onboard the drone are discussed, along
with the threshold values set by the regulations for each pollutant. Lastly, a simple data
fusion technique is presented to determine the traffic load in an urban scenario combining
the noise level and pollutants measurements.

2.1. Architecture of the Developed Pollution Monitoring Drone

Figure 1 represents the 3D picture of the proposed mobile monitoring system consti-
tuted by the Phantom 3 drone (manufactured by DJI, Shenzen, China) hooked the sensing
section to acquire the environmental parameters (1 in Figure 1). This last one is placed into
a plastic box with air intakes (5 mm diameter), enabling the gas sensors to be exposed to
the incoming air forced inside the case by the drone movement (2 in Figure 1). Moreover,
an IR camera is placed on the box front section supported by a recognition algorithm to
detect fires of hazardous materials and simultaneously capture their location by an onboard
GNSS receiver (3 in Figure 1) [27]. Moreover, the sensing section is equipped with an
electret microphone for detecting the noise pollution level in the overflown area. The
monitoring system core is the mobile sensor node mounted on the previously chosen drone
(4 in Figure 1). A Raspberry Pi Zero board acquires and processes the sensors’ signals and
implements a visual recognition algorithm to recognise waste fires.

 

Sensing Section 
Air Intakes 

IR camera 
Electret 

Microphone 

(1) 
(2) 

(3) 

(4) 

Figure 1. 3D image of the proposed mobile monitoring system.
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The performances of every gas sensor typology are affected by both analyte flow rate
and direction, causing variation of their properties, and thus inducing measurement errors
if not compensated [28,29]. Relatively to the developed sensor-based drone, the airflow
changes due to variations of drone speed and the turbulence created by the rotation of
the drone blades. Two precautions were used to mitigate the possible negative effects on
the parameters acquisition. The first one is the application of a 40 µm stainless steel mesh
layer behind the air inlets placed in front of the plastic case. This last one acts as a diffusion
barrier, reducing the air velocity into the case, thus protecting the stability of the sensing
part; also, it avoids the entry of foreign bodies into the plastic box. The latter is to keep
relatively low and stable drone velocity (<10 km/h) during measurements.

Specifically, the system is equipped with two particulate detection sensors (ZH03A/ZH03B,
manufactured by Winsen Electronics Technology, Zhengzhou, China) based on optical
technology able to detect the concentrations of fine dust PM2.5 and PM10. Since these
sensors provide analog outputs, the motherboard must be equipped with two external
ADC (Analog-to-Digital Converter) (model ADS1115, manufactured by Texas Instruments,
Dallas, TX, USA) interfaced by an I2C bus. To make the system polyvalent, it was decided
to equip it with sensors capable of detecting a wide range of gaseous species. Notably, the
system includes a MOx technology sensor (CCS811, manufactured by AMS Technologies,
Premstätten, Austria) to detect TVOC (Total Volatile Organic Compounds) and the CO2
emitted in all applications that require combustion of fossil fuels.

Moreover, the system is equipped with an additional sensor based on MOx technology
(MiCS6814, manufactured by SGX Sensortech, Neuchâtel, Switzerland) for detecting nitro-
gen hydroxide, ammonia, and carbon monoxide, gaseous species attributable to activities
in an urban or industrial environment. The mobile sensor nodes are also provided with
an audio detection system (model MAX4466, manufactured by Maxim Integrated, San
Jose, CA, USA) based on an electric microphone and an adjustable low power gain stage
to detect the level of noise pollution present in the overflown area. Once an area with
pollution levels beyond the thresholds defined by current regulations or the presence of
fires have been identified, the system stores its position using a low consumption GNSS
receiver (model NEO M8N, manufactured by U-Blox, Thalwil, Switzerland). Additionally,
the drone is equipped with an IR camera (model OV5647, manufactured by OmniVision
Technologies, Santa Clara, CA, USA) to detect waste fires and take photos of areas where an
abnormal level of pollutants has been detected to improve detection reliability (Figure S1).

The connections between the Raspberry motherboard and the various used compo-
nents are depicted in Figure 2. The two ADS1115 ADC are interfaced with the microcon-
troller board using the I2C bus, configuring them with different addresses. The analog
signals supplied by the microphone sensor (MAX4466) and the PM10 laser dust sensor
(ZH03A) is connected to the analog inputs of the first ADC (ADC1). In contrast, the sec-
ond ADC (ADC2) converts the analog signals supplied by the MOx sensor (MiCS 6814)
and the PM2.5 sensor (ZH03B). Furthermore, the CCS811 MOX sensor is interfaced with
the Raspberry board through the I2C bus, whereas the GNSS receiver (NEOM8) uses the
UART (Universal Asynchronous Receiver Transmitter) interface, sending NMEA packets
containing the drone position. The GNSS receiver is used to acquire the coordinates of the
locations where the pollutant concentrations are greater than WHO limits, as detailed in
Section 3.1. Finally, the IR Camera (OV5647) is connected to the Raspberry board with the
Camera Serial Interface Type 2 (CSI-2).
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Figure 2. Connections of devices equipping the sensing section with the Raspberry Pi Zero board.

The developed sensor-based drone can operate in a wide range of environmental
conditions, excluding those with strong wind (>35 km/h) and heavy rain, for avoiding
drone instability. Additionally, water vapour represents the main disturbing factor in
the performances of gas sensors, affecting the sensitivity and calibration of employed
gas sensors, thus inducing measurement errors if not compensated [30]. At present, no
compensation has been applied to the measurements acquired from gas sensors; as future
development, a firmware compensation of the acquired gas concentrations based on air
humidity measurements will be implemented.

Furthermore, the Phantom 3 drone is featured by a transmission distance up to
0.5 miles (1 km), depending on the environmental conditions. This distance allows simply
reaching inaccessible and dangerous places (i.e., the central area of a landfill) while keeping
the operator at a safe distance. As aforementioned, a relatively low sampling height (be-
tween 3 to 10 m) has been considered since a vertical homogeneity of gas species is obtained.
Moreover, the presented device is extremely resistant to environmental agents (humidity,
temperature and chemical species, etc.) and mechanical stress, both from the point of view
of the RC drone and sensing section, suitably protected by a proper plastic cover.

Table S1 summarizes the threshold values, provided by the WHO (World Health
Organization), of each pollutant component referred to a specific exposition time. The
threshold values represent the maximum concentrations above which pollutants are highly
harmful to humans and the environment [31].

2.2. Description of Used Devices and Sensors: Technical Features and Functionalities

The core of the sensing unit equipping the drone is the Raspberry Pi Zero W board;
it is the smaller board of the Raspberry line, featured by Wi-Fi and Bluetooth capabilities.
Specifically, the board includes Broadcom BCM2835 SoC, complying with the ARM11
architecture running at 1 GHz clock, and featured by 512 KB RAM. Moreover, the board is
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equipped with 40 GPIO (General Purpose Input-Output) and a wide range of interfaces
(UART, I2C, USB, CSI), enabling a high use versatility.

Two external ADCs are employed to acquire the analog signals provided by sen-
sors and modules; the ADS1115 is a higher precision 16-bit ADC with four multiplexed
channels [32]. It has a four multiplexed input, usable as four single-ended or two fully
differential inputs, and programmable gain from 2/3× to 16× to amplify small signals and
acquire them with higher resolution (Figure 3). Additionally, the sensing unit is equipped
with two laser dust sensors for monitoring the environmental particulate (PM2.5 and PM10)
concentrations. The ZH03A/ZH03B laser dust sensors can measure the number of a par-
ticular matter in a unit volume of air. In particular, the ZH03B sensor can detect coarse
particles with a diameter lower or equal to 10 µm (PM10), whereas the ZH03A module can
detect fine particles with a diameter of 2.5 µm or less (PM2.5) [33]. They are featured by 5V
working voltage, current absorption lower than 120 mA, and response time (T90) lower
than 90 s, making the concentration data available using the UART interface.

   

(a) (b) (c) 

  

(d) (e) (f) 

 

(g) 

Figure 3. Modules constituting the sensing unit integrated inside the drone: AD1115 ADC module
(a), ZH03A/B laser dust sensors (b), CCS811 gas sensor (c), MiCS-6814 sensor (d), Microphone sensor
module (e), IR camera module (f), and NEO M8 GNSS receiver module (g).

Additionally, the system comprises a CCS811 gas sensor to monitor the air concentra-
tion of TVOC and CO2; it is an ultra-low-power digital sensor that integrates a metal oxide
(MOx) gas sensor to detect CO2 in the 400–8192 ppm and Volatile Organic Compounds
(VOC) in the range 0–1187 ppb [34]. The sensor has a small microcontroller to manage
heater power, acquire the sensor voltage, and provide them through an I2C interface; it
is featured by 1.8–3.6 V supply voltage, 30 mA maximum supply current, and 80 mW
maximum power consumption. Similarly, a MiCS-6814 sensor is comprised inside the
developed drone; it is a compact MOS sensor with three metal oxide semiconductor sensors
(Red sensor, Ox sensor, NH3 sensor) able to detect several gas species [35]. The detectable
gases are Nitrogen dioxide (NO2), in the range of 0.05–10 ppm, Carbon monoxide (CO), in
the range of 1–1000 ppm, Ammonia (NH3) in the range of 1–500 ppm. The device has a 5 V
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supply voltage, 88 mW maximum heater power dissipation, and 8 mW maximum sensitive
layer power dissipation (Figure 3).

The drone is equipped with a microphone sensor module based on a capsule micro-
phone and a MAX4466-based amplifier, featured by low operating voltage and an excellent
power supply noise rejection. The module has a 2.5–5.5 supply voltage, 24 µA supply
current, 600 kHz operating bandwidth, and adjustable gain. Furthermore, an IR camera
module is mounted in front of the plastic case containing the sensing unit; it is based on
OV5647 CMOS (Complementary Metal Oxide Semiconductor) image sensor, providing
2592 × 1944 video output using Omni BSI (back-illuminated sensor) technology [36]. In
addition, the camera is integrated with an IR filter, sensitive to Infrared radiation, making
the camera operational similar to a night vision camera with external light sources such as
IR LED illuminators. The device is interfaced with the Raspberry Pi board using a short
ribbon cable to the board processor via the CSI bus, a higher bandwidth link that carries
pixel data from the camera to the processor.

Lastly, a NEO M8 GNSS receiver is integrated inside the drone for acquiring the
coordinates of zones where anomalous values of detected parameters or a waste fire are
detected. The module has 2.5 m horizontal position accuracy, 10 Hz maximum update rate,
−166 dBm sensitivity, and 29 s (cold start) time to first fix.

As shown in Figure 1, the sensing section is installed inside a plastic case realized in ABS
(Acrylonitrile Butadiene Styrene) by 3D printing, having dimensions 7.8 cm × 6 cm × 6 cm
and weight 15 g. The case cover includes a flange, enabling its connection to the joint used
for mounting the onboard camera (Figure 1). The entire sensing unit has 294 g weight,
including the power supply section and the battery. The drone with the sensing section
installed is characterized by a total weight of 1350 g, allowing for easy transport.

As previously discussed, the proposed work aims to develop a low-cost tool for
monitoring environmental concentrations of pollutants; considering this goal, the total
cost of the developed sensor-based drone is about EUR 780, where most of the cost is
attributable to the drone, whereas the cost of sensing unit is around EUR 80. Table 1 shows
the breakdown of costs on the various components that make up the developed device.
Compared with commercial monitoring systems with similar capabilities [37], the designed
device is surely cheaper and more functional, but ensuring easier portability.

Table 1. Table reporting the breakdown of costs on the various components constituting the sensor-
based drone.

Component Indicative Cost (EUR)

Phantom 3 Drone 699
Raspberry Pi Zero W Board 12

ADS1115 Breakout board 3
ZH03A/B Sensor module 8
CCS811 Breakout board 10

MiCS6814 Breakout board 16
MAX4466 Microphone module 3

OV5647 IR Camera module 12
NEO 8M GNSS receiver 5

Battery 5
MP 207 DC/DC Converter 0.5

Battery protection board 0.3

2.3. Data Fusion Technique for Monitoring the Traffic Level from Noise and Pollutants Data

The presented air monitoring system represents a valid solution for the rapid and
punctual monitoring of the traffic level in smart city scenarios through a suitable data fusion
algorithm. In particular, the acquisition section measures the voltage signal provided by the
microphone module over a one-minute interval; the microphone module is set to provide a
+15 gain on the signal generated by the microphone. The voltage level is converted in a
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corresponding dB-level, using an empirical function deduced by a characterization of the
used module.

NLdB =
V + 0.2674

0.03534 V
dB

, (2)

Because the noise measurements are performed to an altitude different than zero,
the noise level measurement is compensated using a corrective factor derived by Stokes’
law, supposing a reference attenuation coefficient α = 0.005 dB

m (@ 70% relative humidity,
1000 Hz frequency, 18 ◦C temperature) and considering the altitude measurement provided
by the onboard GNSS module. Thus, the NL at zero quotas measured by the drone is
given by:

NLdB(0) = NLdB(d) + α · d, (3)

Furthermore, the collected noise level (NL) is combined with the NO2 and PM2.5 con-
centration acquired by the onboard sensors, defining a Traffic Level Index (TLI) defined as:

TLI = k · [a · NLdB + b · PM2.5 + c · NO2], (4)

where a[dB−1], b[µg
m3

−1
], and c[ppm−1] are combination coefficients, as well as k a normal-

ization parameter. These parameters are set to 0.25 dB−1 (a), 24 µg
m3

−1
(b), 825 [ppm−1] (c),

and 0.5 (k), respectively.
The following classification rule is employed to discern the traffic condition according

to TLI value: 



TLI ≤ 60 → LOW TRAFFIC
60 < TLI ≤ 105 → MODERATE TRAFFIC
105 < TLI ≤ 200 → INTENSE TRAFFIC

TLI > 200 → EXCESSIVE TRAFFIC

, (5)

where the threshold values are determined according to the limitations imposed by the
European or international regulations on the parameters above (Table S1).

According to the acquired TLI level, the drone can discern in real-time the traffic load
in four different conditions (LOW, MODERATE, INTENSE, and EXCESSIVE), combining
the noise level and the pollutant measurements and providing a quick indicator to traffic
managers to balance the traffic load on a wider area.

3. Results

In this section, at first, the sensing unit’s firmware for coordinating the acquisition
of environmental and traffic conditions is introduced; then, the results of onfield tests on
the presented sensor-based drone are reported to verify the correct operation of all the
systems functionalities.

3.1. Description of the Sensing Unit’s Firmware for Managing the Data’s Acquisition
and Processing

This section describes the flowchart of the firmware implemented by the Raspberry Pi
Zero board integrated into the proposed mobile sensor node to manage the acquisition of
environmental parameters and detect possible waste fire. The sensing unit’s firmware was
developed with Python (third version) programming language, fully compatible with the
used computational platform.

The first step is the declaration and initialization of all the useful variables, among
which three arrays are fundamental:

1. THRESHOLD array, containing the threshold values of the monitored pollutants,
defined by the European and national regulations, as described in Section 2.1. Addi-
tionally, a noise threshold value equal to 85 dB is set, corresponding to the maximum
noise value tolerated by the human ear [38].

2. DATA array, containing the values measured by all the sensors present in the drone,
compared later with the threshold values.
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3. FLAGS array, which, unlike the two previous arrays, is a boolean array, i.e., it can
contain only the values 0 and 1. It contains the comparison results between the
measured value and threshold; a “1” in the i-th position indicates that the value of the
i-th pollutant component is above the threshold, whereas “0” indicates a value below
the threshold.

Afterwards, two nested cycles are started; the first one lasts 60 s used to evaluate the
traffic level and the latter with 5 s period for synchronizing the acquisition and storing
of the environmental parameters (Figure 4). Particularly, every 5 s, an acquisition cycle
is started; the first step is resetting the DATA and FLAGS arrays since they store the
previous measurements if not the first acquisition. Afterwards, the acquisition step begins
by measuring gas concentrations and noise level from the eight sensors (ZH03A, ZH03B,
CCS811, MiCS 6814, and MAX 4466 sensors). Specifically, each iteration provides for
selecting the i-th channel and acquiring the corresponding signal, followed by storing this
information in the i-th element of the DATA array. Then, the measurements (DATA[i]) are
individually compared with the corresponding thresholds (THRESHOLD[i]) implemented
by a for loop constituted by eight iterations and moving on DATA[] and THRESHOLD[]
array elements; if the i-th value is greater than the limits, it is annotated with a “1” in the
boolean FLAGS array.

 

Figure 4. Flowchart of the firmware executed the sensor-based drone for pollutants detection and 
Figure 4. Flowchart of the firmware executed the sensor-based drone for pollutants detection and
waste fire localization.

Later, the sum of all flags is calculated, and if a single species is over-threshold, the
drone acquires the GPS coordinates. Then, the system looks for waste fires; in this case,
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only the data from two sensors are considered to detect and localize possible waste fires by
monitoring the combustion gases produced. In general, the so-called micro-pollutants are
produced from waste combustion, such as acid gases, nitrogen oxides, and unburnt gases,
and the so-called micro-pollutants, such as heavy metals and organochlorine compounds.
Carbon monoxide (CO) is formed in combustion reactions in the absence of sufficient
oxygen and represents the primary combustion indicator. Other compounds generated
during the fire event are nitrogen oxides, particularly the NO2, toxic gas with a reddish
color, irritating, with a pungent odour, and produced following the combustion of nitrogen
materials, such as nitrocellulose and organic nitrates.

Furthermore, in the presence of materials containing nitrogen (wool, silk, acrylic
materials, etc.), the formation of ammonia can be detected from combustion. Finally, the
so-called “greenhouse gases” cannot fail to be mentioned, in particular carbon dioxide
(CO2), methane (CH4) and nitrous oxide (N2O). Therefore, the two considered sensors
are the CCS811 for monitoring CO2 and TVOC and the MiCS6814 for monitoring CO,
NO2, and NH3 [39]. If at least one of the five values above mentioned are greater than the
corresponding threshold values, or in other words, if the sum of the FLAGS array values
is greater or equal than one, the IR camera is activated, followed by the launching of a
recognition algorithm (Figure 4).

Specifically, the Fast Region-based Convolutional Network (Fast R-CNN) method
is employed for object detection [40]; the method accepts the input picture and a set of
proposal objects. At first, the method calculates multiple convolutions of the input picture
and maximum polling layers generating a feature map. Later, a fixed-length vector is
derived for each proposal object from the feature map. A sequence of fully connected layers
processes each vector, deriving two sibling layers; the first generates a softmax probability
estimation relative to the K object classes and the overall background class. The latter
produces four real numbers for each K object classes, defining a bounding box over each of
them. In particular, a Python implementation of the Fast R-CNN was implemented inside
the realized firmware, trained using a set of annotated images containing fires as well as
corresponding negatives. Finally, the iteration is terminated by updating the start_time
variable with the current instant (start_time = current_time) to restart the described process
and repeat the polluting quantities’ sampling every 5 s (Figure 4).

Additionally, every 60 s, the algorithm calculates the mean noise level over the consid-
ered observation interval and, thus, the TLI value according to Equation (3). According to
the obtained TLI, the traffic load is classified into four categories following the classification
rule (6), storing the corresponding GPS coordinates and a timestamp. Furthermore, in the
conditions of intense (105 < TLI ≤ 200) and excessive (TLI > 200) traffic, the drone ac-
quires two pictures with different levels of zoom (1× and 20×), allowing direct observation
of the traffic state.

Once the drone has finished patrolling, the user can extract the SD card mounted
into the Raspberry Pi Zero board, download the acquired data in csv files for numerical
values and JPG for the caught picture, process them to detect any anomalies, followed
by subsequent field checks. Additionally, the acquired data was uploaded on a cloud
application realized on the IBM Cloud platform, allowing users remote monitoring of
acquired environmental parameters and traffic conditions, as detailed in Section 3.2.

Before each measurement, the drone’s gas sensors were tested by comparing the
environmental concentration values of the gases and particulates acquired on the ground
with those from calibrated portable instruments. Specifically, the multi-parametric detector
RS-9680 (manufactured by RS Pro, Corby, UK) was used to verify the PM2.5, PM10, and
TVOC concentrations, whereas the detector KANE101 (manufactured by Kane International
Limited Inc., Welwyn Garden City, UK) was used to verify CO and CO2 levels. Further-
more, the handheld detectors model GAXT-D-DL (manufactured by Frontline Safety Inc.,
Glasgow, UK) and NH3 Responder (manufactured by CTI Inc., Columbia, MO, USA) are
used for detecting the NO2 and NH3 air concentrations, respectively. A good agreement be-
tween the measurements obtained with the portable detectors and those obtained from the
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sensors onboard the drone is obtained, with a maximum deviation of ±5%, demonstrating
the proper operation of all integrated sensors.

3.2. Power Consumption Measurements and Power Supply Section Design

In the following section, the consumption characterisation of the sensing section is
presented to size the battery capacity, given a fixed energy autonomy; moreover, the power
supply section of the proposed mobile sensor node is developed.

Table 2 summarizes the current values absorbed by each component obtained during
the laboratory tests, depending on the operative modality (i.e., active mode or sleep/
dormancy mode). The obtained values agree with the data reported in the datasheets of
the respective components.

Table 2. Summarizing table with supply current values of the different components included in the
developed mobile sensor node.

Component Operative Modality Supply Current

Raspberry Pi Zero W
Idling 120 mA

Loading LXDE 160 mA
Shoot 1080p Video (Rapberry

+ Pi Camera)
230 mA

ADS1115
Active mode (TA = 25 ◦C) 150 µA (TYP)/200 µA (MAX)
Power-down (TA = 25 ◦C) 0.5 µA (TYP)/2 µA (MAX)

MiCS6814 Heating current
32 mA (RED sensor)
26 mA (OX sensor)

30 mA (NH3 sensor)

CCS811
During measuring 26 mA

Sleep mode 19 µA

ZH03A/ZH03B
Working current <120 mA

Dormancy current <10 mA

MAX4466
Active mode (TA = 25 ◦C) 24 µA (TYP)/48 µA (MAX)

Shutdown (TA = 25 ◦C) 5 nA (TYP)/50 nA (MAX)

NEO M8N
Acquisition 32 mA

Tracking mode 30 mA
Power save mode 13 mA

OV5647
Dormancy current 20 µA
Working current 110 mA

After identifying the current consumption of each component, to perform adequate
battery sizing, it is necessary to calculate the total current consumed during the drone
operation. In particular, two specific cases must be considered; the first one represents the
best case, whereas the second is a more realistic use case.

The first case refers to an optimal situation; particularly, after an entire session of
monitoring the gases in flight, the acquired values has never been detected above the
threshold values, defined in Section 2.1. The overall power consumptions of the sensing
section during active and sleep modes are 487.08 mA (IACTIVE) and 241.04 mA (ISLEEP),
respectively. Therefore, the weighted average (ĪPatrol flight) is calculated according to the
time duration of the two phases to obtain an average current value during the drone
operation; specifically, the acquisition period lasts about 20 ms, and the sleep period 4.98 s,
as demonstrated by the experimental tests.

ĪPatrol flight= a1 × IACTIVE + a2 × ISLEEP =
20 ms
10 s

× 487.08 mA +
9.98 s
10 s

× 241.04 mA = 242.02 mA, (6)

The second case refers to a more realistic use case. In particular, during a patrol flight
lasting 30 min, equivalent to the autonomy of the designated drone, the various sensors
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detected ten times the value of at least one gas concentration above the set threshold
value. In response, the system promptly activated the GNSS module to acquire the GPS
coordinates and took a photo by the onboard camera module. In detail, the current absorbed
by the entire system activates the GNSS module during the tracking phase is 260.56 mA
(IGPS), as well as during the picture acquisition 370.56 mA (IPhoto) (Figure 5).

ĪPatrol flight

ĪPatrol flight = a1  × IACTIVE + a2 × ISLEEP  = 20 ms10 s  × 487.08 mA + 9,98 s10 s  × 241.04 mA = 242.02 mA
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Figure 5. Time trend of the absorbed current during a patrol flight using camera and GPS.

In this second case, the mean current consumption (ĪPatrol flight camera & GPS) is calcu-
lated, knowing the mean current during the drone patrolling (ĪPatrol flight) and the current
values during the GPS tracking (IGPS) and picture acquisition (IPhoto) and the corresponding
time duration of each phase. Particularly, the acquisition of the GPS coordinates lasts 20 s,
and the capturing and storing of a picture by the onboard camera requires 1.9 s. The
three weights, multiplied by current values, called b1, b2, and b3, are obtained by dividing
the time in which the consumption refers by the autonomy time declared by the drone
manufacturer, i.e., 30 min.

ĪPatrol flight camera & GPS = b1 × ĪPatrol flight + b2 × IPhoto + b3 × IGPS

= 1581 s
1800 s × 242.02 mA + 19 s

1800 s × 370.56 mA + 200 s
1800 s × 260.56 mA = 245.43 mA,

(7)

In conclusion, the last step is the sizing of the battery to guarantee the autonomy of the
mobile sensor node equal to that of the drone (i.e., 30 min). The two quantities required to
select and size the battery used to power the mobile sensor nodes are nominal and capacity.
The nominal voltage must be at least 5 V, as all components used are powered either at 5 V
or 3.3 V; therefore, a two-cell Li-Po battery was chosen, featured by 7.4 V nominal voltage.
The overall charge required in the worst-case scenario previously discussed is given:

QPatrol flight camera & GPS =
ĪPatrolflight camera & GPS × ∆t

(1 − M)
=

245.43 mA × 0.5 h
0.7

= 175.30 mAh, (8)

where a 30% discharge margin (M) on the overall battery capacity has been considered.
We can conclude that a two-cell Li-Po battery with a minimum capacity of 175.30 mAh
is required to ensure 0.5 h autonomy to the developed sensing unit for monitoring envi-
ronmental pollutants. For this purpose, a two-cell Li-Po battery was selected, featured
by a 380 mAh capacity and 7.4 V nominal voltage (model VZKT5088, manufactured by
YuanHan Co., Jiangsu, China), as below described (Figure 6).
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ĪPatrol flight camera & GPS  = b1  × ĪPatrol flight  + b2  × IPhoto  + + b3  × IGPS 
= 1581 s1800 s  × 242.02 mA + 19 s1800 s  × 370.56 mA +  200 s1800 s  × 260.56 mA = 245.43 mA
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Figure 6. Physical connection scheme for supplying the various peripheral devices included in the
developed sensing section.

It is connected to two adjustable buck DC-DC converters (model MP2307, manufac-
tured by Monolithic Power Systems Co., Kirkland, WA, USA); the first one is used to scale
down the battery voltage from 7.4 V to 5 V to power supply the MiCS6814 sensor, the
NEOM8N GPS receiver, the ZH03A and ZH03B laser dust sensors, and the Raspberry Pi
Zero W board, to which the OV5647 camera is connected via the CSI interface. On the other
hand, the second buck converter reduces the 5 V provided by the first converter to 3.3 V
used to feed the CCS811 sensor, the MAX4466 microphone sensor, and the two ADS1115
16-bit ADC (Figure 6).

3.3. Onfield Tests of Developed Sensor-Based Drone for Monitoring Environmental Parameters and
Traffic Conditions

Figure 7 depicts two application scenarios describing how and where the proposed
mobile monitoring system can be applied. In particular, the first figure shows the drone
that identifies a fire in a suburban area (Figure 7a), whereas the second one shows a fire in
a landfill (Figure 7b).

To test the presented sensor-based drone, we carried out different measurement cam-
paigns to evaluate the correct operation of the entire detection system. The measurement
campaigns were carried out considering a height from the ground of the drone between
8 m and 10 m and maintaining a cruising speed below 10 km/h, for the reasons detailed in
Section 2.1. To carry out the tests, the monitored area was divided according to a grid with
a 20 m pitch. The drone lingered within the quadrant for about 1 min, making it follow
a circular trajectory; at the end of the rest period, the drone was brought to the adjacent
quadrant till covering the entire monitored area. Relatively to the height range from 3 m
to 10 m, significant variation of the parameters acquired with the acquisition altitude was
not observed, confirming the hypothesis of homogeneous distribution of the pollutants
within the aforementioned height range. Nevertheless, a gradual reduction in the environ-
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mental concentration of CO2, NO2 and particulate was observed for acquisitions carried
out beyond the indicated range (>10 m), probably due to their specific weight greater than
1 with respect to the air, resulting in the accumulation of these species at low altitude.
Furthermore, no significant variations were observed in the sensor measurements with the
trajectory described by the drone.

 

(a) 

 

(b) 

Figure 7. Pictures describing two application scenarios: in a suburban area (a); in a landfill (b).

Specifically, the first measurement campaign was carried in a suburban area (Ecotekne
Campus, Lecce, Italy), away from possible pollutants sources. Figure 8a depicts the data
acquired during the measuring campaign for the seven considered gaseous and particulate
quantities. The drone flew over the area for 20 min, using a 5 s sampling period, as described
in Section 3.1; later, the data acquired by the drone were downloaded and analyzed. As
evident, the detected values are all below the set thresholds (Table S1); thus, the drone does
not acquire any picture and GPS coordinates.
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Figure 8. Time trend of the air concentrations of gaseous and particles species acquired by developed
drone, using a sampling period of 5 s: first test campaign in a suburban area (a) and close a very busy
state road (b).

The second test campaign was carried near a particularly busy state road (SS694, Lecce,
Italy), using the previously described modalities. As evident, a rapid increase in CO2,
PM2.5, and PM10 concentrations occurred when the drone flew near the road. Specifically,
the CO2 and PM2.5 concentrations overcame the threshold set according to the WHO
directives, reaching the peak values of 882 ppm and 10.23 µg/m3, respectively (Figure 8b).
In these conditions, as previously described, the drone acquires the specific position of the
place where the thresholds were exceeded (40.335011N, 18.130470E). Since the sum of CO2,
TVOC, NH3, NO2, and CO flags equals 1, the drone acquires a picture and launches the
visual recognition algorithm, not detecting any fire.

Furthermore, another test campaign was carried out to prove the capability of the
developed sensor-based drone to detect waste fire. We prepared a setup constituted by a
camping stove placed in an outdoor environment and modified the detection firmware for
triggering the position and visual acquisition when only the CO2 concentration exceeds a
reduced threshold value of 500 ppm. The tests were performed in the evening to test the
detection effectiveness of the IR camera and recognition algorithm. The drone was flown
over the stove at a low altitude and verified the correct detection of the stove position and
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the acquisition IR picture of the area. Figure 9 depicts the trend of the CO2 concentration
acquired by the drone during the third test campaign. As evident, the CO2 concentration
overcame the set threshold (500 ppm) when the drone passed over the camping stove,
acquiring the IR picture of the observed area.
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Figure 9. CO2 trend acquired during the third test campaign used to test the functionality of the IR
camera and visual recognition algorithm.

4. Discussion

This section analyses the experimental results previously reported, highlighting novel-
ties and potentialities of developed air and land monitoring systems. Later, a discussion on
the power consumption of the developed system is presented, designing the corresponding
power supply section.

The previously presented results show the correct operation of the different modules
and sensors included inside the developed air monitoring system. Specifically, the three
test campaigns demonstrated the effectiveness of implemented firmware that carries out
a crosscheck on the acquired gas species, triggering an alarm routine of only more than
two parameters overcomes the corresponding thresholds. In Figure 8b, it is clear the fast
response of sensors when the drone flew over the busy road, allowing identifying the areas
with high pollutant levels. The sensing unit has stored the GPS coordinates when CO2 and
PM2.5 concentrations overcome the set threshold values (880 ppm and 10 µg/m3). In this
condition, the drone has acquired a picture and launched a visual recognition algorithm,
not detecting any fire.

The Fast R-CNN algorithm has been successfully tested in conjunction with the IR
module for detecting waste-fire when anomalous environmental parameters are detected.
As evident from Figure 9, once the detected CO2 overcome the set threshold (i.e., 500 ppm),
the visual recognition algorithm is launched for detecting the presence of waste-fire. When
a fire is detected, the system marks the presence of fire by setting a flag and storing the
acquired picture inside the SD card.

Additionally, a cloud application was developed for uploading the data provided by
the drone patrolling. Specifically, it is based on a local application realized by Microsoft
Visual Studio® used by the operator to upload the data on the IBM Cloud platform,
exploiting the MQTT client package. The GPS coordinates, timestamps, and environmental
data of places with anomalous environmental parameters are uploaded in the form of.csv
file and stored into a remote database (Cloudant NoSQL Database). Figure 10a reports the
loading of sample data inserted inside a. csv file on the remote database. The places with
anomalous values are marked on a map, allowing the operator to check the correct loading
of the data.
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(a) (b) 

Figure 10. Screenshots of the local application used to upload the drone’s data on cloud platform (a)
and mobile application for monitoring the measurements acquired by drone (b).

Furthermore, by clicking on the marks, a list view is opened showing the acquired
parameters, along with the corresponding timestamp. A mobile application allows users
to access the data stored in the remote database and display them on an interactive map
(Figure 10b). After login, the user can monitor the places with anomalous parameters,
consulting the corresponding environmental parameters and timestamp, allowing a deep
understanding of the polluting phenomena in the considered places.

5. Conclusions

This manuscript presents the development of a sensor-based drone for monitoring air
and noise pollution. In particular, a Phantom 3 drone is equipped with a Raspberry Pi Zero
W board and a wide set of sensors (i.e., NO2, CO, NH3, CO2, VOCs, PM2.5, and PM10) to
acquire environmental data. When a detected value exceeds the fixed threshold, the drone
stores the GPS coordinates and a timestamp, enabling tracing historical pollution data
in the considered area. Additionally, a proper classification algorithm was developed to
estimate the traffic level according to the noise level acquired by the integrated microphone.
Furthermore, an IR camera supported by a Fast R-CNN algorithm allows the recognition of
waste fire even in dark conditions. Additionally, power consumption measurements were
carried out in two different use cases to suitably design the sensing unit’s supply section.
Onfield tests were performed to verify all functionalities of developed monitoring systems,
proving it in different operative scenarios. The tests demonstrated the proper operation
of the developed sensor-based drone in all considered scenarios, thus representing a
useful tool for performing environmental monitoring in a non-invasive and economical
way. Finally, a cloud application was developed for uploading and monitoring the data
regarding places and times where excessive levels of pollutants have occurred. In this way,
a deeper understanding of pollutant trends can be obtained, enabling the implementation
of countermeasures to reduce pollution levels.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/electronics11010052/s1, Figure S1: Block diagram of the
electronic section for the environmental pollutants monitoring; Table S1: Summarizing table with
threshold values of the main polluting species, issued by provided by the WHO (World Health
Organization) [28].
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Abstract: In this paper, we designed a beacon-based hybrid routing protocol to adapt to the new

forms of intelligent warfare, accelerate the application of unmanned vehicles in the military field, and

solve the problems such as high maintenance cost, path failure, and repeated routing pathfinding

in large-scale unmanned vehicle network communications for new battlefields. This protocol used

the periodic broadcast pulses initiated by the beacon nodes to provide synchronization and routing

to the network and established a spanning tree through which the nodes communicated with each

other. An NS3 platform was used to build a dynamic simulation environment of service data to

evaluate the network performance. The results showed that when it was used in a range of 5 ~ 35

communication links, the beacon-based routing protocol’s PDR was approximately 10% higher than

that of AODV routing protocol. At 5 ~ 50 communication links, the result was approximately 20%

higher than the DSDV routing protocol. The routing load was not related to the number of nodes

and communication link data and the protocol had better performance than traditional AODV and

DSDV routing protocol, which reduced the cost of the routing protocol and effectively improved the

stability and reliability of the network. The protocol we designed is more suitable for the scenarios of

large-scale unmanned vehicle network communication in the future AI battlefield.

Keywords: communication technology; beacon; large-scale; unmanned vehicle; ad hoc network;

hybrid routing protocol

1. Introduction

A modern battlefield considers large-scale unmanned vehicle network (LUVN) opera-
tions, with a single unmanned vehicle (UV) as the basic task unit. That is, the individual
low intelligence is coupled into swarm intelligence, which could execute wide area target
searches, target continuous mission coverage, and perform other complex tasks that could
not be achieved with traditional vehicles [1]. An unmanned vehicle network (UVN) is a
cluster network composed of multiple UV communication systems in which the vehicle
is capable of information sharing and dynamic allocation. In large-scale specific applica-
tion scenarios, the network could stably and reliably execute information interaction [2,3].
Instructions for UVs and information exchange among them mainly rely on wireless net-
works. Considering LUVN communication in future military applications, it is particularly
important to design a network routing protocol that can satisfy the requirements of a
large-scale network of 100 or more nodes while maintaining good network performance
with the topology of the network changing rapidly. Figure 1 illustrates the scheme diagram
of LUVN.
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Figure 1. Schematic diagram of large-scale unmanned vehicle networking.

Currently, according to the network routing discovery policy, there are active routes,
on-demand routes, and hybrid routes [4]. In the active routing protocol, all nodes maintain
network topology information. Whether or not the network topology changes, its updated
information will be transmitted throughout the entire network. In addition, the active
routing protocol would generate a large amount of control overhead in the network, which
consumes more bandwidth resources in the data transmission process. The nodes of an
on-demand routing protocol trigger the path search process only when there is demand for
service data. Route maintenance is executed on demand in the process of data transmission,
that is, once the demand of service data stops, route maintenance will also be terminated,
and the control cost can be reduced to some extent [5]. With the application of traditional
protocols such as destination sequence distance vector (DSDV) and ad hoc on-demand
distance vector (AODV) routing protocols in more scenarios, more obvious problems
are exposed, mainly in the network overhead of active routing protocols and the long
end-to-end transmission delay of data packets of on-demand routing protocols [6]. These
problems are not suitable for LUVN scenarios.

In network routing protocols, literature [7] comprehensively analyzed and simulated
typical AODV, DSDV, and OLSR protocols, but has not proposed a routing protocol with
higher efficiency according to the differences obtained by simulation. Literature [8] intro-
duced a clustering algorithm into the DSDV protocol and modified the criterion of link
quality in the protocol so as to improve the network throughput. However, this method
still used the method of flooding in the process of maintenance and path discovery, and the
problems of transmission delay were not solved. Another study [9] adopted the frequency-
based policy to maintain routing to improve the AODV protocol, which effectively reduced
the transmission delay of the protocol. Literature [10] used ant colony algorithm to discover
paths, which solved the single path problem in AODV protocol and improved the network
stability. Literature [11] modified the AODV routing protocols to reduce the number of
route request (RREQ) and route reply (RREP) messages by adding direction parameters and
two-step filtering. The two-step filtering process reduced the number of RREQ and RREP
packets, reduced the packet overhead, and helped select the stable route. Literature [12]
improved the MPR algorithm of the OLSR protocol and selected the MPR path to the left
or right of the source node according to the destination node location, so as to reduce
the network overhead and improve the network throughput. Literature [13] proposed a
service-based multipath routing protocol; this protocol was based on the quality of service
(QoS) requirements of various services, considering hop count, average connection, and
minimum bandwidth as comprehensive reference conditions, and the optimal path based
on the QoS requirements of this service was selected.

The routing protocols in the above studies mainly reduced the routing cost to a certain
extent. However, the broadcast mode was used to discover routes and maintain routing
tables. As the number of network nodes increased, the network maintenance load increased
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exponentially. Therefore, it was difficult to support large-scale networks. In the multi-
unmanned vehicle network, with each unmanned vehicle as a node, the task required
strong mobility performance, resulting in the network topology changing dramatically. The
node moving speed was fast, therefore data transmission had strong interference, and the
communication link stability and reliability were low. As shown in Figure 2, the original
0-1-2-3 path was interrupted due to node movement and a new 0-4-3 path was generated.
However, the routing protocol in the above literature could not actively perceive the change
of routing path. When the path failed, the failed path was still used for communication or
repeated routing path finding, which eventually led to data loss and seriously affected the
communication quality.

0

1 2

3

4

4

2

 

 

Figure 2. Schematic diagram of node path changes.

Based on the above analysis, a more efficient beacon-based hybrid routing protocol
was proposed for the LUVN scenarios. In this protocol, a periodic beacon pulse was used
to actively discover and maintain the path tree of the node, and the path was built from the
source node to the destination on demand. At the same time, active paths were maintained
under the guidance of periodic beacon pulses, so as to reduce the cost of routing protocols
and improve the stability and reliability of routing network paths. An NS3 platform
was used to build a dynamic service data simulation environment to verify the network
performance. The simulation results showed that this protocol can solve the problems of
path failure, repeated path finding, and excessive cost in route maintenance when using
traditional AODV and DSDV routing protocols, which effectively improved the stability
and reliability of the network. The protocol was more suitable for future AI battlefield
LUVN scenarios.

The major contributions of this paper follow:

• In this protocol, a periodic beacon pulse was used to actively discover and maintain the
path tree of the node, and the path was built from the source node to the destination
on demand, which reduced the cost of routing protocols.

• Active paths were maintained under the guidance of periodic beacon pulses, so as to
improve the stability and reliability of routing network paths.

• In the beacon-based hybrid routing protocol for LUVAN, a pulse cycle was the basic
unit. A pulse cycle was divided into four phases, each of which was executed in a
fixed time and the cost controlled by the routing protocol was only related to the time
allocated in the first three phases.

This paper is organized as follows:
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• In Section 1, the implementation method of beacon-based hybrid routing protocol is
introduced.

• In Section 2, the effectiveness of beacon-based hybrid routing protocol is analyzed.
• In Section 3, an NS3 network simulation platform is used to compare and ana-

lyze the performance of beacon-based hybrid routing protocol, DSDV protocol and
AODV protocol.

• Finally, the conclusion of this paper is in Section 4.

2. Beacon-Based Multi-Agent Network Hybrid Routing Algorithm

In a beacon-based hybrid routing protocol for a large-scale unmanned vehicle ad hoc
network (LUVAN), the beacon node was the control center of the whole network; other
nodes in the network took the pulse message sent by the beacon node as the time origin of
the routing operation and established the optimal path tree to the beacon node. According
to the optimal path tree, path discovery and maintenance and data transmission services
were then completed.

2.1. Pulse Message

In the beacon-based hybrid routing protocol for LUVAN, a pulse cycle was the basic
unit. As shown in Figure 3, a pulse cycle was divided into four phases, each of which was
executed in a fixed time and the cost controlled by the routing protocol was only related to
the time allocated in the first three phases.

 

 

 

 
 

 

Data sending

Pusle cycle

POR

Pulse propagation

Pulse reply

Data sending

Figure 3. Schematic diagram of pulse unit.

Power on Reset (POR): In order to avoid the time error of different nodes, nodes can
start receiving in advance and wait for receiving pulse messages.

Pulse Propagation: Pulse node periodically broadcasted pulse messages, other nodes
received pulse messages and established the optimal path tree (OPT) to the pulse node.

Pulse Reply: For the routing request node, after receiving the pulse message, it would
reply to the message in the form of unicast pulse along the OPT to the pulse node and
request the path to the pulse node.

Data Sending: After the optimal path from pulse node to the destination node was
established, the pulse node sent data along the OPT and sent the data to the destination
node through forwarding to the nodes along the OPT.

In the beacon-based routing protocol, the non-beacon node would actively maintain
the OPT pointing to the beacon node and establish the path to the destination node through
the OPT.

When the non-beacon nodes received the pulse messages sent by the beacon node,
they would create an OPT from non-beacon nodes to the beacon node. Because the beacon
node sent pulse messages periodically, the non-beacon nodes could maintain an OPT to
the beacon node in real time to ensure the real-time effectiveness of the OPT.
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The beacon node sent pulse messages in a fixed period. Pulse messages included time
information for time synchronization of non-beacon nodes.

The non-beacon node determined the time of the next POR state according to the
pulse interval received last time and entered the receiving state at the specified time while
remaining in the inactive state at other times. This node could enter the hibernation state
to save power.

After receiving the pulse message, the non-beacon node would judge it according to
the serial number and link metric of the pulse message. When the pulse number was the
latest or the pulse number was the same as the stored pulse number but the link measure
was small, the path was saved and the pulse message was forwarded at the same time. At
this time, the node would establish an optimal path data to reach the beacon node.

After the beacon node sent a pulse message, all nodes in the network would create a
path tree to the beacon source node, as shown in Figure 4.
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Figure 4. Schematic diagram of spanning tree.

2.2. Path Discovery and Maintenance

2.2.1. Path Discovery

When the data node had a data sending request, if there was no routing path to the
destination node, the path establishment process as shown in Algorithms 1 and 2.

Algorithm 1. Source node path request process.

1 Tp: Pulse Propagation time
2 Tr:Pluse Reply time
3 Td:Data Sending time
4 If T > Tp and T < Tr
5 Source node send a pulse reply message along the OPT.
6 OPT node unicast reply message.
7 Elif T > Tr and T < Td
8 Source node send data along the path tree.
9 Else

10 Wait until the time reaches Tr.
11 End if

173



Electronics 2021, 10, 3129

Algorithm 2. Beacon node path request process.

1 Pt: Path information table
2 Pd: Path to the destination address
3 Tp: Pulse Propagation time
4 Becaon node received the pulse reply message:
5 If Pd is in Pt:
6 Becaon node created a reverse path to the source node.
7 Else:

8 Becaon node created a reverse path to the source node.
9 If T < Tp:
10

Becaon node send a pulse message with the destination address.
11
12 Else:

13 Wait until next pulse cycle.
14 End if

15 End if

(1) Path creation process of data node:
1© The node judged whether it was in the pulse reply state. If it was, it would send

the pulse reply along the OPT, reaching the beacon node.
2© If it was not in the pulse reply state, the node then judged whether it was in the

data transmission state. If it was, data would be sent directly along the OPT reaching the
beacon node. If not, it would wait until the data sending state.

(2) Node of OPT:
1© The node in the OPT would create a reverse path to the source node after receiv-

ing the pulse reply message with the destination address, as shown in red arrows 6–7
in Figure 5a.
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Figure 5. (a) Schematic diagram of source node path establishment process. (b) Schematic diagram of destination nodepath
establishment process.

2© The node in the OPT forwarded the pulse reply message with the destination
address until it reached the beacon node.

(3) 1-hop node around the OPT:
When 1-hop node around the OPT received a pulse reply message with the destination

address, a reverse path to the source node was established, as shown in the blue arrows
5-6-7 and 8-7 in Figure 5a.

The 1-hop node around the OPT did not forward the pulse reply message to avoid
unnecessary routing cost.

(4) Beacon node:
1© After the beacon node received a pulse reply request from the source node, a reverse

path to the source node would be created, as shown by the red arrow 1-6-7 in Figure 5a.
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2© The beacon node judged if there was a path to the destination node. If not, it
would send a pulse message with the destination address in the next pulse cycle for path
addressing.

Subsequently, the beacon node, the source nodes in the OPT from the source node to
the beacon source node, and the 1-hop nodes around the OPT would all create a reverse
path to the source node.

When the destination node received the pulse message with the destination address,
the node would send the pulse reply message to the beacon node along the OPT pointing
to the beacon source node. The process for each type of node is illustrated Algorithm 1
and Algorithm 2. After the message reached the beacon node, the path 1-9-10-11 from the
beacon node to the destination node as shown in Figure 5b was established. Node 8 around
the path tree established reverse paths from 8 to 11 to the destination node.

2.2.2. Optimal Path Creation

As shown in Figure 5b, the source node would send data to the destination node
along the newly established path tree. The initial possible path was 7-6-9-10-11, which was
obviously not the optimal path.

During the path creation process, 1-hop nodes (nodes 5 and 8) of the path tree would
monitor the pulse reply message sent by the source node and the destination node. If the
node found a fast path existed, it would send a message to the corresponding node and
declared that a fast path existed. The optimal path 7-8-11 shown in the purple arrow in
Figure 5b would then be created.

The source node and destination node would actively respond to the pulse message
broadcast by the beacon node to ensure the real-time validity of the communication link.
The non-source node and destination node would not respond to the pulse message to
reduce the route cost.

2.3. Beacon-Based Hybrid Routing Protocol

In active DSDV, the cost of maintaining N paths per node is O (N). The maintenance
cost of each link is O (N/T), where N is the number of nodes and T is the lifetime of a link.
Therefore, the total cost of maintaining links for N nodes in the network is O (N2/T).

In on-demand routing protocols, such as AODV and dynamic source routing (DSR),
the routing cost is reduced by maintaining active links on demand; the cost of maintaining
active links for N nodes is O (NF), where F is the number of active links on each node.
However, the on-demand routing protocol still uses the method of flooding in the process
of path transmission, and the broadcast cost of node flooding is O (N). Therefore, the total
number of maintenance links of N nodes in the network is O (FN2/T).

The beacon-based hybrid routing protocol uses single path tree to discover and
maintain links; only the beacon node in the network periodically send a flooding. Therefore,
the maintenance cost of the link is O(N/T), and T is the pulse period of the beacon-based
protocol.

In active and on-demand routing protocols, when the number of nodes increases in a
large scale, the cost of routing protocols increases exponentially, which is not suitable for
large-scale networking scenarios. The beacon-based routing protocol uses the single path
tree method to effectively solve the problem of flooding in the network. The routing cost
and the number of nodes increase linearly, which reduces the cost of network maintenance.

3. Results

3.1. Simulation Environment

The NS3 simulation platform was used to build a dynamic simulation environment
of service data to evaluate the routing protocol we designed. The MAC layer in the NS3
simulation environment uses the IEEE802.11 standard. Table 1 shows the basic simulation
parameters. Table 2 shows the beacon-based hybrid routing protocol parameters.
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Table 1. Simulation parameters.

Parameters Values

Number of nodes 50
Bandwidths (Mbps) 5

Cover range (m2) 1000 × 1000
Data package (Byte) 512

Active link data 5, 10, 15, 20, 25, 30, 35, 40, 45, 50
Communication speed rate/Kbps 10

Simulation time (s) 180
communication start time/s 80

Link active time (s) 10
Node velocity (m·s−1) 5

Pulse cycle (s) 1.5

Table 2. Protocol parameters.

Parameter Value

Pulse cycle/sec 1.5
POR/msec 10

Pulse Propagation/msec 70
Pulse Reply/msec 70
Data Sending/sec 1.35

In this simulation, in order to verify the performance of multi-node concurrent network
communication, the node access time is limited. The node access time is required to be
randomly selected between simulation start time (communication start time/s) and active
link data. That is, the network access time in this experiment was between 80 s + 5 s ~ 50 s,
so that it can guarantee concurrent communication with multiple links at the same time in
the active link time.

According to the above simulation parameters, 50 nodes were randomly distributed
in the simulation environment with a range of 1000 m × 1000 m, moving randomly at
the speed of 5 m/s, and 5 to 50 groups of active communication links were randomly
generated in the network. AODV and DSDV were selected as comparisons to the proposed
beacon-based routing protocol. The performance of the routing protocol was estimated by
comparing the simulation results.

3.2. Results and Analysis

This paper mainly compared and analyzed the packet delivery rate and routing load.
In order to ensure the randomness of node positions during the test, the nodes were in the
stage of random movement before the 80 s of simulation, then communication links were
established randomly from the 80 s to 170 s, in which the number of active links varied
from 5 to 50. The results are discussed as follows.

(1) Packet Delivery Rate (PDR)
PDR is the ratio of packets received by the target node to packets sent by the source

node. It is a statistical measure of correctly transmitted packets. This index mainly examines
the reliability and communication quality of the network. The higher the successful packet
delivery rate, the higher the network reliability and the better the communication quality.

The PDR of the beacon-based routing protocol and the AODV and DSDV protocols
varied with the number of active links in the network, as shown in Figure 6. When the
beacon-based routing protocol was used in a range 5–35 communication links, the PDR was
approximately 10% higher than that of AODV routing protocol. At 5–50 communication
links, the PDR was approximately 20% higher than the DSDV routing protocol. The overall
PDR of the beacon-based routing protocol was better than that of the two traditional routing
protocols. The beacon-based routing protocol adopted the active maintenance path tree
and active link mode, which was more suitable for sensing path changes in advance and
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avoiding path failures and repeated path finding. Therefore, it had high reliability after
networking.

Figure 6. Delivery ratios of beacon routing protocol and AODV, DSDV protocols.

In Figure 6, the packet transmission rate of beacon-based routing protocol suddenly
drops at node 35, mainly because the simulation startup time of six active communication
links is basically the same, and the source node and destination node addresses of these six
links are the same. The path query and maintenance of beacon-based routing protocol is
limited to the first three stages of 140 ms.

As a result, when there are multiple data requests from the same node at the same
time, the path query and maintenance cannot be completed within 140 ms. To solve this
problem, we conducted the following experiment. In the experiment, the time of node
access to the network was not limited and the time of node access to the network was
randomly distributed within 80 s ~ 180 s (Beacon 2) and 80 s ~ 300 s (Beacon 3). The
comparison between the delivery rate and the network entry time distribution of the
original experiment in the 80 s + 5 s ~ 50 s (Beacon 1) is shown in Figure 7.

Figure 7. Delivery ratios of beacon routing protocol at different inbound times.

As shown in the figure above, the more dispersed the network time distribution of
nodes is, the better the protocol delivery rate is. At the same time, there is no concurrent
communication between multiple nodes at node 35, so there is no problem as shown in
Figure 6.

(2) Routing Load (RL)
RL indicates the number of frames or packets borne by a communication device

within a unit time. Ideally, the forwarding capability/rate should increase linearly with
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the increase in load. In practice, as the load increases, the processing capability decreases.
Packet congestion leads to packet loss. As a result, the forwarding rate drastically decreases.
Therefore, the RL is closely related to the system stability after networking.

Figure 8 showed the changes of RL of the beacon-based routing protocol and the
AODV and DSDV protocols with the number of active links in the network. The result
show that the cost of the RL of the beacon-based routing protocol had always been in a
stable state and was unrelated to the data of the active communication link in the link,
which was consistent with the original intention of the design.

Figure 8. Routing load of beacon-based routing and the AODV and DSDV protocols.

The RL of the beacon-based routing protocol was only related to the time allocated
to the first three phases of the pulse unit and unrelated to the number of nodes and
communication link data. Therefore, using the beacon-based routing protocol for network
unmanned equipment was more stable and suitable for the LUVN scenario.

(3) Effect of Pulse Cycle on the Network
In the beacon-based routing protocol, periodic flooding was used to create and main-

tain the OPT for nodes in the network to reach the beacon node. At the same time, nodes
in the network completed path establishment and data transmission according to the
guidance of the path tree. The sending period of the pulse message of the beacon node
determined the network entry time and path update maintenance time of nodes in the
network. The sending period of the pulse message should be selected according to the
number of nodes in the network, the network access time, communication bandwidth,
and other parameters required by the network. Figures 9 and 10 were the simulation
comparison of PDR and RL when the pulse cycle was 1.5 s, 2 s, 2.5 s, and 3 s, respectively,
under the configuration parameters in Table 1.
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Figure 10. Comparison of pulse cycle routing load of beacon routing protocol.

As shown in Figure 9, the four curves represented the PDR of beacon-based routing
protocols with pulse cycle of 1.5 s, 2 s, 2.5 s, and 3 s. The result showed that the PDR of the
beacon-based routing protocol was the most stable when the pulse cycle was 1.5 s, and the
performance would gradually decrease with increasing time.

The simulation result showed that the active link continuously sent data in the active
time; due to constant motion of the node in the path, path failure would occur. Therefore,
the shorter the time interval of the pulse cycle, the better the perception of the change of link
path failure can be. Therefore, the delivery rate is the best when the pulse cycle is 1.5 s, and
the delivery rate decreases gradually with the increase in time. The beacon-based routing
protocol made full use of the periodic pulse message, completing the path reconstruction
and path addressing operation within a pulse cycle, which effectively avoided the problems
of path failure and repeated path finding.

As shown in Figure 10, the four curves represented the RL of beacon-based routing
protocols with pulse periods of 1.5 s, 2 S, 2.5 s, and 3 s. The simulation result showed that
with the increase in pulse cycle, the RL decreased gradually, which was also consistent with
the design idea of this paper. Theoretically, the RL of the beacon-based routing protocol is
only related to the time allocated to the first three phases of the pulse unit and unrelated to
the number of nodes and communication link data. The simulation verified this: the larger
the pulse cycle, the smaller the proportion of time occupied by the route load; the smaller
the route load, the larger the effective data bandwidth.
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4. Conclusions

Aiming at the problems of path failure, repeated routing path finding, and excessive
cost of route maintenance in the networking of large-scale unmanned equipment using
traditional routing protocol, combining the characteristics of active and on-demand routing
protocols, we proposed a beacon-based hybrid routing protocol for LUVAN. In this beacon-
based routing protocol, the path tree of each node pointing to the beacon node was used
as guidance. Nodes were periodically maintained for OPT. Source nodes used unicast
mode to create paths as required. Active nodes actively maintained routing paths in the
network, maximized routing control commands, and limited the route load to a fixed time.
Therefore, the cost of route maintenance in unmanned equipment network is reduced and
the problems of path failure and repeated path finding are solved.

The simulation results showed that the PDR and RL performance of the beacon-based
routing protocol were better than the network with traditional AODV and DSDV routing
protocols. When they were used in a range 5–35 communication links, the beacon-based
routing protocol PDR was approximately 10% higher than that of AODV routing protocol.
At 5 ~ 50 communication links, result was approximately 20% higher than the DSDV
routing protocol. The beacon-based routing protocol with different pulse cycles were
compared. The RL of the beacon-based routing protocol were unrelated to the number of
nodes and communication link data in the LUVN, which effectively improved the stability
and reliability of the network. The beacon-based routing protocol we designed is more
suitable for future LUVN battlefields.
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Abstract: The development of new methods for the correct disposal of waste is unavoidable for any

city that aims to become eco-friendly. Waste management is no exception. In the modern era, the

treatment and disposal of infectious waste should be seen as an opportunity to generate renewable

energy, resource efficiency, and, above all, to improve the population’s quality of life. Northern

Italy currently produces 66,600 tons/year of infectious waste, mostly treated through incineration

plants. This research aims to explore a more ecological and sustainable solution, thereby contributing

one more step toward achieving better cities for all. Particularly, this paper presents a conceptual

design of the main sterilization chamber for infectious waste. The methodology selected was Design

Thinking (DT), since it has a user-centered approach which allows for co-design and the inclusion of

the target population. This study demonstrates to the possibility of obtaining feasible results based

on the user’s needs through the application of DT as a framework for engineering design.

Keywords: waste management; sustainability; eco-friendly city; design thinking; infectious waste;

resource efficiency

1. Introduction

Exponential human population growth, rapid industrialization, and urbanization
have led to massive waste production [1]. However, Brundtland’s report “Our Common
Future” defined sustainable development as: “the development that meets the needs of
the present without compromising the ability of future generations to meet their own
needs” [2]. This indicates how, for decades, the international community’s concern is
outlined in economic aspects as well as environmental and social ones.

In the European Union, Italy has been one country committed to mitigating adverse
environmental and social impacts. An example of Italian awareness regarding this chal-
lenge is the regulation DPR n.254 07/15/2003. It defines sanitary waste as the waste
derived from public and private structures that carry out medical and veterinary activities
for prevention, diagnosis, treatment, rehabilitation, and research, and all waste produced
by sanitary activities regardless of its nature. [3,4].

Within the sanitary wastes, there is hazardous waste and infectious waste, which
refers to waste that could be harmful to humans and the environment [5]. It is crucial to
pay attention to the entire process, from the appropriate handling to the treatment and final
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disposition and consider that the total elimination of infectious risk can only be achieved
using incineration or sterilization.

The typical treatments and disposal systems for handling infectious waste are incinera-
tion, sterilization and subsequent destruction, and in some cases, land disposal [6]. Despite
its high cost and effects on the environment, incineration is the most popular method in
many contexts [7–9]. However, open burning and waste incineration have contributed
to a potential risk to human health, since, during the incineration process, dioxins and
furans (PCDD/Fs) are released [10]. These organic pollutants are considered toxic due to
their adverse effects on humans and the environment [11]. On the other hand, traditional
steam sterilization facilities usually require two separate phases for the process, one for
sterilization and the second to render the wastes unrecognizable [12], leading to increased
precautionary measures during the waste transport between the two phases.

In Italy particularly, the report presented by Istituto Superiore per la Protezione
e la Ricerca Ambientale (Higher Institute for Environmental Protection and Research)
highlights that infectious waste production in Northern Italy is about 66,600 tons/year,
equivalent to 46.4% of the national total, of which, the Piedmont region was responsible for
the production of approximately 9040 tons/year [13].

The primary method of managing infectious waste in Italy is incineration. Nationwide,
approximately 66.7% of infectious waste, equivalent to 95,815 tons/year, was handled at
incineration plants; the other 33.3% was treated using sterilization [13,14]. Additionally,
there is the problem concerning the lack of incineration plants for infectious waste or
sterilization systems in Piedmont. None of the Italian sterilization plants are located in
Piedmont, and there are no incineration facilities in the region authorized by the Italian
legislation 152/2006 [15] to treat the infectious waste directly [3]. Consequently, all of the
waste produced is exported outside Piedmont to other regions, which implies moving
infectious waste at least 400 km, increasing health and safety risks.

Given the environmental and social concerns that governments and industries are
experiencing, the need to develop methods, systems, and processes that allow for correct
and effective waste disposal is unavoidable for any city that aims to become smart and
eco-friendly. New technologies focused on sustainability and resource efficiency would
counteract the negative social impact of this context. In modern days, while experiencing
the effects of COVID-19, the treatment and disposal of infectious waste should be seen as
an opportunity to explore ways to generate sustainable solutions, use renewable energy,
and improve the population’s quality of life.

This study aims to develop a conceptual design of the main treatment process inside
a new infectious waste management system in the Piedmont region. To achieve this,
we will use the Design Thinking (DT) framework methodology, a validated, human-
centered, and iterative problem solving approach that involves stakeholders from various
backgrounds [16]. DT has been validated as a methodology that can foster sustainability-
oriented innovations [17] by focusing on the users through a flexible development.

This work is part of a larger research project that attempts to build an automatic
process (Figure 1) for infectious waste management (EWC 180103), characterized by the use
of innovative and sustainable technologies, with the challenge to obtain, as a final result, the
recovery and possible reuse of infectious waste as a source of renewable energy. Figure 1
depicts the general scenario of future infectious waste facility management, it should begin
with the collection of the infectious waste directly from hospitals and other health facilities,
then it must be safely and efficiently transported to a storage center for treatment. After
verification of the conditions for acceptance (for example, correct handling and proper
packaging) the waste should be taken to the main process chamber for sanitization and
the complete elimination of infectious risks. In order to execute this operation, the future
management system must include a proper vapor and liquid control system. After the
sanitization process, the treated material should be discharged to later be transformed using
a compression process into a dry, homogeneous, and compact material. The final process
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of the future infectious waste management system foresees the recovery and possible reuse
of this material as potential refuse-derived fuel.

 
Figure 1. Infectious Waste Management Process.

In the present paper, we focus specifically on the conceptual design of the main pro-
cess chamber which is responsible for waste treatment and sanitization. Following the
waste management system elements proposed by Blackman [12], which include waste
segregation, packaging, transport and handling, treatment, and disposal, this study focuses
on the treatment technique. We use the conceptual design definition proposed by Pahl
et al. [18] as the part of the engineering design process where, by identifying the fundamen-
tal problems through abstraction and establishing function structures, ideas are concretized
into preliminary solutions.

The study is structured as follows: first, we explain the methodology adopted and
related works. Second, there is the application of each one of the methodology phases,
beginning by describing the problem, context, and stakeholders in the empathize phase.
Then we proceed to the define and ideate phases for continuing to the prototyping and
testing phases. Finally, we report our results and conclusions.

2. Methodology and Tools

Recently, Design Thinking methodology has been increasingly used by researchers
since it shows a new perspective on the challenges posed by interacting with all stake-
holders through multidisciplinary groups, formulating a user-centered solution to these
problems. Additionally, DT provides a formal process that captures the needs of users [19].
Its approach is based on creativity, simplicity, and technological innovation, making DT
an agent of change [20]. Together with other methods and tools, it could create resilient,
significant, and sustained interventions [21]. The interest in DT has continued to grow in
the last few decades. In recent years, this methodology has been gradually implemented in
different companies to create products and services that tend to meet users’ needs better,
making them an active part of the creation process [22]. DT is presented as a methodology
to develop human-centered innovation, offering a lens through which challenges can be
observed, their needs detected, and be solved. It is a human-centered innovation pro-
cess that emphasizes observation, collaboration, rapid learning, idea visualization, rapid
concept creation prototyping, and simultaneous business analysis, ultimately influencing
innovation and strategy [23].

DT consists of a collection of standard methods in engineering design [24], but unlike
other methodologies from innovation management, it involves the activities of both de-
signers and engineers [25]. Features such as problem framing, user focus, visualization,
experimentation, and iteration allow DT to be an appropriate method for solving complex
problems in engineering, such as creating new (or improved) products, services, processes,
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or technologies), obtaining environmental and social benefits in addition to economic
profits [26]. Through the application of the more than 160 methods and tools associated
with DT [27], these design tools help generate and incubate ideas and, therefore, create
innovative solutions [28].

From the literature review, we found that DT was selected as a methodology frame-
work for similar applications. One example is the design of an organic waste management
system solution to evaluate urban recycling in the city of Depok, involving the community
and making use of different methods through the various steps of DT such as SCAMPER
(Substitute-Combine-Adapt-Modify-Put to another Uses-Eliminate-Reverse), NGT (Nom-
inal Group Technique), and AHP (Analytic Hierarchy Process). DT was validated as an
easy-to-use methodology with a fast implementation time and affordable cost [29]. Another
example is the application of DT for organic waste production and management, specifi-
cally in Bengaluru city. In this technical report, researchers implemented the empathize,
define, and ideate phases by identifying problems and innovative solutions to improve city
waste management [5].

Moreover, DT principles were applied in Ireland to establish a Connected Health
Innovation Framework, aligning the healthcare system needs and the software require-
ments through four stages: identify the healthcare problems/needs, identify the software
capabilities, align the users’ requirements, and identify the best solution for healthcare
management. This study demonstrates how healthcare innovation supported by DT can
complement the engineering process, facilitating the understanding of stakeholders in the
context of their day-to-day experiences [19].

The process of innovation in engineering is a necessity in the search for new ideas that
generate value for society, adapting and anticipating changes. According to the literature
review, using DT in the process of defining requirements allows for identifying the stages
in which this technique is applicable and how it improves the identification of problems,
user and stakeholder needs, collection of new perspectives of solutions, generation of
solution options and prototypes that allow the representation these ideas. Moreover, the
DT approach helps to establish the appropriate scope of innovation for sustainability-
oriented solutions. Its strong focus on users and stakeholders encourages the development
of sustainability innovation that meets the real needs of users. DT focuses on iterative
experimentation and ensures positive sustainability effects while reducing the risk of failure
and rejection of innovation. In other words, DT is an approach that uses the designer’s
sensitivity and problem-solving method to meet people’s needs in a technologically feasible
and commercially viable way.

The previous research provides a foundation that supports the expectations of different
investigations about the DT-based approach as an essential but often overlooked asset
when addressing sustainability challenges. Lastly, the idea of linking the Sustainability
Oriented Innovations (SOI) with DT supports how it can help the organizations with the
creation of new technologies, services, and processes intended for environmental and social
benefit. SOI challenges like innovation scope, user needs, stakeholder involvement, and
assurance of sustainability have specific goals within the DT key principles like problem
framing, user focus, diversity, visualization, experimentation, and iteration.

The results of the DT approach can also be seen at the social level for this type of
industry; it can help users feel part of the development of a typically rejected technology. DT,
in this way, helps to minimize the risk of opposition from the community and phenomena
such as Nimby [30].

Therefore, based on the positive results found in the literature and the DT potential
for application, we have selected this user-centered methodology as a framework for
the conceptual design of the main automatic treatment chamber for infectious waste
management in Piedmont.

DT began to be developed theoretically at Stanford University in California (USA)
during the 1970s, and its first for-profit application was carried out by the IDEO design
consultancy, who then put together a team to create the first d.school in Stanford, being
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today its principal forerunner and most significant source of experience [31]. Considering
its experience and the significant availability of validated case studies, this paper has
adopted the DT methodology by d.school from Stanford University structured in five
phases [32]: Empathize, Define, Ideate, Prototype, and Test. Since the production costs of a
functional prototype are very high and are outside this study’s parameters, we intend to
generate a design prototype according to the definition proposed by Polydoras et al. [33],
representing our concept by a CAD model. Consequently, for the test phase, we will
evaluate the conceptual design.

As Chasanidou [34] states, selecting appropriate methods is essential for the correct
execution of the DT methodology. The tools can help the team to visualize new perspectives
and understand the complexity of the system. Brown [35], defines three key practices for
analyzing a need: insight, observations, and empathy. To get to the insights, we must
get as much information as possible about our users and stakeholders during the define
phase of the DT methodology. Numerous observation techniques come from anthropology
and psychology to empathize in the best possible way and obtain relevant data. Some of
them are interviews, context exploration, personas technic, and the Customer Journey Map,
used typically during the Define phase. During successive phases, other methods such as
brainstorming and focus groups will also be a source of insight, which later will become an
input for the definition of the conceptual design requirements.

We considered previously validated studies on DT [36], and after analyzing the
benefits of each tool, we selected for every phase of the methodology a set of tools reported
in Table 1.

This document describes two groups of people: users and stakeholders. Stakeholders
refers to a group of people who have a vested interest in the project and are considered
key people in the company building a product, often including managers, subject experts,
and individuals in charge of verifying compliance with regulations. The user can also be
considered a stakeholder; however, not all stakeholders can be considered users. Thus,
for this study, the user specifically describes a person who ultimately uses and interacts
with the system and who has an actual behavior in the process. Users will be consulted on
their views on their needs and desires and will be considered a data resource for technics
such as persona and consumer journey map. Opinions from other stakeholders will be also
considered during the study.

3. Implementation

The following section will show the implementation of each one of the DT phases
described in Table 1 (empathize, define, ideate, prototype, and test) and the application
of the selected tools. To complement the DT definitions, it is important to note that in
addition to the five phases reported in Table 1, the DT process can also be described through
three stages called inspiration, ideation, and implementation [35]. Inspiration is the initial
stage. The first part is understanding the problem and the second part is observing how
the product is used and how the service is developed. In our scenario, this stage appears
during the empathy and define phases. During the ideation stage, it is necessary to generate
alternatives and options and to collect ideas to solve the problem by involving users and
stakeholders. Notions such as co-creating and brainstorming, typical of the ideate phase,
are used in this stage. The implementation stage foresees the prototyping of the possible
solution to obtain feedback as soon as possible and, in this way, be able to improve the idea.
In our study the implementation stage corresponds to the prototype and test phases.

3.1. Empathize

During the development of new solutions, user interaction can foster the user’s future
acceptance of new technologies [37]. In the empathize phase, we began by analyzing and
defining the context of our case. We then characterized the potential users and interacted
with them using the established empathize tools.
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Table 1. DT Methodology phases and Selected Tools.

Objective Selected Tools for the Study

E
m

p
at

h
iz

e

Define the context and users, discover their behaviors,
ask open-ended questions. Know the user’s needs by

putting ourselves in the place of the user.

• Context exploration: explore the current scenario,
stakeholders, and challenges.

• Personas: this technique models users based on their
description and provides information about
their characteristics.

D
efi

n
e Based on the insights gained, summarize the problem to

be solved. Use an action-oriented approach to express
the stakeholders’ requirements effectively.

• Customer journey map: this allows us to shape on a chart
each of the phases or stages that a user goes through, from
when the user has a requirement until he/she uses a
service to solve this need. It involves using the user’s
thinking and feeling to establish ideas for improvement,
rephrasing the user’s needs as a well-structured problem
statement combining the user’s needs and the information
we have.

Id
ea

te Generate ideas to solve the problem. Ideas should be
shared and reflected upon openly.

• Benchmarking: investigate technics and systems that are
currently being used to solve the problem.

• Functional decomposition: decompose the concept into
more minor problems for analyzing interactions
and relationships.

• Brainstorming: think on ideas to solve the problem and
share the ideas that arise with the other team members.

P
ro

to
ty

p
e

Concretize the idea and compare solutions. Create one
or more concepts with which team members can engage.

• Process and Functional interactions: demonstrates an
end-to-end solution for a service scenario through the use
of sketches.

• Computer Aided Design: create CAD concepts, in order to
transform preliminary ideas into visual models

Te
st

Evaluate the concept and collect feedback. If necessary,
go back to previous phases until a feasible solution

is found.

• Concept scoring: this uses a weighted selection model to
evaluate the concepts.

3.1.1. Piedmont Region Context

In 2018, the Italian production of special waste (produced by industries and companies)
amounted to 143.5 million tons. The production of special waste is concentrated in northern
Italy, with almost 84.9 million tons/year. Between 2017 and 2018, there was an increase in to-
tal production, equal to 3.3%, corresponding to approximately 4.6 million tons/year. In par-
ticular, infectious risk wastes produced in Italy amounted to about 144,000 tons/year [13].

From the last data published by the Piano Regionale di Gestione dei Rifiuti Speciali
(Regional Management Plan for special waste), we found that the primary producers
of infectious waste (Figure 2) are hospitals, with 82% of total production. In second
place, subjects who carry out health and assistance activities such as, nursing homes,
specialist clinics, research institutes, physiotherapy centers, dental centers, and veterinary
services (10.4%). In third place, other health facilities, i.e., outpatient clinics or independent
laboratories (5%), and in fourth place, subjects who, while carrying out activities other than
“health and assistance” or “veterinary services”, have produced infectious waste such as
pharmacies and beauty centers (2.6%). [3]
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Figure 2. Sources of infectious waste in Piedmont region, North Italy.

In 2018, the Piedmont region produced 9040 tons of infectious waste, but only 3.6%
was treated inside Piedmont, in the only incineration facility available and authorized to
treat this kind of waste (Figure 3). This incinerator, however, was closed a few years ago. In
2021, all the infectious waste was exported to other regions to be incinerated or sterilized
and later destroyed [3,13].

Figure 3. Infectious waste produced and treated in Piedmont in 2018.

Consequently, all the infectious waste produced in Piedmont is sent directly or indi-
rectly (after being in a preliminary warehouse) to other regions, mainly Lombardy, Emilia
Romagna, and Liguria. According to the Piedmont regional council [38], each waste trip
to other regions has a capacity of 5 tons, so it is necessary to make more than 1800 trips
in a year to transport all of the infectious waste produced in the region. Additionally, the
average round trip distance is 1240 km, creating a high environmental impact, producing
yearly 7,886,400 kg of CO2, 3,360,000 kg of PM10, 7,100,050 kg of NOx, and 4,318,176 kg of
CO, indirectly affecting the health of the population and creating environmental damage.
Therefore, it’s crucial to develop treatment facilities closer to the infectious waste sources
within the Piedmont region to mitigate the environmental and health impacts.
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3.1.2. Infectious Risk Waste

In Europe, infectious waste is defined and cataloged by the European Waste Catalogue
(EWC) as wastes whose collection and disposal are subject to special requirements to
prevent infection, and it is classified under the EWC code 180,103 [39].

Infectious waste in Italy is governed by the regulations on the medical waste man-
agement, decree 254/2003; listed in art. 2, it defined “infectious waste” as not only the
waste produced by healthcare facilities but also waste produced outside of them with
similar infectious risk characteristics [4]. In other words, all materials that have come into
contact with infected or presumed infected biological fluids are considered infectious waste.
Furthermore, the kind of waste that must be collected and disposed of by applying special
precautions to avoid infections is identified as HP9 “infectious danger” according to EU
regulation 1357/2014. Waste with HP9 characteristics contains viable microorganisms or
toxins which are known to be or are considered causes of diseases in humans or other
living organisms, without concentration limits [13,40].

In particular, we aim for a system that can treat primarily hospitals and other health
facilities’ waste, including, according to the characterization of the World Health Orga-
nization, primarily: infectious waste, suspected to contain pathogens (bacteria, viruses,
parasites, or fungi) in sufficient concentration or quantity to cause disease in susceptible
hosts, e.g., laboratory cultures, waste from isolation wards, tissues, swabs, materials, or
equipment that have been in contact with infected patients; pathological waste, human tis-
sues or fluids, e.g., body parts, blood, and other body fluids; and sharp waste, e.g., needles,
scalpels, knives, and blades [41,42].

3.1.3. Stakeholders and Personas Technic

The identification of stakeholders allows us to recognize users and groups that may
be interested or are involved in the study; identifying and grouping them is part of the
empathy phase of DT, since users’ needs are the basis of our analysis. In our study, we define
primary stakeholders as any user who has direct contact with waste, for example, hospital
managers, doctors/nurses, patients, waste handlers, carriers, and waste management
company workers. There are also external stakeholders, such as the government authorities,
nearby community, and research centers.

Using the personas technique, we proceed to characterize our active stakeholders. This
tool helps to cultivate an innovative mindset and encourages the team to produce ideas
through the representation of the stakeholders [43]. For the creation of personas, we used
explorative qualitative interviews. According to Dickinger [44], qualitative interviews have
a flexible and continuous design, unlike surveys that have a rigid structure. The interviewer
uses open questions to direct the conversation flow to obtain the most significant amount
of information. According to Revella [45], to be aware of the user’s patterns, a good rule is
to complete at least eight to ten interviews for the personas. In this order, for our study, we
conducted a series of interviews, including three waste management systems managers,
two hospitals managers, three workers who are handling the waste, five persons from the
nearby community, and ten university students interested in sustainable development, all
of them living in Piedmont region. We inquire about their knowledge about infectious
waste, waste management systems in Italy, the current Piedmont situation, and techniques.
Then we explain our project and ask for opinions.

For this paper, we have depicted in Figure 4 three of the most representative stake-
holders, a worker from the company in charge of waste treatment, a hospital director, and
a community member. For each one of them, we have reported the gains, pains, jobs to be
done, and use cases, according to the user profile suggested by Lewrick [36].
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Figure 4. Personas Technic.

From the information gathered through the personas, we identified some of our users’
main worries and expectations, mostly related to a safer environment, the safety of op-
erations, regulation compliance, and process innovation. Aligned with DT goals, the
community manifests the desire to be included in the development of a new technology
and its related process.

3.1.4. Local Regulation

Regarding regulations and their influence as external stakeholders for our study,
article 8 of Italian Decree 254/2003 [4] defines the characteristics of infectious waste treat-
ment. The elimination of infectious risk can only be achieved through incineration or
sterilization. Articles 10 and 11 provide specific indications in this regard:

“Infectious waste disposal must be done in incineration plants. Sterilized waste can
be used to produce refuse-derived fuel (RDF) or directly to generate energy. Sterilized
waste can be disposed of in incineration plants for solid waste or (if these alternatives
are not available) they can be disposed of in landfills for non-hazardous waste, for a
limited period”.

From this information, we identify the use of sterilization as a potential design strategy
and the opportunity to analyze the RDF production for a future scenario.

3.2. Define

Based on the insights gained from the empathize phase, we use the consumer journey
map (Figure 5) to bring together the context of our research, the activity stages, and the
expectations and worries of our stakeholders. It is divided into macro phases, beginning
when the wastes are collected from the healthcare unit and ending with the final process
in the treatment facility. The visual approach of this tool allows for understanding the
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overall picture of processes and users’ needs. As Lemon and Verhoef [46] indicated, it
helps to provide a deep understanding of the user experience and can act as the basis for
innovation, improving that experience.

 

 

 

 

Figure 5. Consumer Journey Map.

Summarizing the problem in Piedmont, there are challenges relating to the absence
of incineration plants for infectious waste. The lack of sterilization systems aggravates
this issue. Furthermore, the authorized incineration plants are not adjacent to Piedmont,
which leads to the need to make long journeys for quite significant distances, even to the
order of 400 km.

From the users’ point of view, there is concern about the potential risk of new incinera-
tor plants, the safety of operations, compliance with regulation, and the distances traveled
to carry the waste. Furthermore, they expressed their satisfaction at being included in the
ongoing investigation. They communicated their interest in being informed about what
would happen to the final material after the treatment.

Once we identified the main concerns (or insights) of the users, we expressed the
users’ needs as a requirement, considering the users’ thinking and feeling information and
the ideas from improvement obtained from the Consumer Journey Map. In Table 2, we
establish the requirements for the conceptual design of the main treatment process.

3.3. Ideate

The requirements determine the function representing the intended relationship be-
tween inputs and outputs of a system or machine. The goal of the conceptual design
ideate phase is to explore the concepts that may address customer needs. It includes a
combination of external search employing benchmarking analysis, internal problem solving
through brainstorming, and the exploration of solutions. As Pahl et al. [18] indicate, we
need a system with a clear and straightforward reproduced relationship between inputs
and outputs to solve a technical issue.
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Table 2. Conceptual design requirements.

User Need Requirement

The user expects a safe and fast procedure.
• Develop a standard process capable of

treating waste in the shortest possible time.

A procedure compliant with regulations.
• Develop a procedure compliant with

regional regulations.

Shorter-distance journeys while
transporting waste.

• Develop an innovative and closer
treatment facility inside Piedmont.

Inside the facility, the user wants a secure
operation with less handling.

• Automatize the operation to guarantee
minimum contact and handling.

Users expect an innovative solution, different
from the current one (incineration).

• Consider other methods different
from incineration.

The user wants to know what happens after
the treatment.

• Consider the future possibility of using
treated waste as potential RDF.

The user wants to be included.
• Use user-centered design approaches to

include users.

To identify the initial relationships from the preliminary requirements established
in the define phase, we began by analyzing the requirements related to consider other
methods different from incineration and procedures compliant to region regulations.

Italian regulations allow two types of treatment management for infectious waste:
incineration or sterilization. Since we want to explore other methods different from inciner-
ation, we refer to the active regulation of infectious waste management.

Concerning sterilization, the Italian Environment, Government, and Land Protec-
tion Department defines it as a physical (heat, ionizing radiation, microwaves) or chem-
ical treatment that allows for a reduction of the microbial load to guarantee an S.A.L.
(Sterility Assurance Level) not less than 10−6, which is a 1 in 1,000,000 chance of a non-
sterile unit. Sterilization must be carried out according to the UNI 10384/94 Standards
employing a procedure that includes shredding and drying for non-recognition and greater
effectiveness of the treatment and waste volume and weight reduction [4].

3.3.1. Standard UNI 10384/94

Within the standards regarding waste management, there is the ISO 14,001 that
describes a formal approach to handling waste, the CEN/TS 17,159 that guides the manage-
ment and safety of high-risk materials and waste, and in Italy, particularly the UNI 10,384.

The UNI 10,384 standard: “Systems and processes for the sterilization of hospital
waste,” which dates back to 1994, and is managed by the Ente Nazionale Italiano di
Unificazione UNI (Italian national unification organization), provides the criteria for the
design, operation, and verification of sterilization systems for infectious waste from public
and private healthcare facilities. Furthermore, for treatment systems that involve thermal
destruction and systems that use ionizing radiation.

Regarding the concept design requirements, the UNI 10,384, 1994 specifies that:

• All the necessary precautions must be taken so that the loading operations in the steril-
ization system take place in conditions of safety for the operators and the environment.

• The sterilization cycle must be carried out automatically according to a succession
of phases.
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• The sterilization conditions, within established limits, must be uniformly achieved
in the sterilization chamber, kept at the critical point for the pre-established time,
and reproducible.

• The sterilization chamber must be equipped with suitable closure or confinement
systems. The sterilization cycle must not start until the closing system is closed,
blocked, and, where necessary, sealed.

• If a loading device is used, the waste must be cased without interference between the
containment systems and the loading door.

• The chamber must be equipped, in addition to the standard operating equipment,
with those necessary for carrying out sample tests to detect the appropriate level
of sterilization.

• The materials used to build the chamber must resist chemical and physical aggressions
deriving from the process and treatable waste.

• The number and position of sensors inside the chamber must be specified.

3.3.2. Functional Decomposition

The next step for establishing the relationships in our conceptual design is decompos-
ing the problem functionally, representing it as a single black box operating on material,
energy, and signals, as suggested by Ulrich et al. [47]. The next stage will divide the single
black box into sub-functions to obtain a more detailed description of every element and
their task oriented to achieve the entire system goal.

After selecting sterilization as a treatment method, considering the requirements and
restrictions of regulations, we represented the first black box of our sterilization chamber
in Figure 6.

 

 

 

 

 

 

Figure 6. Early black box for the sterilization chamber.

3.3.3. Treatment Methods Benchmark

In concept generation and as part of the DT ideate phase, it is beneficial to investigate
current treatment methods used to solve the problem. Ulrich et al. [47] define benchmarking
as the exploration of existing processes with similar functionality like that of the system
under study. In our case, benchmarking can reveal current concepts that have been
implemented and information on the strengths and weaknesses of treatment methods.
In this regard, we analyzed currently used sterilization methods and then investigated
relevant concepts in Italy for the infectious waste treatment, different from incineration.

Sterilization Methods
Xiao and Hancock, and Lambert [48,49] define some of the most used methods for the

disposal of infectious waste
Microwave sterilization: The method refers to the inactivation of infectious bacteria

by the heat generated from the microwave vibration of the water molecules, achieving the
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disinfection of the objects. It is suitable for processing infectious and pathological waste
(except human organs and infectious animal carcasses); it is not ideal for the treatment of
pharmaceutical waste or chemical waste. In economic terms, it is not feasible due to high
construction and operating costs.

Chemical disinfection: This method allows for the disinfection of waste with chemicals
that eliminate bacteria and viruses. It uses dry and wet compounds that require the same
treatment, and waste must be crushed and disinfected. The disadvantages of using wet
chemicals are residual liquid, which can be an environmental pollutant, not suitable for all
healthcare waste.

Pyrolysis: Pyrolysis is a thermochemical reaction technology. Suitable for all types
of medical waste, but due to operation and maintenance requirements, this method is
the most expensive. Furthermore, it is not easy to achieve stable combustion, producing
exhaust gases and waste that can generate a secondary source of pollution.

Steam sterilization: This method applies high temperatures to generate steam that
kills microorganisms and disinfects waste. The advantages of this technology are low
installation and maintenance costs; it does not affect the environment and can be applied
to all infectious waste.

Since we aim for a system that can also treat pathological waste (including human
anatomical residues), microwave sterilization is not feasible. At the same time, chemical
disinfection and pyrolysis can generate residual material (liquid and exhaust gases, respec-
tively), which can be a pollutant by themselves. On the other hand, steam sterilization
seems a feasible and secure treatment method suitable for our research.

According to Health Care Without Harm (HCWH) [50], in the European Union some
of best practices for infectious waste that use non-incineration technologies range from
small units for use at or near the point of generation to high-capacity systems for large
medical centers. The majority of non-incineration technologies used in the EU employ
low-heat thermal processes and chemical processes. Low-heat thermal processes use
thermal energy to decontaminate the waste at temperatures insufficient to cause a chemical
breakdown or to support pyrolysis or combustion. In comparison, chemical processes
employ disinfectants such as dissolved chlorine dioxide, sodium hypochlorite, peracetic
acid, or dry inorganic chemicals. Some of these technologies include autoclaves in the
Netherlands, steaming and drying in France, chemical treatment in Spain, steaming and
compaction in Germany, as well as vacuum-steam and steam-fragmentation. Microwave
treatment in Austria and in other countries such as Italy, France, Germany, Slovenia, Serbia,
Slovakia, and Romania. Chemical processes are also used in Italy. Finally, electron beam
technologies in Belgium and other countries.

Additionally, in the study “Assessment of Medical Waste Disposal Technologies Based
on the AHP” [51], a hierarchical structure model is used to analyze and evaluate five types
of disposal technologies quantitatively for infectious waste in China. The classification
weights of the optimal and suboptimal alternatives were studied using sensitivity analysis.
The results show that the comprehensive benefits of high-temperature steam sterilization in
infectious waste treatments are the best compared to the other methods in terms of social,
environmental, technological, and economic factors. These overall results allowed us to
define steam sterilization as the selected treatment for the main chamber.

3.3.4. Italian Concepts Initiatives

Next, we considered some relevant infectious waste sterilization initiatives in Italy.
We looked for systems (including Italian patents) that have a well-established process. In
Italy, we found three companies that include within their services the use of sterilization
methods. However, we did not find evidence of the use or field implementation of these
systems. The processes used are explained in Table 3, according to the public information
reported by the companies.
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Table 3. Italian Initiatives.

System Process

A
[52]

Waste is pre-treated by grinding and conveying through sealed stainless steel screw
conveyors, followed by grinding through shaft shredders and finally refining of the

sterilized product utilizing the moist heat sterilization process.

B
[53]

The shredding phase starts through a four-shaft shredder. The shredding of the
material takes a variable time depending on its consistency. The shredded material
is collected in a storage chamber, then transferred in containers to the sterilization

chamber; the heating process occurs by injecting hot air into the chamber.

C
[54]

The process consists of a combination of dry heat sterilization and microwave. Then
the waste is transported to an external facility for the grinding process.

From the different available techniques of sterilization, and considering the initiatives
reported in Table 3, we can conclude that most of the systems differ from each other by the
sterilization method, the shredding technology, the way of heating up the chamber, and
the transportation from the shredding machine to the sterilization chamber.

3.3.5. Brainstorm for Ideation

Convergence is crucial in collaborative problem-solving and decision-making, as the
team must focus its resources on the most promising ideas [55].

Brainstorming allows the team to think on ideas to solve the problem and share the
thoughts that arise. After analyzing different possibilities for the main chamber, we use
the brainstorming technique to converge into preliminary ideas. Figure 7 shows the most
discussed methods in the technical brainstorming sessions. For each function, the solution
selected is underlined. The selection was made considering the feasibility for construction
and operation in Italy, success stories, cost, and originality for the Piedmont region.

 

Figure 7. Brainstorming and functional decomposition results. 
Figure 7. Brainstorming and functional decomposition results.

We decided to use moist heat sterilization for the sterilization method because of its
nontoxic characteristics, cycle time, cost, and safe operation [56]. We have also noted that
the systems analyzed in Table 3 always transport infectious waste from the sterilization
chamber to the shredder or vice versa, incurring more space, logistics, and risks. For that
reason, we concluded that a suitable alternative could be the design of a single camera
for sterilization and shredding, which will be explained in the next DT phase. Regarding
the mechanism for heating and drying, we selected electrical resistance heating because of
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its efficiency and simplicity by converting nearly 100% of the energy in the electricity to
heat. The shredding process will be carried out through rotating blades and counter blades
at the bottom of the sterilization chamber. Finally, we decided to explore two options for
waste loading, one using a conveyor and a second using an elevator. For the material
unloading, we will use a gate at the bottom of the chamber to take advantage of the blades
and the force of gravity. All the concepts will be further elaborated on and explained in
the next section.

3.4. Prototype: A Conceptual Design

The prototype phase in DT aims to concretize the idea by creating an approximation
of the product, reflecting on its features and eventual improvements.

Ulrich et al. [47] define the prototype as an approximation of the product along one
or more dimensions of interest. Any entity presenting at least one aspect of the product
of interest can be viewed as a prototype. Virtual prototypes can be represented using
drawings, mathematical models, simulations, and CAD models.

In our study, we intend to create a design prototype according to the definition given
by Polydoras et al. [33]. Prototypes can be classified according to their ability to serve
the distinct stages of the design process; a design prototype mostly represents the form
and functional relations of the product. A design prototype allows designers to evaluate
various aspects of their ideas before committing to the expense and risks of producing a
commercial quantity [33,57].

With this aim, according to the previous phases’ results, we focused on the conceptual
design. To achieve this goal, we defined the process and its functional interactions and the
sterilization cycle, and then propose two CAD concepts.

3.4.1. Process and Functional Interactions

The treatment system aims to transform infectious waste into a dry and homogeneous
product with no recognizable parts, which is stable over time. The final product could
be stored for long periods before its disposal and recovery. The designed process aims
to obtain a fine shredding of the waste, the pulverization of glass parts, and the total
elimination of liquids, contributing to the reduction of weight and volume.

This system is based on the moist heat sterilization method. It works under the same
conditions as steam autoclaves. The combination of time, temperature, and humidity
is achieved in a closed environment under vacuum conditions. However, this process
peculiarity consists in treating the waste to a temperature up to 151 ◦C with the presence of
humidity and liquid water, operating under vacuum conditions, without diffused pressure
as in autoclaves.

The system (Figure 8) consists of a closed cabin (a) with all the devices inside it, the
sterilization chamber (b) performs automatically thermal cycles that include shredding and
evaporation of liquids, overheating up to 151 ◦C, sterilization at 151 ◦C, through continuous
dosing of water transformed into steam because of the operative conditions, and for an
adequate time to ensure microbial elimination. The process ends with a cooling phase and
the discharge/unloading of the dehydrated final material.

The waste is introduced to the system using apposite containers (c). An automatic
loader (d) deposits the waste inside the sterilization chamber (b) after the lid (e) has been
automatically opened.

The sterilization chamber (b) structure is a vertical cylinder in AISI 306 stainless steel,
equipped with a sealed lid (e) made in high-temperature resistant silicone rubber gasket
and hydraulic locking systems. All the phases of the sterilization treatment, including
loading and unloading, occur automatically inside the cabin (a) without moving the waste
outside the chamber until the process end.

In the lower part of the chamber, there is a two-blade Hardox 500 stainless steel
rotor (f) driven by an electric motor (g). The blades act like hammers; stationary blades
(h) are mounted in correspondence inside the chamber to ensure the necessary contact
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and, therefore, the material crushing. This friction produces an additional source of heat,
valuable for our operation.

In the high, middle, and lower sections and around the perimeter, there are electrical
resistances (i) that heat further the chamber (b) in a controlled way. Across the entire
chamber height (b), there are ten thermocouples (j) installed for measuring the material
temperature, six at the bottom chamber along the perimeter, and four more at the middle
and upper section.

 

 

 

 

 

 

 

 

Figure 8. Sterilization chamber—conceptual functional interactions.

The chamber is connected to a throttle valve (k) for vacuum control and then to a
vacuum pump (l). At the end of the treatment, the unloading gate (m) automatically opens,
and the product is discharged by centrifugal force into apposite bags (n).

The system is kept in slight depression during the entire treatment cycle using a
throttle valve (k) and the vacuum pump (l). Considering the variable composition of the
incoming waste in terms of typology, and therefore in terms of intrinsic moisture, the
system includes a valve (o) for pouring the necessary water into the chamber to reach and
guarantee the sterilization conditions.

After the waste is loaded, the chamber lid closes automatically, and the rotor at the
bottom starts spinning at a low speed. The waste is shredded while the rotor speed
progressively increases up to about 1000 rpm. The mass heats up, thanks to the thermal
energy generated by the rotation and friction of the blades. This operation leads to the
release of intrinsic moisture from the waste. In this way, the temperature gradually increases
until it reaches the value of 151 ◦C. Extra water can be added in this phase if the intrinsic
moisture of the waste would not be sufficient to reach the required sterilization conditions.
Compared to the traditional moist heat sterilization process used in autoclaves, this process
does not operate with saturated steam but with unsaturated steam on a finely shredded
material, operating at higher temperatures but with significantly lower pressures.

3.4.2. Sterilization Cycle

According to the previous description, the sterilization cycle follows a sequence of
seven steps:

• Phase 1: Waste loading: The waste is loaded into the sterilization chamber using an
automatic loader, then the lid is automatically closed at the end of loading.

• Phase 2: Shredding and Heating: After closing the lid, the rotor begins to rotate until
the material is pulverized and the temperature reaches 100 ◦C. The blade’s profile
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should be designed to create turbulence on the bottom of the chamber, facilitating the
mixing and avoiding depositions on the walls.

• Phase 3: Evaporation and overheating: The heat generated by the friction of the
material should cause the vaporization of the humidity contained in the waste, and the
temperature should remain stable at 100 ◦C. Humidity and temperature are constantly
measured using a probe designed for test chambers at high temperatures.

• Phase 4: Overheating: Once all moisture has been removed, the generated heat raises
the temperature of the material to 151 ◦C. Extra water can be added if the waste’s
intrinsic moisture is not enough to reach the sterilization conditions.

• Phase 5: Sterilization: The material temperature is maintained at 151 ◦C through water
dosage and controlled by the thermocouples. When coming into contact with the
material, the water evaporates and becomes steam. The water dosage is controlled
so that the heat absorbed by the water evaporation balances the heat produced by
the material friction. Additionally, there is extra heat coming from the chamber walls
using the electrical resistances. This allows keeping the material moist at a high
temperature. The whole chamber must be kept at 151 ◦C for at least 3 min during each
operating cycle to ensure the correct functioning of the sterilization system.

• Phase 6: Cooling and drying: The rotor speed decreases and consequently so does the
heat generation. If needed, water is sprayed, lowering the temperature to 100 ◦C. Then,
through a vacuum pump, the temperature drops adiabatically until room temperature
is reached. During this phase, the heat absorbed by water evaporation exceeds the
heat generated by the rotor; therefore, the temperature drops.

• Step 7: Unloading: The treated material is discharged by centrifugal force through the
discharge gate located at the bottom chamber. Once the material has been completely
discharged, the rotor stops.

3.4.3. Computer-Aided Design (CAD)

During the DT prototype phase, CAD provides a visual manifestation of concepts and
supports the generated ideas’ transformation into feasible and testable models [58]. CAD
concepts can be quickly created and experienced. It can support team communication by
facilitating conversations and feedback regarding solutions for a particular product [34].

According to the process and functional interactions, we propose a virtual prototype,
represented by two concepts using CAD. Due to the importance of the internal process of
the chamber, it remains invariable for both concepts. The main differences between them
are related to the uploading transportation system.

• Concept 1: Automatic Elevator Model

The first proposed concept (Figure 9a) consists of a stainless steel trolley to carry all
the waste and an automatic uploading system that raises and overturns the loading trolley,
allowing the material deposition directly inside the chamber.

• Concept 2: Conveyor Belt Model

The second concept (Figure 9b) consists of a conveyor belt system for loading waste
containers. The conveyor system transports the containers automatically up to the open
lid. Then, from a closer distance to the lid, the containers automatically open one by one,
depositing the waste inside the chamber.

For both concepts, the operations inside the sterilization chamber are the same as
reported in the process and functional interaction section.
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Figure 9. Concept Models. (a) Automatic Elevator Model; (b) Conveyor Belt Model.

3.5. Test: Concept Evaluation

The fifth and final phase of DT corresponds to the test. According to Bresciani [59],
visual representations can guide the designer’s work within a design framework. They
allow for bringing together academic knowledge and the practice of design, providing a
visual reference for users and stakeholders, in this way, they can support the design process.

This section evaluates the virtual prototype (represented by concept models a and
b) according to the user’s requirements, then collects feedback for further improvements.
The test phase results were obtained during focus group meetings that included the
development team, experts, users, and other stakeholders. For the test phase we have used
the concepts designed in the previous section, represented by their CAD models (Figure 9).

We use the concept scoring technic (Table 4) proposed by Ulrich et al. [38] to evaluate
the concepts. It uses a weighted selection model to evaluate the concepts variants against
the requirements and other criteria deemed relevant by the team. The selection criteria
were determined according to the user’s expectations and the Italian regulations described
in the previous phases. For every criterion, the team analyzed and agreed on the weight
assigned, considering that in this phase we are performing a feasibility analysis for a
conceptual design. The same consideration was used for rating the concepts. They were
evaluated on a scale of 1 to 5, five being the best and one the worst.

Both concepts used a method different from incineration and were designed to include
the users’ perspectives. At the beginning of our exploration, stakeholders specified these
requirements; both systems are consistent with them, so these parameters are not included
in the evaluation.

It is possible to determine the concept ranking using a weighted sum of ratings. After
analyzing both concepts, the results show that concept 1 is more promising than concept 2,
with a score of 4.0 against 3.3.
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Table 4. Concept Scoring.

Concept 1:
Elevator

Concept 2:
Conveyor Belt

Selection Criteria Weight Rating Weighted Score Rating Weighted Score

Standard process. 5% 4 0.2 4 0.2
Safe for the environment. 5% 4 0.2 2 0.1

Includes shredding and drying. 10% 5 0.5 5 0.5
Safe operations with minimum handling from workers. 10% 4 0.4 1 0.1

Sterilization cycle carried out automatically according to a
succession of phases.

10% 5 0.5 5 0.5

The sterilization conditions are kept at the critical point for the
pre-established time and are reproducible.

15% 5 0.75 5 0.75

Loading operations are safe for operators and the environment. 10% 4 0.4 3 0.3
Suitable confinement system. The sterilization cycle must start

only after the lid is closed.
10% 4 0.4 4 0.4

The loading device allows the waste to be cased without
interference between the containment system and the

loading door.
10% 4 0.4 2 0.2

Materials resistant to chemical and physical aggressions. 5% 5 0.25 5 0.25
Total Score 4.0 3.3

Rank 1 2
Continue? Develop No

Concept 2 has some downsides due to the loading system that could generate un-
wanted losses in the environment when opening each of the compartments to deposit the
waste inside the chamber. Additionally, concept 2 requires more handling by the operators
as they have to locate different compartments on the conveyor. The same happens during
cleaning, which should be done one container at a time. On the other hand, concept 1 has a
single active trolley, controlled, and transported by the elevator, that later deposits all the
waste material inside the chamber, all in a single step, allowing for faster loading times
with fewer risks. In this context, we decided to go ahead with concept 1.

After the concept scoring analysis, however, new suggestions for improvement were
proposed. The first is the need to add an extractor hood that absorbs any unwanted material
escaping from above the chamber. The second is related to vapor and liquid management
during the shredding and sterilization process; all the water due to humidity is evaporated.
The vapor leaves the chamber through a duct and then is extracted by the vacuum pump.
After that, we will include a scrubber for the condensation of water vapor, the absorption
of entrained vapors, and dust removal. Finally, regulations request that we have a system
for carrying out quick tests.

4. Results

After performing the five phases of DT, we got a final and preliminary concept of the
main treatment chamber for an infectious waste management system in Piedmont, Italy.
This conceptual design responds to the expectations of the users and is compliant with
regulations. When the test phase concluded, some relevant suggestions emerged, leading
to the final conceptual design of this study (Figures 10 and 11). It includes an extractor hood
to eliminate any possibility of unwanted material dispersion inside the closed chamber
and a sampling device for carrying out the test and sampling extraction under contained
conditions. For future steps in the general project design, it is planned to add a scrubber
for pollutant control and removal. Our concept design is, therefore, delimitated until the
phase before the management of liquids and vapors.
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Figure 10. Automatic Chamber System. (a) Extractor hood. (b) Rear view.

Figure 10a shows the entire automatic chamber system with the extractor hood.
Figure 10b shows the rearview and allows us to visualize the space where the trolley
will enter to discharge the waste material into the chamber.

A section view of the chamber is represented in Figure 11a; the rotor blades are in
the lower part, along with the counter blades. It is possible to visualize two of the ten
thermocouples and the automatic lid. Figure 11b, shows the safety extraction valve for the
sampling withdrawal test, located in the bottom of the sterilization chamber. This valve
will allow for the extraction of a sample of final material after the treatment to evaluate
its efficacy.

DT seeks to define solutions where three aspects converge: desirability for the end-
user, feasibility, and financial viability. DT brings together what is desirable from the
point of view of the users and stakeholders with what is technologically feasible and
economically viable [35]. To validate the desirability, we spoke with stakeholders and
potential users during the empathize phase to understand their concerns and desires;
we have summarized these thoughts, commonly referred to as “pains and gains”, in
Figure 4. In turn, the feasibility involved designing (during the prototype stage) two
virtual prototypes of the solution, evaluated later by experts, stakeholders, and users
during the test phase. Creating a virtual design prototype enhances the financial viability
since the production costs of a functional prototype are very high. In this way, creating
a conceptual design minimizes the economic risk by being able to improve the design
without incurring the costs that would entail modifying a physical prototype.

This section concludes the conceptual design of the main sterilization chamber. For
futures studies, the idea of including handling robots to perform the trolley loading opera-
tions could be further analyzed; this would eliminate the workers’ handling completely,
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and this way, they would be in charge only of activation of the automatic cycle and
operations control.

(a) 

 
(b) 

Figure 11. Automatic Chamber System. (a) Chamber section view. (b) Sampling extraction valve.

Finally, another potential future study regards the use of treated waste, since according
to Italian regulation [4], the sterilized infectious waste can be used as a means of producing
energy adopting the EWC 191210.

5. Discussion and Conclusions

Innovation and new technologies development are essential for most cities that aim
to foster an ecofriendly environment. Potential smart cities request more recent systems
in shorter time intervals, often customized to their own needs. Companies and research
centers have to collaborate closely within their organization and with partners located in
various parts of the world to meet these needs. At the same time, companies have to manage
increasing technology and manufacturing complexities due to a quickly growing number
of environmental and regulatory rules and requirements. Using collaborative tools and
strategies, such as DT, for managing product data and integrating and automating business
processes generally results in efficiency improvements. In particular, the knowledge in this
domain can be applied to the context of eco-sustainable equipment and strategies, working
together with users and stakeholders.
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This project explored the application of the DT methodology in engineering and
sustainability. Its application in technical areas allowed us to explore the methodology and
apply it concretely.

The DT approach as methodology allowed the team to work under an established
framework, following a series of phases and tools. Design thinking guided the conceptual
design, beginning from a general idea to finally be able to produce a CAD prototype. The
first phases (empathize and define) allowed us to understand the stakeholder’s perspective
and context and include their suggestions in the development of the study. The personas
technique and Customer Journey Map were tools that engaged not only with the users but
also with the team members, gathering the stakeholder’s points of view effectively.

The ideate phase was essential to transform these ideas into visual models. The
functional decomposition acted as a conductor to understand and solve, step-by-step,
each subproblem of the entire system, understanding their interactions and relations.
The brainstorming particularly helped the team to converge on solutions considering
all the opinions.

The prototype phase, including brainstorming and CAD tools, concretized the idea
into a conceptual design represented by two virtual concepts. By following the DT direc-
tions, these concepts were designed based on the users’ needs and the current Piedmont
region regulations. Users expected a safe and standard process capable of treating waste
quickly, a procedure compliant to regulations different from incineration, minimum han-
dling, and shorter distances journeys while transporting waste.

In this way, the study problem is framed and oriented according to the requirements.
Many other concepts could be generated using this DT framework. Still, we decided to
focalize our efforts on creating a feasible concept, especially in the design of the sterilization
chamber. Due to the cruciality of this operation inside the system, we prefer to be cautious
in selecting the technique resulting from the brainstorming session.

In the last DT phase, we analyzed and compared the two concepts using the concept
scoring method. We established selection criteria according to the stakeholders’ require-
ments, users and regulations on this matter. We then assigned the weights for each criterion
and concept according to the team expertise; it does not mean that the weights are ideal or
unique, but that they are certainly a reasonable approximation inside a feasible exploration
of concepts. Concluding the test phase, we asked experts for feedback to improve the
final concept.

The feedback gave us suggestions on how to improve the concept and insights for the
future steps of the project. Our concept “delimits” with the vapor and liquids management
system; therefore, for subsequent studies, we propose a scrubber to perform the operations
of pollutant control. Also, there is evidence of the potential use of the treated material as
RDF. In this regard, for future steps, it could be interesting to consider a pelletizer after
sterilization for compressing and molding the final material for later storage. In this way
the current paradigm that uses incineration as the primary treatment process within a linear
economy approach, will change to a new scenario, using sterilization and a compression
process to generate RDF that could be re-integrated into the production cycle within a
circular economy approach.

In comparison with other existing facilities, the main improvements of this design are
at a local level, the increase in the production and development of our own technologies
for the management of infectious waste, looking for new treatment and energy recovery
processes. Specifically, in Italy, one of the main improvements in comparison with existing
facilities is the use and management of technologies different from the current waste
incineration paradigm. Then, an industrial process that guarantees perfect sterilization of
the treated waste to obtain a product intended for energy enhancement, through a new
completely automatic and locked process for the treatment of infectious waste through
shredding and sterilization. The whole process takes place automatically and is isolated
inside the main chamber, minimizing the risks for the workers. In addition, it is expected
to treat the sterilized waste further to generate derived fuel and enhance the final product.
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Moreover, this process operates with unsaturated steam on a finely shredded material,
operating at higher temperatures but with significantly lower pressures.

Finally, this investigation is a positive example of how to apply the DT methodology
as a framework for new technological designs. With the application of the DT during the
development of this study, it was possible to analyze the process holistically, considering the
perspectives of the technological and social environment and the opinions of experts from
the industrial sector, users, and stakeholders, in order to develop a technologically-based
conceptual design, obtaining satisfactory results for the parties interested in this project.

At a social level, the approach of the DT method helped users feel part of the develop-
ment of a technology which usually is rejected. This study provides a successful case of
the application of DT in a sector where few studies have been carried out, leading to an
increase in interest and opening possibilities for future research. Additionally, it provides a
framework and a demonstration of applied tools for future research that intend to apply
DT for similar processes.

Through this research, we found improvement opportunities for infectious waste
management in the Piedmont region in Italy. To solve the problem, DT includes the
users’ needs and involves the community, which is an essential aspect of sustainable
developments for eco-friendly cities. The concept result of this study is framed within
a feasibility analysis; therefore, it is not definitive. As part of the project, a functional
preproduction version of the chamber must be manufactured to verify its performance.
This study supports the continuation of the subsequent development phases of the entire
system represented in Figure 1.

We expect that this article could be used as a reference for future investigations related
to the application of Design Thinking in engineering designs oriented to sustainability,
resource efficiency, and waste management.
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