
Edited by

Advanced 
Characterization 
and On-Line Process 
Monitoring of Additively 
Manufactured Materials 
and Components

Giovanni Bruno and Christiane Maierhofer

Printed Edition of the Special Issue Published in Metals

www.mdpi.com/journal/metals



Advanced Characterization and
On-Line Process Monitoring of
Additively Manufactured Materials
and Components





Advanced Characterization and
On-Line Process Monitoring of
Additively Manufactured Materials
and Components

Editors

Giovanni Bruno

Christiane Maierhofer

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Giovanni Bruno

Bundesanstalt für

Materialforschung und
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Preface to ”Advanced Characterization and On-Line

Process Monitoring of Additively Manufactured

Materials and Components”

Additive manufactured (AM) metallic materials are becoming more common in research and

development. This is not completely true for AM components in the industry since they need to

be screened for quality control and meet stringent requirements. The quality of AM components

depends on the microstructure and internal stress resulting from the manufacturing process.

Consequently, important aspects of quality control are not only defect analysis, microstructural

investigations and determination of residual stress, but also online monitoring. This Special Issue

is concerned with these aspects and the non-destructive testing techniques associated with the

assessment of the AM part quality

Giovanni Bruno and Christiane Maierhofer

Editors
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Additively Manufactured Materials and Components

Giovanni Bruno * and Christiane Maierhofer

BAM, Bundesanstalt für Materialforschung und -Prüfung, Unter den Eichen 87, 122025 Berlin, Germany
* Correspondence: giovanni.bruno@bam.de

1. Introduction

Additive manufacturing (AM) techniques have risen to prominence in many industrial
sectors. This rapid success of AM is due to the freeform design, which offers enormous
possibilities to the engineer, and to the reduction of waste material, which has both envi-
ronmental and economic advantages. Even safety-critical parts are now being produced
using AM. This enthusiastic penetration of AM in our daily life is not yet paralleled by a
thorough characterization and understanding of the microstructure of materials and of the
internal stresses of parts. The same holds for the understanding of the formation of defects
during manufacturing. While simulation efforts are sprouting and some experimental
techniques for on-line monitoring are available, still little is known about the propagation of
defects throughout the life of a component (from powder to operando/service conditions).
This Issue was aimed at collecting contributions about the advanced characterization of
AM materials and components (especially at large-scale experimental facilities such as
Synchrotron and Neutron sources), as well as efforts to liaise on-line process monitoring to
the final product, and even to the component during operation. The goal was to give an
overview of advances in the understanding of the impacts of microstructure and defects on
component performance and life at several length scales of both defects and parts.

2. Characterization and Process Monitoring

This Issue was born with a further precise scope: BAM funded in 2018 two large
internal projects on characterization of materials and on-line process monitoring in additive
manufacturing (AM) of metals (therefore including PBF, LMD and WAAM techniques).
Therefore, we aimed to spark the debate on those two important aspects, starting from the
output of such projects. In particular, we fostered a) the discussion about the influence of
the microstructure and residual stress in AM of metals on the performance of materials
and components and b) the investigation of possible ways to predict the appearance of
defects in printed parts by on-line monitoring during manufacture. One particular aspect
of point a) above was the use of advanced characterization techniques, especially based on
large-scale facilities (synchrotron radiation and neutrons).

Indeed, many aspects of the generation, determination, and effects of residual stress
(RS) in metallic AM materials and components are discussed in this Special Issue [1–3],
whereby such stresses are determined by neutron or synchrotron X-ray diffraction. A
review paper on the subject is also published in this Special Issue [4]. Moreover, advanced
imaging techniques, in particular laboratory and synchrotron X-ray computed tomography,
are used to disclose the defects generated by AM processes and some strategies for their
mitigation [5–7].

Another axis of investigation in AM is the use of on-line monitoring techniques and
their coupling with post-mortem microstructural analysis. This Special Issue contains a
number of important contributions to the solution of the problems of how to extract defect
distributions from temperature profiles in the manufactured parts during printing [8,9].
Not only are X-ray computed tomography data compared with infrared thermographic

Metals 2022, 12, 1498. https://doi.org/10.3390/met12091498 https://www.mdpi.com/journal/metals1
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investigations, but also aspects of the calibration and registration of such techniques are
thoroughly discussed [10,11].

Interestingly enough, authors contributed to demonstrating how more ‘classic’ non-
destructive testing techniques can also well give invaluable insights into the problem of
defect characterization [12], thereby complementing the high-end (but somehow expensive)
characterization techniques.

Finally, the discussion is extended to component level, whereby defects [13] and
residual stress [14] are determined in relevant industrial cases.

3. Conclusions

The Special Issue opens a few important points for discussion in the scientific com-
munity, such as the correlation between on-line measurements and defects in the final
AM printed part, and the proper determination of residual stress in complex materials
and components, such as additively manufactured metallic parts. It demonstrates that
advanced and classic characterization techniques are both needed to solve the problems of
defect and microstructure determination in the above-mentioned materials, together with
on-line monitoring techniques and data fusion.
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On the Registration of Thermographic In Situ Monitoring Data
and Computed Tomography Reference Data in the Scope of
Defect Prediction in Laser Powder Bed Fusion
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Abstract: The detection of internal irregularities is crucial for quality assessment in metal-based
additive manufacturing (AM) technologies such as laser powder bed fusion (L-PBF). The utilization
of in-process thermography as an in situ monitoring tool in combination with post-process X-ray
micro computed tomography (XCT) as a reference technique has shown great potential for this
aim. Due to the small irregularity dimensions, a precise registration of the datasets is necessary as a
requirement for correlation. In this study, the registration of thermography and XCT reference datasets
of a cylindric specimen containing keyhole pores is carried out for the development of a porosity
prediction model. The considered datasets show variations in shape, data type and dimensionality,
especially due to shrinkage and material elevation effects present in the manufactured part. Since
the resulting deformations are challenging for registration, a novel preprocessing methodology is
introduced that involves an adaptive volume adjustment algorithm which is based on the porosity
distribution in the specimen. Thus, the implementation of a simple three-dimensional image-to-image
registration is enabled. The results demonstrate the influence of the part deformation on the resulting
porosity location and the importance of registration in terms of irregularity prediction.

Keywords: selective laser melting (SLM); laser powder bed fusion (L-PBF); additive manufacturing
(AM); process monitoring; infrared thermography; X-ray micro computed tomography (XCT); defect
detection; image registration

1. Introduction

The industrial use of metal-based additive manufacturing (AM) processes has rapidly
increased in recent years [1]. In comparison to traditional manufacturing, AM technologies
such as laser powder bed fusion (L-PBF) offer the benefit of producing parts of highly
complex geometry directly from the 3D CAD model while reducing the material waste [2].
L-PBF counts as one of the most established AM techniques and stands out due to its
ability to produce features in high spatial resolution of tens of microns [3,4]. However, the
occurrence of irregularities such as internal porosity, cracks, or surface roughness during
manufacturing poses a risk to the final component quality [4,5]. Poor process parametriza-
tion (i.e., by scan velocity and laser power) was found to be an influential factor for the
formation of irregularities [5]. Thermography as a radiometric nondestructive testing
method has been utilized to monitor the part’s local thermal history. This is performed by
extracting thermal features from the spatial and temporal temperature distribution of the
melt pool and part surface. From the obtained feature distribution, local areas of thermal

Metals 2022, 12, 947. https://doi.org/10.3390/met12060947 https://www.mdpi.com/journal/metals5
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deviation can be identified in which porosity is likely to form [6]. As a reference technique
for the determination of the spatial distribution of porosity, X-ray micro computed tomog-
raphy (XCT) is widely applied [7]. The correlation of thermographic feature data and XCT
reference data facilitates the prediction of porosity likelihood [6]. The in situ detection of
porosity has received increasing attention in the scientific community in recent years which
is evident from the rising number of publications [8].

An important aspect for the prediction of irregularities such as porosity is the regis-
tration of the in situ monitoring and the reference XCT data. Image registration can be
understood as the spatial alignment of two or more images. This mainly includes the
goal of finding a transformation that aligns the features of interest visible in the image
data [9]. A registration function can be obtained by applying a spatial transformation on a
moving image that is registered with a fixed image. Here, a similarity measure or a cost
function between the two images is optimized typically in several iteration steps [10,11].
A common example of a registration function is the affine transformation model, which
allows translation, rotation, scaling, and skew of the moving image. This high number of
degrees of freedom with respect to image transformation is not always necessary. For many
applications, it might be sufficient to utilize only a rigid model that allows translation and
rotation [11]. The evaluation of the registration accuracy is challenging and often limited to
a qualitative validation by the user [12].

In terms of predicting internal porosity from sensor data, methods of artificial intelli-
gence such as machine learning (ML) algorithms can be applied [13]. A requirement for a
successful prediction is the accurate spatial allocation between sensor signal and resulting
porosity information. Otherwise, the model is trained on spatially mismatched data and
basically learns irrelevant data patterns. In L-PBF, the occurring irregularities have small
dimensions. For example, in a study by Sinclair et al. [14], keyhole pores with diameters in
the range of 10–60 μm were quantified. From that, it can be concluded that for a prediction
of single keyhole pores, even small allocation errors resulting from the registration may
significantly reduce the performance of the prediction model.

Furthermore, the differences in data format and dimensionality resulting from the
different measurement methods are challenging for registration. The layer-wise acquired
thermograms from in situ thermography contain information about the thermal radiation
from the different object surfaces visible in the field of view of the camera (i.e., melt
pool, solidified material, unmolten powder, and machine surroundings) [15]. Due to the
projection of the 3-dimensional (3D) scene to the 2-dimensional (2D) focal plane array of
the camera sensor, the height information of the specimen surface is lost. Thermographic in
situ monitoring in L-PBF will result in 4-dimensional (4D) data consisting of a time series
of 2D thermograms for each manufactured layer. Here, the measurable signal is limited
by the camera dynamics as well as the chosen spatial and temporal resolution. In contrast,
XCT provides a spatially high resolved 3D object representation of the manufactured
specimen. The 3D object reconstruction is created from 2D projection images captured
by a flat panel X-ray detector. The projection images are reconstructed using algorithms
such as the Feldkamp algorithm for cone beam geometry [16]. The reconstruction includes
an interpolation process on the gray value voxel grid. Artifacts, such as scatter [17], cone
beam [18], and beam hardening [19], may decrease the spatial resolution and the registration
procedure. Furthermore, the XCT data contains all shape deformations of the part caused
by the manufacturing process which remain in the part after removal from the dummy
cylinder, such as shrinkage and warping [20].

In the literature [6,8,21–27], a range of methods is utilized to align thermographic
in situ monitoring data and XCT reference data as a preparational step for irregularity
prediction in the scope of L-PBF. Here, the insertion of artificial voids offers the advantage
of predefined void location and shape. This benefits the identification of the defects in the
determined in situ signal [8]. Mireles et al. [21] integrated artificial voids in the design of
a metal part manufactured by electron beam melting. The correlation between reference
XCT data and data obtained by an off-axis infrared (IR) camera was performed utilizing
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the known defect position within the part. Lough et al. [22] qualitatively compared single
lateral slices in a cylindrical test specimen on the basis of voids that were produced by
decreasing the laser power. In a study by Coeck et al. [23], the registration of IR data and
XCT data was performed utilizing the large size of the present lack of fusion (LoF) voids in
the observed specimen as reference object. Due to the low number of voids (45 voids in a
10 mm3 volume) and their large dimensions, a straightforward spatial assignment between
voids and melt pool monitoring data was feasible. The data time series derived from the
off-axis photodiodes of the melt pool monitoring system were mapped to the 3D position
of the laser scanner. Single data points from the obtained point cloud were allocated to a
void event if the distance between the data point centroid and the void centroid was below
500 μm. Forien et al. [24] overlapped X-ray radiography scans of single tracks with coaxial
pyrometry in situ monitoring data using a manual translation. Like [23], the time series
data obtained by pyrometry was mapped to the 3D laser scanner position. Voids were
segmented manually and correlated with the pyrometry signal in a radius of 65 μm around
the void centroids.

Apart from manual mapping of signal and reference data, image registration algo-
rithms can be utilized to automatically align multiple images for further analysis [9]. A 3D
image registration was performed by Mohr et al. [25] to overlap optical tomography and
XCT datasets. Here, the open-source software elastix 4.9 (University Medical Center Utrecht,
Utrecht and contributors, The Netherlands) was utilized to apply an affine transformation.
In a recently published study, Lough et al. [6] performed a voxel-based quantitative anal-
ysis using a layer-by-layer registration along the z axis of the specimen which included
down-sampling of the XCT dataset. Here, the datasets were aligned manually along the z
axis. Afterwards, an automated translation algorithm was applied. Taherkani et al. [26]
registered XCT data according to the specimens CAD file using the 3D image analysis
software Dragonfly Pro v4.0 (Object Research Systems Inc., Montreal, QC, Canada). As
geometric reference, horizontal and vertical grooves were integrated into their specimen
design. The alignment of the CT data with the melt pool monitoring data was carried out
on the basis of artificial voids integrated in the specimen. Gobert et al. [27] utilized an
affine mapping function to register CT data and powder bed image data acquired by a high
resolution digital single-lens camera. The registration was based on minimization of the
root mean square error between geometrical reference points in the datasets.

The literature [4,5] emphasizes that irregularity prediction in L-PBF is an important
task to predict the service life of the produced part. The development of accurate prediction
models requires a precise image registration of the acquired monitoring data and the
reference data, especially due to the small dimensions of the occurring irregularities. To
the authors’ knowledge, few systematic investigations concerning registration methods in
the scope of irregularity prediction in L-PBF have been performed. Some authors [21,22]
rely on large artificial voids integrated in the specimen design to simplify their detection
in the sensor data and in the ground truth data. If registration algorithms are applied,
their accuracy is usually not further specified, even though it is essential information to
evaluate the measurement uncertainty. Furthermore, the influence of occurring shape
distortions such as warping or shrinkage in the datasets are usually not included in the
registration approach.

This study focuses on the registration of feature datasets extracted from in situ ther-
mography and an XCT dataset of a cylindric specimen that contained keyhole pores [28].
The registration is performed as a preliminary step to facilitate a highly accurate prediction
of the present irregularities using ML methods (to be reported in a sister paper). The intro-
duced registration methodology focuses on dataset preprocessing to enable the application
of a simple 3D image-by-image registration. A systematic description of the singular data
processing steps and the challenges arising from the different formats and dimensionalities
of the datasets is given. In the context of the XCT dataset, especially the influence of the
present shrinkage and material elevation on the registration accuracy is examined. Here, a
novel method to adaptively adjust the part deformation is developed based on the pore
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distribution in the specimen. The obtained registration accuracy is evaluated and future
challenges in the context of irregularity prediction in L-PBF are derived.

2. Materials and Experimental Procedures

A cylindrical specimen was produced on a commercial L-PBF machine (SLM 280 HL,
SLM Solutions Group AG, Lübeck, Germany) using AISI 316L stainless steel powder.
The powder was specified as follows: apparent density of 4.58 g/cm3, Dmean = 34.69 μm,
D10 = 18.22 μm, D50 = 30.5 μm, and D90 = 55.87 μm. The specimen design included a
surrounding staircase structure as registration landmark (see Figure 1) inspired by a study
by Gobert et al. [27]. The entire specimen was built upon the milled surface of a dummy
cylinder to prevent cutting losses. The inner cylinder (diameter: 7 mm, height: 12 mm) con-
sisted of six sections. The sections were manufactured with varying processing parameters
to introduce keyhole porosity into the material. The parameter variation was performed by
decreasing the scanning velocity. This resulted in increased volumetric energy densities
(VED) [28], see Table 1. A hatch distance of 120 μm and a layer thickness of 50 μm were
utilized. Furthermore, a cross and a letter landmark were added to the specimen’s top
surface as further geometric landmarks.

 
(a) (b) 

Figure 1. (a) Specimen design including staircase structure, top surface cross landmark, labeling
letter landmark, dummy cylinder, and the introduced coordinate systems S and S′. The green areas
mark sections that were manufactured using increased VED. In this view, section 1 is hidden behind
the staircase which is indicated by the dashed line. (b) Manufactured specimen on dummy cylinder.
Adapted from Ref. [28].

Table 1. Overview of the manufacturing conditions of the different cylinder sections (corresponding
to specimen “B” in [28]). In the last column, the relative increase of the VED in comparison to
sections 1, 3, and 5 is given by the percentage value in brackets.

Section Layer Count Laser Power P in W Scan Velocity v in mm/s VED in J/mm3

1 1–60 275 700 65.45
2 61–80 275 560 81.84 (+25%)
3 81–140 275 700 65.45
4 141–160 275 467 98.21 (+50%)
5 161–220 275 700 65.45
6 221–240 275 400 114.45 (+75%)

The in situ monitoring setup consisted of three infrared cameras that were mounted
off-axis outside of the machine, utilizing a custom-made optical entrance. The thermal
radiation of the process was guided to the cameras by a system of gold-coated mirrors
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and beam splitters that were optically adapted to the spectral sensitivity of the respective
camera system. For further details concerning the powder specifications, scanning strategy,
and the machine setup, refer to a previously conducted study [28]. In this study, the in situ
monitoring data of the deployed short-wave infrared camera (Goldeye CL-033 TEC1 from
Allied Vision Technologies GmbH, Stadtroda, Germany) was utilized for the investigation.

From the short-wave infrared camera, a 4D dataset consisting of thermograms with
the size of 90 pix2 (pixel scale of approximately 100 μm/pix) was obtained from 240 manu-
facturing layers during the process monitoring. The dataset size was 90 × 90 × nim,l × 240,
where nim,l depicts the number of the image that was acquired during the exposure of
a single layer l. nim,l could vary slightly for the different layers due to variations in the
starting time of the recording and durations of the layer illumination. It was of the order of
approximately 8000 images. All thermograms were temperature calibrated using a single
point calibration method [29]. Ten different features were identified from the spatial and
temporal temperature information present in the thermograms (Table 2). Detailed insights
concerning the feature extraction can be found in [28]. A coordinate system S (Figure 1)
was introduced to describe the respective 3D voxel position of each feature value in the
specimen data. The features were distinguished into melt pool-based and time-dependent
temperature features. Both feature classes differed in spatial information density. Melt
pool-based features were extracted for each image and spatially assigned to the x-y position
of the pixel with the highest temperature visible in the image. This pixel represented the
position where the laser spot was located on the specimen surface. Due to the temporal
and spatial resolution of the camera, the melt pool feature data were distributed sparsely in
each respective layer. The sparsity was dependent on the scan velocity and resulted in data
point distances along a single scan track ranging from approximately 110 μm (in section 6)
to 200 μm (in sections 1, 3, and 5) with a hatch distance of 120 μm. The feature extraction
resulted in 3D datasets Fi of the size 3 × nmp,l × 240. Here, the first dimension represented
the individual feature value and its associated x-y position in the observed layer (in total
240 layers). The index i in Fi corresponds to the observed melt pool feature and nmp,l
corresponds to the number of melt pool images in the image series of the respective layer.
The time-dependent features were calculated from the temporal temperature information
of each image pixel from a single layer manufacturing. Hence, the spatial information
density was limited only by the spatial resolution of the camera. As a result, 3D datasets
Fj of the size 90 × 90 × 240 were generated for the respective time-dependent feature j.
According to the spatial resolution of the camera and the nominal layer height, a voxel size
of 100 × 100 × 50 μm3 was present in all datasets.

Table 2. Extracted features from in-situ monitoring thermograms.

Feature Class Feature

Melt pool-based features 1

Area
Length
Width

Eccentricity
Perimeter

Mean temperature
Maximum temperature

Time-dependent temperature features
Time over threshold of 1200 K
Time over threshold of 1680 K
Time over threshold of 2400 K

1 Corresponding to the geometry and temperature distribution of the apparent melt pool blob visible in the
thermogram data.

Subsequent to manufacturing, XCT was performed on the specimen and the sur-
rounding staircase after separation from the base plate using the commercial CT-scanner
GE v|tome|x 180/300 (GE Sensing and Inspection Technologies GmbH, Wunstorf, Ger-
many) [28]. A voltage of 222 kV and a current of 45 μA were used to acquire 3000 projections
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at an acquisition time of 2 s. To improve the signal-to-noise ratio of the projections, three
images were taken at each of the 3000 angular positions, and their average was used for the
3D reconstruction. The reconstruction of the XCT projection data was performed by using
the filtered back-projection algorithm [16], resulting in a raw dataset Vraw with the spatial
dimension of 2024 × 2024 × 2024 and a voxel size of 10 μm3. The achieved voxel size
enabled the quantitative analysis of features of a size above 20 μm3. A further coordinate
system S′ (Figure 1) given by the axis of the original XCT data was utilized to describe the
XCT voxel positions. Subsequent to the reconstruction, a beam hardening correction [30]
was performed. Furthermore, the cylinder axis was aligned parallel to the z′ axis. This
was carried out using ImageJ Fiji [31] and MATLAB (MathWorks Inc., Natick, MA, USA).
Here, contiguous x′-y′ slices were extracted from Vraw and a circle fit [32] was applied
to the circular shape visible in the slice. Afterwards, the circle fit centroids of all slices
were calculated. From the calculated course of the centroids along the z′ axis, the angle
of cylinder axis inclination was determined. The alignment was performed by manual
rotation of the cylinder around the x′ and y′ axis. The resulting angle deviation after the
axis alignment was calculated to approximately 0.005◦. This resulted in a maximum height
deviation at the specimen surface of approximately 1 μm (regarding height and diameter
of the CAD of the specimen). The image data were further processed by adjusting the
brightness and the contrast. A 3D dataset Vproc with the size of 711 × 711 × 1260 voxels
was obtained containing the density information of inner cylinder and the landmark struc-
tures on the specimen top. In the following, a local thresholding algorithm introduced by
Phansalker et al. [33] was applied to the data to distinguish between material and voids.
The binarized dataset is denoted as Vproc,bin. An overview of the datasets that are used in
this study is given in Table 3.

Table 3. Overview of the obtained datasets from thermography and XCT. nmp,l corresponds to
the number of images acquired during the manufacturing of a single layer and is in the order of
approximately 8000 images.

Dataset Source Content Dimensions Voxel Size in μm3

Fi SWIR camera Values of i-th melt pool-based feature 3 × nmp,l × 240 100 × 100 × 50
Fj SWIR camera Values of j-th time-dependent temperature features 90 × 90 × 240 100 × 100 × 50

Ak SWIR camera Preprocessed and interpolated values of
k-th feature 935 × 980 × 1200 10 × 10 × 10

Vraw XCT Density information (raw) 2024 × 2024 × 2024 10 × 10 × 10
Vproc XCT Density information (cropped, increased contrast) 711 × 711 × 1260 10 × 10 × 10

Vproc,bin XCT Porosity information (cropped) 711 × 711 × 1260 10 × 10 × 10
Vfinal XCT Porosity information (cropped, adjusted to CAD) 711 × 711 × 1200 10 × 10 × 10

3. Registration Methodology and Results

The aim of this study was the registration of the obtained thermogram feature datasets
and the corresponding XCT dataset to produce an accurately aligned data basis for future
irregularity prediction modeling. Preprocessing methods were used to adjust each dataset
to match the original specimen geometry given by the CAD. Based on a sophisticated
preprocessing workflow, the registration was simplified to a simple 3D image-to-image
algorithm. In the following, the performed processing steps concerning thermogram feature
data, the reference XCT data, and the image registration are described, and the obtained
results are presented. A schematic overview of all performed steps is given in Figure 2.
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Figure 2. Schematic overview the processing steps for the registration of thermographic and XCT
datasets. The dashed lines indicate which steps correspond to the data preprocessing and which
correspond to the registration. Datasets are indicated by bold frames.

3.1. Preprocessing of Thermogram Feature Dataset

A first evaluation of the obtained melt pool-based feature dataset Fi and the time-
dependent feature dataset Fj revealed three pre-registration challenges: First of all, due
to the sparse nature of Fi, a volume interpolation was necessary to perform an image-
to-image registration [34]. Secondly, perspective distortion was found in both datasets
resulting from the optical setup [28] used for the process monitoring. Such distortion led to
inconsistent voxel scales in the x and y axis. Thirdly, the datasets were resampled to the
voxel scale 10 μm3 of the XCT reference data to enable the precise spatial overlap of all
datasets. One 3D linear interpolation algorithm was implemented to solve all three pre-
registration challenges. Thus, missing pixel values in the sparse melt pool-based features
were interpolated (see Figure 3a), the present imaging error was rectified, and the voxel
size was adjusted. The distorted image scales sx = 103.8 μm/pix and sy = 108.9 μm/pix
were calculated from pre-manufacturing recordings of a calibration target (grid pattern),
while the scale in the z direction sz was given by the layer thickness of 50 μm. The size of
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the rectified target volume A (width wA, depth dA, and height hA) was derived from the
former thermogram size 90 pix2 and the overall layer count (240 layers):

wA = 90 · sx′

sx
(1)

dA = 90 · sy′

sy
(2)

hA = 240 · sz′

sz
(3)

Here, sx′ = 10 μm, sy′ = 10 μm and sz′ = 10 μm denote the voxel size of the XCT data.
From the initial datasets Fi and Fj, k = i + j = 10 datasets Ak with a size of 935 × 980 × 1200

voxels were interpolated. The results of the interpolation of melt pool-based feature data
from a single layer are depicted in Figure 3b.

 
(a) (b) 

Figure 3. Preprocessing of thermogram feature data (here: melt pool blob size) of layer 59. (a) Incre-
mental data points of melt pool blob size containing image distortion. (b) Rectified and resampled
thermogram with an adjusted scale of 10 μm/pix.

3.2. Preprocessing of XCT Dataset

The XCT dataset contained the porosity information present in the specimen. The
dimensions and the shape of the cylindric specimen in the XCT dataset deviated signifi-
cantly from the shape of the original CAD. A first comparison of the specimen to the CAD
model height showed a vertical shrinkage. Furthermore, the observation of the top surface
revealed a severe shape deformation. The surface rim was elevated in comparison to its
center. This resulted in significant height deviations (see Figure 4). The maximum height
differences of approximately 400 μm between surface rim and center (which corresponds
to 8 manufacturing layers) would produce major errors if a simple lateral slicing along the
x′-y′ plane was performed for correlation with the monitoring data. Alongside this, the
registration landmarks (letter and cross) that were later utilized to obtain a registration
function were inspected since they can be clearly separated from the main cylindrical
specimen. The bordering areas of the landmarks exhibited a local height increase. This
represented a distortion of the original surface (see Figure 4). The surface deformation
posed a major difficulty for the registration because it was unclear how the deformation
was formed over the course of the manufacturing process.
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Figure 4. Cross-sectional slice of XCT reference volume at a depth of x′ = 3 mm. Gray value variations
in the bulk material are image artifacts originated by the cone-beam reconstruction of strong absorbing
material. Height elevations on the surface rim and lateral shrinkage in the section of increased VED
are visible. The approximated top surface shape (continuous blue line) is repeated below (dashed
blue line) for a better comparison with the pore distribution. In Detail A, the areas of local surface
height increase close to the landmarks are marked by blue circles.

Ulbricht et al. [7] found a similar surface deformation in an equally designed specimen
that was manufactured using the same material and machine. Furthermore, they found
indications of a comparable surface deformation at multiple stages of the manufacturing
process. These previous deformations were estimated from the observation of LoF voids
at the transition from a void-free section and followed by a section with artificial voids
(notches) within the specimen. The authors suggested that the deformation could have
been present during the entire manufacturing process. In the current study, the observation
of the pore distribution in the transition from section 5 to 6 indicated a similar effect (see
Figure 4). Therefore, a method was developed to adjust the surface in the dataset based on
the deformation information obtained from the pore distribution. The method assumed
that all previous surface deformations that had formed during manufacturing had a quali-
tatively similar shape to the visible deformation of the specimen surface. Furthermore, it
was assumed that the previous surface deformation can be reconstructed from the depth
distribution of the lowest keyhole pores at the onset of a region with increased VED, i.e.,
section 6. Finally, the preprocessing method for the XCT dataset consisted of five steps
(compare Figure 2):

1. Preliminary height adjustment;
2. Determination of the surface deformation;
3. Estimation of the surface deformation history;
4. Determination of a deformation adjustment function;
5. Volume reconstruction utilizing the deformation adjustment function.

3.2.1. Preliminary Height Adjustment

Due to the height difference between the manufactured specimen represented in
the XCT dataset and the original CAD, a preliminary height adjustment was performed.
The shrinkage was estimated from the height of the staircase treads that were built as
registration landmarks. The staircase was built upon the milled surface of the dummy
structure and scanned by XCT along with the cylindric specimen. The stair treads were
located at specific layer heights, starting at a height of 3 mm, and repeating every 1 mm.
Even though the staircase was built without VED variation (utilization of standard VED
of 65.45 J/mm3), it was found that the highest staircase tread had an approximately equal
height to the rim of the top surface. Furthermore, it was found that section 1 exhibited a

13



Metals 2022, 12, 947

height decrease of approximately 230 μm (7.66%) in comparison to the CAD model. This
was probably caused by solidification shrinkage [25]. In the remaining sections 2 to 6,
the height decrease was noticeably lower and amounted in total to approximately 60 μm
(0.67%). A 3D linear interpolation to the original CAD height was utilized to perform the
height adjustment. From the large difference in height decrease, it was decided to split the
whole dataset into two subsets (the first subset containing section 1, and the second subset
containing sections 2 to 6) and to perform separate height adjustments. Afterwards, the
two subsets were vertically fused again.

The voxel size was effectively locally distorted by the performed height adjustment.
In the case of a quantitative void volume analysis, this must be considered. For this study,
this effect was of no further significance.

3.2.2. Determination of the Surface Deformation

For the quantification of the surface deformation, the voxels representing the specimen
surface were extracted in the first place. For further refinement of the surface information
of Vproc,bin, the extraction was performed on the adjusted intensities of Vproc. Here, a
customized thresholding algorithm was utilized. It is based on the ISO50% value TISO50%
which was calculated as a global threshold from the intensity values of Vproc. The ISO50%
value represents the average between the highest peak of background voxels and the
highest peak of material voxels in a histogram of all voxel gray values [35]. The surface
height was calculated for every single x′-y′ position. To suppress errors arising from
possible reconstruction artifacts located above the surface, the algorithm was extended by
further thresholding conditions. A subset Vproc,ROI was extracted from a region of interest
(ROI) in Vproc which included the entire surface information. Ix′ ,y′ ,z′ corresponds to the
respective gray value of a voxel in Vproc,ROI where the indices x′, y′, and z′ correspond to
the voxel position in the respective axis. A surface edge was determined if the following
criteria were fulfilled:

Ix′ , y′ , z′ ≥ TISO50% (4)

Ix′ , y′ , z′+1 < TISO50% (5)

nvox

∑
i=1

Ix′ ,y′ ,z′−i ≥ nvox · TISO50% (6)

nvox is the number of voxels below the observed edge voxel which were considered for
the surface determination. The parameter was manually tuned to 10, which produced good
results concerning the suppression of reconstruction artifacts. The 2D array of calculated
surface data points (Figure 5a) were denoted as Hsurf. Subsequently, the cross landmark,
the labeling letter, and their bordering areas were removed since the found local surface
increase was obstructive for determination of the surface information. Here, arithmetic
image multiplication with polygon masks was used to perform the removal of the cross
landmark and the labeling letter. An interpolation algorithm [36] was used to reconstruct
the missing surface parts. Additional smoothing was applied to remove local height
deviations, i.e., spatter elements that were connected to the surface. The determination
accuracy was quantified by a mean absolute error (MAE) of approximately 4 μm. The
resulting surface reconstruction Hsurf,rec is depicted in Figure 5b.
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(a) (b) 

  
(c) (d) 

Figure 5. (a) Part surface extracted by thresholding algorithm. (b) Reconstructed part surface after
removal of registration landmarks. (c) Reconstructed surface from lowest pores in the transition zone
(between sections 5 and 6) at an approximately average specimen height of 10.7 mm. (d) Part surface
after application of deformation adjustment function extracted by thresholding algorithm.

3.2.3. Estimation of the Surface Deformation History

The distribution of the pores in the transition zones between sections of standard VED
followed by sections of increased VED was the basis for the estimation of the former surface
deformation history. Such pores in the transition zones are called boundary pores hereafter.
Due to the increased VED utilized in sections 2, 4, and 6, predominantly keyhole pores were
present. Keyhole pores are likely to form at the bottom of the melt pool and be entrapped
in its lower part [37]. Inspired by the findings of Ulbricht et al. [7], it is assumed that the
topography of the former surface can be reconstructed from the statistically distributed
pores at the boundary of the transition zone. The first step to estimate the previous
surface deformation was the extraction of the boundary pores. The transition zones from
section 1 to 2 and from section 3 to 4 were not regarded due to the low information density
resulting from the low number of pores in these sections. The decreased number of pores
contributed to the lower increase of VED [38] utilized in these sections (+25% in section 2
and +50% in section 4). Only in the transition from section 5 to 6 was a sufficient number
of pores present. A data subset from height z′ = 1050 to 1090 vox (equal to a specimen
height of 10.5 μm to 10.9 μm) that contained the lowest boundary pores was extracted from

15



Metals 2022, 12, 947

Vproc,bin. The 3D position of each respective pore centroid in the subset was calculated
(MATLAB function “regionprops3”) and stored in a 2D array. The pores located at the rim
of the obtained disc-shaped point cloud were extracted (MATLAB function “boundary”).
For the surface reconstruction, only the pores of the bottom part of the rim were utilized
since they were located in the transition zone. These centroids were denoted as Hpores and
were located at an average centroid height of approximately z′ = 1070 voxel. Here, the
same interpolation algorithm as used for the top surface [36] was applied to reconstruct
the surface shape. This shape was denoted as Hpores,rec. Additional smoothing was added
to remove local inhomogeneities. Hpores,rec is depicted in Figure 5c. Good agreement
was found between the reconstructions Hpores,rec and Hsurf,rec. Furthermore, the standard
deviation (STD) σpores of the original centroid heights in Hpores,rec was calculated to 33 μm,
which is significantly lower than the STD σsurf of Hsurf,rec (95 μm).

3.2.4. Determination of a Deformation Adjustment Function

Based on Hpores,rec, a deformation adjustment function gx′ ,y′ (z′) was determined for
the compensation of the surface deformation history. As stated above, the method assumed
that all surface deformations during the manufacturing had an approximately similar
shape like the surface deformation Hsurf,rec determined in Section 3.2.2. However, the
comparison of σpore and σsurf implied that the average height amplitude of the deformed
surfaces increased with growing z′. This was taken into account by the introduction of a
compression factor c. The idea behind c was the adaption of the average height amplitude
in dependency to z′. Due to the given pore distribution, only three reference surfaces were
available for the calculation of c: (i) The non-deformed milled surface of the dummy base
volume Hplate at z′ = 0 vox with σplate = 0, (ii) the surface reconstruction Hpores,rec from the
boundary pores at an average height of z′ ≈ 1070 voxel with σpores = 33 μm, and (iii) the
surface reconstruction Hsurf,rec with σsurf = 95 μm of the specimen top. Due to this lack of
information, only a sectional linear interpolation approach was feasible for the calculation
of c (see Figure 6a).

 
 

(a) (b) 

Figure 6. (a) Qualitative illustration of the linear sectional fit for the determination of the compression
factor c. (b) Cross-sectional slice of the XCT data at a depth of 3.5 mm. The height deviations
corresponding to the manufacturing layers calculated from gx′ ,y′ (z′) are depicted as blue lines.

The compression factor c is given by:

c
(
z′
)
=

{
m1z′+b1
σsurf : Hplate < z′ < Hpores,rec

m2z′+b2
σsurf : Hpores,rec ≤ z′ < Hsurf,rec

(7)
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m1 = 3.902 × 10−3, m2 = 4.479× 10−3 correspond to the slope and b1 = 0, b2 = −4.33 corre-
spond to the intercept of gx′ ,y′ (z

′) in the respective interpolation section (see Figure 6a). The

sections were chosen corresponding to the average height of the substrate plate Hplate = 0,
the average height of the extracted pore centroids Hpores,rec and the average surface height
Hsurf,rec. To obtain values between 0 and 1, a normalization with σsurf was performed.

The local height deviation at an arbitrary voxel position resulting from the surface
deformation was calculated by the deformation adjustment function gx′ ,y′ (z

′):

gx′ ,y′
(
z′
)
= ΔHsurf,rec

x′ ,y′ · c
(
z′
)

(8)

ΔHsurf
x′ ,y′= Hsurf,rec

x′ ,y′ − Hsurf,rec (9)

Here, the local height deviation at voxel position x′ and y′ is given by ΔHsurf,rec
x′ ,y′ .

Exemplary values of gx′ ,y′ (z
′) for chosen layer heights are depicted in Figure 6b.

3.2.5. Volume Reconstruction Utilizing the Deformation Adjustment Function

Equation (8) gives an incremental floating number which corresponds to the height
deviation of the considered voxel with the height z′. The volume reconstruction was
performed by the generation of a new volume Vfinal from the distorted volume Vproc,bin.
Here, for each new voxel in Vfinal, the position of a corresponding voxel in Vproc,bin was
calculated and its associated binary value was assigned to the new voxel:

Vrec(x′, y′, z′
)
= Vproc,bin(x′, y′, z∗

)
(10)

with z∗ =
⌈

z′+gx′ ,y′
(
z′
)⌋

(11)

z* was rounded to avoid non-integer values. Since the specimen height was locally
adjusted to the CAD height, the number of voxels containing density information was larger
in Vfinal than in Vproc,bin. Therefore, single voxel values from Vproc,bin were duplicated
during the assignment to Vfinal. The decision to duplicate a voxel was determined by the
rounding operation of z*. The maximum percentage of duplicated voxel at a single x′-y′
position was approximated to ~3% from the maximum height difference between the real
specimen and the CAD (~400 μm). The final size of Vfinal was 711 × 711 × 1200 voxels. For
evaluation, the adjusted top surface of Vfinal was extracted by the thresholding algorithm
described Section 3.2.2 (Figure 5d). After the removal of the cross and the label landmark
(see Section 3.2.2), the STD of the surface height of Vfinal was calculated to 30 μm. This
is a significant decrease compared to the surface of Vproc (STD of 95 μm). Furthermore,
a comparison of the pore distribution in the transition zone pre- and post-adjustment is
depicted in Figure 7. In the hypothetical case of a specimen free of surface deformations,
the pores were expected to appear at an approximately similar height z′ in the specimen
under the assumption of a comparatively small statistical depth variation of keyhole pores.
The former dataset is distinguished by pores being distributed heterogeneously, appearing
at first especially in the right half of the specimen in Figure 7a with a transition to the left
half with growing z′. The height difference between the first appearance of keyhole pores in
the cylinder right half to a pore distribution over the entire specimen cross-section amounts
to approximately 10 to 11 voxels. In the case of the adjusted dataset, this height difference is
decreased to approximately 5 to 6 voxels, especially when disregarding the pores present at
the specimen rim. These were presumably LoF voids resulting from the interface between
bulk and contour scans [7,39–41]. Furthermore, the described transition in the former
dataset from right specimen half to left specimen half is no longer present here.
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(a) 

 
(b) 

Figure 7. Pore distribution between section 5 and 6 starting at a specimen height of approximately
1050 voxels (10.5 mm) increasing by z′ = 1 voxel (10 μm) per image slice (a) before deformation
adjustment (Vproc,bin) and (b) after deformation adjustment (Vfinal). While the pore appearance in
(a) is mainly starting on the right specimen half and transitions over the course of 10 image slices to the
left half, the pore appearance in (b) begins mainly in the center and transitions faster (approximately
in 5 image slices) from singular pores to a widespread distribution over the entire cross-section. The
dashed red lines indicate the approximate starting and stopping points of the pore transition and
are added to increase the readability of the figure. The starting points were manually approximated
based on the appearance of a sufficient number of clearly identifiable pores in the cylinder bulk. The
stopping points were manually approximated as the images in which pores appeared in major parts
of the bulk.

Due to the performed surface adjustment, the utilization of a simple 3D image-by-
image registration algorithm was enabled.

3.3. Image Registration

The spatial image registration was performed using the MATLAB Registration Estima-
tor Toolbox. Here, several different feature-based and intensity-based algorithms for image
registration are available. For this study, a monomodal intensity-based algorithm [10] was
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chosen because the datasets were acquired by different imaging techniques and therefore,
had different spatial resolutions and different geometric features. The thermograms were
labeled as moving images which were spatially transformed to be registered on the XCT
fixed images [11]. A registration function T was generated using images of the cross land-
mark on the specimen top surface. The cross landmark was visible in both thermography
and XCT image data (see Figure 8). In the case of the XCT data, the cross was extracted
from the cross-section slice of Vfinal. Regarding the thermogram data, the extraction of the
cross landmark was performed from a sum of intensity image from the thermograms of
the landmark manufacturing. Here, the pixel temperatures of all 2D thermograms from
the manufacturing series of specimen layer were summed up and normalized afterwards.
Layer 242 was chosen for the sum of intensity image since the landmark structures were the
most clearly identifiable here. Both images were further processed to improve the clearness
of the landmark geometry. At first, noisy background elements were removed from the
image using arithmetical image multiplication and a polygonal mask. The low spatial
resolution of the thermographic camera demanded the use of morphological and median
filters to clarify the cross edges. Furthermore, the introduced preprocessing in Section 3.1
was applied on the thermography cross landmark image. Finally, the image was binarized
using a global threshold.

  
(a) (b) (c) 

Figure 8. (a) Sum of temperature image from the raw 4D thermogram dataset. (b) x′-y′ slice of
Vbin at a height of z′ = 1205 vox. (c) Extracted and processed cross labels from (a,b) after the spatial
registration was performed. Shown here is a monomodal translation registration with a quality
of 0.958 calculated by the MATLAB Registration Estimator Toolbox. White areas correspond to
overlapping area, while pink and green correspond to deviating areas.

Four different transformation models (“similarity”, “affine”, “rigid”, and “translation”)
were available in the MATLAB toolbox for the monomodal registration to produce a
registration function. These models exhibit different degrees of freedom concerning the
available transformations. The highest degree of freedom is given by the similarity model
that allows translation, rotation, shearing, and scaling of the moving image. The affine
model does not allow shearing, while only translation and rotation are available when
using the rigid model. In the case of the translation model, only image translation is
applied on the moving image. Due to the performed resampling and rectification from
the preprocessing of the cross landmark, the moving image already had the same image
scale as the XCT image and present distortions were adjusted. Furthermore, the size of the
sum of intensity image of the cross landmark in the thermogram dataset may be artificially
enlarged by thermal expansion and the choice of the binarization threshold. Therefore,
shearing and scaling are unnecessary degrees of freedom that might introduce registration
inaccuracy. Two registration functions based on the rigid and the translation model were
determined. In the following, the obtained registration functions were applied on the slices
of the preprocessed thermogram datasets Ak and the preprocessed XCT dataset Vfinal [34]:
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T
(

Ak,2D
z

)
↔ Vfinal,2D

z′ with z = z′ (12)

Here, Ak,2D
z correspond to a 2D x-y slice of Ak and Vfinal,2D

z′ to the 2D x′-y′ slice of Vfinal.
As stated in Section 1, the evaluation of the registration accuracy is often challenging. In
this study, a simple method was utilized to evaluate the registration results. A full dataset
of layer maps from thermography (chosen feature: melt pool area) was registered with
the corresponding XCT dataset. Afterwards, the contours of the registered x-y slices were
approximated by a circle fit [32]. In the case of the thermogram dataset, a binarization
using a manually chosen threshold was necessary for the detection of the boundary edges.
From the circle fit, the average distance ΔD between the circle centroids of the registered
datasets was calculated for all slices:

ΔD =
1

nslice

nslice

∑
i=1

√
(xcen

z − x′cen
z′ )2 + (ycen

z − y′cen
z′ )2 with z = z′ (13)

Here, the centroid position of the thermogram feature image is given by xcen
z and

ycen
z , while the centroid position of the XCT image is given by x′cen

z′ and y′cen
z′ . ΔD was

an indicator for the translation error that was present after the registration. Furthermore,
the MAE of average difference of the circle radius ΔR was calculated as a measure of the
scaling error. The results are shown in Table 4.

Table 4. Geometric errors resulting from different transformation modes of registration in the
corresponding sections. Here, ΔD corresponds to the MAE of the distance between the circle fit
centroids and ΔR to the MAE of the difference between the circle fit radii. The STD of both sizes is
given by σΔD and σΔR, respectively.

Transformation Model
(Including Degrees of Freedom)

Section ΔD in μm σΔD in μm ΔR in μm σΔR in μm

Rigid (translation and rotation)

1 23 ±12 21 ±8
2 42 ±20 38 ±6
3 23 ±11 25 ±7
4 65 ±29 59 ±11
5 25 ±12 30 ±11
6 80 ±31 57 ±23

Translation (translation)

1 27 ±13 19 ±8
2 43 ±19 37 ±5
3 29 ±12 23 ±7
4 53 ±22 55 ±9
5 27 ±12 28 ±10
6 64 ±27 55 ±23

4. Discussion

It is important to place this investigation in the overall context of irregularity prediction
in L-PBF parts. The precise prediction of irregularities based on the obtained thermographic
in situ monitoring data was the objective. The registration is a necessary step to align
monitoring and reference datasets. Therefore, the achieved registration precision is a
crucial information because it limits the effective volume size in which irregularities can be
accurately predicted.

The preprocessing of the thermogram data included, in the case of melt pool-based
features, an interpolation from a sparse point cloud of voxels to a resampled 3D volume
dataset. This was performed to adjust the thermogram voxel sizes to the XCT voxel size.
Thus, the datasets could be registered more precisely with a theoretical accuracy lower
than the pixel resolution of the IR camera, 100 μm2. Single voxel values of the interpolated
datasets should be treated with care because it is uncertain if they necessarily reflect the
exact thermal history of the temporally high dynamic L-PBF process. It can be concluded
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that the temporal and spatial resolution of the raw thermograms is important information
that should be considered for the prediction of irregularities. Especially if the original
thermogram datasets have a lower spatial information density than the registered datasets,
a further resampling of the registered datasets to a larger voxel size might be necessary.

In the context of XCT data preprocessing, it was found that an adjustment of the
detected surface deformation is of vital importance for the overall registration accuracy.
The obtained results from the introduced adjustment method are promising since they
show a clear decrease in shape deformation (compare Figures 5d and 7). Nonetheless, it is
necessary to critically analyze the single XCT preprocessing steps that were performed.

The basic method of reconstructing former surface deformations from the internal
void distribution in the part was strongly motivated by the findings of Ulbricht et al. [7]
and their observations related to the surface deformation. Here, multiple indications of
the former surface deformations were visible in the XCT data due to the implementation
of artificial notches in their design. In the specimen investigated in the current study,
no such notches were present since their implementation might have interfered with the
presence of keyhole pores whose formation was forced by the chosen design. Therefore,
the available information for surface reconstruction was limited. Only pores in one section
could be used for the reconstruction of the surface deformation history. From this lack of
information arose the decision to utilize a linear sectional approach for the calculation of the
compression factor c. This choice might be an oversimplification in terms of describing the
surface deformation history. The potential need of more complex fitting approaches such
as higher order polynomials or exponential functions to describe the surface deformation
history will be investigated in future research. In future experimental designs, the insertion
of artificial voids as references instead of boundary pores could be used for an easier
determination of the deformation history.

The chosen simple fitting approach for the compression factor c well compensated the
error induced by the surface deformation (Figures 5d and 7). The results show that the
specimen deformation was determined accurately by the chosen customized thresholding
and surface reconstruction algorithm. Here, the choice of other registration landmarks
which are not positioned on the specimen top could improve this result even further, since
the step of surface reconstruction of missing areas would be omitted.

In order to describe the surface deformation history, the assumption was made that
all surface deformations during manufacturing had an approximately similar shape to the
deformation of the specimen top. The results indicate that this assumption is promising.
The deformation reconstructed from the pore centroids at an approximate specimen height
of z′ = 1070 voxel is in good agreement with the determined top surface deformation. This
is remarkable since the reconstruction is based on the positional information of the present
keyhole pores.

The formation of keyhole pores is connected to unstable conditions in the melt pool
keyhole [37]. As a result, keyhole pores can occur spatially irregularly during the man-
ufacturing of a scan track (compare Figure 7). Additionally, the melt pool depth varies
to a certain extent. As a result, the z′ position of pores which result from a single layer
manufacturing can fluctuate. The melt pool depth was shown to depend on the laser
processing parameters. Mohr et al. [25] found melt pool depths of 213 ± 19 μm for a
VED of 65.5 J/mm3 and 471 ± 54 μm for a VED of 152.7 J/mm3 using the same machine
and material that was utilized in the present study. It can be assumed that the average
melt pool depths from the VED utilized in section 6 (114.45 J/mm3) lay in between these
results. However, regarding the pores that were utilized for the former surface deformation
reconstruction, the positional fluctuations are limited by the manufacturing of overlying
layers. Here, the keyhole of the new layer can interact with the lower pores which may
lead to the escape of the entrapped gas or a recombination with new pores. Therefore, the
positional fluctuation is effectively limited to the layer thickness (50 μm).

The heterogeneous spatial pore distribution and the fluctuation in the vertical pore
location were identified as interfering factors for the reconstruction of the former surface de-
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formation. Nonetheless, the surface deformation calculated by pore distribution (Figure 5c)
showed similar shape tendencies as the top surface deformation (Figure 5a). From that, it
can be concluded that the history of surface deformation is effectively linked to the resulting
pore location. Precise knowledge of the surface deformation history is, therefore, essential
for an allocation of in situ sensor data to the porosity information obtained from XCT. To
the best of the authors’ knowledge, these findings are new and underline the importance of
shape adjustment in the registration procedure for irregularity prediction.

It needs to be remarked that the density information of the manufactured specimen is
effectively locally distorted by the shape adjustment to match with the “ideal” specimen
geometry given by the CAD. Therefore, the quantitative void sizes in the adjusted dataset
should be analyzed with care since they might differ from the results in the raw dataset.
However, a quantitative void analysis can be enabled again if the applied deformation
adjustment is reverted.

In terms of the image registration, the allowed transformation options of the investi-
gated registration models were rotation and translation. Due to the performed preprocess-
ing of both datasets, it was decided that shearing and scaling as additional transformations
were unnecessary degrees of freedom. The results (Table 4) show that the lowest errors
were achieved when applying the rigid model in section 3. In the section of increased VED,
lower accuracy was achieved. This was presumably caused by the lateral shrinkage present
in these sections (visible in Figures 4 and 6b). The shrinkage seemed to prevent the algo-
rithm to produce even better results. The comparison between the registration functions
showed that the translation model performed better in the section of increased VED. The
additionally allowed rotation of the rigid model appears to be counterproductive here and
the results indicate that both XCT and thermography datasets were already aligned well
from preprocessing. The lower performance from the rigid transformation might result
from the shape deviations between the cross landmark images that might have induced an
unnecessary rotation.

The results show that already a simple transformation function with a low number
of degrees of freedom is sufficient for the registration of the preprocessed datasets. For
data that are not preprocessed, it might be a reasonable choice to choose a model that
contains shearing and scaling. Here, the quality of the geometric landmark is a crucial
factor. Furthermore, the results show the potential of the developed registration method if
no lateral shrinkage is present. An extension of the algorithm to improve the registration
accuracy if lateral shrinkage is present will be the objective of future studies.

5. Conclusions

In this study, a 3D image-to-image registration was performed on datasets of ther-
mal features extracted from in situ thermography and a corresponding XCT dataset. The
registration was performed as a prerequisite for irregularity prediction. Extensive data pre-
processing was conducted to obtain similar data dimensionalities to enable the utilization
of the chosen, simple registration method. The preprocessing of the thermal feature dataset
included the compensation of image distortion, the interpolation of missing datapoints
and a resampling to the voxel scale of the XCT data. In the case of the XCT dataset, vertical
shrinkage was preliminary corrected from the height information of a staircase landmark
structure. Furthermore, a novel shape adjustment method was introduced to eliminate the
surface deformation history that was found in the entire part. An image registration func-
tion was derived from the utilization of geometric landmarks located on the specimen top
surface. The registration accuracy was assessed among the obtained geometrical errors in
the registered datasets. From the results of the performed image registration, the following
conclusions are drawn:

• Thermally induced warping and solidification shrinkage, especially in the form of sur-
face deformations, are a major challenge for the image registration because it prevents
the application of simple registration methods. In this study, it was demonstrated
that the distribution of boundary keyhole pores within the observed specimen can
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be utilized to reconstruct the surface deformation for a specific point in time within
the manufacturing. Furthermore, it was shown that an adjustment function based
on the approximated surface deformation history enables the adjustment of the part
deformation and the application of a simple 3D image-to-image registration.

• The geometrical references that were included in the specimen design proved to be
very beneficial for the data registration. The surrounding staircase structure provided
information for the preliminary adjustment of the vertical part shrinkage. The cross
label added on the specimen top could be utilized to generate a registration function.
A drawback of this structure was its disruptive influence during the reconstruction of
the top surface information.

• The performed registration resulted in a translation error of 23 μm ± 12 μm and a
scaling error of 21 μm ± 8 μm (rigid model in section 3). These errors are significantly
lower than the spatial resolution achieved by the IR camera. From the utilization of the
adjustment function, it was found that high improvement was achieved in comparison
to the unadjusted dataset. Based on these findings, it is possible for the first time to
consider the registration accuracy in irregularity prediction modeling.

In future studies, the registered datasets will be used to generate a ML-based model
for the prediction of irregularities within the produced part. Here, the obtained registration
error information will be incorporated to determine the spatial resolution in which the
porosity can be reasonably predicted. Apart from that, we aim to improve the algorithm
to make it more robust if lateral shrinkage is present in the part. The insertion of artificial
voids within the specimen is a promising option to reconstruct the surface information at
different specimen heights. A further option in this regard is the in situ measurement of the
part surface topography by laser profilometry that can be integrated into the process. By
that, a more accurate deformation adjustment can be achieved which will further increase
the registration accuracy and ultimately the irregularity prediction accuracy.
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Abstract: A new method to measure the depth of subsurface defects in additive manufacturing
components is proposed based on the velocity dispersion analysis of Lamb waves by the wavelet-
transform of laser ultrasound. Firstly, the mode-conversion from laser-generated surface waves to
Lamb waves caused by subsurface defects at different depths is studied systematically. Secondly, an
additive manufactured 316L stainless steel sample with six subsurface defects has been fabricated to
validate the efficiency of the proposed method. The measured result of the defect depth is very close
to the real designed value, with a fitting coefficient of 0.98. The defect depth range for high accuracy
measurement is suggested to be lower than 0.8 mm, which is enough to meet the inspection of layer
thickness during additive manufacturing. The result indicates that the proposed method based
on laser-generated ultrasound (LGU) velocity dispersion analysis is robust and reliable for defect
depth measurement and meaningful to improve the processing quality and processing efficiency of
additive/subtractive hybrid manufacturing.

Keywords: additive manufacturing; subsurface defects; laser ultrasound; stainless steel

1. Introduction

Metal additive manufacturing (AM) has disruptive applications in many industries,
including the aerospace, biomedical, and automotive industries [1]. Compared with
traditional manufacturing methods, this layer-by-layer manufacturing technology has
many advantages in the customization of products with complex geometric structures [2].
However, mainstream AM methods have interlayer defects such as inclusions and lack-of-
fusion buried in the subsurface of the printing layer [3]. To remove the random defects,
additive/subtractive hybrid manufacturing is proposed with performing additive and
subtractive manufacturing (SM) alternatively until the whole part is fabricated [4]. The
online detection and location of defects are indispensable for the SM processing. The more
accurate the measurement of the defects’ position, the faster SM can repair the defective
part. Therefore, the online monitoring method is meaningful to significantly improve
processing quality and processing efficiency.

The laser-generated ultrasound (LGU) has been widely used in various manufacturing
fields due to its advantages of being non-contact, broadband, and high-resolution [5].
LGU is also considered to be a potential method for the online detection of metal additive
manufacturing samples [6]. Current research mainly focuses on the detection of surface and
subsurface defects by LGU Rayleigh waves [7]. Zeng Y. produced three kinds of artificial
defects including crack, flat bottom hole, and through hole defects and carried out an
LGU inspection and finite element analysis on these three kinds of artificial defects [8]. In
the defect evaluation, Wang C. used the LGU Rayleigh wave to measure the thickness of
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the subsurface defects with rectangular sides. The two ends of the defects were detected
separately to quantify the width of the sub-surface groove defects [9]. Chen D. used the
phase evolution of LGU Rayleigh waves to detect subsurface defects [10]. Although LGU
Rayleigh wave has many advantages in detecting surface and subsurface defects, there are
still few applications in measuring defect depth. In a previous finite element analysis, it had
been found that ultrasonic surface waves are modulated by near-surface defects, resulting
in a waveform conversion from surface waves to Lamb waves. There was a finite element
simulation study of surface defects with laser phased array Rayleigh waves [11]. It used
the phased array principle to enhance the diffraction wave signal of the LGU detection of
cracks and defects [12]. Zhou Z. performed finite element analysis on large-scale surface
gaps in LGU inspection and studied the interaction between the Rayleigh wave generated
by the laser and surface cracks [13]. Therefore, if we can use appropriate signal processing
methods to systematically study the Lamb conversion law, it is possible to propose a defect
depth method.

The Lamb waves have velocity dispersion characteristics, which means that the propa-
gation speed of the Lamb wave is changed with frequency, sample thickness, and elastic
properties. Based on the principle of velocity dispersion, many researchers focused on
the estimation of a material’s properties from velocity dispersion analysis using computer-
aided signal processing [14]. Previous studies had shown that the attenuation, velocity,
frequency, and dispersion characteristics of the Lamb wave generated by the laser are
closely related to the anisotropy and viscoelastic properties of the material [15]. Fourier
transform and wavelet-transform are two methods to analyze the velocity and dispersion
characteristics of Lamb waves. In the application of the Fourier transform, Farouk B. stud-
ied the influence of symmetry and discontinuity on the Lamb wave modes [16,17]. This is
because of the multi-modal characteristics caused by the velocity dispersion characteristics
of the Lamb waves, and it can be quantitatively displayed using the Fourier transform [18].
Although Fourier transform can achieve better results, wavelet-transform has better perfor-
mance in the field of time-frequency analysis [19]. Amir M. combined wavelet-transform,
fast Fourier transform, and modal positioning theory with variable frequency wave speed
and considered specific frequency ranges through fast Fourier transform and wavelet
packet analysis [20]. In particular, the wavelet-transform enables the transient signal to
identify required information and irrelevant information, even overlapping each other in
frequency [21–23].

This paper presents a systematic study of the mode-conversion from the LGU surface
wave to the Lamb waves caused by subsurface defects at different depths. A new method
to measure the depth of subsurface defects is proposed based on the Lamb waves velocity
dispersion analysis by wavelet-transform. A 316L stainless steel sample with six subsurface
defects is fabricated to validate the efficiency of the proposed method.

2. Experimental Setup

The experimental setup is shown in Figure 1. A Nd: YAG pulsed laser (WEDGE
1064HB DB, Pavia, Italy) with a wavelength of 1064 nm and a pulse duration of 12 ns is
used to generate ultrasonic waves (Table 1). The Laser receiver (QUARTET-1500 Bossanova,
Los Angeles, CA, USA), with an operating wavelength of 532 nm and a bandwidth of
102 MHz, is applied to receive the ultrasonic waves. The stainless steel (316L) plates were
fabricated by the selective laser melting method (SLM AmPro SP-500, Victoria, Australia)
with 30 mm in length, 5 mm in thickness, and 30 mm in width (Figure 2). A series of notch
defects with a fixed area of 3.0 mm × 0.5 mm and varying depths of 0.1, 0.2, 0.3, 0.5, 0.7,
and 1 mm were fabricated as subsurface defects in the specimen (Figure 2). In this paper,
the pulse laser energy density E can be calculated by E = (4 × A × e)/

(
πd2

)
, where A is

the laser coefficient of the sample (here, 0.1 is adopted for A), e is the pulse laser energy
with a value of 2 mJ, and d is the Spot diameter with a value of 150 μm. The calculated
result of E is 11.3 mJ/cm2, which is significantly lower than the stainless-steel ablation
threshold of 450 mJ/cm2 (Table 2) [24]. Therefore, the LGU is controlled by a thermoelastic
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mechanism. The sample surface rapidly expands and contracts in the laser heating zone,
forming internal stress and strain, which propagates in the form of the elastic wave.

Figure 1. LGU testing system.

Table 1. WEDGE 1064 HB DB parameters.

Parameter Wavelength/(nm)
Laser Coefficient

of Sample (A)
Spot Diameter

(d)/(μm)
Pulse Energy

(e)/(mJ)

Value 1064 0.1 150 2

Figure 2. Sample schematic with six embedded notches.

Table 2. The stainless-steel (316L) parameters.

Parameter
Longitudinal

Sound Velocity
(cl)/(m/s)

Shear Wave
Velocity
(cs)/(m/s)

Rayleigh Wave
Velocity

(cR)/(m/s)

Ablation
Threshold/
(mJ/cm2)

Value 5880 3230 2990 450

The schematic of the mechatronic system for generating and detecting the LGU is
shown in Figure 3. The laser spots of the excitation and the reception maintains a distance
of D, D = 2 mm. The scanning steps

(
dx, dy

)
are set to 0.1 mm. The acquired A-scans
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are arranged and stored into a three-dimensional matrix. The B-scan and C-scan images
are plotted by extracting a sub-matrix from the acquisition data, which is helpful to find
the horizontal position of the defects. Then, the depth of the defects is measured by the
proposed method, explained in the next section.

Figure 3. LGU system and scanning imaging strategy.

3. Method

The proposed method for defect depth measurement, based on the LGU signals,
consists of three steps. Firstly, the defect depth is characterized by the phase velocity and
central frequency of the Lamb waves based on the velocity dispersion principle. Secondly,
time-frequency analysis of the LGU signal is used to obtain its frequency, in which the
wavelet-transform is employed. Finally, the velocity of the LGU Lamb waves is calculated
with the time of flight from the excitation spots to the reception spots.

3.1. Velocity Dispersion of the Lamb Waves

The quantitative relation between the defect depth and the characteristics of the Lamb
wave is the key point for the depth measurement. According to the velocity dispersion
characteristics of the Lamb wave, the dispersion curves describing the influence of the
frequency and velocity on the defect depth could be used for measurement and calibration.
The dispersion curves can be calculated by the Rayleigh-Lamb equation of the Lamb
wave [25] as follows.

S mode:
tanksb
tanklb

= − 4k0
2klks

(k02 − ks2)
2 (1)

A mode:
tanksb
tanklb

= −
(
k0

2 − ks
2)2

4k02klks
(2)

kl
2 =

(
ω

cl

)2
− k0

2 (3)

ks
2 =

(
ω

cs

)2
− k0

2 (4)

ω = 2π f (5)

Here,

k0—wave number along the horizontal direction of the sample
b—1/2 sample thickness
ω—angular frequency
cl—longitudinal wave velocity
cs—shear wave velocity
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According to the above equations and the stainless-steel (316L) parameters about cl
and cs (Table 2), the dispersion curves of A and S mode Lamb waves are shown in Figure 4a.
The dispersion curve of the A0 mode is extracted and used for the depth measurement, as
shown in Figure 4b. If the velocity and the frequency changes of the Lamb waves induced
by the existing defect are measured according to the LGU experiment, the depth of the
defect can be calculated by the dispersion curve of the A0 mode.

Figure 4. (a) Velocity dispersion curves (b) A0 mode velocity dispersion curve.

3.2. Time and Frequency Measurement by Wavelet-Transform

To get the frequency of the defect signal, a time-frequency analysis based on the
wavelet-transform is used. The wavelet-transform of an A-scan signal f (t) is defined
as [19]: (

ωψf
)
(a, b) =

1√
a

∫ +∞

−∞
f (t)ψ

(
t − b

a

)
dt (6)

Here, ψ(t) designates the basic wavelet, and ψ(t) means a complex conjugate. a and b
are scale and shift parameters, respectively. ψ(t) must satisfy the admissibility condition by
this equation:

Cψ =
∫ +∞

−∞

|ψ(ω)|2
|ω| dω < ∞ (7)

At the same time, the basic wavelet must satisfy the following two constraints.

∫ +∞

−∞
|ψ(t)|dt < ∞ (8)

∫ +∞

−∞
ψ(t)dt = 0 (9)

To obtain a continuous wavelet-transform (CWT), Morlet wavelet is used in this paper;
then, the mother wavelet function ψ(t) is expanded and translated by Equations (8) and (9)

ψa,b(t) =
1√|a|ψ

(
t − b

a

)
a, b εR.a 
= 0. (10)

The generation of ψ(t) depends on the parameters a and b. ψa,b(t) is the wavelet basis
function. As the core part of this method, we can perform better time-frequency analysis
on the signal through wavelet-transform and extract the time-frequency pairs required by
our method to obtain better depth measurement results.

3.3. Velocity Calculation

The accurate measurement of time-of-flight is the key point for velocity calculation if
the propagation distance is fixed. However, the actual flight time cannot be read directly
on the time axis, due to the different system delays in each LGU system. The Rayleigh
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wave sound velocity (CR) of 316L stainless steel is used to calculate the actual flight time
according to:

Tt = d0/CR (11)

After reading the flight time of the A-scan signal without defects, the system delay
can be calculated by subtraction:

T0= Tt − T (12)

Tt—Ultrasonic actual flight time
T—Ultrasonic flight time read from A-scan
T0—ystem delay r
d0—Fixed distance between generation and receiving end

Then, the phase velocity of the Lamb wave A-scan signal with defects can be calculated:

Cp = d0/(T − T0) (13)

4. Results and Discussion

The B-scan image of the defects by LGU inspection is shown in Figure 5a. The
indications marked in the red frames are the defects of 0.1, 0.2, and 0.3 mm in depth.
However, the B-scan image of LGU cannot provide accurate depth information due to the
wide time-domain signal modulated by the defect and sample surface. The C-scan image
of the LGU detection of the pre-made six defects is shown in Figure 5b. All defects are
detected with depths of 0.1, 0.2, 0.3, 0.5, 0.7, and 1 mm. The horizontal position of the
defects could be located by measuring the edge of these indications. But it’s still difficult
to accurately measure the depth of defects, as there is only qualitative evidence that the
signal strength becomes weaker as the defect depth increases. However, the C-scan image
is helpful to find and extract the defect’s A-scan signal for further analysis.

Figure 5. (a) B-scan and (b) C-scan plots of LGU inspection of defects.

Figure 6a–f are the A-scan signals of defects with six different depths extracted from
the horizontal position provided by the C-scan image in Figure 5b. The black line in the
figure represents the time domain A-scan signal with amplitude and time, and the blue
line represents the spectrum domain signal with frequency and voltage obtained by the
fast Fourier transform (FFT). Comparison of the A-scan signals reveals that the width of
the signals decreases as the defect depth increases. The embedded notch of 0.1 mm and
the sample surface forms a foil-like structure and induces typical Lamb waves signals,
as shown in Figure 6a. When the depth of the notch becomes larger, the LGU signals
are only modulated by the sample surface and induce typical surface waves signals, as
shown in Figure 6f. It means that the mode conversion happens when the defects exist and
the depth changes. Comparison of the spectrum domain signals shows a frequency shift,
which occurs when the defect depth changes. Double frequency peaks appear when the
Lamb wave and the surface wave coexist, as shown in Figure 6d, e. Further time-frequency
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analysis by means of the Wavelet-transform is introduced to distinguish the Lamb wave
mode and quantify the correlated central frequency and time.

Figure 6. (a) 0.1 mm, (b) 0.2 mm, (c) 0.3 mm, (d) 0.5 mm, (e) 0.7 mm, and (f) 1.0 mm A-scan signal of
six different depth defects and the spectrum signals obtained after Fourier transform.

Figure 7a–f are the time-frequency images of the six A-scan signals obtained by the
wavelet-transformation. The yellow area represents the location of a wavelet energy
concentration. It can be clearly seen from the figures that, as the depth increases, the
wavelet energy packet gradually shifts from low to high frequency. This is because, when
the depth is small, the Lamb wave is the main signal form. When the depth is 1 mm,
the surface wave is the main signal form. However, the low-frequency wavelet energy
concentration of the Lamb wave can still be seen. The time-frequency images also prove
the frequency shift and mode conversion of LGU waves. The propagation time of the Lamb
wave can be accurately recorded if the wave mode and frequency are fixed. Then, the
velocity of the Lamb wave can be calculated using the Formulas (6)–(10).

Figure 7. Time—frequency images of six defects with different depths of (a) 0.1 mm, (b) 0.2 mm,
(c) 0.3 mm, (d) 0.5 mm, (e) 0.7 mm, and (f) 1.0 mm obtained by the A-scan wavelet-transform.
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The theoretical and experimental results of the relationship between propagation
velocity and defect depth are shown in Figure 8. In order to find the best matching curve
for calibration, five frequencies of the low-frequency wavelet energy packets have been
extracted for measurement accuracy evaluation. In Figure 8, the trends of defect depth and
sound velocity curves measured from the experimental results are close to the theoretical
value. It can be seen that, as the depth of the defect increases, the sound velocity increases,
and the phase velocity is very close to the Rayleigh wave velocity when the depth exceeds
1 mm. The difference between the theoretical and experimental results is the smallest when
the frequency is 2.2 MHz and the fitting coefficient reaches 0.98. This is because 2.2 MHz is
the center frequency of the wavelet energy packet.

Figure 8. Theoretical and experimental relationship between phase velocity and defect depths at
different frequencies: (a) 2.11 MHz, (b) 2.22 MHz, (c) 2.33 MHz, (d) 2.44 MHz, (e) 2.55 MHz.

Figure 9 shows the depth measurement results of the LGU detection of AM defects
mentioned above. The curve correlation coefficient between the designed and measured
values is 0.983. The result indicates that it is feasible to measure defect depth based on
the dispersion characteristics and wavelet-transform of LGU signals. According to the
extracted frequency and sound velocity, the defect can be accurately measured in depth.
However, when the defect depth is too large, the main form of the ultrasonic wave is
the Rayleigh wave. The energy ratio of the Lamb wave is small, as shown in the time-
frequency image (Figure 7f), resulting in an error of 20% when the depth reaches 1 mm. The
recommended defect depth range for accurate measurement is suggested to be lower than
0.8 mm, which is enough to meet the inspection layers thickness of AM methods, such as the
selective melting method. The accurate position provided by the proposed method in this
paper would be helpful for repairing the defective part rapidly and improving the printing
efficiency and printing performance of additive/subtractive manufacturing methods.
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Figure 9. Comparison chart of the experimental and theoretical value of the effect depth.

5. Conclusions

In this paper, a mode-conversion phenomenon from LGU surface waves to Lamb
waves caused by subsurface defects at different depths is observed and systematically
explored using LGU testing experiments. A novel method to measure the depth of sub-
surface defects is proposed based on the Lamb waves velocity dispersion analysis by the
wavelet-transform. The conclusions are as follows:

(1) The mode-conversion is attributed to the velocity dispersion of the LGU. The central
frequency and propagation velocity of the laser-induced surface wave are changed as
the depth of the defects change.

(2) The measured result of defect depth is very close to the theoretical value with a fitting
coefficient of 0.98. The recommended defect depth range for accurate measurement
is suggested to be lower than 0.8 mm, which is enough to meet the inspection layers
thickness of AM methods, such as the selective melting method.

In further work, we will consider adding material samples or exciting single-frequency
Rayleigh waves for more accurate measuring of the depth of subsurface defects.
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Abstract: Laser-based additive manufacturing methods allow the production of complex metal
structures within a single manufacturing step. However, the localized heat input and the layer-wise
manufacturing manner give rise to large thermal gradients. Therefore, large internal stress (IS)
during the process (and consequently residual stress (RS) at the end of production) is generated
within the parts. This IS or RS can either lead to distortion or cracking during fabrication or in-
service part failure, respectively. With this in view, the knowledge on the magnitude and spatial
distribution of RS is important to develop strategies for its mitigation. Specifically, diffraction-
based methods allow the spatial resolved determination of RS in a non-destructive fashion. In this
review, common diffraction-based methods to determine RS in laser-based additive manufactured
parts are presented. In fact, the unique microstructures and textures associated to laser-based
additive manufacturing processes pose metrological challenges. Based on the literature review,
it is recommended to (a) use mechanically relaxed samples measured in several orientations as
appropriate strain-free lattice spacing, instead of powder, (b) consider that an appropriate grain-
interaction model to calculate diffraction-elastic constants is both material- and texture-dependent
and may differ from the conventionally manufactured variant. Further metrological challenges are
critically reviewed and future demands in this research field are discussed.

Keywords: laser-based additive manufacturing; residual stress analysis; X-ray and neutron diffraction;
diffraction-elastic constants; strain-free lattice spacing

1. Introduction

In recent years additive manufacturing (AM) has evolved from a technology for rapid
prototyping to a mature production process used in several industries from aerospace
to medical applications [1]. In essence, an energy source incrementally manufactures
a part in a layer-by-layer process from a wire or powder feedstock [2]. AM processes
allow the fabrication of complex structures, which cannot be produced via conventional
manufacturing methods [3,4]. This freedom of design enables improvements in component
performance and weight reduction of parts [4,5]. In addition, the rapid solidification rates
and tailored heat treatment schedules can improve certain material properties, leading to
further performance and efficiency gains [6–9]. However, process-related internal stress
(IS) may lead to the formation of cracks or delamination [10–13]. IS may severely reduce
the applicability of the process to manufacture materials more prone to this type of in-
process damage. Moreover, very often IS locks large residual stress (RS) in the parts
after production [14].
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Therefore, certain materials, which are less susceptible to IS and to related defect
formation, are generally preferred to date for the production with laser-based AM methods.
These include engineering materials such as stainless steels, titanium-, aluminum-, and
nickel-based alloys. In fact, alloys such as 316L, Ti6Al4V, AlSi10Mg, as well as Inconel 625
and 718 are widely used in laser-based AM. It is extremely difficult to monitor IS during
production, especially in such complex AM-based processes. Therefore, extensive research
has been dedicated to the topics of RS (i.e., the final footprint of IS). The RS determination
and mitigation for those alloys are the subjects of this review.

The subjects have a further relevance: In recent years efforts have also been made to
extend the laser-based AM production to materials more prone to IS and RS related defects,
such as Nickel alloys Inconel 939 [15,16], Inconel 738 [17–20], or martensitic steels [21–23].
In these cases, the control and knowledge of the RS state gains an even greater importance.
In fact, investigations have shown that even optimized process parameters (e.g., hatch
spacing, laser power, scan speed or scan strategy) can result in high RS magnitudes [24,25].
In general, a careful selection of the process parameters allows the reduction of the RS level
and thus increases the overall mechanical performance [26].

Several destructive and non-destructive techniques are available to determine the RS
within a material. Due to their non-destructive nature diffraction methods are, naturally,
the most widespread for the characterization of RS. The complete stress state within the
bulk (by means of neutrons), the subsurface (by means of synchrotron X-rays) and surface
(using Lab X-ray) can be characterized.

To allow the precise determination of RS using diffraction-based methods, knowledge
about the microstructure, the texture and the processing conditions is required. First,
a strain-free lattice spacing (dhkl

0 ) must be found as a reference to permit the calculation of
the strain [27]. The situation is akin to weldments, in which a chemical gradient appears
across the weld line, provoking a variation of dhkl

0 [27–30]: chemical gradients due to
solute-concentration variation are present in AM alloys [31]. This poses a new challenge
for the determination of strain and subsequently stress. Secondly, the anisotropic nature of
most single crystals requires material specific constants to enable the precise determination
of RS by diffraction-based strain measurements [32–34]. The so-called diffraction-elastic
constants (DECs) are not only dependent on the alloy, but also rely on the underlying
microstructure and texture. In fact, the RS determination by diffraction methods is facili-
tated if a non-textured polycrystal with relatively small equiaxed grains is measured: in
such a case the so-called quasi-isotropic approximation can be used [32,34]. In practice,
this assumption is often invalid, as the microstructure can strongly deviate from equiaxed.
However, the crystallographic texture and morphology strongly depend on the processing
conditions. Rolled or hot-extruded materials, for example, typically exhibit a strong crys-
tallographic texture, which may cause an anisotropic behavior [35,36]. Methods to deal
with such process-related peculiar microstructures have been developed in the past for
established manufacturing methods [27]. The columnar microstructures, which develop
during laser-based AM, typically exhibit a strong crystallographic texture in conjunction
with an inhomogeneous grain size along the build direction [37]. Therefore, well estab-
lished models to determine the DECs in conventional products may fail to predict correct
values for AM alloys [38–40].

While detailed reviews on the process parameter dependence and process-specific
strategies of RS mitigation can be found in the literature [14,41–44], an extensive review on
the methodology of diffraction-based methods with respect to laser-based AM processes
is absent.

A first assessment of the critical aspects to account for in the domain of RS deter-
mination of AM was provided by Mishurova et al. [45]. Building on this, the present
paper showcases an in-depth critical review of the literature in the domain of experimental
characterization of RS in laser-based powder AM via non-destructive diffraction methods:
An overview of practices and related challenges in diffraction-based RS determination for
laser-based AM will be given. Especially, the appropriate choice of the DECs and dhkl

0 is
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paramount to provide accurate absolute RS levels [33,45]. Furthermore, it is indispensable
to take the principal stress directions into account, which are for AM materials not neces-
sarily governed by the geometry but instead by the building strategy and, consequently,
by the microstructure anisotropy [46]. We will show that significant method development
work is still necessary to reliably determine RS by diffraction methods in AM parts.

2. Laser-Based AM Processes

The first laser-based AM process, namely selective laser sintering (SLS), was first devel-
oped in 1979, although it took until the 1990′s until metal materials were manufacturable [47].
In this process a laser compacts loose powder in a layer-by-layer process to form a green
body using a binding polymer [47]. A following infiltration fills the porosity to improve
the overall mechanical performance [48]. The development of laser sources allowed
EOS (Electro Optical Systems GmbH, Krailing, Germany) to develop a variant of SLS,
which no longer needed a binding polymer, as the peripheral region of the powder par-
ticles was meltable [47]. The resulted parts were porous but had reasonable mechanical
properties [49]. Further development in laser technology finally allowed the manufacturer
to fully melt the powder bed [47]. The laser powder bed fusion (LPBF) and laser metal
deposition (LMD) processes were then developed. These processes will be introduced in
the next paragraphs and are the focus of this review, owing to their propensity to generate
high residual stresses. These also are the leading metal AM processes for both new part
production and repair engineering [50,51]. Therefore, they have high technological and
environmental importance.

2.1. LPBF (Laser Powder Bed Fusion)

The usage of increasingly powerful lasers has increased the ability to fully melt the
metallic powder [47]. This advance has gradually enabled the production of nearly fully
dense (>99.9%) parts, if the process parameters are optimized, with mechanical properties
comparable to those of conventionally produced metals [52,53]. Figure 1a illustrates the
LPBF process. In a chamber flooded with a protective gas (typically Argon, to prevent
oxidation during production), a recoater delivers powder from a reservoir to the build
platform. A laser then melts predefined areas within the powder layer. The reservoir
and build platform move accordingly to the part design and the steps are repeated in
a layer-wise manner until the final part is produced.

The most relevant parameters for process optimization are laser power, scanning
speed, layer thickness, hatching distance and, ultimately, the scanning strategy [54,55].
To reduce the temperature gradient during manufacturing, thereby reducing RS and
distortions, preheating the baseplate is a typical approach [56]. Nowadays, preheating
temperatures up to 1000 ◦C are realized [57]. The so-called inter layer time, which defines
the time passed between deposition of subsequent layers can help to reduce microstructural
gradients due to heat accumulation in the part [58]. Not only the process parameters
but also the feedstock powder significantly influence the quality of the part. Typically,
spherical particles with a size between 10–60 μm are ideal in terms of processability [59].
A comprehensive review on powders for LPBF can be found elsewhere [59]. When the
process parameters are carefully controlled, parts with superior properties compared to
SLS and direct metal laser sintering (DMLS) are manufacturable [52]. Due to the high
heat input and high cooling rates, IS play a major role in those parts, which can lead to
distortions and cracking, and remain locked in the part as RS [10,60].

2.2. LMD (Laser Metal Deposition)

While in the processes of SLS, DMLS and LPBF a first applied powder layer is selec-
tively melted for part manufacture, during LMD a powder or wire feedstock, is directly
fed into the laser beam focus [61]. In a powder-based process a carrier gas drags the
powder from the feeder to the nozzle into the melt pool [62]. A second gas is used to
prevent oxidation, whereby different gases are available as carrier and shielding [62,63].
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Depending on the application different type of nozzles are available; they can influence the
efficiency of the process [64,65]. The laser beam then fully melts the feedstock material, and
the part is created in an incremental manner (Figure 1b). One of the main advantages of the
LMD process is that in contrast to other processes the excess material is minimized, even
though material loss can still be a problem due to overspray of the nozzle [65]. In addition,
the deposition rates are higher during LMD, but the overall part quality typically suffers
compared to LPBF [66]. The most relevant process parameters for process optimization
are powder or wire feed rate, laser power, gas flow and scanning velocity [67]. In the
LMD process layer thicknesses and particle sizes are commonly larger as compared to
the LPBF process.

Figure 1. Simplified schematic images of the different laser-based additive manufacturing processes
of (a) laser-powder bed fusion (adapted from [68]) and (b) powder-based laser metal deposition with
a lateral injection nozzle (adapted from [69]).

3. Definition of Residual Stress

Residual stress (RS) is stress that exist in a manufactured part without the application
of external loads, moments, or thermal gradients [34]. It is very unlikely for manufactured
parts to be completely free of RS [70]. Figure 2 visualizes the different types of RS as defined
in literature. Depending on the length scale over which the RS self-equilibrate, they can be
categorized as the following [71]:

• Type I stresses (σI) equilibrate over large distances (comparable to the size of the part).
This type of RS can be caused e.g., by temperature gradients, machining, and other
treatments at the component scale. They depend on the material and its history, as
well as on the component geometry.

• Type II or intergranular stresses (σII) vary over the grain scale and balance over a few
grains. They strongly depend on the microstructure, and on the materials history,
but weakly on the part geometry. Type II stress is very common in composites and
crystallographically anisotropic materials

• Type III stresses (σIII) vary over the atomic scale. Typically, this type is caused by
defects of the crystal lattice (e.g., dislocations). They are balanced within each grain
and depend on both the microstructure and the materials history.

While the failure of materials can depend on local features, and therefore on Type
II and III stresses, in engineering applications usually Type I stress dominates. Indeed,
a major contributor to RS in AM polycrystalline parts is Type I RS caused by localized
heating, melting, and rapid solidification during the manufacturing process [60].
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Figure 2. Schematic representation of the different types of RS within a polycrystalline material
where σI, σII, σIII denote the type I, II and II stresses respectively. Adapted from [72].

4. Residual Stress with Respect to Laser-Based AM

4.1. Origin of Residual Stress

Previous studies showed that RS in AM parts is primarily caused by the thermal
gradients in conjunction with the solidification shrinkage that arise due to continuous
re-heating, re-melting, and cooling of previously solidified layers [60,73,74]. The local and
rapid heating of the upper layer by the laser beam, combined with slow heat conduction
(Figure 3a), consequently leads to a steep temperature gradient within the material [60].
However, the already solidified layers restrict the expansion of the uppermost layer, thus
leading to the formation of elastic compressive strains [60]. These strains eventually become
plastic upon reaching the local temperature dependent yield strength [60]. Therefore,
without the presence of mechanical constraints, such plastic strains (εpl) would lead to
bending as indicated in Figure 3a [60]. During cooling, the shrinkage (εth) of the plastically
compressed upper layers leads to an inversion of the bending [60]. The aforementioned
is accompanied by the formation of tensile RS in the locally plastically deformed region,
balanced by surrounding compression (Figure 3b) [60]. Finally, solidification shrinkage
of the molten layer superimposes on the solid-state mechanisms, which leads to tensile
RS at the upper most surface balanced by subjacent compression [60]. Extending this
phenomenon over multiple layers leads to large thermal gradients particularly along
the building direction. Thus, large RS may appear in the final part. The RS itself is
influenced by many manufacturing parameters, e.g., the number and the thickness of the
layers [60], the geometry, the scanning strategy [38,75–77], and the laser energy density [13].
Optimization of these parameters can significantly reduce RS but also needs to be balanced
against the impact on defects and microstructure. The current approach is to optimize
some scanning parameters and the scanning strategy, since they highly affect thermal
gradients [78]. An alternative approach is the use of stress relieving heat treatments to
reduce the magnitude and subsequent impact of RS [41]. These heat treatments must also
be balanced against manufacturing cost considerations and both the desired microstructure
and the consequent mechanical properties of the alloys.
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Figure 3. Schematic images showing the effect of the heat input on the stress state during (a) heating and (b) cooling in
LPBF manufacturing (adapted from [60]).

4.2. Distribition of Residual Stress

An exemplary RS distribution for LPBF of 316L is shown in Figure 4, acquired on
24 mm × 46 mm × 21 mm prisms at middle height [79]. Measurements conducted by
X-ray diffraction reveal the presence of high magnitude tensile RS at the surfaces [79].
Bulk neutron diffraction measurements show that stresses invert to compressive RS at
an approximate distance of 6 mm from the surfaces, balancing the tensile RS [79]. In fact,
it is typical that tensile stresses develop at the surfaces which are balanced by compres-
sive stresses in the bulk [12,60,74,75,79–91]. As mentioned before, the magnitude and
distribution of the RS locked in the part is dependent on the manufacturing parameters.
However, the general aspects remain unchanged irrespective of the alloy being produced.
To characterize the complete stress distribution within a sample, different measurement
methods may be required [79]. The methods and the associated challenges to determine
the RS from diffraction-based methods in the domain of laser-based AM will be introduced
in the following paragraphs.

Figure 4. Example of a stress distribution along the build direction (σN) in LPBF of 316L prisms
measured by ND (bulk) and lab X-ray (surface). Reproduced from [79].

5. Determination of Residual Stresses with Diffraction-Based Methods

The determination of RS can be categorized into destructive (e.g., hole drilling, crack
compliance method, hardness testing, etc.) and non-destructive methods (e.g., Bridge
curvature method, diffraction, etc.) [92]. However, this paper will solely focus on the
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methodology of non-destructive diffraction-based methods for RS analysis used for laser-
based AM. Therefore, in the following paragraphs the most relevant diffraction techniques
will be introduced. Diffraction techniques are well established non-destructive method to
evaluate RS in both academia and industry. Determining elastic strains by measuring the
variation of lattice spacing provides a powerful method to identify RS at the surface (X-ray
diffraction, XRD), at the subsurface (synchrotron energy dispersive diffraction, ED-XRD),
as well as in the bulk (synchrotron or neutron diffraction, ND) [13,74,82,83].

5.1. General Aspects of Diffraction-Based Methods

The Bragg equation [93] (Equation (1)) describes the condition for constructive inter-
ference of spherical waves emitted by an ordered arrangement of atoms (in lattice planes
with distance dhkl), induced by an impinging planar wave of wavelength λ with its order of
diffraction n. This law provides the basis for the determination of RS with diffraction-based
methods, as the lattice (quantified by the interplanar distance dhkl) can be used as a strain
gauge. Consequently, once a material is under the effect of RS the dhkl are altered. Since
the beam size in XRD, SXRD or ND measurements is finite, the measured diffraction peak
contains a superposition of type I and type II RS within the sampling volume [71]. In
all diffraction measurements, the total strain of the lattice is expressed by a shift of the
respective diffraction peak (Equation (1)). For the monochromatic case, with a defined
wavelength λ, and a known strain-free lattice spacing (dhkl

0 ), a peak shift to lower scattering
angles represents a tensile strain, while a shift to larger scattering angles a compressive
one. Type III stresses will mostly contribute to the broadening of the peak or changes in the
peak shape [32].

2dhklsinθ = nλ (1)

The strain is then calculated as

{
εhkl

}
=

{
dhkl − d0

hkl

d0hkl

}
(2)

However, to link the determined lattice strains in the laboratory coordinate systems to
macroscopic stresses in the sample coordinate systems a few more considerations are nec-
essary. A short description of the fundamentals of RS determination with diffraction-based
method is, therefore, presented in the following. For a more detailed description on RS
analysis by diffraction-based methods, the reader is referred to the literature [32–34,71,94].

In the general case, RS is derived from lattice strains of a particular set of lattice
planes. The measured values are dϕψ

hkl , i.e., interplanar distances at different sample
orientations (ϕ,ψ). For the RS determination, the strains are calculated as in Equation (2) and
successively converted to elastic stresses via Hooke’s law. This yields the general equation
for RS determination in the Voigt notation (Equation (3)). Equation (3) connects the elastic
lattice strain

{
εϕψ

hkl
}

(in all directions (ϕ,ψ) with the components of the stress tensor in the
sample coordinate system by using a transformation matrix (Figure 5). The stress (denoted
by 〈σS〉) is averaged over all crystallites contained in the gauge volume. The values 1

2 S2
hkl

(Equation (4a)) and S1
hkl (Equation (4b)) represent the diffraction elastic constants (DECs),

which in general depend on the measurement direction in the crystal system. These
constants take the elastic anisotropy of the single crystal into account and are discussed
in detail later. However, for quasi-isotropic (poly)-crystals they are independent of the
sample coordinate system. The DECs serve as proportionality constants, which connect the
measured dϕψ

hkl to a macroscopic RS for the different lattice planes. A further unknown
parameter is dhkl

0 , which represents the reference value for the determination of the strain.
Different strategies are available to determine the dhkl

0 , which will be examined later.
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{
εϕψ

hkl
}

=

{
dhkl

ϕψ − d0
hkl

d0
hkl

}
= 1

2 S2
hkl [sin 2ψ

(
〈σS

11〉cos2 ϕ+〈σS
22〉sin2 ϕ + 〈σS

12〉sin2ϕ − 〈σS
33〉

)
+〈σS

33〉
+2sin2ψ(〈σ S

13〉cosϕ + 〈σS
23〉 sinϕ)] + S1

hkl(〈σ S
11〉+〈σS

22〉+〈σS
33〉

) (3)

1
2

S2
hkl =

1 + νhkl

Ehkl (4a)

S1
hkl =

−νhkl

Ehkl (4b)

Equation (3) represents the most general case, where all stress components are present.
If simplifying assumptions can be made, such as the absence of shear stress components
(i.e., the fact that the sample coordinate system coincides with the principal stress system),
plane stress or plane strain states, or that a particular component vanishes, the equation
would simplify. Some cases are developed in more detail below. The same would happen
if we can apply simplifications on the DECs, as for instance assume that the material
is isotropic.

Figure 5. Orientation of the laboratory coordinate system (L) with respect to the sample coordinate
system (S), and the associated angles ϕ and ψ. η denotes the rotation angle around the measurement
direction (adapted from [32]).

5.2. X-ray Diffraction
5.2.1. The Monochromatic Case for Surface Analysis

The use of monochromatic X-ray sources for the determination of RS is widely spread.
The penetration depth is in the order of a few μm. The general equation for RS deter-
mination (Equation (3)) can thus be simplified: The stress components normal to the
measurement plane 12 [σi3= 0 (i = 1, 2, 3)] can be considered zero (Equation (5)).

εhkl
ϕψ =

1
2

S2σϕsin2ψ + S1(σ11+σ22)with σϕ= σ11cos2 ϕ + σ22sin2 ϕ + σ12sin2ϕ (5)
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As laboratory setups mostly use monochromatic X-rays sources, an appropriate lattice
plane representing the bulk material must be chosen. A guideline for this can be found in
DIN EN 15305 [95], but will be discussed more in detail in Section 6.4. The main approach
used in laboratory X-ray devices is the sin2ψ method in which the lattice spacing is mea-
sured under variation of the ψ angle under a (usually) fixed ϕ angle (Figure 5). Equation (5)
can be considered a linear equation of the form ε(sin 2 ψ) = a·sin2ψ + b. The straight line
has a slope of a = 1

2 S2σϕ and intersects the ε(sin 2 ψ) axis at b = S1(σ11+σ22). From the
linear regression of the respective ε(sin 2 ψ)—distribution the RS can be determined in
the direction ϕ (Figure 6). In an ideal case, where an elastically isotropic or non-textured
material in a homogeneous stress state is sampled, the obtained ε(sin 2 ψ) is truly linear [32].
Even though these requirements are often not fulfilled, the errors are typically of small
order and can thus be neglected [32]. However, for strongly textured materials (e.g., rolled,
additively manufactured) the deviations can be severe. In the case of present shear stresses
(e.g., σ13 and σ23) an ellipsoid is observable (different ε(sin 2 ψ) for ±ψ) rather than a linear
distribution. By the subtraction of the respective −ψ and +ψ distributions a linear equation
is obtained. Finally, from its slope the shear stress component in the direction ϕ can be
determined. Although normal stress components can also be determined within the in-
formation depth of the radiation this requires the precise knowledge of d0

hkl , which is not
needed for the determination of shear stresses [32]. Due to the relatively low penetration
of lab X-rays into metallic materials, the surface roughness of additively manufactured
material impacts the determined stress values [96].

Figure 6. Simplified ε(sin 2 ψ) distribution assuming an elastically isotropic or non-textured material in a homogeneous
compression stress state (adapted from [32]).

5.2.2. The Energy Dispersive Case

In addition to the monochromatic (angular dispersive) XRD technique, it is also
possible to use polychromatic radiation (white beam) for RS determination. An energy dis-
persive detector detects the respective energies of the diffracted X-rays at a fixed diffraction
angle θ. In such manner the entire diffraction spectrum of the respective material can be
obtained for each measurement direction (ϕ, ψ) [32]. Due to the wide energy range used,
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the information retrieved arises from different depths of the specimen [97]. The information
depth of the respective energy can be calculated using the following equation [97]:

τη =
sin2θ − sin2ψ + cos2θsin2ψsin2η

2 u
(
Ehkl

)
sinθcosψ

(6)

The information depth is a function of the sample rotation around the diffraction
vector η, the diffraction angle θ, the tilt angle ψ and the energy dependent linear absorption
coefficient u(Ehkl) . The latter is material dependent. τη defines the depth below the surface
from which 63% of the total diffracted intensity comes from [98].

The Energy of each respective reflection can be directly transferred to the lattice plane
spacing by rewriting the Braggs law in terms of photon Energy Ehkl [99]:

dhkl(Å) =
h · C
2sinθ

· 1
Ehkl ≈ 6.199

sinθ
· 1

Ehkl (7)

In Equation (7) h is the Planck constant and c the speed of light. The sin2ψ method
is also applicable for the energy dispersive case. The ε(sin 2 ψ) distributions are simply
calculated using Equation (7) together with the strain definition (see Equation (2)). The
same simplifications (as for lab X-ray) apply whenever measuring in reflection mode or
a biaxial stress state can elsewise be justified. In fact, the plane stress assumption might
only hold for lower energy ranges with a low penetration depth. This complicates the RS
analysis of higher energy reflections, as the triaxial approach could be more suitable. The
acquisition of the entire diffraction spectrum allows the stress analysis for each lattice plane
observed. Therefore, a depth resolved stress analysis (near surface) is possible up to the
maximum information depth (according to Equation (6)). With respect to laser-based AM,
authors have extracted RS depth profiles by using the combination of different reflections
(under the assumption of vanishing stress component normal to the surface) [38,96]. In
addition, a full pattern refinement to obtain an average dhkl can be conducted (e.g., Rietveld
refinement) [100]. Recently, Hollmann et al. [101] proposed methods for near surface
measurements of materials with cubic symmetry and nearly single crystalline texture
(e.g., additively manufactured).

Due to the high energies available in synchrotron facilities even measurements in
transmission are possible both in angular (monochromatic) and energy dispersive (poly-
chromatic) modes, depending on the material measured and the sample thickness [32]. In
these cases, depending on the geometry, the out-of-plane stress cannot be neglected and
hence the triaxial stress analysis approach is required. However, the ability to perform
triaxial RS measurements is hampered by the use of elongated lozenge-shaped sampling
volume, typical in high energy diffraction measurements (because of the required small
diffraction angle [32]). On the one hand, the method therefore allows a very high spatial
resolution (in the order of 10–100 μm) in the two in-plane directions, but on the other hand
the spatial resolution becomes poor (several millimeters) in the out-of-plane direction. De-
spite this limitation, energy dispersive techniques are well suited for thick wall geometries,
whereby the stress state is closer to the plane strain condition and limit gradients exist
though the thickness. Moreover, significant work is reported on the use of transmission
set-up for the determination of DECs through in situ tensile testing. This topic is addressed
in Section 6.3.3.

5.3. Neutron Diffraction

As neutrons have a high penetration depth in most materials, fully 3D stress states
can be probed. The gain in generality of the approach must be paid at a price: the strong
dependence of the RS analysis on the reference interplanar spacing, d0

hkl . Additional
complications arise when d0

hkl differs over the analyzed region due to chemical gradients
over the specimen. These points are discussed in detail in Section 6.1. There are two
neutron diffraction methods to determine RS: the monochromatic and the time-of-flight
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(TOF) method. The TOF method uses a polychromatic beam and rests on the detection
of many diffraction peaks. Thus, the method leverages on the fact that the velocity of
the neutrons is inversely proportional to its wavelength. In the monochromatic case, the
instrument operates with a fixed wavelength, and most commonly only one peak at a time
can be detected. The two methods will be introduced briefly below. For a more detailed
description the reader is referred to the literature [94].

5.3.1. The Monochromatic Method

In scattering, a neutron may be described by its wave vector k, of magnitude 2π/λ
directed along its velocity part [94]. Due to the wave nature of matter, the de Broglie
wavelength of the neutron (λ) is directly linked to the momentum (p) of the respective
particle [94]:

p = mnv =
hk
2π

= hk (8)

This allows the calculation of an associated wavelength in dependence of the neutron
velocity v and mass mn with the Planck’s constant h. In the monochromatic case, neutrons
with a given wavelength are used to study the lattice strain within the material [102].
The wavelength of the neutrons is usually selected using a single crystal monochromator
from a broader neutron wavelength spectrum [102]. Typically, the wavelength is chosen
so that a diffraction angle of around 2θ~90◦ is used. The condition 2θ~90◦ allows the
definition of a nearly cubic sampling (gauge) volume. Thereby, probing the same region
upon any sample rotation. The diffracted signal is usually then detected on a position
sensitive detector or a scanning point detector [94]. An example of a typical diffraction
peak obtained is shown in Figure 7, which are typically fitted using a symmetric function
(e.g., Gaussian).

Figure 7. Neutron peak profile. Reproduced from [102] with permission from Elsevier.

The change of diffraction angle with respect to a reference value yields variations of
the lattice strain and can be expressed in the angular form as [102]:

εhkl =
Δdhkl

dhkl = −Δθhklcotθhkl (9)
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Similar to the angular dispersive X-ray methods (see Section 5.2.1), an appropriate
lattice-plane must be chosen, which represent the bulk behavior the best. For the stress
analysis the same relations remain valid. However, the isotropic form of the Hooke’s
law typically is applied along three orthogonal principal strain components [94] (see
Equation (14)). The consequences for the related assumptions with respect to principal
directions are discussed in Section 6.2.

5.3.2. The Time-of-Flight Method

The neutron diffraction (ND) time-of-flight method is the equivalent to polychromatic
diffraction in the X-ray case. From the neutron travel time between source and detector,
the associated wavelength can be calculated (Equation (10)) [94].

λ =
ht

mnL
(10)

As detectors are placed at 2θ~90◦, using Bragg’s law (Equation (1)) one can directly
determine dhkl from the wavelength at which peaks appear in the diffraction spectrum (for
a known crystal structure). A typical ND diffraction spectrum is shown in Figure 8. In
contrast, to steady state sources (monochromatic), the time-pulsed source instruments (time-
of-flight) typically cause an asymmetry due to the moderation process: More complicated
fitting functions are typically necessary [94]. Using the TOF methods an average d can be
obtained by a full pattern refinement, but also single peak fits are performable [102].

Figure 8. Time-of-flight pattern. Reproduced from [102] with permission from Elsevier.

6. Peculiarities of Diffraction-Based Methods in the Case of AM

6.1. Strain-Free Lattice Spacing (d0
hkl)

To precisely determine RS in parts using diffraction-based techniques, the knowledge
of a d0

hkl as a reference is essential (see Equation (2)). A comprehensive description of the
methods to obtain a d0

hkl value is given by Withers et al. [27]. In the case of laboratory
X-ray diffraction measurements (sin2ψ), where out-of-plane stresses can be considered to
equal zero (σi3 = 0), a prior knowledge of d0

hkl is not required, as it can even be calculated
by the combination of several measurements [32]. In addition, the method is relatively
insensitive to an inaccuracy in d0

hkl up to 10−3 nm [32].
For example, one could measure dhkl vs. sin2ψ for the directions (ϕ = 90◦, ψ) and

(ϕ = 0, ψ) and then determine their average value:

dhkl (ϕ = 90◦, ψ)+dhkl (ϕ = 0◦, ψ)

2
= (σ11+σ22)dhkl

0

[
2Shkl

1 +
1
2

Shkl
2 sin2ψ

]
+dhkl

0 (11)
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The right term equals to dhkl
0 , when (isotropic, no steep gradient, σ22 
= σ11) [34]:

sin2ψ = sin2ψ∗ = −S1
hkl

1
2 S2hkl

(
1+

σ22

σ11

)
(12)

Consequently, the d0
hkl can be defined as (e.g., for σ11 = σ22):

dhkl
0 =

dhkl(ϕ = 0◦, ψ∗)+dhkl(ϕ = 90◦, ψ∗)
2

with sin2ψ∗ = −2S1
hkl

1
2 S2hkl

(13)

Therefore, in this particular case, the bare elastic constants define the strain-free
direction ψ∗, and the half average of dhkl (ϕ = 90◦, ψ) and dhkl (ϕ = 0◦, ψ) at the position
sin2ψ∗ provides the d0

hkl (at the location where the sin2ψ scan was carried out). A more
detailed description and examples for other stress states to derive a d0

hkl are given in [34].
Although this method leads to a simplified experimental determination of d0

hkl it
still bears the problem of DECs values (Equation (12)). As the determination of d0

hkl by
this method is dependent upon knowledge of DECs (Equation (12)), the reliability of the
DECs must be high to determine a correct value for d0

hkl . The determination of the DECs
is a separate topic and will be examined later.

While the method is sensitive to intergranular and interphase stresses [27], a relative
comparison of d0

hkl near the surface is often still possible. Thiede et al. [82] used this
method to determine d0

hkl variations across the surface of LPBF manufactured Inconel
718 prisms (assuming σ11 = σ22) (Figure 9a). A small normal stress component σn was
observed, which was reported to correlate with the scanning strategy. The sin2ψ method
has also been used by other researchers to determine d0

hkl in LPBF Ti6Al4V [83,96]. As
an alternative, Pant et al. [81] used the dhkl value measured at ψ = 0◦ as d0

hkl for calculating
RS values.

For the cases in which the out-of-plane stress cannot be considered to equal zero
(σi3 
= 0) the precise knowledge of d0

hkl remains indispensable. An independent determi-
nation of d0

hkl can be made by means of the following strategies:

Figure 9. d0
311 values extracted from d311 versus sin2ψ plots (a) and from raw powder (RP), filings (SP) and cuboids (L, T,

N) (b). Data taken from [82].

6.1.1. Use of Raw Powder

In the case of AM there is also the possibility to obtain d0
hkl by measurements on raw

powder. This is a method, which does not require a twin specimen and is non-destructive
by nature. However, the thermal history of the raw powder, and consequently the local
chemical composition and microstructure, may differ significantly from that of the printed
part [103]. The macro- and micro-scale differences in chemistry can significantly alter the
lattice parameters of the material [104–106]. As Thiede et al. [82] have concluded, a shift due
to different local chemical segregation prevented the use of it as a reference (Figure 9b). Sim-
ilar findings were made by Kolbus et al. [103] and more recently Serrano-Munoz et al. [107].
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While there may be examples of low alloyed or commercially pure materials, where the use
of the raw powder may be applicable due to the lower amount of segregation, using raw
manufacturing powder as d0

hkl is generally not recommended in the domain of AM [45].

6.1.2. Use of Mechanical Filings

Mechanical filings from either the specimen itself or taken from a twin specimen can
be used. This approach would capture the effect of the thermal cycles on the local chemical
segregation and has the advantage that in a powder the macroscopic RS is fully relieved [27].
However, the filing process tends to induce plastic deformation within the powder, leading
to strong diffraction peak broadening associated with microscopic stresses (Type III and
possibly Type II [103]). In addition, filings certainly contain different intergranular strain
than the component, so that they cannot be considered fully stress-free [27].

It was recently shown that using the d0
hkl reference value of mechanical filings,

a compressive stress was found for all measured points, which contradicts the stress bal-
ance condition [107]. This mismatch was attributed to the high accumulation of plastic
strain in the as-filed condition, and in fact the FWHM vastly reduced upon heat treatment
(indicating a significant plastic recovery). Even if some circumstances lead to the conclu-
sion that the filings from the material are the most suitable d0

hkl [82], the applicability of
mechanical filings as d0

hkl shall be limited to exceptional cases and rarely be considered
an appropriate approach in the general case of AM.

6.1.3. Use of Macroscopically Relaxed Samples (Cubes/Combs/Arrays)

In neutron diffraction, it is common to determine the d0
hkl with small cubes (or

combs) cut from a sister sample. These cubes are assumed to be free of macroscopic stress.
Although they appropriately represent the (possible) variation of chemical composition of
the specimen, other problems must be considered: The cubes could retain intergranular
stresses and are vulnerable to geometrical effects if poorly positioned on the sample
manipulator [27]. Thiede et al. [82] measured small 5 mm × 5 mm × 5.5 mm cubes
extracted from sister samples of LPBF Inconel 718. However, they found a significant
dependence of the dhkl value on the measurement direction (Figure 9b). This suggests that
the cubes were not fully macroscopically stress free and thus could not yield a reliable
d0

hkl [82]. Nevertheless, a similar dhkl dependence on the measurement direction was
found by Ulbricht et al. [79] for LPBF manufactured stainless steel 316L, this time using
3 mm × 3 mm × 3 mm coupons.

To obtain a representative d0
hkl they averaged the values over all measured di-

rections (which correspond to the main geometrical directions). Kolbus et al. [103] at-
tributed the different d0

hkl in different directions of reassembled DMLS Inconel 718 cubes
(2.5 mm × 2.5 mm × 2.5 mm and 5 mm × 5 mm × 5 mm) to anisotropic micro stress
between the fcc matrix and the precipitation phases. They applied an average obtained
from measurements on reference cubes extracted from different positions but did not
average over different strain directions. Regardless of the direction being measured,
Pant et al. [81] found that the average value of the measured d0

hkl on the LPBF manufac-
tured Inconel 718 array (cut by wire electric discharge machining) was position independent.
The average value, however, showed to not provide sufficient accuracy concerning the
stress balance condition in the cross sections [81]. Other approaches based on relaxing
macroscopic stresses by cutting or extracting small geometries from sister samples were
conducted by several researchers [31,85,91,108–112]. Although some inconsistencies in
defining a representative d0

hkl from measurements on macroscopically stress-free samples
have been reported, approaches to determine d0

hkl using coupons (or small pieces of the
printed part) are widespread; to date, this approach is considered the best to produce
a reliable measured d0

hkl .
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6.1.4. Stress and Moment Balance

Another method to determine a d0
hkl is based on the continuum mechanics-based

requirements that force and moment must balance across selected cross sections or over
the whole specimen [27]. Therefore, by mapping the dhkl in the required sample region
the reference d0

hkl can be iteratively found by imposing stress and moment balance, even
starting from a nominal value [27]. However, great care must be taken to prove the
applicability of the method: the experimental data must cover the whole cross section and
it must be ensured that a global d0

hkl is appropriate (i.e., the method would not work if
d0

hkl varies across the sample) [27]. Serrano-Munoz et al. [107] applied this method to
obtain a d0

hkl for different cross sections of LPBF manufactured Inconel 718 prisms. The
method produced a similar d0

hkl , indicating no dependance on the scanning strategy and
the cross section being analyzed (i.e., there is no spatial variation of d0

hkl along the length of
the sample). Therefore, an average value was used for the d0

hkl in the RS calculation [107],
which applicability was later shown [80].

In fact, Kolbus et al. [103] proposed the method of stress balance as a possibility to
check the measured d0

hkl , as also indicated by Withers et al. [27]. To cross-check the values
measured on mechanically relaxed samples, Pant et al. [81] used the stress balance approach
and found a significant difference. Such discrepancy was attributed to microstructural
variations: the average d0

hkl value obtained by stress balance was used for the final RS
calculations. Stress balance is often applied as an alternative approach to obtain a d0

hkl

without additional experimental effort [86,113]. However, in order to check the applicability
of the hypotheses mentioned above, one should always compare the results (stress fields,
d0

hkl) obtained by using the stress balance condition with those obtained using experimental
methods [27,80,103].

Indeed, the applicability of the stress balance approach for AM materials, which
possibly exhibit 2D or 3D chemical variations due to the differential cooling rates, still
requires further experimentation to test the robustness of the approach. Although this
method would aid to make the RS determination by diffraction fully non-destructive,
great care must be taken to avoid large errors in the RS values. In fact, Wang et al. [31]
showed a LMD manufactured Inconel 625 wall displayed local variations of d0

hkl due to
the chemical and microstructural heterogeneity of the builds (Figure 10). This fact impeded
the applicability of the stress balance condition.

Figure 10. Reference d0
311 as a function of distance from the build-baseplate interface measured

by neutron diffraction in the 40 s dwell time stress-free reference samples without heat treatment.
Reproduced from [31] with permission from Elsevier.
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The following table (Table 1) summarizes available methods to obtain d0
hkl . It also

reports the references in which each method was applied (in the case of laser-based
AM parts).

Table 1. Overview of the different methods to obtain a d0
hkl in the domain of laser-based AM.

Method Advantages Disadvantages References

Cubes/
matchsticks

• Can capture spatial variations when
taken from several regions

• Represent thermal history
• Contain same chemical segregation if

taken from representative twin

• Need a sister sample
• Require precise sample alignment
• Contain possible type I and II stresses
• Display possible anisotropy of d0

hkl

depending on direction
• Are destructive for twin or actual specimen

[79,82,103,
109,110,112]

Comb/arrays

• Can capture spatial variations
• Are easier to align (relative to cubes)
• Are easier to extract with respect to

cubes taken from distinct positions

Same as Cubes/matchsticks and:

• Are time consuming to measure
• Require twin or destruction of specimen

[31,46,80,81,
91,111]

Stress balance
• Does not need twin sample
• Is fully non-destructive

• Cannot capture spatial variations of d0
hkl

• Only works with a high density of
measurement points over a cross section

• Needs to be experimentally verified

[80,81,86,103,
107,113]

Feedstock powder
• Is easily obtained for

powder-based AM

• Does not represent the thermal history of
the AM process

• Has different segregation from the AM part
[82,103,107]

Powder filings
• Represent thermal history of

the sample

• Are plastically deformed
• Need a twin specimen (or partially destroy

the specimen)
• Can yield spatially resolved d0

hkl only if
extracted from distinct locations

[82,107]

Sin2ψ • Is fully non-destructive • Can only be applied for plane stress states
• Relies on the DECs

[38,82]

6.2. Principal Stress Directions

A simplification of Equation (3) with the hypothesis of isotropic elastic constants
(i.e., with the use of E, Young’s modulus, and ν Poisson’s ratio) would read for normal
stress and strain components (ii = xx, yy, zz in cartesian coordinates) [94]:

σii =
Ehkl(

1 + νhkl
)
⎡
⎣εii +

νhkl(
1 − 2νhkl

)(εxx + εyy + εzz
)⎤⎦ (14)

For isotropic materials, Equation (14) is valid also in presence of shear stress [114].
However, without the knowledge about the principal stress directions, such a determination
would not necessarily capture the maximum stress values. A common assumption to
reduce the experimental effort is, that the principal stress directions coincide with the
sample geometrical axes (e.g., see [82,83,103,110,115]). If the principal stress directions
are known, Equation (14) can be used to calculate the principal stress components. This
would reduce the number of measurements needed down to 3, if dhkl

0 is known. In the
general case, where the principal stress axes are not known particular attention (and effort)
needs to be dedicated to this aspect. In AM parts, the determination of the principal stress
directions goes through the knowledge of the manufacturing process and of its impact on
the principal stress directions.

Although several process parameters largely influence the magnitude of the RS, such
as layer thickness, scanning speed, beam power, and vector length, the major influencing
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parameter on the stress distribution (and principal axes) is the relative orientation of the
scanning pattern to the corresponding geometry [107].

Investigations about the principial stress direction in AM-Material started on simple
geometries such as prisms [108]. Six strain directions were used for the calculation of the
principal stress direction, which was not found to coincide with the sample geometrical
ones. In contrast, complex structures were investigated by Fritsch et al. [116] using ND.
It was shown, that for LPBF manufactured IN 625 lattice structures measurements along
6 independent strain directions are not sufficient to determine the principal stress directions
and magnitudes. The authors found that at least seven independent directions are required
to experimentally determine the direction of principal stress and even 8 directions are
needed if the correct RS magnitude needs to be determined. In that case the calculated
directions become insensitive to the choice of the measurement directions. Furthermore, it
was proven that the RS tensor ellipsoid axes align well with the orientation of the struts
within the lattice structure. [116].

Gloaguen et al. [46] showed, for example, that when assuming the principal stresses
along the geometrical specimen axes for LPBF manufactured Ti6Al4V, the RS is affected by
significant errors. This can be attributed to the fact that the principal stress axes deviate
from the sample axes. This observation was made even though a simple bidirectional
scanning strategy along the geometry with a 90◦ interlayer rotation was applied.

In fact, Vrancken [117] found for LPBF manufactured Ti6Al4V produced by a compa-
rable scanning strategy, that the principal stress directions coincide with the direction of
the scanning tracks. In other studies researchers found the principal stress directions to
align with the sample geometrical axes [76,82], if the scanning strategy is more complicated
(e.g., rotation between subsequent layers etc.).

These results emphasize that an increasing part complexity requires advanced mea-
surement techniques and strategies to reach the desired precision for a reliable assessment
of RS states. Again, given the complexity of laser-based additive manufacturing pro-
cesses, the general assumption that the principal stress directions are governed by the
sample geometry must be used carefully [46]. Therefore, for the alignment of the speci-
men in the laboratory coordinate system it is recommended not to make any assumption
about the principal direction of stress and measure at least eight independent directions at
all locations.

6.3. Diffraction-Elastic Constants (DECs)

To obtain stress values, the DECs act as proportionality constants to link the measured
microscopic (i.e., lattice) strains to macroscopic stresses (see Equation (3)). Their precise
knowledge is important, because the magnitude of the resulting RS depends on the values
of the DECs (see Equation (3)). RS are thus highly vulnerable to errors if reliable values of
the DEC are not used.

Two methods are available to obtain the DECs: They can be calculated from the single
crystal elastic constants (SCEC) using different theoretical schemes (for instance a grain
interaction model for the polycrystalline aggregate). This method is to be preferred if the
SCECs are reliably known (note that much work needs still to be made for AM materials).
The presence of a strong crystallographic texture in conjunction with crystal anisotropy can
hamper the determination of the DECs by theoretical calculations, as one must properly
take the texture into account. Alternatively, one can directly determine them in an in situ
deformation test during diffraction. In this case, the microscopic response is monitored
during a macroscopic deformation, and the proportionality constant between applied
stress and lattice strain is the plane-specific Young’s modulus Ehkl. A guideline for this is
given in DIN EN 15305 [95]. The latter method, however, is connected to a relatively high
experimental effort.
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6.3.1. The Anisotropy of Single Crystals

The anisotropy of the single crystal can be expressed by the differences of the different
elements of the compliance tensor. For cubic materials Zener [118] proposed the following
coefficient, written in the Voigt notation, to calculate the anisotropy of the single crystal:

AZ =
2 · C44

C11 − C12
(15)

In this definition, full isotropy is expressed by a value of AZ = 1. Any deviation
from AZ = 1 signifies a certain degree of crystal anisotropy. However, as the Zener ratio
only remains valid in the cubic case, researchers were motivated to formulate a more
general anisotropy index, which would be valid for an arbitrary crystal structure. Such
an index (AU) was derived by Rangathan and Ostoja-Starzewski [119]. It is based on the
fractional difference between the upper (Voigt) and lower (Reuss) bounds on the bulk (κV,
κR) and shear (μV, μR) moduli. The values can be determined by the following equation
(Equation (16)).

AU =
κv

κR +5
uv

uR − 6 (16)

The main advantage of this formulation is its applicability to any type of crystal
symmetry. However, it remains a relative measure of anisotropy. In fact, it has not been
proven, that a crystal with twice an AU also is twice as anisotropic. Therefore, Kube [120]
provided an alternative definition, the anisotropy index AL (Equation (17)), whereby the
value of AL = 0 expresses isotropy.

AL(C v, CR) =

√[
ln
(

κv

κR

)]2
+5

[
ln
(

uv

uR

)]2
(17)

There are also different approaches such as the Ledbetter and Migliori ratio [121]
or the method proposed by Chung and Buessem [122]. However, we will use AL in the
following to compare the single crystal anisotropy of the commonly materials used in
laser-based AM. One last important remark must be made: the applicability of all DEC
calculation schemes heavily rests on the availability of reliable SCEC. A compiled list with
the single crystal elastic constants (SCEC) of important alloys for laser based additive
manufacturing is given in Table 2. The significant difference in the elastic anisotropy of the
different single crystals is evident. The data shown are mainly inferred from measurements
on conventionally produced polycrystalline materials or represent measurements on the
respective single crystals. Data directly related to additively manufactured materials are
still lacking. This may have an impact on the determination of the DECs and of RS. This
is because the calculation of DECs is made under the assumption, that tabulated SCECs
are still suitable for additively manufactured materials. Nevertheless, some authors have
already tackled the problem of the determination of SCEC from experimental data on
textured polycrystalline alloys [123].

Table 2. Single crystal elastic constants (SCEC) of several engineering alloys in GPa, with their dimensionless calculated
Zener (Az) and universal (AL) anisotropy ratios. For the calculation of AL the Matlab script provided by Kube [120] was used.

Material Crystal Structure C11 C12 C44 C33 C13 Ref. AZ AL [·10−2]

Aluminium FCC

108.2 61.3 28.5 - - [124] 1.2 2.04
107.9 60.4 28.6 - - [125] 1.2 1.85
106.8 60.7 28.2 - - [126] 1.2 2.18
112.4 66.3 27.7 - - [127] 1.2 1.81
108.2 62.2 28.4 - - [128] 1.2 2.38
105.6 63.9 28.5 - - [129] 1.4 5.22
107.3 60.9 28.3 - - [130] 1.2 2.12

Average 108.1 62.2 28.3 - - - 1.2 2.35

Ti6Al4V HCP 150 83 42 137 53 [123] - 5.67
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Table 2. Cont.

Material Crystal Structure C11 C12 C44 C33 C13 Ref. AZ AL [·10−2]

Inconel 625 FCC 243.3 156.7 117.8 - - [131] 2.7 51.88

Inconel 718 FCC
240.9 140.5 105.7 - - [132] 2.1 29.17
259.6 179 109.6 - - [133] 2.7 51.85
231.2 145.1 117.2 - - [134] 2.7 51.95

Average 243.9 154.9 110.8 - - - 2.5 43.36

316L FCC
191.2 117.9 138.6 - - [135] 3.8 89.33
215.9 144.6 128.9 - - [136] 3.6 83.72
198 125 122 - - [137] 3.3 71.38

Average 204.4 131.8 128.8 - - - 3.6 81.41

6.3.2. Grain Interaction Models for the Calculation of DECs

Several models have been developed to calculate DECs from SCEC. The first model
developed by Voigt [138] (Figure 11a) assumes that adjacent grains undergo the same strain
during deformation. However, this assumption violates the equilibrium of forces at the
interfaces. On the other hand, Reuss [139] later proposed a model where the equilibrium of
forces is fulfilled as a homogenous stress state is assumed (Figure 11b). This leads to the
problem, that the different crystals undergo different strains, which would not satisfy the
compatibility conditions [114]. To solve these problems Kröner developed a model based
on Eshelby’s theory [140], which fulfills the interface and the compatibility conditions
(Figure 11c). Such scheme considers a spherical particle of arbitrary anisotropy embedded
in an isotropic material. With the assumption of spherical particles and isotropic matrix,
Kröner derived a closed (analytical) solution to the problem [141]. If the surrounding
matrix is not texture free (e.g., as in the case of AM materials), numerical approaches must
be considered [141]. In general, the Voigt model is the least applicable, as it results in elastic
properties, such as Ehkl, that are independent on the plane {hkl}. This does not apply for
most crystals. In contrast, the Kröner model has been shown to well match to experimen-
tally determined values in an excellent manner for non-textured microstructures [142–144].
Interestingly, if a strong texture is present, as it has been observed in certain cases (including
AM materials), the Reuss model displays better agreement with experimental data [32]. In
fact, for columnar structures (the case of AM microstructures) the assumption that each
crystal undergoes the same stress could be a good approximation.

From the discussion above, it is clear that for the application of each model, the
microstructure and texture present in the material must be considered to determine ap-
propriate values for the DECs. Indeed, many modifications and developments of the
three schemes mentioned above have been made over the past years, to encompass the
microstructure in the calculation of DECs. Initially, Dölle and Hauk [145] introduced the
so-called stress factors to account for the texture using the crystallographic orientation dis-
tribution function (ODF). Several authors (e.g., Slim et al. [146], Brakman et al. [147], Welzel
et al. [148–150], Gnäupel-Herold et al. [151]) proposed alternative approaches to embed the
ODF in the determination of the DECS. More recently Mishurova et al. [40] have shown,
that the use of Wu’s tensor [152] is equivalent to using Kröner´s approach. In addition,
they showcased the applicability of the procedure to LPBF Ti6Al4V. They concluded that,
since hexagonal polycrystals possess transverse isotropy and LPBF Ti6Al4V had a fiber
texture, the calculated DECs (using the best-fit isotropy assumption) reasonably agreed
with experimentally determined values.

6.3.3. Experimental Determination of Diffraction Elastic Constants

The main method for the experimental determination of DECs are in situ mechanical
tests, i.e., during high-energy X-ray or neutron diffraction experiments. The response of
each lattice plane is monitored as a function of applied stress. It is important to mention
that this approach rests on the hypothesis that a statistically significant ensemble of grains
with the normal to the planes {hkl} is oriented along the load axis. From these datasets, the
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DECs for each monitored plane then can be derived (see Table 3). For LPBF Ti6Al4V and
IN718 a comparison of the model prediction with experimentally obtained values is given
in Figure 12.

Figure 11. Overview of different model approaches for the calculation of the diffraction elastic constants. (a) Voigt
model [138] (b) Reuss model [139] (c) Eshelby–Kröner model [141].

Table 3. Experimentally determined diffraction elastic constants by the means of diffraction methods. The plane-specific
elastic moduli (Ehkl ) are given in GPa.

Material Process Condition E200 E311 E420 E220 E331 E111 Ref.

AlSi10Mg LPBF As built
tension 66 68 - 71 - 73 [153]

IN625 LMD As built
compression 123 156 169 210 219 278 [131]

IN718 LPBF FHT *
tension 194 196 231 - 230 - [39]

IN718 LPBF DA **
tension 152 173 173 199 227 197 [39]

316L LPBF As built
tension 139 180 - 219 - 246 [154]

Ti6Al4V LPBF

E1010 E1011 E1122 E0002 E1012 E1013

As built
tension 110 106 117 - 107 117

[155]HT-730
tension 106 116 126 134 128 125

HT-900
tension 111 114 113 132 118 127

E2130 E1120 E1011 E1122 E2023 E1012 E1013

As built
tension 108 110 115 115 116 120 125

[156]As built
compression - 115 - 117 123 125 126

* FHT (◦C/h/MPa): 1066/1.5 + 1150/3/105 + 982/1 + 720/8 + 620/10, ** DA (◦C/h): 1066/1.5 + 720/8.
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Figure 12. Comparison of the model predictions of Reuss, Voigt and Kröner for Ni-based alloys Inconel 718 (a),
Inconel 625 (b) [39] and Ti6Al4V [155,156] (c).

For the alloys 316L and AlSi10Mg such a comparative figure is not necessary, since the
model prediction of Kröner nearly perfectly matches the experimental values of the elastic
moduli [153,154]. This is different for additively manufactured Ti6Al4V, Inconel 718 and
Inconel 625. For a recrystallized and, thus, untextured microstructure (FHT) the Kröner
model best matches the experimental values (Figure 12a) [39]. When, on the contrary, the
columnar as-built microstructure (exhibiting relatively strong crystallographic texture)
was retained, the model prediction of Reuss best fit the experimental data for Inconel
718 and 625 (Figure 12a,b) [39,131]. The AM Ti6Al4V alloy seems to deviate from this
behavior: Mishurova et al. [156] showed, that for low H2 (prismatic planes) the model
predictions by Kröner agreed better with experimental data than other schemes (Figure 12c).
In contrast, for higher H2 (basal planes) the model prediction of Reuss better matched with
the data [156]. This can be explained by the transverse isotropy of the single crystal elastic
tensor, exhibiting an isotropic behavior in the basal directions but a strong anisotropy along
its c-axis. It has been shown that when considering the transversal isotropy in the material
model a reasonable agreement between model and experimental data can be obtained [40].
In presence of crystallographic texture, materials with a higher anisotropy factor (Table 2)
tend to be better described by the predictions of the Reuss model than by those of Kröner’s
scheme. The exception to this trend is given by the alloy 316, for which the model approach
of Kröner yields a good prediction of the polycrystal behavior, although the single crystal
itself is highly anisotropic [154]. Such an agreement can be explained by the rather weak
crystallographic texture along the loading direction in conjunction with the relatively small
grain size [154].

As Mishurova et al. [45,156] argue, it is mandatory to report the DECs used to obtain
stress values if one wants to compare own data with literature. Severe differences in
the RS magnitude are the consequence if different model predictions considered for the
determination of DEC. This was shown by Serrano-Munoz et al. [38] for LPBF manufactured
Inconel 718: Applying the Kröner model led to a spiky stress depth profile. Stress values
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of 1200 MPa were reached, which far exceed the yield strength of the non-heat-treated
material (630–800 MPa). Much more realistic stress values (up to 870 MPa) were obtained
by applying the Reuss model to the experimental data. Also, the spikes of the stress
depth profile were smoothed. This indicates the ability of the Reuss model to reasonably
describe the intergranular behavior of LPBF Inconel 718 [157]. This was also supported
by the findings of Pant et al. [81], who found stresses up to 1000 MPa in their study of
as built LPBF manufactured Inconel 718. They used DECs measured for conventionally
manufactured Inconel 718 and nearly equal to the Kröner model calculations [158].

Currently, a lack of consistency is observable in the open literature, as summarized in
Table 4. It is to remark that, so far, DECs of additively manufactured microstructures have
been mainly determined for loading along the building direction. The micromechanical
behavior of the microstructure perpendicular to the build direction is, to the best of the
authors’ knowledge, not yet reported.

Table 4. Origins of applied diffraction elastic constants used for stress calculation in additively
manufactured specimens.

Origin of DECs References

Not given [75,76,85,88,109,113,159–163]
unknown origin [10,103,110,164]

Experimental values (conventional) [81,86,165,166]
Reuss Model [38,107,167]

Eshelby–Kröner Model [13,26,74,79,82,83,96,108,112,168–170]
Voigt-Reuss-Hill [171]

Experimental values (AM) [31,115]

To summarize, in order to reliably calculate the DECs the proper SCECs of the material
and both the microstructure and texture of the specimen should be considered. The crystal
and macroscopic anisotropy provide guidance for the choice of the model to consider.

One last remark must be made: To obtain the plane specific Poisson ratio (νhkl) one
would have to track the same set of grains during the deformation in both, the transverse
and axial direction (i.e., along the tensile axis) [156]. However, this is practically impossible.
In the case of nearly texture-free conventionally manufactured materials with small grain
size the calculation of the νhkl using measurements in two perpendicular sample direction
is a good approximation, as the gauge volume contains a sufficient amount of randomly
oriented crystals. This approximation, in contrast, cannot be made for strongly textured
AM materials. In this case, the use of suitable model schemes is recommended.

6.4. Choice of the Appropriate Lattice Planes

In the angular dispersive (monochromatic) case, one uses specific grains with specific
lattice orientations as strain monitors [172]. It is assumed that the statistical ensemble is rep-
resentative of the material. However, because of their particular elastic and plastic response,
these grains are not necessarily representative of the overall stress state [172]. Consequently,
the choice of a suitable reflection, whose grains represent the macroscopic RS in a body, is
of utter importance [172,173]. Thereby, three main aspects need to be addressed:

• Insensitivity to intergranular stress accumulation (material dependent)
• Crystal symmetry
• Texture of the material

Whenever a sample is under stresses, a superposition of macroscopic (Type I) and
intergranular stress (Type II) occurs [172]. If our goal is to determine the macroscopic stress
state, a lattice plane, which exhibits a low tendency to accumulate intergranular stresses
during deformation should be chosen. This tendency can be tested during in-situ loading
experiments. Increasing non-linearity of the lattice plane response to a macroscopic load is
an indication for the intergranular strain accumulation [174,175]. In fact, if the lattice strain
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vs. applied stress curve is non-linear residual strain is retained upon unloading. Such
residual strain increases with increasing macroscopic plastic deformation.

The accumulation of intergranular stresses is critically dependent on the elastic and
plastic anisotropy of the material [175]. In general, it is advisable to choose the lattice
planes with the lowest Miller indices possible, as a high multiplicity of the lattice plane
helps to reduce the required measurement time.

Besides these general considerations, one should take the underlying texture into
account [176]. For example, for a (cubic) material with a strong cube texture, one should
use the 200 reflection in spite of its typically high sensitivity to intergranular strains [172].
In fact, the 200 reflection represents most of the grains in such particular case [172]. For
conventionally manufactured materials a general guideline on the selection of an appro-
priate lattice plane is given in ISO-21432 [177]. However, for AM the situation might be
different, as strong textures typically prevail.

Very little studies on the topic of the accumulation of intergranular strains in laser-
based AM materials are available in the open literature. Table 5 shows the lattice planes
typically considered for RS analysis of different laser-based AM materials and outlines
their suitability compared to their conventionally manufactured counterparts. In the
case of fcc materials the 311 reflection is almost exclusively used [26,74,82,83,103,108].
However, it has been shown by Choo et al. [178] for LPBF 316L that the {311} oriented
grains accumulate more intergranular strain than the {111} and {220} grains, which is in
contrast to conventional rolled 316L [179]. In fact, considering the <220> texture along the
building direction [178], the 220 reflection is more easily detected than others, and yields
less data scatter. Likewise, Wang et al. [180] observed a strong nonlinear micromechanical
response during initial loading of LPBF manufactured 316L, which has been attributed
to anisotropic residual strains within the as-built samples. Consequently, the hierarchical
heterogenous microstructures of AM 316L may give rise to significant differences in the
buildup of intergranular stresses and should be accounted for.

For hexagonally closed packaged (hcp) materials the pyramidal planes {102} and
{103} are considered to exhibit low intergranular stress (for conventionally processed
materials) [181,182]. However, Cho et al. [183] showed for conventionally manufactured
α-Ti-834 that the first eight diffraction peaks (i.e., those with the lowest Miller indices)
accumulate significant intergranular strains. In fact, studies on the topic of intergranular
strain accumulation are absent for additively manufactured hcp materials. Although
Zhang et al. [155] showed that a high dislocation density is present within the α’ Phase
of as-built LPBF Ti6Al4V, the micromechanical response show anomalies to conventional
Ti6Al4V: sometimes it remains linear well beyond the early stages of loading, sometimes
it shows footprints of twinning [184,185]. Thus, the question of the accumulation of
intergranular strains is yet far from fully elucidated in AM hcp materials.

In general, more research needs to be dedicated to the topic of intergranular stresses
within the domain of laser-based AM materials. One must carefully evaluate whether
the requirements are fulfilled for a certain lattice plane to represent the bulk behavior.
The approach of using the full pattern refinement of the lattice parameter minimizes
(actually, averages) the possible contributions of high intergranular stress to the determined
macroscopic type I RS.
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7. Summary & Outlook

Additive manufacturing (AM) methods allow the fabrication of complex structures
within a single manufacturing step. Still the heterogeneity of the process often leads to
mechanically anisotropic, columnar, and textured microstructures. While one of the biggest
challenges in AM is to develop mitigation strategies for the large residual stress that in-
evitably appears after production, the precise determination of such residual stress remains
challenging. Diffraction-based methods provide a powerful tool to non-destructively
determine the residual stress. However, the peculiar microstructures of AM materials
pose challenges for the characterization of residual stress. Therefore, assumptions and
measurement conditions must be chosen with great care:

• First, one must evaluate if the assumption of a biaxial stress state can be justified
(e.g., surface measurements with sin2ψ method) or a triaxial stress state must be con-
sidered. In the latter case, neutron diffraction should be preferred to other techniques
and precise knowledge about the strain-free lattice spacing (d0

hkl) is required. To
obtain such a reference, measurements on mechanically relaxed samples are recom-
mended. The stress balance method is recommended as a validation method. If the
requirements for the correct application of stress balance conditions (no spatial varia-
tion of composition with large number of points) are known to be fulfilled, the stress
balance method can be used to obtain a global d0

hkl . Still, the strategy to determine
d0

hkl needs to be tailored for each case.
• Secondly, the principal stress directions should be known in advance if one wants to

determine the maximum stress values. For conventional processes such as forging
or rolling these are often known (they coincide with the main geometrical sample
axes). In the case of AM, the complexity of the process conditions hinders the prior
knowledge of the principal stress directions. Although research indicates the principal
directions to be determined by the scanning strategy (i.e., the main stress axes follow
the scanning vector) it is recommended to run experimental checks. Ideally the full
stress tensor should be characterized.

• Thirdly, the microstructure and texture of the sample should be well characterized.
Texture is one of the driving factors for the determination of the diffraction elastic
constants (DECs). Furthermore, the DECs are material-dependent, dictated by the
single crystal properties. Therefore, choosing the appropriate modeling scheme for
the calculation of DECs from single crystal elastic constants is challenging. At best the
DECs should be experimentally determined. If that is not possible, it is indispensable
to take the microstructure and the texture into account in the selection of the grain-
interaction model.

• Lastly, an appropriate lattice plane must be chosen in the case of a monochromatic
measurement technique (Laboratory XRD or steady state Neutron sources), as stresses
are derived from one single lattice plane. Such plane should be insensitive to ac-
cumulation of intergranular strain and possess a high multiplicity, to represent the
macroscopic behavior of the sample.

The amount of research dedicated to the methodology of diffraction-based methods
in the domain of AM is increasing but still limited. In particular, the understanding of the
influence of the microstructure and texture on the DECs should be addressed for all metal
AM processes. This would aid to provide a general strategy to determine the DECs for
an additively manufactured material. Further research is needed to develop a uniform
strategy to determine an appropriate d0

hkl ; this would increase the comparability of results.
It is also worthwhile to dedicate research to gain a better understanding of intergranular
stress accumulation for the hierarchical structures occurring in laser-based AM.
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Abstract: Powder bed fusion (PBF) is the most commonly used additive manufacturing process
for fabricating complex metal parts via the layer-wise melting of powder. Despite the tremendous
recent technological development of PBF, manufactured parts still lack consistent quality in terms of
part properties such as dimensional accuracy, surface roughness, or relative density. In addition to
process-inherent variability, this is mainly owing to a knowledge gap in the understanding of process
influences and the inability to adequately control them during part production. Eddy current testing
(ECT) is a well-established nondestructive testing technique primarily used to detect near-surface
defects and measure material properties such as electrical conductivity in metal parts. Hence, it is an
appropriate technology for the layer-wise measuring of the material properties of the fused material
in PBF. This study evaluates ECT’s potential as a novel in situ monitoring technology for relative part
density in PBF. Parts made from SS316L and AlSi10Mg with different densities are manufactured on
a PBF machine. These parts are subsequently measured using ECT, as well as the resulting signals
correlated with the relative part density. The results indicate a statistically significant and strong
correlation (316L: r(8) = 0.998, p < 0.001, AlSi10Mg: r(8) = 0.992, p < 0.001) between relative part
density and the ECT signal component, which is mainly affected by the electrical conductivity of the
part. The results indicate that ECT has the potential to evolve into an effective technology for the
layer-wise measuring of relative part density during the PBF process.

Keywords: powder bed fusion (PBF); eddy current testing (ECT); part quality; in situ relative part
density measurement; quality management

1. Introduction

In the last decade, additive manufacturing technologies have evolved from rapid pro-
totyping to established manufacturing technologies that are increasingly used in industrial
production. Powder bed fusion (PBF) is the most commonly used additive manufacturing
process for fabricating metal parts, and has evolved to a state-of-the-art technology adopted
in various industrial fields such as aerospace, medical, defence, as well as tool, and mould
making [1,2]. The PBF process is characterized by the layer-wise melting of a powder bed
using a laser beam; hence it enables the direct manufacturing of complex-shaped parts. De-
spite the tremendous recent technological development of PBF, Debroy et al. [3] identified
the lack of consistent part quality as a major challenge impeding the wider commercial
adoption of PBF. Part quality is mainly characterized by mechanical properties such as
Young’s modulus, and part properties such as dimensional accuracy, surface roughness,
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and relative density [4]. Process-inherent variability, a remaining knowledge gap in un-
derstanding the influences on part quality, and the inability to adequately control these
influences during part production are the main reasons for inconsistent part quality [3].
In situ process monitoring technologies are expected to play a major role in obtaining
consistent part quality in the future by improving the repeatability of the process as stated
by Debroy et al. [3]. The majority of in situ monitoring technologies available today focus
on monitoring the melt pool shape, size, or temperature [4–11]. Melt pool monitoring could
be a reasonable choice for real-time controlling process parameters, such as laser power,
which can help to avoid pore formation owing to local overheating of the melt pool [12].
However, owing to the nature of the PBF process, each solidified layer is remolten at least
once. Hence, initially present defects can be healed, as determined by Ulbricht et al. [13],
and new ones introduced during the layer remelting. Therefore, only the material integrity
of the layer after remelting is relevant for the quality of the part. Although, there have been
attempts to spatially map defects via melt pool monitoring [6,14], the detection of defects,
which were not artificially introduced, lacks reliability. Owing to the inability to reliably
monitor the part quality during production, the part certification for industrial use still
requires a brute force approach, which involves time-consuming and expensive material
tests such as CT scanning [3].

Eddy current testing (ECT) is a standardized nondestructive testing technique [15] that
is adopted in various industries to control and certify the quality of electrically conductive
parts. ECT can detect surface and near-surface defects such as cracks [16], as well as
measure material properties such as electrical conductivity [17]. The industrial application
of ECT to PBF remains limited to the quality control of parts during post-processing [18].
This limits the testable area of the part to the region near the surface. In contrast, integrating
ECT into the PBF process cycle enables the layer-wise measurement of previously fused
layers that provides quality information on the entire part volume after finishing the
build cycle. Therefore, the ability of ECT to measure surface and near-surface defects fits
well into the layer-wise build process in PBF. Available studies on ECT as a monitoring
technology for PBF are summarized as follows: Todorov et al. [19] developed and patented
a sensor array and method [20] and integrated it into a laboratory PBF machine. The
system was tested in situ on parts with artificially introduced defects such as notches and
regions of unfused material, being able to detect these defects. The authors claim that
the regions of unfused material with sizes of 10 × 3 × 0.12 mm3 and 10 × 3 × 0.044 mm3

are good representations of lack of fusion in PBF. However, research on defect formation
in PBF suggests that lack of fusion pores are often smaller than 100 μm in diameter [3].
Ehlers et al. [21] developed a sensor array using giant magnetoresistance (GMR) sensors
and studied the capability of the system to detect artificially introduced surface defects
in a wrought sample and in a PBF-manufactured sample both made from 316L stainless
steel. However, the majority of defects in PBF-manufactued parts are located below the
surface [22]. Both of the study presented by Todorov et al. [19] and Ehlers et al. [21] used
parts with artificially introduced defects to demonstrate the capability of their ECT systems
falling short of providing evidence that real defects caused during the PBF process can
be detected reliably. In contrast to detecting individual defects, measuring the porosity
of a certain part volume, including regions beyond the remelting zone, is an alternative
approach to monitoring the process and part quality. Eisenbarth et al. [23] adopted ECT to
identify unique keys designed by introducing porosity in 316L samples by adjusting the
process parameters on an industrial PBF machine. However, the authors did not achieve the
required sensitivity to distinguish between all different PBF samples sufficiently well and
did not compare the ECT results to the relative sample density. Obatron et al. [24] studied
ECT’s ability to distinguish between PBF-manufactured lattice structures with different
overall densities by measuring the electrical conductivity of the lattice. Hippert [25] used
a similar approach correlating the electrical conductivity of the sample with its relative
density. However, Hippert used samples with large artificially introduced holes and
could only distinguish between samples with a density difference of 4% relative density.
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Nevertheless, the approach of Hippert and Obaton et al. is promising if sufficiently small
relative part density differences in PBF-manufactured parts can be measured.

In this study, the feasibility of ECT to measure relative part density variations owing
to defects caused by the PBF process is evaluated. The prerequisite is that the electrical
conductivity which can be measured by ECT is sufficiently correlated with the relative
part density. To investigate this, parts made from AlSi10Mg and 316L stainless steel are
manufactured on a PBF machine with varied process parameters to create different densities
caused by lack of fusion and keyhole. The parts are subsequently measured using ECT and
the results correlated with the relative part density.

2. Materials and Methods

2.1. Part Production

One cuboid part per scan speed with a size of 25 × 30 × 10 mm3 was manufactured
using a Concept Laser M2 PBF machine (Concept Laser GmbH, Lichtenfels, Germany) with
the process parameters presented in Table 1. An additional cube per scan speed with a
size of 10 × 10 × 10 mm3 was fabricated in close proximity to the cuboid parts to study the
pore distribution and the melt pool shape. Gas atomized PBF powders by the Carpenter
Technology Corporation were used with particle size distributions of 15–45 μm (316L) and
10–60 μm (AlSi10Mg). All parts were fabricated on a 1-mm thick support structure onto
245 × 245-mm2 build plates and afterwards removed by wire cutting.

Table 1. Powder bed fusion (PBF) process parameters.

Parameter 316L AlSi10Mg

Scan speed (mm/s)
500, 750, 1100, 1200 650, 750, 850, 950, 1000

1250, 1300, 1400, 1750, 2250 1050, 1150, 1250, 1500, 2000

Hatch distance (μm) 75 100

Laser power (W) 180

Layer thickness (μm) 30

Laser spot diameter (μm) 105

Scan pattern - 90° alternating

Recoater type - Silicone reinforced brush

Shielding gas - Nitrogen

2.2. Part Characterization

The relative part density of the cuboid parts was measured via the Archimedes
method, utilizing an AE200 balance with the measuring unit AB33360 (Mettler Toledo Inc.,
Columbus, OH, USA). The cubes were cut perpendicular to the scan direction of the top
layer, embedded in epoxy resin, ground using SiC grinding paper (320, 600 and 1200 grit
sizes), and polished up to 0.5 μm using SiO2 suspension. Images showing the porosity in
the cross sections were taken at 50× magnification using a DM6 optical microscope (Leica
Microsystems GmbH, Wetzlar, Germany). To reveal the melt pool boundaries, the 316L
parts were etched in V2A etchant at 60 ◦C for 60 s, and the AlSi10Mg parts were etched
in NaOH at room temperature for 12 s. The melt pools were subsequently characterized
using the aforementioned optical microscope.

2.3. Eddy Current Testing
2.3.1. Measurement Principle

The physical theory of ECT is explained by Maxwell’s equations [26], which are not
comprehensively discussed here. The simplified principle is explained using Figure 1a
as follows.

73



Metals 2021, 11, 1376

conductive 

material

primary 

magnetic field

secondary 

magnetic field

coil

eddy 

currents

No li d R

Material point

N
o

rm
a

liz
e

d
 L

Air point

(a) (b)

Figure 1. (a) Eddy current testing (ECT) measurement principle. (b) Impedance plane representation.
Adapted from Hippert [25].

A coil is excited with an alternating current with predefined amplitude and frequency
f , which generates a time-varying primary magnetic field around it. In proximity to
conductive material, the primary magnetic field induces eddy currents in the material. The
eddy currents create a secondary magnetic field, which opposes the primary magnetic field
that alters the impedance of the coil. Discontinuities of the electrical conductivity σ and
magnetic permeability μ in the material triggered by defects such as cracks affect the eddy
currents and the secondary field. The impedance change of the coil owing to the secondary
magnetic field is measured and evaluated to characterize the material discontinuity. The
impedance Z of the coil is calculated as:

Z =
V
I
= R + iX = R + iωL (1)

where V, I, R, X, ω, and L represent the voltage across the coil, current in the coil, coil resis-
tance, reactance, angular frequency and coil inductance, respectively [25]. The impedance
is typically visualized in a normalized form relative to the impedance in air, as presented
in Figure 1b. Reducing the distance between the coil and the conductive material leads
to a signal transition from the air point to the material point along the lift-off direction.
The location of the material point in the impedance plane changes as a function of

√
aωσμ,

where a, ω, σ, and μ denote the coil radius, angular frequency, electrical conductivity, and
magnetic permeability of the material, respectively. The red dots moving from the air
point along the blue curve presented in Figure 1b represent material points of different
alloys. Signal responses to defects such as cracks or changes in electrical conductivity are
identified by characteristic phase angles in the impedance plane, which differ from the
phase angle of a lift-off variation, as presented in Figure 1b. By rotating the signals, i.e.,
adjusting the phase angle in the impedance plane for a given material, undesired alterations
in lift-off during ECT can be shifted to the x-component of the signal in the impedance
plane. Therefore, the y-component of the signal in the impedance plane represents the
lift-off independent signal response owing to the property of interest. The principle is
explained comprehensively in the book of Udpa et al. [27].

2.3.2. Measurement Equipment and Experimental Setup

A standard UPEC tester made by the Sensima Inspection SARL was adopted for the
ECT, as presented in Figure 2a. The selected sensor was a ferrite rod coil sensor with
a 3-mm diameter (L = 47 μH) operated in absolute mode. Absolute mode means that
the measured signal is simply the value of the coil impedance itself [26]. The sensor was
connected to the UPEC tester in a bridge configuration with an identical coil for balancing,
including two 50-Ω resistors. The standard penetration depth δ is defined as the depth at
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which the eddy current density decreases to approximately 37% of its surface value [16]. It
is calculated as:

δ =
1√

π f σμ
(2)

where f is the frequency of the excitation current, σ the electrical conductivity and μ = μ0μr
the magnetic permeability of the material, with μr being the relative magnetic permeability
and μ0 = 1.256 × 106 H/m being the magnetic permeability in vacuum [26]. An excitation
frequency of f = 201.6 kHz was set to ensure a sufficiently high penetration depth for both
materials used. The penetration depths for 316L and AlSi10Mg, which were calculated
according to Equation (2) are presented in Table 2.

Table 2. Calculated standard penetration depths for 316L and AlSi10Mg. * assumed because
Aluminum alloys are paramagnetic [26].

Parameter 316L AlSi10Mg

Excitation frequency f (kHz) 201.6 201.6
Electrical conductivity σ (MS/m) 1.38 [26] 12.85 [27]
Relative magnetic permeability μr (-) 1.02 [26] 1.00 *
Standard penetration depth δ (μm) 945 313

The system was mounted onto a X-Y table laboratory test bench illustrated in Figure 2b.
Linear encoders with a resolution of 0.1 mm were mounted on the axes and connected
to the UPEC tester to map measured data to the sensor position during an acquisition.
The cuboid parts were clamped onto the test bench as presented in Figure 2b to ensure
a constant lift-off of 0.5 mm, which is the distance between the sensor and part surface.
The as-built parts were orientated with the final layer created in the PBF process facing the
sensor. Two-dimensional images were obtained by performing a raster scan with a pitch
in the y-direction of 0.5 mm on the test bench guiding the sensor over the parts. Prior to
the experiments, the lift-off phase angle in the impedance plane was determined for both
materials by measuring one of the respective parts with different lift-offs. Accordingly,
counter clockwise phase rotation angles of 69◦ and 79◦ for 316L and AlSi10Mg were
obtained, respectively. The respective phase rotation filter was applied to the ECT data,
and the absolute value of the lift-off independent signal component was analyzed, which
is named rotated signal in the following chapters.

(a) (b)

raster scan

x
y

Figure 2. Measurement setup used for ECT. (a) Standard UPEC tester of Sensima Inspection SARL.
(b) X-Y table laboratory test bench.

3. Results

3.1. Relative Part Density

To assess the feasibility of ECT in measuring the relative density of PBF-manufactued
parts, process parameters (Table 1) were chosen to cover a wide range of part densities and
to include the primary causes of porosity in the PBF process. Figure 3 presents the relative
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density of the cuboid parts manufactured from AlSi10Mg and 316L, as a function of the
scan speed.

1 mm

1 mm

1 mm

1 mm

1 mm

Keyhole porosity

Lack of fusion porosity200 μm
200 μm

1 mm

Figure 3. Relative part density of parts manufactured from AlSi10Mg and 316L powder using varied scan speeds. The error
bars depict the standard deviations of three density measurements per part. The micrograph and melt pool images were
taken from x-z cross sections of cubes (10 × 10 × 10 mm3) manufactured in close proximity to the parts on the build plate,
using the same process parameters.

The variation of the scan speed yields relative part densities covering a range of
89–99.5%. According to the widely used definition of the volumetric energy density
by Stoffregen et al. [28], the energy input into the melt pool is inversely related to the
scan speed. By adjusting the scan speed, the resulting relative density of the part can be
controlled. In the process region, where insufficient energy input triggers lack of fusion,
increasing the scan speed decreases the relative part density, which is consistent with the
data presented in Figure 3. The micrograph images presented at the highest scan speeds
in Figure 3 exhibit several irregularly shaped pores. These pores are characteristic for
lack of fusion as studied extensively in the literature [22,29–32]. The lack of fusion is
primarily triggered by the insufficient penetration of the melt pool into the previous layer
as determined in different studies [33–35]. At the other end of the process window, low scan
speeds yield an increased energy input into the melt pool. Consequently, the temperature
of the melt pool at the center of the laser beam can reach the boiling temperature of the
material, which substantially increases the amount of material evaporation and triggers
the formation of a keyhole-shaped melt pool, as demonstrated by King et al. [36]. In the
keyhole region of the process window, the collapse of the keyhole can lead to the formation
of entrapped vapor, which causes keyhole porosity in the solidified material [36]. The
micrograph images presented at the lowest scan speed in Figure 3 exhibit an increased
amount of keyhole porosity, which was confirmed by melt pool shape analysis. Exemplaric
images of the melt pool shapes in the different regions of the process window are presented
in Figure 3. For most industrial use cases, PBF process windows are experimentally
obtained to ensure dense parts; hence, the keyhole formation and lack of fusion are
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circumvented via the appropriate process parameter selection. Nevertheless, geometrical
features of the parts, such as overhang areas, can lead to keyhole porosity owing to the
local overheating of the material [37] while process influences, such as smoke obscuring the
laser beam, can cause lack of fusion porosity [38]. Hence, relative part density monitoring
systems for PBF must at minimum be able to detect porosity coming from these causes.

3.2. Eddy Current Testing

The 2D image obtained from measuring the 10 cuboid parts made from 316L using
ECT is illustrated in Figure 4. The positions represented on the x- and y-axes reflect the
position of the sensor during the raster scan. The signal weakening that is visible at the
edge of the parts is owing to the edge effect, which has been extensively studied in the
literature on ECT [39–41]. The size of the edge effect can be reduced, e.g., by adjusting the
sensor design [41]; however, this is not the focus of this work.
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Figure 4. Image obtained from the 2D scan of the 316L parts. The data contain the rotated signal mapped to the X and Y
positions of the sensor during the raster scan, as described in Section 2.3. Below each part, the part description and relative
density are presented. Non-significant differences between mean rotated signals of samples are indicated by grouping the
respective parts. One sample used for the statistical analysis obtained from the central region of the part 2 × 5 mm2 (X × Y)
is highlighted with a red rectangle on part S10.

Therefore, the following analyses are focused on the values of the rotated signal in
the central region of the parts, where there is no influence exerted by the edges. This was
ensured by measuring the size of the edge effect for the specific materials and making
the parts sufficiently large. Samples of n = 209 individual measurements per part were
selected from an area of 2 × 5 mm2 (X × Y) at the center of each part. The corresponding
area is highlighted with a red rectangle on part S10 in Figure 4. To determine statistically
significant differences between sample means, Welch’s analysis of variance and the Games–
Howell post hoc test were applied.

The results of the statistical analysis are summarized in Table 3, which presents the
p-values of the pairwise multiple comparisons between samples S1–S10 using the Games–
Howell post hoc test. p < 0.05 is considered statistically significant. Most of the pairwise
comparisons are statistically significant, which means that the respective parts can be
statistically significantly distinguished from each other by the rotated signal. The relative
density ρr of the samples is reported alongside the sample description in Table 3. Even
parts with small differences in relative density, such as S2 and S3, with a difference in
relative density of 0.05%, can be statistically significantly distinguished by the rotated
signal (p < 0.01). Non-significant sample differences, i.e., pairwise comparisons of samples
with p ≥ 0.05, are indicated by grouping the respective parts in Figure 4. The parts of
each group have differences in relative density smaller than 0.2%. Although S3 has a
similar relative density as the parts in Group 1, the rotated signal is significantly smaller
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in the central region. This is probably attributed to the limitations of the Archimedes
density measurement, which only provides the relative density of the entire part, but
not of the near-surface volume fraction in the center of the part, which is measured by
ECT. The relative density of the entire part is not necessarily equal to the relative density
in the near-surface region owing to a potential inhomogeneous pore distribution within
PBF-manufactured parts, as determined by Carlton et al. [22].

Table 3. Results of the pairwise multiple comparisons using the Games–Howell post hoc test based on Welch’s analysis of
variance (F(9, 844) = 59847, p < 0.01). The samples with sample size n = 209 were obtained from a 2 × 5-mm2 (X × Y)
region in the center of each of the 10 parts (316L). ** p < 0.01, * p < 0.05, ns not significant.

Sample S2 S3 S4 S5 S6 S7 S8 S9 S10

ρr (%) 99.43 99.38 99.27 98.94 99.18 99.02 96.14 93.24 89.88

S1 99.37 0.12 ns <0.01 ** 0.16 ns <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

S2 99.43 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

S3 99.38 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

S4 99.27 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

S5 98.94 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

S6 99.18 0.87 ns <0.01 ** <0.01 ** <0.01 **

S7 99.02 <0.01 ** <0.01 ** <0.01 **

S8 96.14 <0.01 ** <0.01 **

S9 93.24 <0.01 **

The 2D image obtained from measuring the 10 cuboid AlSi10Mg parts using ECT is
presented in Figure 5. The same statistical analysis used for the 316L parts was conducted
on the AlSi10Mg parts, and the results are summarized in Table 4. Similar to the 316L parts,
most of the AlSi10Mg parts can be statistically significantly distinguished from each other
by the rotated signal. The parts in each group have relative density variations smaller
than 0.1%. However, the differences in relative density between part A3, A4, and A5 are
also smaller than 0.1%, and these parts can be statistically significantly distinguished from
each other by the rotated signal. As previously discussed, this is probably attributed to the
different fractions of the part volume measured by the Archimedes density measurement
and ECT. Hence, it is inferred that parts with small differences in relative density within
the near-surface region can be statistically significantly distinguished by the rotated signal
obtained from ECT.

The samples containing n = 209 individual measurements from the aforementioned
area of 2 × 5 mm2 (X × Y) at the center of each part were used to analyze the correlation
between the rotated signal and the relative density of the 316L and AlSi10Mg parts. In
Figure 6, the correlation plots for 316L (a) and AlSi10Mg (b) are presented. The correla-
tion is strong and significant for both materials with Pearson correlation coefficients of
r(8) = 0.998, p < 0.001 (316L) and r(8) = 0.992, p < 0.001 (AlSi10Mg), respectively.
Based on the theory of Dodd et al. [42], the impedance of the coil solely depends on
the lift-off and electrical conductivity of the material for a fixed magnetic permeability,
coil size, and excitation frequency, as given in the experiments. The influence of lift-off
was eliminated from the data by phase rotation, such that the presented rotated signal
primarily depends on the electrical conductivity of the material. Therefore, by measuring
the electrical conductivity of a part using ECT, its relative density can be determined using
alloy-specific correlation curves, equal to those presented in Figure 6. These correlation
curves serve the calibration, i.e., converting the respective rotated signal to relative density.
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The correlation between the electrical conductivity and relative part density has already be
demonstrated in the literature for metal foams [43,44], as well as the PBF-manufactured
parts with internal cavities [25,45]. However, the correlations presented in this work are
based on PBF-manufactured parts with relative density variations caused by introducing
porosity owing to the two primary causes in PBF, which are lack of fusion and keyhole [3].
Hence, the data represent more realistic conditions for the PBF process.
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Figure 5. Image obtained from the 2D scan of the AlSi10Mg parts. The data contain the rotated signal mapped to the X and
Y position of the sensor during the raster scan as described in Section 2.3. Below each part, the part description and relative
density are presented. Non-significant differences between mean rotated signals of samples are indicated by grouping the
respective parts.

Table 4. Results of the pairwise multiple comparisons via the Games–Howell post hoc test based on Welch’s analysis of
variance (F(9, 845) = 18760, p < 0.01). The samples with sample size n = 209 were obtained from a 2 × 5-mm2 (X × Y)
region in the center of each of the 10 parts (AlSi10Mg). ** p < 0.01, * p < 0.05, ns not significant.

Sample A2 A3 A4 A5 A6 A7 A8 A9 A10

ρr (%) 97.79 97.41 97.50 97.46 99.31 99.36 99.28 97.84 88.89

A1 97.97 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

A2 97.79 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** 0.05 ns <0.01 **

A3 97.41 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

A4 97.50 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

A5 99.46 <0.01 ** <0.01 ** <0.01 ** <0.01 ** <0.01 **

A6 99.31 <0.01 ** <0.01 ** <0.01 ** <0.01 **

A7 99.36 1.00 ns <0.01 ** <0.01 **

A8 99.28 <0.01 ** <0.01 **

A9 99.84 <0.01 **
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(a) (b)

Figure 6. (a) Correlation of the rotated signal and the relative part density of 316L parts. (b) Correlation of the rotated signal
and the relative part density of AlSi10Mg parts. The ECT data presented is extracted from a 2 × 5-mm2 (X × Y) region in
the center of each part to exclude the edge effect. The error bars depict the standard deviation of the rotated signal across
the extracted area (horizontal) and the standard deviation of three density measurements per part (vertical). The curve was
fitted to the given data via the least squares method.

4. Discussion

In this study, part densities were measured using the Archimedes principle, which
provides the relative part density averaged across the entire volume of the part. ECT
measurements were performed on the last layers of the parts, and only the central region
was considered for the correlation analysis to eliminate the influence of the edge effect.
The pore distribution within PBF-manufactured parts is not homogeneous [22]. Therefore,
the relative density of the entire part measured by the Archimedes principle does not
necessarily accurately represent the actual relative density in the near-surface volume
fraction measured by ECT. Hence, it can be assumed that a large fraction of the signal
variance indicated by the standard deviations of the rotated signal presented in Figure 6 is
owing to actual small relative density differences in the parts. Accordingly, only a small
fraction of this signal variance is caused by limitations of the ECT system itself, which
could solely be verified by comparing relative density and ECT data obtained from the
same fraction of the part volume.

To assess the limitations of the ECT system, the uncertainty of the determined relative
density via ECT due to the instrument noise UI is calculated based on the principle of
the expanded uncertainty explained in the Guide to the Expression of Uncertainty in
Measurement (GUM) [46] as:

UI = kuI (3)

where k is the coverage factor and uI is the standard uncertainty. A coverage factor k = 3 is
selected, which corresponds to a confidence level of 99.7% given the sampling distribution
of the sample mean is normal. The sampling distribution of the mean is the distribution of
the mean as a random variable derived from random samples with the size n. According
to the central limit theorem [47], normality of the sampling distribution of the mean can
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be assumed, because of the sufficiently large sample size n = 209 per part measured. The
standard uncertainty uI owing to the instrument noise is calculated as:

uI =
σI√

n
(4)

where σI is the standard deviation of the instrument noise and n is the sample size, which is
n = 209 in this study. Equations (3) and (4) are combined, and the unit of UI is converted to
% relative density by multiplying it with sensitivity b, which is the slope of the respective
least-square fitted curve presented in Figure 6, as:

UI = kb
σI√

n
(5)

The results of the uncertainty calculation are presented in Table 5. The uncertainty in
the determined relative density via ECT due to the instrument noise UI is 0.02% (316L) and
0.06% (AlSi10Mg), which indicates that small differences in average relative part density
can be measured at high confidence levels.

Table 5. Estimation of the uncertainty of the determined relative density due to the instrument
noise UI .

Parameter 316L AlSi10Mg

Standard deviation of the instrument noise σn (-) 0.0013 0.0013

Sensitivity b (%) 220.20 69.34

Uncertainty of the determined relative density via ECT UI (%) 0.02% 0.06%

Note that the error bars in Figure 6 are significantly larger than these estimated
uncertainties as they represent the standard deviations of the observed signals, which
include fluctuations due to inhomogeneities, e.g., local density differences, in the material
itself. Furthermore, the aforementioned standard deviations simply describe the data
variability within the actual sample, whereas the calculated uncertainty UI refers to the
accuracy with which the mean value of each sample can be determined. The following
remarks have to be considered while interpreting the results of this study. Standard
instrument settings were adopted, that means that by optimizing parameters, such as gains,
the sensitivity can be further increased. Moreover, the sensitivity can be improved by
reducing the lift-off and applying more sophisticated signal processing methods, as well
as an improved sensor design. Hence, this study demonstrates that such an ECT system
mounted onto the recoater of a PBF-machine has the potential to evolve into a effective
technology for layer-wise measuring the relative density of PBF-manufactured parts.

5. Conclusions

This study investigates the feasibility of measuring the relative part density of PBF-
manufactured parts by ECT. Parts made from AlSi10Mg and 316L were manufactured
with different process parameters yielding different densities. The relative part density
differences were triggered by the two primary reasons for porosity in PBF, which are lack
of fusion and keyhole. The parts were measured by ECT, and the results were correlated
with the relative part density.

The ECT signal component, which mainly contains the electrical conductivity of the
parts is strongly and significantly correlated with the relative part density for both 316L
(r(8) = 0.998, p < 0.001) and AlSi10Mg (r(8) = 0.992, p < 0.001). Considering that the
measured relative density is an averaged relative density across the entire part volume, and
that the ECT data were obtained on the final layers, the correlation between the relative
part density and the ECT signal is excellent. The sensitivity of the system can be further
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increased by reducing the lift-off, applying advanced signal processing methods, and
adopting an improved sensor design.

This study presents a pathway for directly layer-wise measuring relative part density
during the PBF process using an ECT system mounted on the recoater of a PBF-machine.
Because the adopted ECT system is a compliant nondestructive testing instrument, it can
furthermore serve the direct qualification and certification of PBF-manufactured parts. By
measuring some additionally introduced test geometries to a build job, the system can
also be used to assess the process window stability or to monitor the machine condition.
Compared to monitoring techniques such as melt pool monitoring, where it is challenging
to translate the large amount of generated data to relevant part properties, ECT can provide
relevant and compliant part and process information obtained from direct measurements
during the PBF process.
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Abstract: Undetected and undesired microstructural variations in components produced by laser
powder bed fusion are a major challenge, especially for safety-critical components. In this study,
an in-depth analysis of the microstructural features of 316L specimens produced by laser powder
bed fusion at different levels of volumetric energy density and different levels of inter layer time is
reported. The study has been conducted on specimens with an application relevant build height
(>100 mm). Furthermore, the evolution of the intrinsic preheating temperature during the build-up
of specimens was monitored using a thermographic in-situ monitoring set-up. By applying recently
determined emissivity values of 316L powder layers, real temperatures could be quantified. Heat
accumulation led to preheating temperatures of up to about 600 ◦C. Significant differences in the
preheating temperatures were discussed with respect to the individual process parameter combina-
tions, including the build height. A strong effect of the inter layer time on the heat accumulation was
observed. A shorter inter layer time resulted in an increase of the preheating temperature by more
than a factor of 2 in the upper part of the specimens compared to longer inter layer times. This, in
turn, resulted in heterogeneity of the microstructure and differences in material properties within
individual specimens. The resulting differences in the microstructure were analyzed using electron
back scatter diffraction and scanning electron microscopy. Results from chemical analysis as well as
electron back scatter diffraction measurements indicated stable conditions in terms of chemical alloy
composition and austenite phase content for the used set of parameter combinations. However, an
increase of the average grain size by more than a factor of 2.5 could be revealed within individual
specimens. Additionally, differences in feature size of the solidification cellular substructure were
examined and a trend of increasing cell sizes was observed. This trend was attributed to differences in
solidification rate and thermal gradients induced by differences in scanning velocity and preheating
temperature. A change of the thermal history due to intrinsic preheating could be identified as the
main cause of this heterogeneity. It was induced by critical combinations of the energy input and
differences in heat transfer conditions by variations of the inter layer time. The microstructural
variations were directly correlated to differences in hardness.

Keywords: additive manufacturing; laser powder bed fusion; selective laser melting; laser beam melting;
in-situ process monitoring; thermography; heat accumulation; inter layer time; cellular substructure

1. Introduction

Additive manufacturing (AM) technologies provide promising advantages for the
production of highly individual and complex structures, mass customization, the integra-
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tion of functional designs, and the reduction of lead times [1,2]. The working principles
of various metallic AM processes are described, e.g., by DebRoy et al. [3]. Although laser
powder bed fusion (L-PBF) is the most prevalent AM technology for metal part produc-
tion [4], the homogeneity of the material produced is still problematic. Inhomogeneity of
the microstructure, defect density, and resulting mechanical properties within parts or in
comparison of different parts have been alluded by several authors [3,5–7]. Microstruc-
tural variations in AM components are a major challenge, especially for safety-critical
components [6,8,9].

A high degree of freedom in design in L-PBF offers the chance to produce complex
shaped geometries. However, the geometry itself can influence the thermal history of a
part during manufacturing as it might change the conditions of heat dissipation [10–12]. A
detrimental change of the heat conduction through the part towards the base plate, as well
as a significant change of the inter layer time (ILT), can lead to severe heat accumulation
of the part or areas of local overheating. This, in turn, results in deviations of the thermal
history and eventually affects part quality [5,10,13]. In addition to the geometry, there are
many other influencing factors on the thermal history of a L-PBF component. These com-
prise, for instance, processing parameters, scanning strategies, support design, or ratio of
area exploitation [3,5,11,12]. The thermal history of an L-PBF process is an important factor
for the development of the microstructure, as it is influenced by the transient temperature
fields during manufacturing. It is well known that variations of temperature gradients can
significantly affect the microstructural development. Lower cooling rates are generally
expected to develop a coarser microstructure than higher cooling rates [1,14].

The microstructure of 316L processed by L-PBF typical shows features that can be
observed over a broad range of length scales. The features include melt pool boundaries,
grains and sub-grains, cellular substructures of grains, segregations, dislocation networks
at the boundaries of cell structures, and nanoscale precipitations [15–18]. The shape of melt
pool boundaries is influenced by the scanning strategy and process parameters. Their shape
and penetration depth strongly depend on the melting mode [19]. Patel und Vlasea [20]
reported on the occurrence of deep penetration mode welding (keyhole mode welding) and
transition mode welding over a broad range of process parameters in L-PBF processing of
316L. According to Krakhmalev et al. [16], the grains consist of cellular substructures due to
high cooling rates, whereby the cells grow epitaxially, starting at melt pool boundaries. The
cellular substructures grow competitively based on their crystallographic orientation and
the local thermal gradients inside the melt pool [16]. The growth of cellular substructures in
316L processed by L-PBF typically leads to segregation of Mn, Mo, and Cr and dislocation
networks at cell boundaries [15,16]. The features of these cellular substructures, namely, the
cell size and the occurrence of micro-segregations, strongly depend on the local directional
solidification conditions [9]. Pinomaa et al. [9] recently quantified the influence of the local
thermal gradient and local melt pool solidification rate on these features as well as on the
mode of growth by conducting phase field simulations.

David et al. [21] investigated the effect of rapid solidification on the weld metal mi-
crostructures in different stainless steel compositions in the late 1980s. They integrated the
influence of the cooling rate into the Schaeffler diagram [21]. It can be derived from
their work that 316 stainless steel solidifies as fully austenitic at cooling rates above
0.28 × 106 K·s−1. Due to the lower austenite stabilizing carbon content in 316L stainless
steel, these cooling rates might shift to slightly higher values for 316L. Bajaj et al. [22]
conducted an intense review on steels in L-PBF and direct energy deposition. They re-
ported fully austenitic phase for 316L when processed by L-PBF. Krakhmalev et al. [16]
also mentioned a fully austenitic phase with some very exceptional cases of the occurrence
of a ferritic phase.

Additionally, the occurrence of spherical nano-sized oxide inclusions has been re-
ported for 316L produced by L-PBF [16]. Lou et al. [23] investigated the influence of these
Si- and Mn-rich oxide inclusions. They concluded that these oxide inclusions can be re-
sponsible for the initiation of micro-voids with detrimental effects on impact toughness.
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They compared the measured impact toughness with values from literature for specimens
produced by powder metallurgy route and wrought material, revealing distinct beneficial
effects when the oxygen content was below 0.02%.

In addition to these crystallographic features of the microstructure, internal defects
such as delamination, cracks, and pores can occur [24]. Pores can be categorized into
so-called lack-of-fusion defects and gas porosity [25]. Lack of fusion defects are irregularly-
shaped pseudo pores, which essentially are cavities resulting from insufficient melting and
insufficient material cohesion due to deficient melt pool dimensions or inadequate choice
of processing parameters such as the hatch distance between single melt tracks [25,26].
A main source of spherical gas porosity can be found in detached and entrapped vapor
bubbles of the vapor capillary in an instable keyhole welding mode [25,27].

The possibility to influence the temperature gradients occurring in the process has
been shown in different studies. On the one hand, there are approaches to tailor a mi-
crostructure during the L-PBF process by adjusted sets of processing parameters [28,29]
or modifications of the laser beam shape and intensity profile [30,31]. On the other hand,
there are approaches to decrease residual stresses or crack susceptibility by, e.g., remelting
or platform preheating adjustments [32,33]. These approaches have in common the aim to
purposely influence the initial resulting microstructure of an L-PBF specimen or compo-
nent either throughout the entire geometry or within particular regions. However, there
are further situations where variations of microstructures in L-PBF processes should be
considered. This includes unplanned microstructural variations that are induced due to
heat accumulation during the process.

The accumulation of heat during the build-up of an L-PBF part essentially alters
the preheating condition at the surface to be coated by the new powder layer which is
subsequently exposed by laser radiation. Therefore, the initial thermal conditions prior to
the exposure by laser radiation are altered. As a result, the thermal gradients during melting
and solidification might change with varying initial preheating temperature. A significant
change of the preheating temperature of the part can alter the melt pool dimensions and
their solidification conditions [5,34]. As pointed out by Krakhmalev et al. [16], the cellular
mode of solidification in 316L processed by L-PBF occurs at high solidification rates and
steep thermal gradients. The resulting microstructural feature sizes such as cell spacing
depend on these conditions [16]. They might change when the preheating temperature
increases due to heat accumulation. Depending on the magnitude of the variation in
preheating condition, the induced variations on the microstructure can be strong enough
to affect the mechanical properties of a component [5]. In addition to potential changes
of the melt pool shape and the melt pool dimensions, as well as potential changes of
crystallographic features, an increase of the preheating temperature may also be able
to shift the melting mode to an unstable region with propensity to develop detrimental
keyhole porosity [5].

The authors [5] investigated process conditions where heat accumulation was pro-
voked to occur during the L-PBF fabrication of simple cuboid specimens of 316L stainless
steel at application relevant build heights, i.e., the specimens height was bigger than
100 mm. Using a mid-wavelength infrared thermography camera as an in-situ thermal
monitoring device, significant differences in cooling behavior were revealed. Specimens
were produced applying three distinct ILT and three distinct volumetric energy densities
(VED). The build height was also identified as an affecting factor. The authors correlated
the differences in cooling conditions with differences in apparent sub-grain sizes measured
by light microscopy, melt pool depths, and hardness values. To refine the knowledge of
process-property-relationship and to prove the relationships measured by light microscopy,
a more detailed analysis of the influence of in-situ heat accumulation on the microstructure
of 316L components is required. Therefore, this study pursues the examinations of the
same specimens used in [5] and investigates the microstructure by means of electron back
scattered diffraction (EBSD) in greater detail. In addition, scanning electron microscopy
(SEM) is used to compare the feature size of the cellular substructure. The alloy composition
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of the produced specimens as well as a potential oxygen intake is measured by different
methods of chemical analysis. By applying recently conducted temperature adjustments of
the infrared (IR) monitoring set-up [35], real temperatures of the powder surfaces could be
quantified. The layer-wise increase of the preheating temperatures of the specimens was
measured in-situ over the entire build process of the specimens. The results are discussed
with respect to recent publications. Results of hardness measurements were taken from [5].

Although there have been extensive investigations on L-PBF of 316L, a quantification
of process-induced preheating of the specimens during manufacturing and its correlation
to changes in crystallographic features is currently missing. Information about the mag-
nitude of microstructural changes induced by critical but still realistic process conditions
is important. It will help to improve the evaluation of a real part of the production and
the comparability of test coupons that are manufactured under certain processing condi-
tions. Effects of processing parameters such as scanning velocity or laser power have been
studied extensively. However, the build height and the ILT are often not considered. Their
influence may not be considered significant in the case of typical 10 mm cubic specimens or
in the case of high ratios of area exploitation within the powder bed. They may become an
affecting factor in the case of complex real part geometries with varying area exploitations
over the build height. Additionally, the current trends in the development of new L-PBF
machines (e.g., multi laser machines) are expected to decrease the ILT, which increases the
need for reliable data about potential microstructural heterogeneity.

2. Materials and Methods

2.1. Material and Specimen Manufacturing by L-PBF

In this section, the key facts about the L-PBF processing conditions and specimens
are mentioned. Details were published in [5] where the same set of specimens was exam-
ined. Upstanding cuboid-shaped specimens of the dimensions (13 × 20 × 114.5) mm3

were manufactured on a commercial L-PBF single laser system of type SLM280HL (SLM
Solutions Group AG, Lübeck, Germany) using a commercial 316L stainless steel powder.
Table 1 shows the chemical composition of the powder material according to supplier’s
information. Figure 1 depicts the geometry of the specimens and contains a schematic
of the applied bidirectional scanning strategy with 90◦ rotation between layers. It also
highlights the parts of the specimen that were taken for the deeper analysis in this study
in grey color. These were basically the volumes of the lower 12.5 mm (including excess
material for part removal) and of the upper 10 mm of each specimen.

Table 1. Chemical composition of the 316L raw powder material according to supplier’s information
and the respective min. and max. values as per the material specification by DIN EN 10088-3 [36].
The figures express mass fractions in %.

Specification C Si Mn P S Cr Mo Ni N Fe

Min. - - - - - 16.5 2.0 10.0 - bal.

Max. 0.03 1.0 2.0 0.045 0.03 18.5 2.5 13.0 0.1 bal.

Powder 0.017 0.6 0.92 0.012 0.004 17.7 2.35 12.6 0.1 bal.

The specimens were manufactured at three distinct ILT and at each ILT at three distinct
levels of VED by varying the scanning velocity vs, i.e., nine different types of specimens
were built. Each specimen type was built up twice, as stated in [5]. The other manufacturing
parameters were kept constant. All process parameters are summarized in Table 2.
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Figure 1. Specimens’ geometry. Grey volumes were designated for microstructure analysis and were
cut according to the preparation planes in the schematic. Adapted from ref. [5].

Table 2. Processing parameters.

Processing Parameters Level

Layer thickness 0.05 mm

Laser power 275 W

Hatch distance 0.12 mm

Platform preheating
temperature 100 ◦C

Inter layer time

Short: 18 s

Intermediate: 65 s

Long: 116 s

Volumetric energy density

Low: 49.12 J·mm−3 vs = 933 mm·s−1 (75% of basis VED)

Basis: 65.48 J·mm−3 vs = 700 mm·s−1

High: 81.85 J·mm−3 vs = 560 mm·s−1 (125% of basis VED)

The ILT of layer number n was defined in [5] and is explained by Equation (1).

ILTlayer n = time for powder recoating + time for laser exposing in layer n (1)

The ILT values for specimen production were chosen according to calculated values
from a real part production as compared in [5]. The basis VED parameters represent
parameters for the machine and material recommend by the machine’s manufacturer but
with a simplified scanning strategy. Low VED and high VED parameters were chosen to
broaden the energy input, adjusting the VED by plus 25% and minus 25%.

Table 3 gives an overview of the combinations of variable parameters used for speci-
men production. It also contains the applied methods of analysis, which are described in
the following subsections.
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Table 3. Matrix of parameter combinations and methods of analysis.

Level of Inter
Layer Time

Level of Volumetric
Energy Density

Method of Analysis

In-Situ
Thermographic

Measurment

EBSD Grain
Size

Measurement

Cell Structure
Analysis with

SEM

Chemical
Analysis

Analysis of
Oxygen
Content

Short ILT

High VED x x x x x

Basis VED x x x x -

Low VED x x x - -

Intermediate ILT

High VED x x - - -

Basis VED x x x x x

Low VED x x - - -

Long ILT

High VED x x - - -

Basis VED x x x - -

Low VED x x - x -

The specimens were heat-treated under argon gas atmosphere before removal from
the base plate. The heat treatment was conducted at 450 ◦C for 4 h after the process to
relieve residual stresses without changing the as-built microstructure.

2.2. In-Situ Thermographic Monitoring and Temperature Analysis

The production of the specimens was in-situ monitored using an off-axis infrared
camera of type ImageIR8300 (InfraTech GmbH, Dresden, Germany), which was installed on
top of the L-PBF system as schematically shown in Figure 2. The camera was calibrated by
its vendor for black body radiation. A temperature adjustment was conducted by a deter-
mination of emissivity values of 316L powder layers and 316L L-PBF surfaces for the same
set-up in previous work [35]. The camera was sensitive in the spectral range from 2 μm to
5.7 μm. The cooled InSb-focal-plane-array of the camera was of size 640 pixel × 512 pixel.
The frame rate of the camera was 300 Hz for full frame. The measurements were conducted
using a subframe image of 160 pixel × 200 pixel. The resulting spatial resolution in the field
of view corresponded to approximately 420 μm/pixel. The subframe measurements were
conducted at a frame rate of 600 Hz, and a bit resolution of 14 bits was used. The layer-wise
recording was triggered by the first overall infrared signal rise above a predefined thresh-
old value. Then, a predefined number of 40 bygone time steps were taken as start of the
recording by using a circular buffer. The duration of the recording was set by the definition
of a certain number of frames to acquire. Further details on the thermographic set-up can
be found in [5,10], which show qualitative comparisons of the same thermographically
gained process information using this set-up.

During the IR measurements of the processes, various internal black body calibra-
tion ranges of the camera were used to capture the IR data, since the relevant apparent
temperature range succeeded the dynamic temperature range of a single calibration range.
The change of the calibration ranges had to be done manually using the camera control
software. The following black body calibration ranges were used at a converter resolution
of 14 bit: 60 ◦C–200 ◦C at an integration time of 89 μs, 125 ◦C–300 ◦C at an integration
time of 27 μs, 200 ◦C–400 ◦C at an integration time of 193 μs, and 300 ◦C–600 ◦C at an
integration time of 45 μs. They are referred to the following abbreviation scheme: IR-CB
60–200 for the calibration range of 60 ◦C–200 ◦C. The conversion of the received IR signal
values (apparent temperatures) into temperatures was conducted using a MATLAB (The
Mathworks Inc., Natick, MA, USA) routine considering the experimentally determined
apparent emissivity values of 316L powder from previous work [35]. For simplification,
a constant apparent emissivity value was used over each respective calibration range,
i.e., ε = 0.33 for IR-CB 60–200 and for IR-CB 125–300, ε = 0.43 for IR-CB 200–400 and for
IR-CB 300–600. Additional information about the temperature adjustment and emissivity
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determination using this set-up as well as some theoretical background on that matter can
be found in [35].

Figure 2. Schematic of the off-axis thermographic monitoring. Reprinted from ref. [10].

In this study, the surface temperatures of the specimens before laser exposure were investi-
gated using the IR camera. Therefore, uncorrected IR signals of an area of 11 pixels × 11 pixels
in the manually selected center of each specimen were averaged and processed using
a GNU Octave (open source software) routine. A peak detection was implemented to
get comparable sampling times and related values of the preheating IR signals of each
specimen for each layer. To this end, the slope of the averaged IR signals was derived and
smoothed by using a moving average method. If the slope of the smoothed IR signal is
rising above a predefined threshold, it describes the start of the scan process in that area
and thereby the interval of interest. The affiliated IR signal value and the timestamp are
extracted from the minimum of this interval. These values describe comparable states
of each specimen’s surface coated with a new powder layer right before the start of the
laser exposure of the respective area. Additionally, if there is a temporary drop in the
IR signal values the peak detection can be heavily disturbed. This applies, for instance,
when the recoater is moving through the field of view during the IR signal recording.
The recoating process is accidentally recorded in some cases when, e.g., the layer-wise
recording time is too long after the IR camera has been triggered. In this case, the averaged
IR signals are filtered beforehand by an optional recoating filter with manually predefined
parameter settings. As a last step, the extracted IR value of the comparable state of the
specimen is converted to a temperature, using the emissivity values mentioned above. This
value is then defined as current preheating temperature of the respective specimen. The
measurement uncertainty of the emissivity determination has to be considered [35].

2.3. Analysis of Microstructure Using Electron Back Scatter Diffraction (EBSD)

Electron back scatter diffraction (EBSD) measurements were performed, to investigate
the grain structure and phases of the produced specimens. For the measurements, the
part II cross sections (see separation plane 1 in Figure 1) were ground with 180, 320, 600,
and 1200 grits emery papers and polished using clothes with 3 μm and 1 μm particle sus-
pensions, followed by MasterMet-2 (Buehler, ITW Test & Measurement GmbH, Esslingen
am Neckar, Germany) amorphous 0.02 μm colloidal silica suspension. The microscopic
measurements were executed on a scanning electron microscope (SEM) Tescan VEGA 3
(TESCAN ORSAY HOLDING a.s., Brno-Kohoutovice, Czech Republic) equipped with an
EBSD detector Nordlys (Oxford Instruments plc, Abingdon, England). For acquisition,
indexing, and post-processing, the software Aztec 4.1 (Oxford instruments plc, Abingdon,
England) was used. An area of 2.25 mm × 3 mm was measured for every cross section,
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using an acceleration voltage of 20 keV, a beam current of approximately 10 nA, a step size
of 5 μm, and a pattern size of 168 × 128 pixels. The low-angle grain boundary (LAGB) crite-
rion was set to 5◦ to discriminate distinct sub-grains. In addition, for grain discrimination,
the high-angle grain boundary (HAGB) criterion was set to 15◦.

2.4. Analysis of Cellular Substructures by Scanning Electron Microscopy (SEM)

The investigation of cellular substructures within the grains was performed on the
same cross sections after the EBSD measurements. The polished surfaces were etched
with Bloech and Wedl II agent (50 mL H2O, 50 mL HCl, and 0.6 g K2S2O5) [37] to contrast
the cellular substructure. The measurements were performed on a scanning electron
microscope (SEM) Leo Gemini 1530VP (Leo Electron Microscopy Inc., New York, NY, USA)
detecting back scattered electrons. Electrons of 20 keV energy were used.

SEM captures of these substructures were made at different locations of the cross-
sections, to qualitatively estimate the size distribution of the cells. Cells that grew parallel
or close to parallel to the preparation plane were used for the measurement. The cell walls
can be imaged due to the topographic effect (bright lines in Figure 3) after etching. The
measurement was focused on the number of cell walls within a defined distance in the
style of the well-known metallographic grain size measurements by a line intercept method
as described in, e.g., DIN EN ISO 643 [38]. To this end, five lines per SEM image with
10 μm length were placed perpendicular to the cell walls which were cut parallel or close
to parallel to the preparation plane. Then, the number of intersections with the cellular
walls were counted. The number of intersections can be used for relative comparison of
the cell size. The lower the number of intersections, the wider are the cells. Three different
regions were investigated for each section. In addition, a quantitative estimation can also
be derived by dividing the length of the lines by the counted number. Figure 3 depicts
an example of the measuring procedure, also presenting the number of intersections with
each individual line.

Figure 3. Example of SEM captures of cellular substructures used for estimation of their size
distribution by a line intercept method. The numbers in the circles depict the number of intersections
of the respective line.

Deng et al. [39] also used such a line intercept method to determine cell sizes of
316L. In contrast to the approach of this study, they applied the line intercept method
to cells cut perpendicular to their growth direction. These cells, therefore, appeared in a
honeycomb like structure, as visible in the left lower region of the SEM image in Figure 3.
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However, the sensitivity to measurement errors seems to be higher in this case as compared
to a line intercept measurement through the parallel cell walls. This is due to a minor
effect of a potential tilt angle of the cross section induced by the mechanical preparation
would have in the latter case. Pinomaa et al. [9] also measured cell sizes derived from
simulations by line interception through parallel cell wall regions, as this was conducted in
the present study.

2.5. Analysis of Chemical Composition

The mass fractions of the elements given in Table 1 and of oxygen were determined
for selected specimens (see Table 3) using the measurement techniques listed in Table 4.
The alloying elements Cr, Ni, Mn, and Mo were determined using X-ray fluorescence
spectrometry. Two certified reference materials were used for calibration (ECRM 284-2
and ECRM 284-3, BAM, Berlin, Germany). Since this method is not sufficiently sensitive
for each alloying element, traces of Si and P were determined using inductively coupled
plasma optical emission spectrometry after decomposition of the material using microwave
digestion. For the determination of the non-metals C, S, O, and N, element-analyzers were
used, calibrated with different certified reference materials. The analysis was conducted
using material of section III in the lower part and upper part of the specimen (see Figure 1).
Oxygen measurements were conducted at two separate specimens manufactured under
the same processing conditions also using material of section III of the respective parts.

Table 4. Measurement techniques used for precise determination of chemical composition for
selected specimens.

Measurement Technique Measuring Device Chemical Element

Combustion/IR-detection
Elementrac CS-i (Eltra GmbH,

Haan, Germany)

C

S

Carrier gas hot extraction G8 Galileo (Bruker Corporation,
Billerica, MA, USA)

N

O

X-ray fluorescence spectrometry NITON XL3t (Thermo Fisher
Scientific Inc., Waltham, MA, USA)

Mn

Cr

Mo

Ni

Inductively coupled plasma
optical emission spectrometry

Spectro Arcos (SPECTRO
Analytical Instruments GmbH,

Kleve, Germany)

Si

P

3. Results

3.1. Surface Temperatures

The in-situ preheating temperature evolution over the build-up process of the speci-
mens is depicted in three different diagrams (Figures 4–6), each showing the preheating
temperature over the layer number at a fixed ILT level and different VED levels. In ad-
dition, Figure 7 displays the same plots for the basis VED at different ILT levels within
one diagram for easier comparison. The captured IR signals were not exploitable for every
parameter combination over the entire part due to the narrow band of the set calibration
ranges of the IR camera as described in [35]. Only exploitable signals were converted into
real temperatures and plotted in the diagrams. Hence, there are some missing parts within
some of the curves. Especially, the lower temperature regions were often not resolved
within the set calibration ranges. Therefore, considerable shares of the specimens produced
with intermediate ILT and long ILT could not be resolved properly in their lower sections.
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Figure 4. Temperature-layer-number-plots for short ILT. The orange sections highlight the layers of
the specimen volumes used for deeper analysis as depicted in Figure 1. The colored bars show the IR
calibration ranges (IR-CB) used in the respective layers. Missing parts of the curves (e.g., in the low
VED specimen) are due to the narrow bands of the calibration ranges of the IR camera.

Figure 5. Temperature-layer-number-plots for intermediate ILT. The orange sections highlight the
layers of the specimen volumes used for deeper analysis as depicted in Figure 1. The colored bars
show the IR calibration ranges (IR-CB) used in the respective layers.
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Figure 6. Temperature-layer-number-plots for long ILT. The orange sections highlight the layers of
the specimen volumes used for deeper analysis as depicted in Figure 1. The colored bars show the IR
calibration ranges (IR-CB) used in the respective layers.

Figure 7. Temperature-layer-number-plots for basis VED. The orange sections highlight the layers of
the specimen volumes used for deeper analysis as depicted in Figure 1. Missing parts of the curves
are due to the narrow bands of the calibration ranges of the IR camera.
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3.2. Grain Size Analysis

The EBSD measurements revealed differences in HAGB grain sizes and LAGB sub-
grain sizes between the sections of the window of investigations. The mean LAGB sub-grain
sizes and the mean HAGB grain sizes are depicted in Figures 8 and 9 for each combination
of ILT and VED (see Table 3) and of the upper part and lower part volumes of investigation
(see Figure 1). The corresponding inverse pole figure maps for the specimens’ sections
marked with capital letters in Figure 8 are shown in Figure 10.

Figure 8. Comparison of sub-grain sizes (LAGB 5◦) for each parameter combination. The capital
letters correspond to the respective inverse pole figure maps in Figure 10.

Figure 9. Comparison of grain sizes (HAGB 15◦) for each parameter combination.

96



Metals 2021, 11, 1063

Figure 10. Inverse pole figure maps comparison with crystallographic orientation related to direction normal to the map
plane. The capital letters correspond to the respective sub-grain sizes in Figure 8.

The measured grain size distribution is not Gaussian but follows a log-normal dis-
tribution. Hence, the mean and the standard deviation were calculated from logarithmic
transformed measuring data. When retransformed, the standard deviation has to be consid-
ered multiplicatively, which results in asymmetric error bars with pronounced overlapping
upper parts for the individual measuring points. Despite significant overlapping, the
changes in the mean values are to be discussed. The mean values and standard devia-
tions of the individual data points presented in Figures 8 and 9 are additionally given in
Tables 5 and 6.

Table 5. LAGB sub-grain sizes.

ILT VED

sub-Grain Size in μm2

Lower Part
Sub-Grain Size in μm2

Upper Part

Mean Value
Standard
Deviation

Mean Value
Standard
Deviation

Short

High 462.4 3.6 1386.4 5.1

Basis 454.6 4.0 992.9 5.3

Low 291.5 3.2 457.7 4.5

Intermediate

High 456.8 4.2 511.4 4.4

Basis 389.4 3.7 466.5 4.0

Low 262.5 3.1 308.8 3.3

Long

High 435.2 4.0 484.5 4.2

Basis 347.6 3.6 532.3 4.2

Low 289.4 3.2 403.4 3.8
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Table 6. HAGB grain sizes.

ILT VED

Grain Size in μm2

Lower Part
Grain Size in μm2

Upper Part

Mean Value
Standard
Deviation

Mean Value
Standard
Deviation

Short

High 689.9 4.1 1830.6 5.9

Basis 592.6 4.3 1222.5 5.8

Low 370.9 3.5 628.6 5.0

Intermediate

High 674.2 4.6 709.9 4.8

Basis 520.0 4.0 596.2 4.3

Low 335.2 3.4 396.4 3.7

Long

High 610.4 4.3 682.0 4.6

Basis 478.6 4.0 532.3 4.2

Low 351.2 3.4 403.4 3.8

3.3. Cellular Substructure

The SEM images revealed a cellular growth mode for all examined parameter combi-
nations. The intersection counts as well as the calculated average cell size are depicted in
Figure 11. Although there are huge overlapping areas of the deviation bars, two trends
can be recognized from the results, as they appear consistently. First, the cellular size
appears to be increased at the upper part of the specimens manufactured at short ILT for
all VED levels. At the same time, no differences can be noticed between upper and lower
part at longer ILT and standard VED. Second, the cell size increases with increasing VED
(decreasing scanning velocity vs) irrespective of the build height. This can only be reported
for the short ILT level, as for the other ILT levels only the standard VED was considered in
this measurement. The average cell size within this investigation is between 0.52 μm and
0.76 μm.

Figure 11. Comparison of cell spacing intersection counts for different parameter combinations. The
right y-axis corresponds to the calculation of the cell spacing.
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3.4. Chemical Composition

The EBSD measurements showed no hint for phases other than austenite. The mea-
sured chemical composition of the examined specimens is depicted in Table 7.

Table 7. Chemical composition of selected specimens in weight %.

Element Uncertainty

Short ILT
High VED

Short ILT
Basis VED

Intermediate ILT
Basis VED

Long ILT
Low VED

Lower Part Upper Part Lower Part Upper Part Lower Part Upper Part Lower Part Upper Part

C 0.0020 0.0149 0.0142 0.0161 0.0152 0.0156 0.0159 0.0168 0.0171

Si 0.05 0.59 0.59 0.61 0.52 0.55 0.52 0.62 0.56

Mn 0.03 0.89 0.92 0.91 0.94 0.87 0.90 0.91 0.94

Cr 0.4 17.9 17.9 18.0 17.9 17.9 18.0 17.9 17.9

Mo 0.04 2.38 2.40 2.42 2.39 2.37 2.42 2.39 2.41

Ni 0.3 12.8 12.8 12.9 12.8 12.7 12.9 12.8 12.9

N 0.005 0.075 0.077 0.078 0.077 0.079 0.078 0.082 0.083

P 0.002 0.008 0.009 0.010 0.009 0.008 0.009 0.009 0.009

S 0.0004 0.0043 0.0041 0.0042 0.0043 0.0042 0.0042 0.0042 0.0042

Fe - bal. bal. bal. bal. bal. bal. bal. bal.

The measured chemical composition of the examined specimens was compared to
the material specification listed in Table 1. In all cases, the chemical composition meets
the specifications. The chemical composition of the lower part was compared to the
chemical composition of the upper part for each specimen and for each chemical element.
Considering the measurement uncertainty, no significant differences between the upper
and lower part of each specimen can be recognized. In addition, no significant differences
to the chemical composition of the powder can be recognized.

The results of the measurement of the oxygen content conducted at two separate
specimens are depicted in Table 8.

Table 8. Oxygen content in weight %.

Measurement
Uncertainty

Short ILT
High VED

Intermediate ILT
Basis VED

Lower Part Upper Part Lower Part Upper Part

0.004 0.036 0.034 0.031 0.031

4. Discussion

4.1. Surface Temperatures

The preheating temperature plots reveal three clear trends. First, the preheating
temperature increases over the entire build height of the specimens. This confirms similar
results from previous work [5] and the work of Williams et al. [34]. As long as the preheating
temperature rises over the build height, there is no equilibrium between the rate of heat
input and the rate of heat dissipation [34]. Heat dissipates mainly by thermal conduction
into the build and the base plate due to strong insulating effects of the surrounding
powder [22]. Therefore, the heat dissipation is mainly governed by thermal conductivity
and the geometry of the build. For a constant geometry and a given material, the heat
dissipation via heat conduction can be shortened by reducing the time before the next
energy input, i.e., by reducing the ILT.

This directly leads to the second trend observed in the plots: the increase of preheating
temperature is significantly affected by a change of the time for heat dissipation through
varying ILT. Shorter ILTs allow for a shorter time for heat dissipation resulting in increasing
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preheating temperatures. A massive heat accumulation is observable in the most extreme
case (short ILT and high VED) of the parameter matrix, leading to temperatures of up to
approximately 600 ◦C. In contrast, the preheating temperature in the least extreme case
(long ILT and low VED) level was up to approximately 140 ◦C. The magnitude of this
intrinsic preheating effect is material-specific due to material-specific thermal conductivity.
It would be expected to be reduced for materials with higher thermal conductivity.

Third, the increase of preheating temperature also depends significantly on the energy
input varied by the distinct processing parameters. This results in increased temperatures
at a reduced scanning velocity. It is well known that the energy input is higher at slower
scanning velocities resulting in higher specimen temperatures [40,41].

Oxidation layers may drastically change the emissivity of metallic surfaces, which
is a well-known phenomenon [42]. Oxidation phenomena were argued to be responsible
for drastic changes in emissivity values at temperatures above 580 ◦C in the previously
conducted experiments for the determination of emissivities [35]. Furthermore, oxidation-
driven tempering colors could be noticed for short ILT specimens, especially for those
at basis VED and high VED [5]. Therefore, the interpretation of calculated temperatures
above 580 ◦C should be considered very carefully in this study. However, there are two
aspects that back the reliability of the measured temperature values despite oxidation
of the specimen’s bulk surface. First, oxidation thickness growth depends always on
atmosphere, temperature and time [35]. The atmosphere can be assumed to be the same
for all individual specimens of the different ILT levels, as they were produced within the
same build process with a low oxygen content (below 0.1% [5]). The suspect temperatures
are not far beyond the revealed detrimental temperature threshold of 580 ◦C. The time
for oxidation of the recoated powder layer before the measurement signal extraction is
comparably short, i.e., below 15 s in the case of the L-PBF process with short ILT. In
comparison, Janssen [43] studied oxidation processes at austenitic stainless steel AISI 304
in air and noticed the start of slight yellow annealing colors by eye at 550 ◦C at 5 min
holding time. In addition, the new recoated powder layer did not undergo the temperature
cycle of the L-PBF bulk material. Therefore, it did not face very high temperatures prone to
oxidation. Second, the relative comparison of the preheating temperatures of the distinct
VED levels shows a constant ratio irrespective of the individual ILT. Hence, within the light
of the given measurement uncertainty, the presented temperature values can be directly
used for comparison. Potential oxidation is assumed to not have affected the emissivity of
the powder surface significantly before the recording of the extracted IR signal.

4.2. Grain Size Analysis

Three clear trends can be derived from the measurements: First, HAGB grain sizes
and LAGB sub-grain sizes show the same qualitative differences regarding VED, ILT and
build height. Second, the grain sizes and, respectively, the sub-grain sizes increased with
increasing VED for every ILT. Third, for every parameter combination, the upper part
sections exhibit a higher grain size and sub-grain size as compared to the lower sections.
However, this increase is small for long ILT and intermediate ILT compared to short ILT
specimens. For the short ILT specimens, the difference in mean grain sizes, respectively,
mean sub-grain sizes, can be higher than a factor of two, as can be seen for basis VED and
high VED. The measured mean HAGB grain sizes as well as mean LAGB grain sizes are in
the same order of magnitude as examined elsewhere.

In the previous publication [5], no significant difference in mean values of the sub-
grain sizes of the lower part sections and upper part sections of the short ILT specimens
could be examined by the applied manual measurement via line interception of light mi-
croscopy images. This was obviously due to a very high degree of measurement uncertainty.
An in-situ heat treatment during the process was proposed as a potential explanation. How-
ever, this proposition can now be clearly disproven by the EBSD results, as clear differences
in the mean grain size and the mean sub-grain size between upper and lower part can
be seen whenever the preheating temperature was also increased strongly. The average
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preheating temperature of each specimen between layer 2140 and layer 2200, which is
within the upper part sections, and the LAGB sub-grain sizes are depicted within the same
diagram in Figure 12. This visualizes the high degree of correlation between the preheating
temperature as a boundary condition for solidification and grain size development. The
noticeable discrepancy between a comparatively high preheating temperature and still
small mean grain size in the specimen of short ILT and low VED as compared to, e.g., the
specimen of long ILT and high VED, should not be considered without referring to changes
in melt pool depth as presented in [5]. The preheating temperature shows an effect on the
development of the microstructure. The latter is also known to be strongly affected by the
melt pool dimensions [3], which are comparatively small for the low VED value due to
the higher scanning velocity [5]. Therefore, the temperature influence should be rather
considered within the individual VED levels for direct comparison.

Figure 12. Comparison of LAGB sub-grain sizes and preheating temperatures for each parameter
combination in the upper part sections. The preheating temperature values depict the average of the
measured preheating temperature of the respective specimen between layer 2140 and 2200.

4.3. Cellular Substructure

The calculated average cell size is in the same order of magnitude as reported in
other literature, where cell sizes in the range of 0.5 μm to 1 μm or 1.5 μm, depending on
processing parameters, were measured [15,39,44,45]. Leicht et al. [46] presented slightly
smaller cell sizes in a range of 0.36 μm to 0.58 μm.

Roehling et al. [30] described the propagation rate of the solid liquid interface being
linked with the scanning velocity by its product with the cosine of the angle between the
laser scanning direction and the solidification direction. Typical values are in the range of
0.012 m·s−1 to 0.12 m·s−1 and, therefore, significantly smaller than the scanning velocity
vs [9]. These values can be estimated for scanning velocities of about 700 mm·s−1 assuming
an angle between the direction of the maximum heat flow and the build direction between
0◦ and 10◦, as supposed by DebRoy et al. [3]. Thermal gradients G are reported in the
range from 104 K·m−1 to 107 K·m−1 and being rather at the top of this range in the case of
L-PBF as compared to direct energy deposition [9]. Pinomaa et al. [9] conducted a phase
field simulation of the rapid directional solidification of 316L and measured the cell sizes
for different local melt pool solidification rates R and different thermal gradients G. They
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examined a clear cellular growth mode of solidification over a broad range of the typically
reported thermal gradient ranges and solidification rates [9].

In the case of cellular growth mode, which also appeared in the examined specimens
of the present study, a general trend of a decrease of the cellular size with increasing
solidification rate as well as increasing thermal gradients could be revealed from the work
of Pinomaa et al. [9]. Their 2D phase field model brought up cell sizes in the range of
0.64 μm to 4.1 μm for the pure cellular growth mode. When comparing the values of
Figure 11 to their simulation results, the figures are again in the same order of magnitude
for their higher R and different thermal gradients G. Qualitatively, the relationship between
increasing cell size with decreasing thermal gradients tends to appear for the short ILT,
suggesting that the increased preheating temperature (see Figure 4) decreased the thermal
gradient of cooling. Additionally, at lower scanning velocities vs (higher VED) the cell size
increased accordingly.

The good agreement to the simulation results, published in [9], seems to be surprising
since the melt pool geometry is reported to have a huge impact on the heat and mass
transfer within the melt pool [47,48]. Differences in melt pool depth were examined for the
varying processing conditions in the previous study [5]. In addition, the solidification rate R
as well as the local thermal gradient G vary over the cross section of the melt pool [30,47,48].
Yadroitsev et al. [49] have shown the sensitivity of the cell spacing to the scanning velocity
and the location of measurement within single track melt pools. At a first glance, this
would appear to complicate valid comparisons of cell size measurements as the selection
of the measurement region within the cross sections might affect the result strongly. In
fact, the measurement regions in the SEM images of the same cross section subjectively
appeared to show huge variation in the cell size. This is assumed to be the reason for the
comparably huge deviation bars in Figure 11, as similarly concluded by Leicht et al. [46].
However, the potential melt pool cross section areas to be investigated within the bulk
of the specimens are limited to fragments of the lower part of the melt pool in this study.
This is due the layer-wise remelting and overlapping of melt pools. Yadroitsev et al. [49]
measured gradual increasing differences in cell spacing of up to a factor of 2 between
upper and lower part of the melt pool. A comparison of the lower part and the middle
section of the melt pool showed only a difference of a factor of 1.3. Therefore, it can be
assumed that the variations in the measurable cell spacings are reduced due to remelting.
Additionally, it is assumed that the primary solidification structures remain stable and
are not affected significantly in any secondary heat cycle. This was also one of the critical
model assumptions of the phase field simulation by Pinomaa et al. [9].

Deng et al. [39] conducted recently very fundamental investigations on the thermal
stability of the cellular substructure which consists of dislocations. They hold 316L L-PBF
specimens at elevated temperatures of 500 ◦C, 600 ◦C, and 700 ◦C for up to 150 h. No
recrystallization was observed at these temperatures. They eliminated a lack of knowledge
about the behavior of the dislocation network at elevated temperatures below the often-
reported dislocation dissolution temperatures above 850 ◦C [16]. The cellular substructure
remains stable at 600 ◦C for up to 100 h. At 700 ◦C, the decomposition of the dislocation cells
was already visible after a 10 h annealing. The dislocation cells showed a uniform growth
along all directions at this heating condition. This growth was related to a rearrangement
and coarsening of dislocation structures. It did not occur homogeneously over the entire
cross section areas that were investigated. The growth proceeded very slightly when
increasing the annealing time up to 150 h. The findings of Deng et al. [39] exclude a
potential in-situ annealing effect as a reason for the measured differences in the cell spacing
in this study. This was suggested as a potential reason for differences in hardness values
in the previous study [5]. However, this does not apply since the measured preheating
temperatures are well below the threshold of 700 ◦C. Therefore, the differences in the
feature size of the cellular substructure of this study are assumed to completely develop
during solidification. This also supports the consideration of differences of G and R for
being the main cause of the differences in feature size as discussed above.
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4.4. Chemical Composition

No significant differences between the upper and lower part of each specimen or to
the chemical composition of the powder can be recognized. However, small differences in
the oxygen content of the “short ILT, high VED” specimen and the “intermediate ILT, basis
VED” specimen are detected. Although these differences (0.003 weight % to 0.005 weight %)
barely exceed the measurement uncertainty, a closer look into these differences seems to
be reasonable.

At the first glance, this would even correlate well with the different preheating tem-
peratures (see Figures 4 and 5) of the parts examined here and with the different annealing
colors at the outer surfaces of the specimens observed in [5]. However, looking in more
detail, such a perceived view cannot explain the difference between the lower part of the
short ILT specimen and the upper part of the intermediate ILT specimen. Both face similar
preheating conditions as shown in Section 3.1. It cannot explain a perceived slightly higher
oxygen content in the lower part of the short ILT specimen compared to its upper part,
although oxidation of the L-PBF surface in its upper part was clearly visible. In addition,
the preheating temperatures were in a temperature range prone to surface oxidation. Sur-
face oxides were not measured in the oxygen analysis since hydrochloric acid etching was
conducted before the measurement. Hence, only the oxygen intake in the bulk material
was measured.

However, short ILT and intermediate ILT specimens were manufactured in two dif-
ferent processes. Therefore, the logging data of the internal oxygen lambda probes of the
L-PBF system have to be examined. As the experienced L-PBF user of this specific machine
knows, the process starts when the residual oxygen concentration in the process chamber
is below 0.1%. For the working principle of the gas flushing regarding the maintenance of
a low oxygen content, one is referred to the detailed explanation given by Pauzon et al. [50]
for another L-PBF machine with a similar principle. After reaching 0.1%, the concentration
measured at the lambda probes usually levels down in the beginning of the process to
approximately 0.02%. Figures 13 and 14 depict the oxygen concentration in the atmosphere
of the process chamber during the first 300 min of the short ILT process and intermediate
ILT process respectively. The upper x-axis of these plots shows the respective build height,
which must be substantially higher within the same process time for short ILT. It can be
derived from the two diagrams that the residual oxygen content during manufacturing
of the lower ex-situ volumes of analysis (build height between 2.5 mm and 12.5 mm, see
Figure 1) was higher for the short ILT process compared to the intermediate ILT process.
Therefore, this can be presumed to cause the higher weight % of oxygen in the lower part
of the short ILT specimen measured by chemical analysis, as listed in Table 8. This can be
supported by findings of similar magnitude by Dietrich et al. [51]. They reported an in-
crease in oxygen content by 0.0188 weight % in L-PBF Ti6Al4V bulk material manufactured
in a process chamber atmosphere of 0.0977 weight % oxygen concentration compared to a
process with 0.0002 weight % oxygen concentration.

The reason for the difference in the time span until the oxygen content in the process
chamber leveled down cannot be clarified within the frame of the experimental set-up of
this study. Potentially, the residual oxygen consumption in the process chamber is affected
by the number of parts or (more precisely) the ratio of area exploitation. While only the
three specimens, which were in the field of view of the IR camera, were manufactured
in the short ILT process, additional 15 specimens of the same size were manufactured in
the intermediate ILT process. Hence, the faster decrease of residual oxygen concentration
during the build-up could be related to a bigger surface area available for oxygen intake in
the intermediate ILT process.
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Figure 13. Oxygen concentration in the process chamber during the first 300 min of the short ILT
process.

Figure 14. Oxygen concentration in the process chamber during the first 300 min of the intermediate
ILT process.

After leveling down of the oxygen concentration in the process chamber to approx-
imately 0.02%, these values kept constant over the rest of each build process. Hence,
the small differences in the upper part of the two specimens, which are smaller than
the measurement uncertainty, could be a result of higher oxygen intake into the L-PBF

104



Metals 2021, 11, 1063

bulk due to different preheating temperatures. The specimens with shorter ILT showed
slightly higher oxygen content than specimens with longer ILT. This suggestion can be
supported by recent findings of Pauzon et al. [52]. They reported that a reduced ILT can
lead to increased oxygen pick-up during L-PBF manufacturing of Ti6Al4V specimens. They
measured differences in oxygen pick-up of approximately 0.05 weight % for specimens at
70 mm build height manufactured with different ILT, when the oxygen concentration in the
process atmosphere was below 0.1 weight %. However, as the measurement uncertainty is
high in comparison to the discussed difference, further examinations should be done in
future work.

The measured quantities of oxygen content are well within the range of published val-
ues in the literature for the same material and process. A recent study from Pauzon et al. [50],
dedicated to process gas influence during L-PBF processing of 316L, revealed oxygen con-
centrations of approximately 0.0424 weight % in the bulk of their specimens. This is not
only in good agreement in terms of magnitude but also quite close to the values examined
here. Lou et al. [23] measured an oxygen content of about 0.0384 weight % at 316L L-PBF
specimens. Pauzon [53] also highlighted the solubility limit of oxygen in austenite being
estimated by Kitchener et al. [54] at about 0.003 weight % +/− 0.003 weight %. Oxygen
content above this value is expected to be connected to secondary phase oxide inclusions,
mainly with elements such as Cr, Mn, or Si [53]. Hints about the existence of such nanosized
precipitations in 316L can be found, e.g., in the work of Liverani et al. [17], Saedi et al. [55],
and Sun et al. [18]. Krakhmalev et al. [16] described the size of these particles in the
range of 15 nm to 100 nm. Detrimental influences on impact toughness were discussed by
Lou et al. [23].

4.5. Subsumption of the Results with Regard to Hardness

In this section, the variations of the analyzed features are discussed with regard to
hardness values obtained in the previous study [5]. A significant hardness drop in the
upper part sections of the short ILT specimens as compared to the lower part sections
was revealed [5], despite relatively low defect densities. At intermediate ILT, only a slight
decrease in hardness over the build height was recognized. The range of hardness values
was at a similar level in the upper and the lower part sections at long ILT. The hardness
values in the upper part sections are transcribed from [5] into a diagram that again shows
the sub-grain sizes of the respective upper parts, see Figure 15. The hardness values are
discussed in the following as representative for material strength. The strength of metallic
materials is the sum of the following contributions: contributions from dislocations, from
grain boundaries, from solid solutions, and from precipitations [56]. Hence, the identified
differences in grain sizes as well as in cell spacing should be discussed with respect
to hardness.

An inverse relationship between hardness values and LAGB sub-grain sizes can be
seen in the direct comparison diagram in Figure 15. The same relationship would be visible
also for the HAGB grain sizes, as a comparison between the results in Section 3.2 indicates
(see Figures 8 and 9). Both microstructural feature sizes seem to obey a Hall-Petch type
relationship between grain sizes and material strength. However, as reported at many
places the high dislocation density of the cellular substructure within the sub-grains plays
an additional and very important role in strengthening of 316L material produced by
L-PBF [9,15,39,57]. Besides the measured grain sizes, the measured cell spacing also shows
an inverse relationship regarding hardness. For the most extreme parameter combination
(short ILT, high VED, and upper part), a contribution of keyhole porosity to the hardness
drop cannot be excluded entirely [5]. However, for all other specimens the defect density
was low enough for not being assumed to affect hardness.
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Figure 15. Comparison of LAGB sub-grain sizes of the upper part sections and the respective
hardness values (Adapted from ref. [5]) for each parameter combination.

Deng et al. [39] conducted very fundamental annealing experiments. They showed
that a decrease in hardness already appears before the onset of any recrystallization as a
matter of changes in dislocation cell size. Under the assumption of changes in dislocation
cell size only, the cell size is allowed to be used for a direct correlation to strength based on
a Hall-Petch relationship as proofed valid by Deng et al. [39]. However, they also showed
that the correlation factor k, which is normally assumed to be a constant factor in a Hall-
Petch type relationship, can change non-linearly due to different dislocation annihilation
behavior depending, e.g., on the annealing time. This is already relevant below the starting
temperature of a complete annihilation of dislocations, below 800 ◦C. In simplified terms,
not only the cell size of the dislocation structure but also the dislocation density within the
cell boundaries contribute to the material strength. However, this can only be studied by
intense use of transmission electron microscopy.

A direct transfer from the annealing experiments of Deng et al. [39] to the results of the
present study does not work since it can be assumed that the differences in microstructural
features of the specimens of this study are not caused by annealing but by differences in
the initial conditions of solidification. This assumption is supported by differences in grain
sizes between upper part and lower part sections of the same specimens as discussed in
Section 4.2. This cannot be the result of any recrystallization or annealing grain growth,
as otherwise the cellular substructure would have been dissolved. Therefore, the primary
cause of the differences in the feature size of the cellular structure as well as in the LAGB
and HAGB grain sizes is assumed to be related to the differences in solidification rate and
thermal gradients. Both are affected by the interplay of VED and ILT variations as well
as by the build height. The evolution of the preheating conditions over the build height
for the different parameter combinations clearly indicates a change of the initial thermal
conditions of solidification. An increase of grain size with decreasing cooling rates was
already reported by Zitelli et al. [1] and Keshavarzkermani et al. [14].

Interestingly, Bang et al. [58] recently investigated changes in microstructure and
hardness i.a. of small 10 mm cubic L-PBF specimens of 316L over a broad range of pa-
rameter combinations of laser power (80 W to 480 W) and scanning velocity (493 mm·s−1

to 2958 mm·s−1). For all parameter combinations with resulting high density, their mi-
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crostructural characterization revealed an increase of cell size and grain size in proportion
to the applied VED except for one outlier at the highest VED condition. A decrease in
hardness from approximately 220 HV0.5 to approximately 180 HV0.5 was exhibited with
increasing VED, which they related to the inverse relationship between hardness and grain
sizes. As mentioned elsewhere, a direct comparison of VED values is not acceptable in its
entirety and has to be done very carefully, see, e.g., [59,60]. However, when considering
a comparison of the hardness values of Bang et al. [58] with the values of the present
study—its pre-study [5]—it becomes clear that Bang et al. [58] used a much broader range
of processing parameters (laser power and scanning velocity) than in the present study.
Thereby, they provoked similar conditions in terms of resulting hardness and trends of in-
creasing microstructural feature size at their 10 mm cubic specimens. These conditions were
induced by a relatively narrow variation of the VED in combination with an application
relevant build height of over 100 mm and decreasing ILTs in the present study.

This in total emphasizes the importance of ILT in combination with build height on
the development of the microstructure and the resulting mechanical properties in L-PBF,
as together they seem to be able to drastically shift the processing window, gained from
typical process parameter studies.

5. Conclusions

An in-depth analysis of the microstructural feature sizes of 316L specimens produced
at different VED levels and different ILT levels has been conducted. Furthermore, the
evolution of the intrinsic preheating temperature over the complete build-up of specimens
was monitored by use of a thermographic in-situ monitoring set-up.

Several influencing factors and their implications have been identified.

1. Preheating temperature: An increase of VED can rise the preheating temperature as
the heat input into the material is increased. The rise of preheating temperature by
a decrease of ILT is much more significant. This is related to the reduced time for
heat dissipation. Temperature measurements have revealed a change in preheating
temperature by more than a factor of 2 in the upper part of the specimens for short
ILT (18 s) compared to longer ILT (65 s and 116 s). Intrinsic preheating temperatures
of up to about 600 ◦C were revealed. In turn, this resulted in heterogeneity of the
microstructure and differences in material properties within the same specimen, as
specified below.

2. Grain sizes: A significant increase of grain sizes and sub-grain sizes was identified
in sections of specimens with increased preheating temperature. Differences in grain
size of more than a factor of 2.5 were found within the same specimen, which was
attributed to the variations in build height and parameter combination.

3. Spacing of cellular substructure: The measurement of cell spacing is handicapped
by significant measurement uncertainty due to the high degree of local changes
within very small areas, i.e., within the size of individual melt pools. Despite this
scatter, a trend to increasing cell sizes was observed and was related to differences in
solidification rate and thermal gradients induced by differences in scanning velocity
and preheating temperature. The average cell size within this investigation was
between 0.52 μm and 0.76 μm, depending on the parameter combination.

4. Hardness: Eventually, the examined and discussed differences in grain sizes and cell
sizes were related to differences in hardness examined in a previous study [5]. A
general trend of decreasing hardness (from 221 HV1 to 176 HV1) with increasing
microstructural feature size was revealed.

Furthermore, there was a slight tendency of increasing oxygen intake in regions of
high preheating temperature. However, the basis for these oxygen measurements is quite
limited, and further investigations in this field are required. This will also include better
control of the boundary conditions of oxygen content within the L-PBF process.

The findings of this study are strongly linked to intrinsic changes in preheating
temperature during the L-PBF process. The causes of these significant changes were
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identified to be related to processing parameters such as scanning velocity (affecting VED)
but also to build height and ILT, which are overlooked in many other cases in the literature.
When considering real part geometries and current trends in the development of new
L-PBF machines (e.g., multi laser machines), a decrease in ILT can be expected during
manufacturing. This will make the issue of differences in microstructure and mechanical
properties due to intrinsic preheating temperature changes more severe. Therefore, the
authors want to close with the recommendation to always include the ILT into the process
documentation to enhance the comparability of measurement results of L-PBF products.
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Abstract: Additive manufacturing (AM) of metals and in particular laser powder bed fusion (LPBF)
enables a degree of freedom in design unparalleled by conventional subtractive methods. To ensure
that the designed precision is matched by the produced LPBF parts, a full understanding of the
interaction between the laser and the feedstock powder is needed. It has been shown that the laser
also melts subjacent layers of material underneath. This effect plays a key role when designing small
cavities or overhanging structures, because, in these cases, the material underneath is feed-stock
powder. In this study, we quantify the extension of the melt pool during laser illumination of powder
layers and the defect spatial distribution in a cylindrical specimen. During the LPBF process, several
layers were intentionally not exposed to the laser beam at various locations, while the build process
was monitored by thermography and optical tomography. The cylinder was finally scanned by X-ray
computed tomography (XCT). To correlate the positions of the unmolten layers in the part, a staircase
was manufactured around the cylinder for easier registration. The results show that healing among
layers occurs if a scan strategy is applied, where the orientation of the hatches is changed for each
subsequent layer. They also show that small pores and surface roughness of solidified material below
a thick layer of unmolten material (>200 μm) serve as seeding points for larger voids. The orientation
of the first two layers fully exposed after a thick layer of unmolten powder shapes the orientation of
these voids, created by a lack of fusion.

Keywords: selective laser melting (SLM); additive manufacturing (AM); process monitoring; infrared
thermography; optical tomography; X-ray computed tomography (XCT); healing; in situ monitoring

1. Introduction

Additive manufacturing (AM) of metals has evolved from a method for rapid proto-
typing to a production process applied in many industries including automotive, aerospace,
and railway [1]. Among the AM methods established for metals, laser powder bed fusion
(LPBF) is the most widely used, as it can produce net-shaped parts, which do not necessar-
ily need additional surface treatments. To design LPBF parts, it is necessary to understand
how the laser interacts with the layers of molten and unmolten powder. Previous studies
have shown that the laser also melts, in addition to the current layer of powder, subjacent
layers [2,3]. This effect is actually needed for a strong bonding between the layers and to
prevent lack-of-fusion (LoF) defects [4,5]. If the volumetric energy density is high enough,
the melt pool may not only re-melt solidified material, but also entrap keyhole pores into
the bulk material up to several hundred of μm below the currently illuminated surface [6].
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Therefore, the melting process of subjacent layers needs to be kept in mind when designing
parts with cavities or overhanging structures [7]. To address this issue, LPBF machine
manufacturers provide specialized downskin process parameters [8,9]. Many studies have
been focussed on the determination of the part quality from in-situ monitored process sig-
nals of the build process [6,10–13]. In situ monitoring techniques based on thermographic
cameras usually aim at the quantification of thermal inhomogeneities (within the current
built surface or a stack of surfaces) to predict the formation of voids in the final part. The
main drawback of thermographic techniques is the inability to observe the effect of the
melt pool in the underlying, previously exposed layers.

To predict the existence of defects in the final part (i.e., voids whose forms, positions,
and sizes might be a threat to the service life of the component) from in situ surface
temperature data, it is necessary to understand the influence of the melt pool penetration
depth on unmolten powder. Thus, several studies reported results from simulations [14,15]
and experiments [16,17] on the interaction between melt pool and powder.

Based on these results, this study aimed to evaluate how the laser exposure of superja-
cent layers affects void formation in previously non-exposed areas of different heights in
an LPBF specimen. A particular question is, if and how the laser exposure of superjacent
layers can heal or close voids by successive melting of material in these areas.

In an LPBF specimen made of AISI 316L austenitic stainless-steel, a few consecutive
layers were not directly exposed to the laser at nine different locations along the height of a
cylindrical specimen. A scan strategy that rotates the orientation of a stripe scan pattern
for each layer was applied to correlate the shape of detected voids to the scan pattern of
distinct layers.

The build process was in situ monitored using thermographic cameras and optical
tomography (the same LPBF machine and a similar optical setup as in [6]). The results from
optical tomography (OT) enabled the extraction of the deployed orientations of hatches in
each layer. OT was also used to study the integral intensity of the emitted thermal radiation
of each built layer.

To analyse the final component, X-ray computed tomography (XCT) was used. This
widely accepted non-destructive 3D measuring method enables quantitative characterisa-
tion of internal structures and volumetric irregularities; it also allows the evaluation of the
geometrical precision of the built part compared with its planned design [6,18].

Additionally, we also used XCT data to capture the influence of the shape of internal
surfaces and roughness on the formation of voids.

2. Materials and Methods

2.1. Material and Machine

Gas atomized powder of AISI 316L austenitic stainless steel was used as feedstock
material on a commercial LPBF system SLM280 HL (SLM Solutions Group AG, Lübeck,
Germany). The machine was equipped with a single 400 W continuous wave ytterbium
fiber laser. In the focal position, a spot size of 80 μm at an emitted wavelength of 1070
nm was used [6]. The standard process parameters for 316L provided by the machine’s
manufacturer were applied for the build process: laser power P = 275 W, scan velocity
vs. = 700 mm/s, layer thickness t = 50 μm, and hatching distance h = 120 μm. Sky writing
was used during the build job to prevent changes in the volumetric energy density at the
end of scan tracks, where the laser guiding system needed to be aligned to the orientation
of the next scan track. The powder specifications given by its supplier are listed in Table 1.
Argon was used as shielding gas during the build job with a resulting oxygen content of
less than 0.1%.

Table 1. Powder characteristics (AISI 316L).

Apparent Density Mean Diameter D10 D50 D90

4.58 g/cm3 35 μm 18 μm 31 μm 56 μm
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2.2. Specimen Design

A cylindrical specimen with a height of 12 mm and a diameter of 7 mm was designed.
This resulted in a total of 240 layers based on a layer thickness of 50 μm. At nine specific
heights, one quarter of the cylinder’s circular surface was not exposed by the laser (see
Table 2). To prevent heat accumulation during the build job, owing to possible voids in
the non-exposed quarters, the quarters were distributed clockwise over the four quadrants
of the cylinder and the build height. A 67◦ rotation of a meandering stripe scan strategy
for each layer in the bulk was applied to minimize porosity [19]. A border scan and a
fill contour scan were additionally applied to ensure smooth surfaces and precise part
dimensions. In the layers of the non-exposed quarters, the contour scans followed the
actual three-quarter shape of the exposed section. Hence, potentially unmolten powder
particles could be removed through these gaps in the surface. An ultrasonic bath of the
specimen was used to remove as much unmolten powder as possible from the non-exposed
quarters of the manufactured specimen.

Table 2. Overview of the position and characteristics of the non-exposed quarters. The height to be exposed included the
height of the non-exposed quarter plus the height of the first fully exposed layer above (50 μm).

Quarter’s
Number

Start Height from
Cylindrical Base

Number of
Non-Exposed Layers

Height of the
Non-Exposed Quarters

Layer
Numbers

Height to be
Exposed

Q1 3 mm 1 50 μm 61 100 μm
Q2 4 mm 2 100 μm 81–82 150 μm
Q3 5 mm 3 150 μm 101–103 200 μm
Q4 6 mm 4 200 μm 121–124 250 μm
Q5 7 mm 5 250 μm 141–145 300 μm
Q6 8 mm 6 300 μm 161–166 350 μm
Q7 9 mm 7 350 μm 181–187 400 μm
Q8 10 mm 8 400 μm 201–208 450 μm
Q9 11 mm 9 450 μm 221–229 500 μm

To analyse the ability of the laser exposure of subsequent layers to fully melt subjacent
layers of powder, a precise registration of the XCT results as well as of the in situ monitoring
results was needed. Hence, a (helical) staircase was designed to be manufactured around
the cylinder. This design was derived from Gobert et al. [20], who introduced additional
staircases to enable a better registration of observable features to a distinct layer. Here,
every step of the staircase represented the starting height of a non-exposed quarter of the
inner cylinder. A small gap was introduced between the staircase and cylinder to enable an
easy removal of the staircase and enable high resolution XCT scans. In order to improve the
registration of a rotational symmetric specimen, an embossed T-shaped mark was added
to the top surface (see Figure 1).

 
Figure 1. (a) CAD file of the specimen including the staircase; (b) Photograph of the produced specimen (top view, including
the trigger pins) (c) Photograph of the produced specimen (side view) (d) Photograph of the specimen after the removal of
the staircase. The yellow ellipse marks an open porosity of a non-exposed quarter.
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2.3. Optical Tomography and Thermography

The build process was monitored in situ by optical tomography (OT, bulb exposure
of each layer exposition [21]) and thermography. In comparison with the optical setup
within the LPBF machine’s build chamber previously reported in [6], the external opti-
cal setup was modified. Beam splitters divided the radiation into an OT CMOS camera
(M4020, Teledyne Digital Imaging Inc., Billerica, MA, USA) and a short wave infrared
(SWIR) camera (Goldeye CL-033 TEC1, Allied Vision Technology GmbH, Stadtroda, Ger-
many). The OT camera system was sensitive to light emission in the near infrared spectral
range (880 nm ± 25 nm). A spatial resolution of 40 μm per pixel was achieved, enabling
visualisation of the hatching pattern with a hatching distance of 120 μm. The image data
acquired by in situ OT show a map of intensity values that are proportional to the spectral
radiosity of the part surface integrated in the spectral range of the used filter and over
the whole layer illumination time. As the radiosity in a fixed spectral window strongly
increases in the near infrared at the involved temperatures of molten steel, these intensity
values are well suited as a measure for the maximum temperature reached at each point.
However, as the time integral over the spectral radiosity is recorded, reduced cooling rates
can also cause high OT intensities. Thus, data interpretation must be performed carefully.
A comparison with the time resolved thermography data may help to clarify the origin of
possible deviations in the OT intensity, despite the lower spatial resolution (factor of three).

2.4. Micro Computed Tomography

Micro computed tomography (XCT) was performed in two steps. An overview scan
of the whole part was performed using the commercial CT-scanner GE v|tome|x 180/300
(GE Sensing & Inspection Technologies GmbH, Wunstorf, Germany) at a voltage of 222 kV
and a current of 45 μA applied with an aluminium pre-filter of 1.0 mm thickness. A
reconstructed voxel size of (10 μm)3 was achieved. After the removal of the staircase, the
inner cylinder was scanned again using a custom-made industrial 3D micro CT scanner,
which was equipped based on a 225 kV micro focus X-Ray source (X-Ray WorX GmbH,
Garbsen, Germany) [22]. A voltage of 210 kV and a current of 60 μA in combination with
a metal pre-filter of 1 mm copper and 0.25 mm aluminium were used. A voxel size of
(5 μm)3 was achieved by combining the results from two measurements taken at two
heights. The combined (5 μm)3 data were filtered using the plugin “non-local means
denoise” [23,24] in the open-source imaging software Fiji [25]. For further analysis, the
higher resolution—(5 μm)3 voxel size—data were registered onto the lower resolution—
(10 μm)3 voxel size—data using the commercial software VG Studio MAX version 3.3.3
(Volume Graphics GmbH, Heidelberg, Germany). The same software was used for all
XCT data analyses. The (5 μm)3 voxel size data enabled the quantitative analysis of voids
with size above (10 μm)3. The analysis was performed in a virtual cylindrical cut-out
(Ø = 6.87 mm, L = 11 mm) of the inner cylinder (Ø = 7 mm, L = 11.86 mm) to prevent
surface roughness from influencing the size determination of open voids. The volumetric
porosity was analysed using VG Studio MAX’s built-in porosity analysis modules. A lower
threshold for void detection was set to 8 voxels. To correlate the main orientation of the
voids with the orientation of the stripe scan pattern, virtual lines were fitted onto the voids
of virtual cuts in the VG Studio MAX software. The built-in dimensioning tool was used to
calculate the angles of the LoF voids from a set 0◦ reference line.

3. Results

3.1. In Situ Monitoring

The OT results from layer 200 (last fully exposed layer before the beginning of Q8,
see Table 1) and layer 209 (first fully exposed layer after Q8) are exemplarily depicted in
Figure 2. From the OT data, the rotation angle α of the meandering stripe pattern was
extracted. Exemplarily, the rotation angles of these two layers are indicated, α(layer 200) = 75◦
and α(layer 209) = 13◦. The comparison of the OT data revealed lower intensities in the
quarter of layer 209, which covered the unexposed quadrant I. A comparison with time
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resolved thermography results shows that the spectral radiosity in the wavelength window
of the SWIR camera was reduced in this quadrant as well. Thus, the maximum temperature
reached in this quadrant was indeed lower than in the other quadrants. Ghost images
appeared in the OT data, caused by the optical set-up, adding some blur to the images.
The resulting offset intensity error in the superposed areas is in the range of approximately
+8% related to peak intensity.

 

Figure 2. Optical tomography (OT) images showing the orientation of the hatches for (a) layer 200
(last complete layer below Q8) and (b) layer 209 (first complete layer above Q8).

3.2. XCT

The XCT results showed that, in all of the nine quarters, most of the powder was
molten by the laser exposure (see Figure 3 and Table 3). Figure 3 shows the 3D rendering of
the segmented voids in the whole cylindrical specimen. Figures 4 and 5 show the segmented
voids in a virtual cut of the XCT data as well as the 3D rendered void segmentation.
As shown in Figure 5e,f and Table 3, at a height of 450 μm (+50 μm of the superjacent
fully exposed layer) of unmolten powder, a porosity of 5.56% was observed. This was
surprisingly low as the unexposed volume was expected to contain many unmolten powder
particles. Instead, solid material with LoF voids was observed.

Figure 3. (a) Sideview of the combined rendering of the (10 μm)3 data and the (5 μm)3 data showing
segmented voids in the high-resolution data; (b) top view of the rendering of the (5 μm)3 data of the
cylinder showing a projection of all segmented voids.
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Table 3. Porosity of the non-exposed quarters.

Quarter’s Number Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9

porosity none 0.05% 0.04% 0.08% 0.38% 0.78% 0.80% 2.23% 5.56%

Figure 4. Void distribution at the positions of the unexposed quarters. Slice images taken at 10% of the quarter’s height. (a)
Q4: four layers unexposed; (b) projection of the void distribution in the unexposed layers containing Q4; (c) Q5: five layers
unexposed; (d) projection of the void distribution in the unexposed layers containing Q5; (e) Q6: six layers unexposed; (f)
projection of the void distribution in the unexposed layers containing Q6.
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Figure 5. Void distribution at the positions of the unexposed quarters. Slice images taken at 10% of the quarter’s height. (a)
Q7: seven layers (350 μm) unexposed; (b) projection of the void distribution in the unexposed layers containing Q7; (c) Q8:
eight layers unexposed; (d) projection of the void distribution in the unexposed layers containing Q8; (e) Q9: nine layers
unexposed; (f) projection of the void distribution in the unexposed layers containing Q9.

At up to a thickness of 200 μm of unmolten powder, almost no additional porosity due
to the underexposure by the laser was observed (see Figure 4a,b for 200 μm of unmolten
powder in Q4). In these quarters, only pores at the interface between bulk and contour scan
could be detected. This observation correlates well with the results from the literature [26].
The porosity value is directly linked to the number of pores occurring inside the quarters,
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not to the explicitly unmolten layer thickness. At a non-exposed thickness of 250 μm of
unmolten powder (Q5), voids were detected at the positions where the outlines of the
quarter intersect the perimeter of the cylinder (see Figure 4c,d). Voids at the quarters’ inner
perimeter were detected only above a non-exposed thickness of 300 μm (i.e., six layers, Q6,
see Figure 4e,f and Figure 5a,b). At a thickness of 400 and 450 μm of unexposed powder,
areal voids were detected (see Figure 5c–f, Q8 and Q9). Figure 5f shows the rendered
defects; they seem to correspond to hatches of the scan pattern. As the orientation of the
stripe scan pattern rotated by 67◦ with each layer, it was possible for Q6–Q9 to assign the
orientation of LoF voids to distinct layers. As listed in Table 4, the main orientation of the
LoF voids corresponds to the orientation of the first fully exposed layer above the quarter.
For Q8 and Q9, a secondary orientation of LoF voids was also detected. Figure 7 combines
the 3D rendering of the segmented voids with OT images of the first and second exposed
layer above the quarter. The figure emphasises how the hatch orientation of these layers
determined the shape of the segmented LoF voids.

Table 4. Comparison between the observed lack-of-fusion (LoF) pattern and the scan hatch orientation. OT, optical
tomography.

Quarter’s
Number

Non-Exposed
Height

Primary LoF
Orientation

(XCT)

Secondary LoF
Orientation

(XCT)

Orientation of the
First Exposed

Layer (OT)

Orientation of the
Second Exposed

Layer (OT)

Q6 350 μm 127◦ - 127◦ 59◦
Q7 400 μm 162◦ - 160◦ 93◦
Q8 450 μm 14◦ 121◦ 13◦ 127◦
Q9 500 μm 46◦ 151◦ 44◦ 157◦

Figure 6a shows a magnified virtual cut of a large defect at the centre of Q9 obtained
from the high-resolution XCT data. Figure 6b revealed that voids were mainly found at the
bottom of Q9 and large voids could be observed towards the perimeter of Q9. In contrast
to the remaining quarters in Q9, a larger void could be observed in the centre of the quarter
(see yellow highlighting in Figure 6a,b).

 

Figure 6. (a) Magnified sideview of the large defect at the centre of Q9 obtained from the high-resolution X-ray computed
tomography (XCT) data. The largest void in Q9 is highlighted; (b) 3D rendering of the voids in Q9. The yellow mark
highlights the position of the largest void from (a).

4. Discussion

The aim of this study was to analyse the effect of healing of successive laser passes
during LPBF manufacturing. We thus investigate how (and how many) unmolten layers of
powder were molten to form a solid with dense connection to the underlying bulk material.
Although standard machine parameters of the LPBF machine based on 50 μm thick layers
of powder were applied, XCT data revealed that the melt pool was deep enough to partially
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melt 10 layers of powder (500 μm), thereby creating lower than expected porosity values
(5.6%). The lack of unmolten powder particles found in the non-exposed quarters illustrates
the ability of the laser to transfer heat to powder layers below the surface. This result
corresponds to the results from the in situ monitoring.

Figure 2b reveals that the thermal radiosity in quadrant I of the first fully exposed
layer above Q8 seems to be lower than for the regions that have solid material below. This
might be surprising at a first glance, as powder can be regarded as a heat insulator [27].
Therefore, one would expect to observe a higher radiosity owing to heat accumulation
above the insulating powder. To explain the observed radiosity, the ability of the laser to
transfer a sufficient amount of heat to layers below the current surface should be invoked.
Foroozmehr et al. [15] had simulated the optical penetration of the laser radiation into
a powder bed of AISI 316L. In agreement with previous studies [14,17], they assumed,
in addition to absorption, multiple reflections of the laser radiation at the surfaces of
the powder particles. Therefore, the laser–powder interaction seems to be a complex
combination of transmission, scattering, and absorption of the laser energy by the powder
particles. The laser radiation is not only absorbed at the surface of the powder layer, but
also within the layer. At Q9, the missing layer thickness was 10 times higher than the single
layer thickness of 50 μm. This led to a higher optical penetration depth, and thus to a
lower volume energy density as in the areas with the single layer thickness. Consequently,
the maximum temperature and thus the radiosity detected by the OT camera of the first
solidified layer is lower.

Figure 6 and Figure 9 show that the voids created by the missing illumination of the
layers were mainly found at the bottom of the quarters where the melt pool could not
melt powder particles [28]. As shown in Figure 7, the melt pools of the first (and, above
seven unmolten layers, also the second) fully exposed layer above the non-exposed quarter
shaped the detected LoF voids. At these deeper regions, the melt pool is expected to be
narrower. Therefore, in such regions, melt pools from neighbouring scan tracks did not
seem to overlap each other. The combination of solidification shrinkage and surface tension
effects of the melt pool (e.g., Marangoni effect [29–31]), which could draw neighbouring
powder particles into the melt pool, appears to have created voids between scan tracks.
Further in-depth analysis of the energy limits that form LoF voids in LPBF parts has been
discussed by Biffo et al. [32–34]. In Q4 to Q7, these LoF voids between scan tracks were
only observed close to the perimeter of the quarter. In Q8 and Q9, these LoF voids were
also observed in the bulk of the quarters. This indicates that, up to a depth of 350 μm
(below the current layer surface), neighbouring scan tracks overlap in such a way to cover
the gap between them (120 μm).

Figure 7a–d shows that the orientation of the LoF voids observed in the quarters
Q6–Q9 mainly corresponded to the orientation of the scan pattern of the first fully exposed
layer above. This indicated that, at a depth of 350 μm and below, the melt pool widths of
neighbouring scan tracks do not overlap sufficiently to prevent LoF defects. Because, in
Q6 and Q7, this observation was made only at positions close to the edge of the quarters,
the melt pool width seemed to vary during the laser exposure. In Q8 and Q9, a secondary
orientation of LoF voids was also observed. This showed that the melt pool depth of the first
solidified layer was lower than the powder layer thickness, leaving some unmolten power
at the bottom of Q8 and Q9. The penetration depth of the melt pool did not seem to be
constant, because, up to Q8 (powder height of 400 μm), only small voids (height < 100 μm)
at the bottom of the quarter were detected. In Q9 (quarter height of 450 μm), a network of
large voids with a height of up to 300 μm was observed (see highlighted void in Figure 6b).
The lack of large voids in quarters Q1–Q5 indicates that the laser energy density was
sufficient to melt several layers of powder in the non-exposed quarters.
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Figure 7. Combination of optical tomography images of the first fully exposed layers above the quarters and the orientation
of LoF voids, as detected by XCT. (a) Void distribution of Q6 combined with the OT of the first layer above; (b) void
distribution of Q7 combined with the OT of the first layer above; (c) void distribution of Q8 combined with the OT of the
first layer above; (d) void distribution of Q9 combined with the OT of the first layer above; (e) void segmentation of Q8
combined with the OT of the second layer above; (f) void distribution of Q9 combined with the OT of the second layer
above.

Figure 8 shows a third orientation of LoF voids close to the bottom surface of Q8
and Q9. The combination of XCT and OT data revealed that their orientation corresponds
to the orientation of layer numbers 200 (in the case of Q8) and 220 (in the case of Q9).
These layers were the last fully exposed layers below the non-exposed quarters. The
virtual cuts presented in Figure 8 were taken 60 μm above the bottom of Q8 and 10 μm
below the bottom of Q9. Still, at that height, the orientation of the underlying solidified
surface seemed to influence the orientation of LoF voids. It can be assumed that the surface
roughness of these layers served as seeding points for the larger LoF voids in the quarters.
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Figure 8. (a) Virtual cut taken at 60 μm above the bottom of Q8 combined with an optical tomography
image showing the hatch orientation of layer number 200 (last completely exposed layer before Q8).
The latter seems to dictate the orientation of the voids more than the layers above. (b) Virtual cut
taken at 10 μm below the bottom of Q9 combined with an optical tomography image showing the
hatch orientation of layer number 220 (last completely exposed layer before Q9). The latter seems to
have formed the first voids in the bulk of Q9.

In Figure 9, the top yellow line was drawn from the shape of the cylinder’s top surface.
This profile was also applied to the internal surfaces of Q9 and Q8. The correspondence
between this template and inner surfaces could indicate that this uneven surface was
present throughout the whole build process. This indicates that the height difference
between the centre and perimeter of the cylinder also existed at lower built heights. The
slope explains why the imperfections of layer number 220 were visible in both images
of Figure 8. During the build job of the specimen, sky writing was used to ensure a
constant scan speed for the whole hatch length. To achieve a constant speed, the laser was
turned off at the end of the scan track before repositioning the guiding mirrors. Hence,
deceleration and acceleration effects could be avoided. Suddenly turning off the laser
resulted in the reported elevated end-sections of scan tracks, followed by a dent as reported
by Yeung et al. [35], and corresponds to simulations of the melt flow by Khairallah et al. [31].
According to them, these dents could form pores at the end of scan tracks and might explain
the observation of pores at the intersection of the bulk and contour scan in this study. A
ring of elevated end-sections of scan tracks has formed throughout the build height of the
specimen owing to the 67◦ rotation of the applied stripe pattern in the bulk (see Figure 9).

 

Figure 9. Cross section taken in the middle of the core cylinder showing voids at the bottom edges of
Q8 (blue marked area at the bottom of the right side) and Q9 (blue marked area at the left side). The
blue lines represent the nominal size taken from the CAD file. Yellow lines emphasize the structure
of the internal surface.
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5. Conclusions

In this study, we investigated the effect of unmolten powder layers on the defect
formation in LPBF AISI 316L. In particular, we determined how many laser-unexposed
layers of AISI 316L powder could be molten using a set of basis parameters provided by the
LPBF machine’s manufacturer. We found that, up to a thickness of 200 μm of unexposed
powder (i.e., four powder layers), no additional porosity was observed, aside from pores
between the bulk and contour scan. Therefore, we conclude that the heat input from the
melt pool could sufficiently melt an amount of powder of four layers. We presume that
this occurs because of a sufficient melt pool penetration depth, which allows fusion to
the underlying solid material, and by being able to allow gas bubbles entrapped between
powder particles to escape from the melt.

Further process parameter optimization (not within the scope of this study) might be
able to make the process more efficient by, e.g., a slight increase of the scanning velocity.
However, for large components, a slightly excessive melting depth can render the build
process less prone to process irregularities (e.g., heterogeneities of the powder recoating
process).

The present results will enable the interpretation of the signals acquired by in situ
monitoring systems, allowing the LPBF users to decide whether or not an irregularly
observed signal during the build process will be locked as a defect in the final part.

Our results also suggest that healing among layers occurs only if a scan strategy is
applied, where the orientation of the hatches is changed for each subsequent layer. In fact,
the porosity observed between the bulk and border scan indicates that healing does not
occur if the subsequent layers are applied using the same hatching orientation.

Finally, the present study shows that small pores and surface roughness of solidified
material below a thick layer of unmolten material (>200 μm) could serve as seeding points
for larger voids. The orientation of the first two layers that are fully exposed after a thick
layer of unmolten powder shapes the orientation of these voids, created by a lack of fusion.
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Abstract: The quality of additively manufactured (AM) parts is determined by the applied process
parameters used and the properties of the feedstock powder. The influence of inner gas pores in
feedstock particles on the final AM product is a phenomenon which is difficult to investigate since
very few non-destructive measurement techniques are accurate enough to resolve the micropores.
3D X-ray computed tomography (XCT) is increasingly applied during the process chain of AM parts
as a non-destructive monitoring and quality control tool and it is able to detect most of the pores.
However, XCT is time-consuming and limited to small amounts of feedstock powder, typically a few
milligrams. The aim of the presented approach is to investigate digital radiography of AM feedstock
particles as a simple and fast quality check with high throughput. 2D digital radiographs were
simulated in order to predict the visibility of pores inside metallic particles for different pore and
particle diameters. An experimental validation was performed. It was demonstrated numerically
and experimentally that typical gas pores above a certain size (here: 3 to 4.4 μm for the selected X-ray
setup), which could be found in metallic microparticles, were reliably detected by digital radiography.

Keywords: additive manufacturing; feedstock powder; porosity; radiography; digital detector array;
numerical simulation; detectability

1. Introduction

The reliability of additively manufactured (AM) parts depends to a large degree on the defects
and irregularities they contain [1]. Typical flaws in AM parts include delaminations, cracks, inclusions,
and pores. For the laser powder bed fusion (LPBF) process, most defects are formed during the
dynamic melting process, when the laser interacts with the solid and the melt pool [2,3]. The AM
community distinguishes between lack of fusion pores, which are flat and irregular pores (voids)
between non-fused powder layers, keyhole pores, which are irregular pores (voids) created by the
laser and a high energy input, and gas pores, which are mostly spherical pores formed by adding gas
to the melt pool [2,4–8]. A detailed review of pores and voids created during the AM build process
was recently published by Sola et al. [2].

Another possible source for gas pores in AM parts is pores already present in the feedstock
powder [6,9–12]. Due to the fast heating and cooling rate of the melt pool up to 106 K/s [13] during
the LPBF process, gas pores in the powder become bubbles in the melt pool, which under certain
circumstances do not have sufficient time to reach the surface of the melt by convection [2,14]. Hence, it is
important to check the quality of the feedstock powders, for instance, by determining its overall porosity
and pore size distribution [6,15,16]. However, determining the porosity of powders experimentally,
e.g., by pycnometry or metallography, is a challenging task [16]. For standard AM materials like steels,
aluminum, magnesium, titanium, and nickel alloys, typical porosities of the feedstock powder are
below 1 vol.% [10,16]. In particular, high feedstock powder porosities and single particles with large
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pores influence the melting behavior of the powder and are likely to merge and solidify together
with the melt pool and may become a defect in the final part [2,6]. Several testing methods for the
characterization of AM feedstock powders are standardized [17,18]. However, since currently no
common quality requirements or certification for AM powders exist, there is the uncertainty that the
quality of the powder might vary between different manufacturers and batches. This is particularly
true for non-standard AM powder materials, for instance, functional materials like shape-memory
alloys [19], permanent magnets [20], or magnetic refrigerants [21], that are now being adapted to AM.
For non-standard powders, the production of the feedstock powder is particularly challenging, as
the atomization parameters need to be optimized. Large overall porosities up to 24 vol.%, large pore
sizes, and shape irregularities leading to a poor powder flowability are also reported for standard AM
materials [6,9,12], which require quality control of every powder batch before using them for AM [1].

Feedstock powders for AM are usually checked for their size and shape distribution using
sieve-based, light scattering, or direct imaging methods [15,22]. Since these rely on the outer contour
of the geometry or optical imaging, internal defects of metal powders, like gas-filled pores, are not
accessible. Very accurate determination of internal defects, as well as size and shape distributions
of a powder, can be carried out using 3D X-ray computed tomography (XCT) [6,9,16,23]. However,
the scan time for a typical powder sample with a commercial XCT device is rarely below one hour [16].
Depending on the size of the powder, the system magnification, and the detector size, only about
1000 to 1,000,000 particles can be imaged during one scan when the highest resolution is required,
since the field of view of XCT is limited. This number of particles is equivalent to a few milligrams of
metal powder. When considering that several hundred grams and up to several kilograms of powder
are needed to manufacture AM parts, milligram samples are not representative for the evaluation
of feedstock powder batches and hence for meaningful quality assurance. A technology capable of
screening larger amounts of particles in a shorter time is needed for this task.

In-line digital radiography of products and goods is already used, e.g., in fine casting inspection
in industry, weld inspections, the food industry, and for luggage inspection at airports [24].
Correspondingly, 2D X-ray inspection was developed for speed and high throughput. In this paper,
the potential and requirements of digital radiography for the quality assurance of metal powder by
detecting spherical gas-filled pores in metal particles are evaluated. Nowadays, commercially available
laboratory XCT scanners are used for measurements, which are available in most AM laboratories
worldwide to inspect the final parts produced. However, in the present article, instead of collecting
projections from different angles of the powder sample for a reconstruction of a 3D tomographic dataset,
2D radiographs of single layers of the powder are used for inspection. In practice, this would later
require that, e.g., a conveyor belt-like or particle stream apparatus is used for moving the particles into
the inspection region, similar to the ones used in light scattering devices or direct imaging devices for
powder, like a commercial Camsizer® (Microtrac Retsch GmbH, Haan, Germany) [22,25,26]. For the
study presented here, a metal alloy is used, but the pore imaging principle applies to other materials,
as well. In this paper, a criterion based on a minimal contrast to noise ratio and a basic spatial image
resolution is applied, which must be fulfilled in order to detect pores of certain sizes in a metallic
particle by digital radiography.

2. Materials and Methods

2.1. Experimental Sample Preparation

The tested spherical gas-atomized powder material is a MnFePSi-based alloy [27], with a nominal
particle size range of diameters between 100 μm and 150 μm. Note, the particle size range for numerical
simulations is broader (see Section 2.5). The experimentally investigated powder represents the
geometrical constitution of powders used in AM processes [1]. Both a multi-particle and single-particle
sample were radiographed. For sample preparation, one side of a double-sided adhesive tape was
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placed on a polymer substrate to ensure mechanical stiffness, whereas the other side was covered with
particles. The multi-particle sample was fixed on a sample rod.

After testing the multi-particle sample, a single particle containing several pores was identified
and isolated from the multi-particle sample using a micro-manipulation tool, radiography, tomography,
and light microscopy. The isolated particle was fixed again on a sample rod.

2.2. Experimental Acquisition of Radiographic Images and Tomograms

Radiographic images were acquired employing a commercial X-ray computed tomography (XCT)
device, GE nanotom m 180, and using the image acquisition software datos|x 2.2 acquisition (Waygate
Technologies (Baker Hughes Digital Solutions GmbH), Wunstorf, Germany) [28]. A set of radiographic
projections, taken at discrete angular positions of the observed sample, served as input data for a
subsequent volume reconstruction using the image reconstruction software datos|x 2.2 reconstruction
(Waygate Technologies, Wunstorf, Germany) [28]. For the experiments, a phoenix|X-ray micro-focus
tube (Waygate Technologies, Wunstorf, Germany) with a tungsten transmission target on a diamond
window and a digital detector array (DDA) of type DXR500L (Waygate Technologies, Wunstorf,
Germany) was used [28]. The X-ray radiation was not filtered at the source side in order to achieve the
highest possible intensity. The X-ray tube can be operated in different operation modes, varying the
size of the focal spot. For the selected tube current and acceleration voltage range, nominal spot size of
f = 5 μm in mode 0 and f = 1.3 μm in mode 2 are provided. In this work, mode 2 was used.

Both samples, the multi-particle sample (a) and the single-particle sample (b), were imaged using
similar X-ray system parameters, as summarized in Table 1. For sample size reasons, the source to
object distance (SOD) and the source to detector distance (SDD) were chosen to be 3 mm/600 mm (a) and
2 mm/400 mm (b), respectively. As a result, the effective pixel size of the radiographs and the voxel size
of the volume reconstruction are 0.5 μm. For the tomographic reconstruction, 1700 projections (a) and
800 projections (b) were recorded while rotating the sample. An acquisition time of about 45 min is
required for medium image quality for sample (a). To improve the image quality of the XCT projections
(noise reduction), a skip of two projections and a frame averaging of five projections on each angular
position were selected, which prolonged the total acquisition time by a factor of seven to about 5 h.

Table 1. Summary of experiments and their image acquisition parameters.

Scan
Identifier

Tube
Mode

Voltage
(kV)

Current
(μA)

SOD
(mm)

SDD
(mm)

M Pixel/Voxel
Size (μm)

Frame
Averaging

Skip
No. of

Projections
Frame

Time (s)

2D (a) 2 130 100 3 600 200 0.5 10 none 1 1.5
3D (a) 2 130 100 3 600 200 0.5 5 2 1700 1.5
2D (b) 2 130 100 2 400 200 0.5 10 none 1 10
3D (b) 2 130 100 2 400 200 0.5 5 2 800 10

For the analysis of 3D volumes and the particle and pore size distributions, as well as for
visualization, Thermo Fisher Scientific Avizo 9.2 software (Waltham, MA, USA) [29] was applied.
The used analysis approaches to detect particles and pores in volumetric datasets can be found in [16].

2.3. Prediction of Pore Detectability by Human Observers

The basics for detecting small holes in objects, examined by human observers using radiography,
were published in [30]. Here, a minimal contrast to noise ratio CNRmin is derived as a criterion
to determine the detection limit of hole plate image quality indicators at a magnification of one,
depending on the basic spatial resolution of the detector SRdetector

b and the hole diameter dhole given by
the equation:

CNRmin =
10 · SRdetector

b

dhole
(1)
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This concept was extended considering the magnification M, spot size f, and the pore geometry [31]

CNRmin =
10
M
· 2
πdpore

√
((M− 1) f )2 +

(
2SRdetector

b

)2
(2)

with dpore—pore diameter. Note, the equation is independent of the material tested.

2.4. Image Analysis of Radiographs Based on the Contrast to Noise Ratio

The digital image analysis was carried out using the software ISee! version 1.11.1 (BAM, Berlin,
Germany) [32] for the measurement of the contrast to noise ratio (CNR) in simulated and measured
radiographs. The profile was drawn over the center of the powder particle pore to measure the contrast
in the radiograph (see Figure 1). The noise was measured in a region of interest in the free beam area.
The procedure for the noise measurement implemented in ISee! is described in [33]. The resulting CNR
was compared to the theoretical minimal required CNRmin for pore detection (see Section 2.3). The pore
is visible to human observers if the determined CNR exceeds CNRmin, as calculated by Equation (2).

(a) (b) 

Figure 1. Scheme for measuring the contrast to noise ratio (CNR): the position of the line profile for
the CNR measurement (a) and representation of the corresponding profile with and without noise to
measure the CNR (b).

2.5. Numerical Simulation of Radiographic Images

The radiographic simulation software aRTist (BAM, Berlin, Germany) [34–36] was used to model
different inspection scenes of the feedstock powders, using physical models for the production,
interaction, and detection of X-rays. The graphical user interface of aRTist allows for setting
up experimental scenes with different components like the radiation source, different detectors,
and geometries of the object under investigation, as shown in Figure 2a. The software combines
analytical and Monte Carlo methods to efficiently model the interaction of X-rays with matter. Hence,
the way in which X-rays are absorbed and scattered in an object can be simulated and the resulting
radiographic image at the detector can be calculated.

For simulation, mode 2 of the XCT scanner (see Section 2.2) with a nominal focal spot size of
f = 1.3 μm was applied, together with an acceleration voltage of 130 kV and maximum gray values
of GVmax = 4200, in accordance with the available experiments, and GVmax = 10,000 to examine the
influence of the exposure time on the detectability of the pores.
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The following parameters were used for the simulation with aRTist:

1. Source:

• Tungsten transmission target with a thickness of 5 μm;
• Diamond window with a thickness of 200 μm;
• Focal spot size of f = 1.3 μm;
• Tube voltage of 130 kV and spectrum resolution of 1 keV, no external filtering on tube side

(for resulting spectrum, see Figure 2b).

2. Objects:

• Powder particles: MnFePSi alloy, density of 6.4 g/cm3;
• Pores: air: N2 0.755, O2 0.231, Ar 0.013 (in mass percent), density of 0.001293 g/cm3.

3. Detector:

• Pixel size of 100 μm;

• Basic spatial resolution of the detector: SRdetector
b = 130 μm;

• Covered by a 750 μm thick carbon fiber-reinforced plastic plate;
• Maximum gray value of (a) GVmax = 4200 and (b) GVmax = 10,000;
• Internal scatter ratio of 15%, internal scatter ratio correlation length of 10 mm, gray response

of 1000 GV/mGy, maximal signal-to-noise ratio (SNR) of 1400, efficiency of 500 SNRN/mGy1/2.

4. Geometry:

• SDD = 400 mm;
• SOD = 2 mm;
• M = 200.

 

(a) (b) 

Figure 2. Schematic representation of the radiographic setup with source, object, and detector in (a),
and the 130 kV spectrum plot used in the simulation in (b).

For the numerical simulation, an idealized geometrical description was used to represent the
feedstock particles in a size range between 10 μm and 150 μm, to cover the full range of commonly
used AM feedstock powders [1]. The particles were assumed to be spherical and arranged in a single
layer. The pores are described as spheres filled with air and positioned in the center of the powder
particle, which yields the minimum achievable contrast in the radiographic images. Figure 3 shows an
example of the geometric arrangement and the radiographic image of 441 particles with internal pores
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used for simulation. The high number of spheres was selected to permit a more accurate evaluation of
pore visibility. To determine the minimum detectable pore sizes, the actual pore diameter was reduced
stepwise by 0.1 μm. Simulated radiographic images were analyzed after each step, as described in
Section 2.4.

 

(a) (b) 

Figure 3. Representation of a single layer of a 21 × 21 arrangement of metallic particles of 50 μm in
diameter and with 5 μm air-filled pores inside, taken from the aRTist simulation scene (a). Radiographic
image of the identical geometry with the profile (yellow inset) to investigate the visibility as function of
CNR (b). The pores are the light gray areas in the center of the spheres.

3. Results and Discussion

3.1. Minimal Visible Pore Size

Figure 4 shows the CNRmin according to Equation (2) for two different focal spot sizes and
SRdetector

b = 130 μm. For f = 5 μm (Figure 4a), the minimum required CNRmin is almost independent
of the magnification in the selected range, while for f = 1.3 μm (Figure 4b) for small pores and micro-
or nano-focus tubes, the CNRmin depends significantly on the magnification. Additionally, the CNRmin

for f = 5 μm is generally higher than the smaller focal spot size of f = 1.3 μm, meaning that for a real
experimental setup with known SRdetector

b and proper exposure, small pores are more difficult to detect
with a big focal spot size (Figure 4).

 

(a) (b) 

Figure 4. Minimal contrast to noise ratio CNRmin for pore visibility according to Equation (2)
with SRdetector

b = 130 μm, different magnifications M and the focal spot sizes: f = 5 μm (a) and
f = 1.3 μm (b).
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The diameter of a just visible pore, dpore_min, in a radiograph of spherical particles can be predicted
as function of the radiographic setup and the exposure parameters as follows:

dpore_min =
10
M
· 2
π ·CNRmin

√
((M− 1) f )2 +

(
2SRdetector

b

)2
(3)

The magnification M, the focal spot size f, and the basic spatial detector resolution SRdetector
b

depend on the radiographic setup. The detectable pore size decreases if the focal spot size and the
basic spatial resolution of the detector are selected to be as small as possible.

Furthermore, the detectable pore size also decreases if the CNR can be increased by the exposure
conditions and M is optimized. The operator controls the pore contrast and noise by the selection of
the X-ray energy and exposure parameters. The contrast is increased when the selected tube voltage
is decreased. The CNR is increased if the noise is reduced. This requires increasing the tube current
and the exposure time (for DDAs, increase frame time and frame averaging number). Generally, it is
concluded that the CNR increases with the square root of exposure time and tube current. This requires
an effective calibration of the digital detector array (DDA) to avoid an additional noise contribution
by fixed pattern noise, which appears typically due to the sensitivity differences of the detector
elements (pixels) and bad pixels. An increase in the tube voltage reduces the contrast and the noise,
which influences the CNR depending on the attenuation process, typically the photo absorption or the
Compton attenuation. At a higher tube voltage, where the Compton effect dominates, the contrast
shows a low dependence on the selected tube voltage, but the exposure time is reduced significantly
since the SNR increases proportionally to the tube voltage.

The ratio of particle diameter dparticle to pore diameter dpore, referred to as DPP, influences the
measured pore contrast slightly due to the measurement procedure, as shown in Figure 1. Figure 5 shows
the surface curvature changes, as seen in the profile, if the DPP is changed from 2 to 10. The pore
contrast is slightly reduced with decreasing DPP depending on the particle surface curvature and
corresponding line profile change. For large particle diameters, compared to the pore diameters,
the pore contrast does not change any more with increasing particle diameter.

Figure 5. Contrast change as a function of the overlaid profiles of the pore and particle for different
particle diameters. C1 is smaller than C2 for the same pore diameter, since the line profile of the larger
particle (50 μm) is almost a flat plateau in contrast to the smaller particle.
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A significant hardening of the spectrum is observed with increasing particle diameter for
transmission microfocus tubes with diamond window and no prefiltering on the source side.
Furthermore, the noise in the pore image increases due to the attenuation of larger particles.
Consequently, the CNR is slightly reduced.

3.2. Simulation Results

By varying the size of the particles and the pores and determining whether the CNR of the pore
signal in the radiographic image exceeds CNRmin, it can be determined whether a pore can be detected
or not. The CNRmin value of Equation (2) as the visibility limit was verified by three operators for the
simulated pores in the particles and accepted as a valid approach within a precision of about ±15%
of the determined CNR, which was measured as shown in Figure 1 of the modeled images. In total,
about 100 images were created and analyzed. As a result, the CNRmin obtained from Equation (2)
was considered as valid limit by the three human observers. For the given simulation setup with
f = 1.3 μm, a CNRmin for just visible pores of about 3, corresponding to pore diameters of about 4 μm,
was determined. Bigger pores can be detected reliably, as the CNR will always exceed the CNRmin.

Based on this, Figure 6 shows the minimum pore size required in order to detect pores in metallic
powder particles between 10 μm and 150 μm in diameter by means of digital radiography for the
implemented X-ray setup. For the smallest particles with a diameter of 10 μm, the detectable pore
diameter is equivalent to 35% of the particle diameter, while for the largest particles of 150 μm in
diameter, the detectable pore has a diameter of 3% of the particle diameter (see Figure 6). The detectable
minimum pore size increases slightly for very large and very small particles, with a local minimum
at a particle diameter of about 70 μm. This is explained due to effects discussed in Section 3.1,
e.g., the change of the X-ray spectrum (hardening) with increasing particle diameter on the right side
of the graph in Figure 6 and the line profile shape (particle surface curvature), which yields a bias in
the contrast measurement, for the left side of the graph in Figure 6.

Figure 6. Diameter of the minimum pore sizes detectable by digital radiography in metal powder
particles with diameters between 10 μm and 150 μm. The schematic insets are not to scale.

The minimum detectable pore sizes differ only slightly dependent on the selected exposure time
of the detector with gray values of GVmax = 4200 and GVmax = 10,000 due to the limitation by the
detector calibration (remaining detector fixed pattern noise) and internal backscatter in the detector
(see Figure 6). The more highly illuminated image with GVmax = 10,000 demonstrates slightly smaller
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detected pores. This indicates that experimental exposure parameters leading to GVmax = 4200 are
sufficient to detect the smallest pores according to Equation (2) for the present X-ray setup (SRdetector

b ,
detector efficiency, magnification, focal spot size, and exposure parameters).

For GVmax = 4200, the smallest detectable pore sizes for three different particle diameters are
summarized in Table 2, together with an additional example for a large particle with a large pore.
The corresponding simulated images are shown in Figure 7. The additional example with a large pore
is in accordance with a particle and pore size which are examined in the experimental results section
(see Section 3.3).

Table 2. Detectable pore size diameters for different particle sizes (at a maximum gray value of
GVmax = 4200).

Particle Diameter Pore Diameter CNRmin Measured CNR

10 μm 1 3.7 μm 1 3.5 3.9
70 μm 1 3.0 μm 1 3.9 3.9
150 μm 1 4.4 μm 1 2.7 2.8
135 μm 2 40 μm 2 0.3 30.7

1 Smallest detectable pore for the corresponding particle diameter. 2 Large pore and particle size, which was found
in the experiment (see Section 3.3).

   
(a) (b) (c) (d) 

Figure 7. Simulated radiographs (GVmax = 4200) of different particle and pore diameters. The images
were filtered, and the contrast was optimized for printed paper. (a–c) The smallest detectable pores for
a particle diameter of (a) 10 μm, (b) 70 μm, and (c) 150 μm. Image (d) covers a particle diameter of
135 μm and a pore diameter of 40 μm, which is in the range of the particle and pore sizes found in
the experiment (see Section 3.3). White arrows in (b,c) point to the centered pore. All images are in
correspondence with the values listed in Table 2.

The smallest detectable pore sizes were found to be very similar in the range between 3.0 μm
to 4.4 μm for the variety of particle sizes and GVmax = 4200. This can be explained by Equation (3)
using a small focal spot size of f = 1.3 μm and a high magnification of M = 200 as well as the constant
unsharpness of the system, which does not require the particle diameter.

Consequently, an almost constant pore diameter as a visibility limit, independent of the particle
diameter, is expected. Due to the magnification of 200, the object’s scattered radiation does not
contribute to the image formation process. Therefore, only the attenuation differences in the materials
(pores inside the powder particles) are essential for the contrast in the radiographic image. Basically,
as it is measured here (Figure 1), the contrast can be approximated as proportional to the pore diameter,
which applies to small pores. The noise is independent of the pore diameter, when measured in the
free beam area. This approximation was applied since the noise could not be measured accurately
behind the spheres and the noise changes only slightly for low contrast indications. The simulation
did confirm that the visibility limit is just between 3.0 μm and 4.4 μm pore diameter for GVmax = 4200,
for a sphere diameter range of 10 μm to 150 μm and for the selected setup.
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It is shown in Figure 6 that the detectable pore size does vary by about a factor of 1.5 if the particle
size varies by a factor of 15. The volume of a sphere increases with the third power of its diameter.
Because of this geometrical relationship, the minimal detectable pore volume percentage of a particle
of a certain size decreases significantly with the particle size. Figure 8 shows the previous results
(Figure 6) on detectable pores expressed as the volume percent of the particles. For GVmax = 4200,
it can be concluded that for the smallest powder particles of 10 μm, the smallest visible pore volume
amounts to about 5.1 vol.%. For powder particles of 25 μm, the pore volume fraction decreases to
0.25 vol.% and, for the largest powder particles studied with a diameter of 150 μm, the detectable pore
volume is equivalent to only 0.0025 vol.% of the particle volume. With increased exposure time and
higher magnification, even smaller percentages of pore volume in relation to the particle volume can
be detected.

Figure 8. Minimum volume of pores detectable by digital radiography in metallic powder particles
with diameters between 10 μm and 150 μm expressed as the pore volume fraction of the powder
particles. The fraction of the detectable pore volume decreases rapidly with particle size. The schematic
insets are not to scale.

This indicates that the contribution of the smallest detectable pore size in large powder particles to
the overall porosity of the AM part is low and most likely does not affect the mechanical properties of
the AM part. This is true if the volume fraction of the feedstock porosity is negligible and pore healing
strategies in the AM fabrication process are applied [6,37]. A powder porosity of 5.1 vol.% is most
likely critical for small particles with a diameter of 10 μm. The criticality of pore sizes in AM parts is
discussed carefully in the literature, as many authors use very different materials, powder fractions,
melting devices, and process parameters [1,2]. There is no strict rule for which amounts, sizes,
and distributions of porosity in AM parts need to be avoided. In general, the porosity of an AM part
should be as low as possible. However, it makes a difference if a single big pore or multiple very small
pores create the total porosity of the AM part, as from mechanical testing it is known that the parts
commonly crack at the biggest pores present [38]. Filigree and delicate AM parts, e.g., lattice structures,
are especially endangered [26]. Whether a certain pore size or defect distribution is critical or not may
also depend on the material, heat treatment, number of defects, arrangement of defects, location of
the pores (close to surface or not), part geometry, and mechanical load. Most likely, very small pores
and low total porosities are assumed to not be harmful. However, most potential harmful powder
pores and large total feedstock porosities, e.g., hollow spheres or multiple medium-sized pores, can be
detected by radiography for the examined particle diameters. Hence, it can be concluded that digital
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radiography can reliably detect the important pores (in particles with diameters ranging from 10 μm to
150 μm), which potentially have an impact on the AM product.

3.3. Experimental Results and Comparison to Simulation

Figure 9a shows a radiograph and Figure 9b a tomogram of the multi-particle monolayer-like
sample. The tomogram is used here as a basic information standard. From the images, it is obvious
that the radiograph already contains most information of the powder particles, e.g., the diameters,
positions, and shapes of the particles (gray regions), as well as the diameters, positions, and shapes of
the pores (light gray regions). This is due to the prepared monolayer-like sample, which is optimized
for 2D radiography. Most of the particles are located individually. However, in the experiment, it is
difficult to prepare an exact monolayer of powder particles, and hence overlapping of particles may be
observed, leading to dark gray regions. The particles are not ideally arranged and do not cover the
complete detector area. Therefore, the maximum possible number of particles per image is not reached.
Small satellites attached to the surfaces of the particles are visible, which originate from the atomization
process. The shape of several particles deviates from a sphere and they form ellipsoidal-shaped
particles. The imaged sample region contains about 70 particles in the size range of about 100 μm to
150 μm known from the 3D volume analysis. Pores of very different sizes are frequently observed
in this powder sample specimen, which enhances the chance to find very small pores in this sample.
Even multiple pores located in one particle are visible if they do not overlap significantly. The smallest
visible pore diameter found in the radiographic image (see Figure 9a) is about 10 μm. The biggest
visible pore diameters are about 80 μm. Pores with a diameter above 10 μm are directly visible without
any image contrast optimization, as they show a large CNR, which is discussed in detail later. Smaller
pores are more difficult to detect in big particles by human observers, as the total contrast and CNR of
a small pore is low, which was described earlier (see Section 3.1, Figure 5). The detection of very small
pores is difficult, as there is only one sample orientation imaged. The overlap of particles and pores
present here disturbs the analysis. This applies even if the exact position of the pores is known from the
tomogram (see Figure 9b). Therefore, a single particle was investigated in more detail (see Figure 10
and red arrows in Figure 9). In particular, here, a higher exposure time of the detector, leading to
GVmax = 4200, was used.

 

(a) (b) 

Figure 9. Experimental verification of the simulation results. A monolayer-like multi-particle sample
with diameters in between 100 μm and 150 μm and severe porosity inside was prepared and analyzed:
(a) radiography and (b) rendering of the tomogram. A single particle from this monolayer-like sample
was picked (red arrows) and was investigated in more detail (see Figure 10).
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(a) (b) (c) (d) 

  

(e) (f) 

Figure 10. A rendered tomographic image and one radiographic projection of the single-particle sample
with nine pores are shown in (a) and (b), respectively. In (a), the pores are numbered in correspondence
to the index of the pores in Table 3. The contrast and brightness of (b) were enhanced based on filtering
and a histogram correction, as presented in (c,d). In image (b), two red lines mark the profiles which
belong to big pore no. 1 (e) and small pore no. 9 (f), respectively. Small pore no. 9 is highlighted by an
arrow in (d,f).

Table 3. Measured CNR of pores in the single-particle sample.

Pore ID
Pore Equivalent
Diameter XCT

(μm)

Pore Diameter
Radiography

(μm)

CNR from
Radiography

1 44 37 30
2 29 26 20
3 29 23 13.2
4 14 14 10
5 11 12 8
6 8 8 6.2
7 8 7 5.5
8 5 Not detected 1 Not detected 1

9 4 4 2.5
1 Pore no. 8 was detected in the tomogram, but not in the radiograph, since it was overlapped by pore no. 2 at the
selected projection angle (see Figure 10a).

The single particle covers an equivalent diameter of 137 μm. The equivalent diameter of an
irregular shaped volume object (pore, particle) is the diameter of a perfect sphere of equivalent
volume [39,40]. From the tomogram of the single-particle sample (Figure 10a), it is known that
nine individual pores of different sizes are present (see Table 3). However, to detect all pores in the
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radiographic image, one must turn the particle to its optimal projection direction to ensure the projected
pores are visible separately. From different projection angles, the CNR was measured for the nine
pores (Table 3) when the contrast sensitivity was optimal for the observer. Two-line profile plots of a
big (profile plot 1) and a small (profile plot 2) pore are shown exemplarily together with radiographic
images in Figure 10b–f. The contrast of the radiographs was optimized and filtered for the observed
regions in Figure 10b,d to enhance the visibility on printed paper. Larger pores above 10 μm in diameter
show a CNR above 8, whereas small pores down to 4 μm in diameter are close to the detectability limit
of CNRmin according to Equation (2) (see Section 2.3). In some cases, the determined pore diameters
from the radiography were found to be slightly smaller than the calculated volume equivalent pore
diameters [39,40] from the corresponding tomogram. This can be explained by the orientation of
irregularly shaped pores in the 2D projection and the usage of an equivalent pore diameter from the
3D analysis.

The presented numerical simulations show that it is feasible to detect pores down to a diameter of
3.0 μm to 4.4 μm in metallic microparticles of 10 μm to 150 μm in diameter by radiographic imaging,
depending on the exposure parameters and the available setup (see Section 2.5). When comparing the
experimental and simulated results, it is obvious that the numerical model is an idealized approximation
of centered pores but gives valuable estimates of the detectable pore sizes. In practice, an optimal
projection direction is important to identify individual pores if multiple pores per particle occur.
In addition, pores are rarely placed exactly in the center of a particle. Pores located out of the center and
close to the surface tend to be more difficult to detect, as they are placed within a strong signal gradient
originating from the particle shape. Real feedstock powders may show satellites, irregular shapes,
rough surfaces, or irregularly shaped pores, which have an orientation that is not known in any case
when doing radiography. This potentially modifies the detectability. The low CNR of small pores
occurring in the experiment may also originate from a variation of the device parameters. According to
Equation (2), this would influence the required CNRmin to detect a pore of a certain size and may explain
the difficulties to find pores close to the detectability limit in the experimental radiographs. The smallest
detectable pores have a diameter of 4 μm and a CNR of about 2.5 (see Table 3), and therefore the
simulated results are confirmed by the experiment within the measurement precision. As mentioned
before, small pores in large particles have a negligible contribution to the total porosity of the final AM
part. In contrast, large pores with a significant impact on the AM process are detected reliably.

In a final step, the pore size distribution of the metallic particles found experimentally by means
of XCT (see Figure 9b) and 3D image analysis was compared with the visibility limit calculated by the
simulation. Figure 11 shows the histogram of all equivalent pore diameters found in the multi-particle
sample. The theoretical visibility limit from the simulation was found to be 3.0 μm to 4.4 μm for the
used device and exposure conditions and is indicated as a red line. It is concluded from Figure 11 that
more than 99 vol.% of the pore volume present in this powder sample can be detected using digital
radiography within the 95% confidence bound.

3.4. The Potential of Digital Radiography in Comparison to Other Methods for Powder Analysis

AM powders are usually characterized by their shape and size distribution using methods like
sieving, laser diffraction, or light microscopy (Camsizer® [22,25]) methods. However, as highlighted
in this article, the investigation of internal powder defects, e.g., pores, is not necessarily in the scope of
standard investigations. However, the density of a powder is an independent quality characteristic.
To access the density or the pore size distribution of a powder, typically pycnometry, metallography,
or XCT are used.
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Figure 11. Histogram of the pore size distribution found in the metal powder by means of 3D X-ray
computed tomography (XCT). Digital radiography was able to detect pores down to about 5 μm
considering the 95% confidence bound at the selected setup (blue line). The predicted value for centered
pores is 3 μm to 4.4 μm (red line). More than 99 vol.% of the pores volume present in this sample were
detected experimentally.

All of the named methods have their benefits and drawbacks. An AM powder customized
radiography technique comprises the potential to combine the best benefits of the discussed methods
while minimizing the drawbacks. Sieving, laser diffraction, and light microscopy methods can screen
large amounts of powder in a short time, but internal defects are not accessible. Pycnometry can
also characterize large quantities of powder for its density, but not for its pore size distribution.
Metallography or XCT can investigate the density and pore size distribution simultaneously. Still,
both methods screen only small amounts of powder and need special attention, e.g., sample preparation
or image analysis. For metallography, the sample preparation including polymer embedding,
grinding, and polishing, is time-consuming. In addition, the imaging and image analysis takes
time. When metallography is compared to high resolution XCT, it potentially investigates more
particles, since XCT is a volume-based method and its quality of information can be treated as a “gold
standard” for AM powders. However, XCT is a time-consuming method as well, including an optimal
sample preparation, scanning, reconstruction, and image analysis. High throughputs of large powder
batches are difficult to achieve by means of XCT.

As XCT takes projections from various angles of a sample, the data basis for the reconstructed
volume and correspondingly the information content of internal sample features are much larger
compared to digital radiography. However, considering the important information for AM powders,
that pores are present or not, and that the actual position of the pores is not relevant per se, a radiographic
imaging setup should be sufficient. The particle throughput of a radiographic setup compared to XCT
is larger, even when radiography and XCT employ the same X-ray device setup. XCT needs a set of
hundreds of projections from the sample for one scan. At the same time, radiography can image more
particles. This is due to a geometrical relationship between the powder particle sizes and the X-ray
device detector. One XCT scan can cover a cylindrical sample full of particles fitting the detector size.
Imaging monolayer-like arranged powder particles fitting the complete detector by radiography leads
to a larger throughput, when the XCT scan time or the amount of XCT projections is used as a time
equivalent. The radiographic setup needs to be optimized for throughput, sensitivity, and resolution.

138



Metals 2020, 10, 1634

Therefore, digital radiography potentially combines the benefits of the methods, e.g., a high
throughput and detailed internal powder information (pores). Drawbacks exist, as a complex sample
preparation and image analysis need to be replaced by an automatic powder supply apparatus
and dynamic and automated image analysis software, respectively, similar to the already employed
techniques in light imaging and laser diffraction methods.

4. Summary and Outlook

The potential of digital radiography for the quality control of metal feedstock powders for AM in
comparison to XCT was investigated in this work. It was shown numerically that for AM feedstock
powder particles in the size range of 10 μm to 150 μm, pores down to 3.0 μm to 4.4 μm can be
detected by X-ray radiography for the used commercial device in a typical setup and relevant exposure
conditions. In most cases, the detectable pore size is sufficient for a quality control of the AM powder
before it is processed. The numerical results were confirmed by the experiments. However, the selected
X-ray setup is essential to detect smallest pores in particles. It can be improved by using a smaller
focal spot size, higher magnification, longer exposure time, and a detector with smaller inherent
detector unsharpness (lower SRdetector

b value). Experimentally, it turned out that the orientation of
the particles and pores relative to the radiographic projection direction influences the detectability,
e.g., when pores or particles overlap in the radiograph. The minimal detectable pore volume amounts
to around 5.1 vol.% of the particle volume for the smallest particle size studied in this work (10 μm).
For the largest particle size (150 μm), this value decreases down to 0.0025 vol.%. Relevant particle
pores, e.g., pores with a large pore to particle diameter ratio or large total feedstock powder porosities
(multiple pores), with a potential negative impact on the AM process, are detected with high reliability
by digital radiography.

As an outlook, an advanced digital radiography device can be designed to detect pores in AM
powders. The powder would need to be moved on a conveyor belt or in a free-falling setup in order
to achieve a high throughput. In addition, to speed up the imaging process, short exposure times
are required, which can be achieved by faster and more efficient detectors and X-ray sources with
high power and small focal spots, e.g., flash tubes. Such an advanced radiographic imaging setup
would outrange competitive techniques and enable the opportunity to become a standard route for the
quality assurance of AM powders.
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Abstract: Recording the temperature distribution of the layer under construction during laser powder
bed fusion (L-PBF) is of utmost interest for a deep process understanding as well as for quality
assurance and in situ monitoring means. While having a notable number of thermal monitoring
approaches in additive manufacturing (AM), attempts at temperature calibration and emissivity
determination are relatively rare. This study aims for the experimental temperature adjustment
of an off-axis infrared (IR) thermography setup used for in situ thermal data acquisition in L-PBF
processes. The temperature adjustment was conducted by means of the so-called contact method
using thermocouples at two different surface conditions and two different materials: AISI 316L
L-PBF bulk surface, AISI 316L powder surface, and IN718 powder surface. The apparent emissivity
values for the particular setup were determined. For the first time, also corrected, closer to real
emissivity values of the bulk or powder surface condition are published. In the temperature region
from approximately 150 ◦C to 580 ◦C, the corrected emissivity was determined in a range from 0.2 to
0.25 for a 316L L-PBF bulk surface, in a range from 0.37 to 0.45 for 316L powder layer, and in a range
from 0.37 to 0.4 for IN718 powder layer.

Keywords: laser powder bed fusion (L-PBF); selective laser melting (SLM); laser beam melting (LBM);
thermography; emissivity; calibration; thermocouples; 316L; IN718; process monitoring

1. Introduction

Additive manufacturing (AM) technologies comprise several different modern manufacturing
methods. Within metallic production routes, laser powder bed fusion (L-PBF) is of outstanding
interest [1]. Due to the layer-wise nature of the process, L-PBF offers unique opportunities to monitor
the complete production of a part layer by layer. Numerous monitoring approaches using various
technologies and diverse methodologies can be found in the relevant literature [2,3]. They are used to
monitor several different objects in L-PBF, e.g., powder bed compaction [4], particle gas emissions [5],
laser power [6], and thermal emissions [7].
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In this introductory section, a brief overview is given on thermal monitoring in L-PBF and the
theoretical background about emissivity of real metallic surfaces. Furthermore, a brief review on
temperature adjustment attempts for thermography in AM and a short survey on oxidation and its
influence on emissivity are given. In Section 1.5, the calibration approach of this study is introduced.

1.1. Thermal Monitoring in L-PBF

As melting, solidification and cooling are essential for L-PBF, thermal aspects of the component
during manufacturing are of utmost interest. Transient heat flux and thermal history directly affect
part quality and properties of L-PBF components. Therefore, the most applied monitoring approaches
deal with the spatial and temporal monitoring of heat radiation of the built-up [8]. Among the
approaches of thermal condition monitoring, contactless measurement techniques are most common.
Passive infrared (IR) thermography is a technology which was used by several groups of authors for
thermal in situ process monitoring means [7,9–14]. IR thermography can acquire data of thermal
emissions of the process layer by layer with variations in spatial and temporal resolutions, depending
on the particular equipment and setup [12]. Compared to highly localized pyrometric measurements,
IR cameras allow for a relatively large field of view, as well as for the capability to capture different
build parts or different sections of one part at the same time without the need for an implementation
that is coaxial to the laser path.

However, without appropriate calibration or adjustment of the signal of the IR camera used in
the particular conditions of a specific setup, the acquired data provide information on absolute or
relative radiation intensity or apparent temperatures, but not on real surface temperature values. It is
interesting to note that there are currently no standardized procedures and reference standards for
the calibration of infrared cameras in additive manufacturing setups. Therefore, in the following,
temperature adjustment and temperature calibration are used as synonyms. This is due to the fact
that the computation of temperature from data recorded with an IR camera is not only based on
measured radiation intensity but highly depends on the emissivity of the target object [15]. IR cameras
deliver either calculated IR signal values or apparent temperature values [13] (in the case of a previous
black body calibration of the camera itself), or they deliver IR signals proportional to the radiant
flux absorbed by the camera detector [16] (in the case of no previous black body calibrations or no
computational considerations of such a forgone calibration). Commercial IR thermography cameras
are often calibrated for black body radiation by their manufacturer. In these cases, the IR signal values,
delivered by the camera, are sometimes referred as apparent temperatures, as done by the authors in
other work [12]. These apparent temperatures are well below the actual temperatures of the regarded
surfaces. The discrepancy between real temperatures and these apparent temperatures is mainly
a result of differences in emissivity of real surfaces and black body radiators [15] on the one hand,
and additional attenuation effects by optical elements in the optical path between camera and object in
the particular scenery on the other hand [9,12].

Depending on the monitoring goal, the use of IR thermography without determination of real
temperatures due to a missing calibration of the setup can still be very valuable, as for many issues
the relative comparison of apparent temperatures or cooling rates can already provide enough
informative value for particular conclusions, e.g., defect detection [7,12,16] or detection of areas of heat
accumulation [7,13,17]. Therefore, the knowledge of an absolute temperature is not always necessary,
especially when IR thermography is used as comparative mean against a kind of standard condition.
However, there are also several research questions in which the knowledge of a calibrated absolute
temperature or at least a reliable approximation of the absolute temperature would be desirable,
e.g., in the field of validations of numerical modelling [18] or for considerations and classifications of
in situ heat treatments during the L-PBF process [13]. Hence, a calibration of an installed IR camera at
a L-PBF machine is considered to be very useful.
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1.2. Theoretical Background about Emissivity or Real Metallic Surfaces

According to Usamentiaga et al. [15], the most important calibration parameter for temperature
measurement using IR thermography is emissivity. They reported a general procedure to measure
emissivity, i.e., the so-called contact method. This method uses a thermocouple to acquire a reference
temperature of the target object, which is heated up to a temperature of real working conditions.
At these conditions, the apparent temperature of the IR camera can be calibrated against the temperature
of the thermocouple.

Hereafter, a brief excursus into the theoretical background and definition of emissivity is given
and the introduced equations will be used in subsequent sections: The radiosity Wλb of a black body
(a black body is defined by transmittance τ = 0 and reflectance ρ = 0; hence, absorptance α = 1, and thus
its radiosity equals its radiant exitance) is a function of temperature T and wavelength λ and can be
described by Planck’s law, where c1 and c2 are radiation constants [15,19]. The peak intensities for
higher temperatures are shifted towards smaller wavelengths. The shift can be explained by Wien’s
displacement law. Both is graphically illustrated in Figure 1.

Wλb(λ, T) =
c1

λ5
1

exp
( c2
λ·T
)
− 1

(1)

Figure 1. Planck’s law and Wien’s displacement law graphically expressed. The visible spectrum (VIS)
and the mid-wavelength infrared (MWIR) region of the camera of this study are highlighted.

It is worth noticing from Figure 1 that the most relevant temperature regions of solidified surface
temperatures of L-PBF parts during cooling down after laser exposure as well as in the pre-heating
condition prior to laser exposure have their maximum intensity in the mid-wavelength infrared (MWIR)
region. As also summarized by Usamentiaga et al. [15], the integration of Planck’s law through all
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wavelengths leads to the radiant exitance of a blackbody and can be defined as in Equation (2), where σ
is the Stefan-Boltzmann constant (σ = 5.6704 . . . × 10−8 W/(m2 K4)).

Wb,total = σT4 (2)

For the determination of the spectral emissivity, a computation of the spectral exitance is required.
An integration over all wavelengths, leading to Equation (2), would be an ineligible simplification
in the case of the restricted spectrum of wavelengths in thermographic applications. As IR sensors
are always sensitive in a restricted spectral range only, an integration of Planck’s law over the
appropriate wavelengths is required. Figure 2 shows the difference in calculations for an integration
over 2 μm to 5.7 μm (comparable to the spectral range of the sensor used in this study) compared to
the Stefan-Boltzmann approach. This demonstrates clearly that the use of Stefan-Boltzmann would
lead to significant errors.

Figure 2. Theoretical calculations of radiant exitance Wb using the Stefan-Boltzmann approach and an
integration through a limited spectrum of wavelengths.

Real surfaces do not fulfill the definition of a black body. They always emit less energy than a
black body. The ratio of the spectral exitance of a real body Wλr to that of a black body Wλb at the same
temperature is defined as spectral emissivity ελ, see Equation (3).

ελ(λ) =
Wλr(λ)

Wλb(λ)
(3)

The emissivity of a black body is ε = 1, the emissivity of real bodies is smaller (ε < 1).
For simplification reasons, the emissivity ε of solid objects is often treated as a constant and independent
of the wavelength within short intervals, in which IR sensors work [15]. In doing so, real bodies are
assumed to be grey bodies [15].

In the case of unknown transmission losses of the optical path between sensor and target object in
a specific experimental setup, a calculation of the emissivity based on measured reference temperatures

146



Metals 2020, 10, 1546

and apparent temperatures of an IR camera would result in an apparent emissivity εapp of the target
object in the particular scenery which is smaller than the actual emissivity of the target object εreal.

As the aim of this work was the temperature adjustment of a specific MWIR camera setup used
as thermal monitoring device at a particular L-PBF system, thereafter, εapp was used in the further
considerations in a first stage. This simplified the analysis, as the transmission losses of the optical
elements were neglected under the assumption of being constant over the respective temperature
regions. These have often been referred to as being influential factors on emissivity, e.g., by Lane
et al. [9]. In a second stage, a correction of transmission losses and a consideration of radiation of the
ambient temperature were conducted to calculate an approximation of the real emissivity of the target
object εcorr, although still within the grey body approximation.

The emissivity of a real target object depends on several factors: material, surface condition (surface
roughness and oxidation state), viewing angle, temperature and wavelength [20]. The published
reference values of emissivity of different materials in data sheets are usually considered as being
captured perpendicular to the surface of the target object [21]. Metals and their alloys have considerably
low emissivity values and undergo heavy variations due to their surface conditions [22], e.g., polished
steel sheets have ε = 0.1 at a temperature of T = 310 ◦C, but in aged and oxidized condition, they show
an emissivity of up to ε = 0.8. For stainless steel AISI 316 in polished condition, one can find emissivity
values between 0.24 and 0.31 in a temperature range of 200 ◦C to 1040 ◦C [21].

1.3. Calibration Attempts for Thermography in Additive Manufacturing

Within the scope of IR thermography in AM, some work has been published that includes attempts
to calibrate a particular IR camera setup or to evaluate emissivities for particular process conditions.
The differences of the cooling rate of the transition between liquidus and solidus in the melt pool can be
used as a kind of single-point calibration in cases where the temporal or spatial resolution of the camera
allows for reliable capturing of this condition. This was done by Doubenskaia et al. [23] for laser metal
deposition (LMD) using TiAl6V4. They used an IR camera sensitive in a spectral range from 3 μm
to 5 μm and calculated an emissivity of ε = 0.201 at the transition temperature. Yadroitsev et al. [24]
also used the liquidus solidus transition during a L-PBF process using TiAl6V4. They used a CCD
camera setup coaxial to the laser path and measured at a wavelength of 0.8 μm. They calculated
an emissivity of ε = 0.35 at the transition temperature. Heigel and Whitenton [25] determined the
liquidus-solidus transition for the calibration of a SWIR camera monitoring the L-PBF process of
the nickel-based alloy IN625. Additionally, they calculated the effective emissivity of a L-PBF IN625
surface as ε = 0.168, based on the transition temperatures [25]. Other work by Lane et al. [9] argued for
using assumption-based estimations of uniform emissivity values of ε = 0.5 as long as no measured
emissivity values are available and in order to still use temperature values instead of IR signal values.

As mentioned above, a possible approach for transforming IR signals or apparent temperatures
of IR cameras into real temperatures is the synchronous use of a second but already calibrated
temperature measuring technique during IR capturing, which measures the temperature of the object
of investigation directly as a reference. The classic approach for this is the contact method, using
thermocouples (TC) for reference temperature measurement. There is only limited work published
on this for L-PBF. Heigel et al. [26] and Williams et al. [14] presented calibration results of the contact
method for their specific camera setups.

Williams et al. [14] installed an IR camera of type A 35 (FLIR Systems Inc., Wilsonville, OR, USA)
in the build chamber of a commercial L-PBF system of type AM250 (Renishaw plc, Wotton-under-Edge,
UK) using an observation angle of 24◦ (detector plane to build plane). The resulting resolution of
their setup was approximately 1 mm2 per pixel, captured at a framerate of 60 Hz. They used a heated
AM calibration component manufactured by L-PBF using 316L with and without powder on top
of it. The real surface temperature was measured by one TC. The results were directly used for a
determination of in-process surface temperatures of built parts, which were monitored afterwards in
the same study. They abstained from any calculation of apparent or real emissivity values.
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Heigel et al. [26] calibrated an IR camera sensitive in a reduced spectral range of 1.35 μm to 1.6 μm
by using a purposely built calibration setup outside of a L-PBF system. Their calibration setup ensured
similar conditions to their monitoring setup at a L-PBF system of type M270 (EOS GmbH, Krailing,
Germany) presented by Lane et al. [9], i.e., using an observation angle of 45◦ to 43.7◦. They used a
heated AM calibration component manufactured by L-PBF using IN625. They calculated an emissivity
ε = 0.680 of a rather smooth surface (Sa approximately 12 μm) and an emissivity ε = 0.761 of a rather
rough surface (Sa approximately 27 μm). Oxidation of IN625 was also considered, but resulted in
being negligible as a factor of emissivity in their study. However, the question as to whether the not
purposely oxidized specimens (post process oxidation was conducted for some specimens) might have
already been oxidized during the built process remained unclear.

1.4. Oxidation and Its Influence on Emissivity

In the frame of this study, knowledge regarding oxidation growth at steel surfaces and its effect
on emissivity in general is needed for the discussion section. Hence, a brief excursus is given hereafter,
based on the relevant literature, summarizing published results on oxide layer thickness of steels
and its influence on emissivity. Thickness growth of material dependent oxide layers depends on
atmosphere, temperature and time. When assuming a constant atmosphere, temperature and time
play important roles in the evolution of an oxide layer.

Hakiki et al. [27] measured the oxide film thickness of austenitic stainless steel AISI 304 (1.4301)
tempered in the temperature range between 50 ◦C and 450 ◦C in air for 2 h. The film thickness varied
between 8 nm (50 ◦C) and 30 nm (450 ◦C) [27].

Kämmerer [28] measured the thickness of oxide layers of cold-rolled plates of the ferritic steel AISI
441 (1.4509) tempered in air. She showed the exponential relationship between tempering temperature
and oxide layer thickness. She examined a change in oxide layer growth rate between 400 ◦C and 500 ◦C
towards higher growth rates for higher temperatures, at a tempering time of 10 h. At a tempering
temperature of 400 ◦C, no significant change of oxidation thickness could be revealed between holding
times of 1 h and 10 h. The measured oxide layer thickness was between 3 nm and 3.5 nm at a tempering
temperature of 400 ◦C and approximately 4 nm at 500 ◦C (holding time 10 h). However, repeated
tempering with interim cooling down (10 times 1 h at 400 ◦C) resulted in doubling of the oxidation
layer thickness [28].

According to Janssen [29], who studied oxidation of austenitic stainless steel AISI 304 (1.4301) in
air, the literature values about the thickness of a passive oxidation layer of steels varied between 1.5 nm
and 8 nm (mostly in the area 2 nm +/− 0.6 nm). During his oxidation experiments, a slight yellow
annealing color started to be visible by eye at 550 ◦C (5 min holding time) changing to gold-yellow
at 600 ◦C (9 min holding time) and darkened after a subsequent 10 min holding time at 595 ◦C.
During the temperature rise from 410 ◦C to 550 ◦C, he observed a distinct increase in oxidation of
chromium and iron. From approximately 580 ◦C and especially from 600 ◦C, the oxidation rate of
iron increased strongly, while the chromium oxidation rate increased slightly. This was in accordance
with his measurements of the oxidation layer thickness: A first distinct growth of the oxidation layer
was measurable after a temperature rise from 410 ◦C to 550 ◦C, followed by a strong increase in the
temperature region from 550 ◦C to 600 ◦C. At 900 ◦C, the oxidation layer thickness was around 35 nm
to 65 nm with an additional 2 μm to 3 μm thick scale layer.

Iuchi et al. [30] investigated the modelling of an emissivity change during the growth of oxide
layers for a wavelength of λ = 1.5 μm at cold rolled steel tempered at 500 ◦C. They found that the
emissivity behavior of oxide films thinner than 5.8 nm was almost identical to that of non-oxidized
surfaces. For oxide films thicker than 39.1 nm, the emissivity behavior changed drastically from
approximately ε = 0.3 (at 5.8 nm) to approximately ε = 0.7 (at 39.1 nm); ε = 0.8 (at 54.2 nm); ε = 0.87
(at 82.7 nm) [30].

According to Zauner et al. [31], the change of emissivity of steel surfaces due to the growth of
an oxide layer reached a first maximum above ε > 0.8 for an oxide film thickness of about 100 nm.

148



Metals 2020, 10, 1546

While the emissivity fluctuated in the beginning of the growth phase, it started to stabilize after
reaching approximately 500 nm film thickness at a value of ε = 0.85. These results were based on
theoretical calculations. The fluctuations stem from interference phenomena of reflectance at oxide
films at metallic surfaces which depended on oxide film thickness [31].

Del Campo et al. [32] studied the oxidation kinetics of iron below 570 ◦C and conducted emissivity
measurements at four different temperatures: 415 ◦C, 480 ◦C, 535 ◦C, 570 ◦C. Their results for thin
oxide films were not contradicting to the afore mentioned. However, they had a stronger focus on
various spectral wavelengths and on thicker oxide layers resulting from longer holding times.

1.5. Calibration Approach of This Study

The literature basis regarding emissivity determination and IR camera calibration for L-PBF
is limited, also due to the requirement of specificity of each setup. Thus, this study aimed for the
experimental temperature adjustment of an off-axis MWIR thermography setup, which was used for
in situ thermal data acquisition of L-PBF processes in other studies of the authors [13,17]. The contact
method was applied for this purpose. Furthermore, a correction of apparent emissivity values of the
specific setup was pursued in in order to receive setup independent emissivity values of L-PBF bulk
material and powder layers, which might be useful for, e.g., numerical simulations. A third goal of this
work was the transferability of the technical equipment used during the calibration for the later use in
other specific setups.

2. Materials and Methods

This section describes the experimental setup, the used equipment and materials, as well as the
experimental variations.

2.1. Thermographic Measurement Setup and L-PBF System

A MWIR thermographic camera of type ImageIR8300 (InfraTec GmbH, Dresden, Germany)
was mounted on top of a commercial L-PBF system of type SLM280HL (SLM Solutions Group AG,
Lübeck, Germany). It had optical access to the build chamber through a purposely installed sapphire
window in the ceiling of the chamber. The optical path was deflected by two gold mirrors to shift the
observation field in the direction of the center of the build plate while keeping the angle of observation
at approximately 0◦ (angle between detector plane and build plate plane). Compared to similar off-axis
IR camera setups used as thermal monitoring device in L-PBF (cf. Krauss et al. [33], Lane et al. [9]),
the nearly perpendicular view onto the build plane is beneficial in terms of having a large focus area.
Tilted systems are always faced with very limited areas which are in focus and usually have large
defocused areas. A schematic and two photographs illustrate the setup in Figure 3. The same setup was
also used in other work of the authors [13,17] in the same configuration for in situ process monitoring
means. The schematic also includes the heating device, which is described in Section 2.2.
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Figure 3. MWIR camera setup: installed camera on top of L-PBF machine ((a) side view, dimensions
of the process chamber: (280 × 280 × 360) mm3; (b) top view, dimensions of the camera body;
(244 × 120 × 160) mm3; (c) schematic, not to scale).

The camera used a cooled InSb-focal-plane-array of size 640 pixel × 512 pixel and a bit resolution
of 14 bits was used. A 25 mm objective lens was used, resulting in a spatial resolution of the setup of
approximately 420 μm per pixel length. No additional external filters were used. The camera was
sensitive in a spectral range from 2 μm to 5.7 μm. The optical path outside of the build chamber was
shielded by blackened metallic tubes, it could be interrupted manually by a shutter. According to the
manufacturer’s specifications, the reflectivity of the gold mirrors was above 99% in the spectral range
of the camera, the transmissivity of the window above 83%. Typical spectral reflectivity (mirrors),
transmissivity (window, objective, camera internal filters) and sensitivity (camera detector) were
known to be at least in the relevant spectral range between 2 μm and 5.7 μm and were used for the
emissivity calculation in Section 3.3.

The camera was calibrated using a black body radiator by the manufacturer in different calibration
ranges that could be chosen for the specific experiment. The following camera calibration ranges were used:

• 60–200: valid for black body temperature of 60 ◦C–200 ◦C (integration time: 89 μs),
• 200–400: valid for black body temperature of 200 ◦C–400 ◦C (integration time: 193 μs; internal

attenuation filter A within the camera),
• 300–600: valid for black body calibration temperature 300 ◦C–600 ◦C (integration time: 45 μs;

internal attenuation filter B within the camera).

Frame capturing of the camera was conducted at 100 Hz. To reduce the amount of data, a subframe
was used for capturing a size of 224 pixel × 160 pixel, similar to the cited in situ measurements.

2.2. Heated Reference Device

A specimen was manufactured by L-PBF using 316L, which was used as the heated AM reference
part. The manufacturing parameters were in accordance with the standard parameters used in [13]
(laser power of 275 W; scanning velocity of 700 mm/s; hatch distance of 0.12 mm; layer thickness
of 0.05 mm; bi-directional scanning parallel to the edges of the specimen). No additional up-skin
parameter was applied. The surface area roughness of the top surface was approximately Sa = 7 μm,
determined at two areas of 0.8 mm × 10 mm using a coherence scanning interferometry profilometer
of the type Nexview (Zygo Corp., Middlefield, CT, USA). The cuboid specimen had the dimensions
13 mm × 20 mm × 140 mm. In the middle of the upper surface of the specimen, a cross-like artefact
with a depth of 0.5 mm was manufactured to help finding the focus level during the calibration
experiments. The rim of the specimen was elevated by 0.5 mm at a width of 1 mm.

A fixture was constructed that ensured the upright standing of the specimen, as well as thermal
insulation between the specimen and the fixture by ceramic plates. A heating mat and a heating
inverter of type ST11 (Sokol-Therm Deutschland GmbH, Eisenhüttenstadt, Germany) were used to
heat up the specimen. The specimen was wrapped by the heating mat and placed within a sheet
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metal enclosure. For insulation reasons, an insulation wool was placed between the heating mat and
the enclosure. To shield heat radiation towards the camera which did not come from the heated AM
specimen, high-temperature fiberboard was used to cover the top of the heating device. Four K-type
thermocouples (TC, TC1 to TC4) of 0.127 mm diameter were spot welded at the four sides of the
specimen approximately 1 mm below the upper surface of the rim. At one side, an additional TC
(TC Inv.) was installed to act as target measuring point for the heating inverter. The responses from the
thermocouples were acquired through a measuring amplifier device of type MX1609 (HBM GmbH,
Darmstadt, Germany) at a sampling rate of 10 Hz. The heating device was positioned by lowering the
build plate lift of the machine in such a way that the surface of the reference specimen was in the usual
build plane of the L-PBF setup. A schematic of the specimen surface and the clamping are shown in
Figure 4. This also includes the positioning of the thermocouples. Figure 5 shows photographs of the
heating device. Two separate TCs were spot welded at the sheet metal and the substrate, respectively,
in order to monitor the heat development at the device.

Figure 4. (a) schematic of heating device without outer insulation; (b) schematic of specimen surface
indicating TC positions.
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Figure 5. Photographs of mounted heating device: L-PBF reference specimen (1); heating mat (2);
insulation wool (3); sheet metal enclosure (4); high-temperature fiberboard on top of the device (5);
the heating device is placed at its measuring position (position 1, as described in Section 2.4.3).

2.3. Examination Methodology

Recording of MWIR camera data and TC data was started synchronously by the experimental
conductors at different times during the heating cycle. The apparent temperature data of the MWIR
camera were gained by using the software IRBIS3 professional (InfraTech GmbH, Dresden, Germany).
Four regions of interest (ROIs) were defined across the top surface of the specimen, excluding the
cross in the middle of the surface as well as the rim in order to exclude additional surface property
effects, cf. Figure 6. The mean temperatures of these four ROIs were exported as ASCII files. Subsequent
analysis was conducted using the software Origin 2019 (OriginLab Corporation, Northampton, MA, USA).
The total mean of all pixels within the four ROIs was taken as apparent temperature value of the camera.
Considerations of standard deviations and fluctuations are discussed in Section 3.5. The TC temperature
data were also analyzed using Origin 2019.

 

Figure 6. Schematic of the ROIs (purple color) for data capture.
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2.4. Experimental Measurment Variations

The temperature calibration experiments were conducted at different conditions, which are
introduced in this section. Unless stated otherwise, all experiments were conducted under typical
L-PBF working conditions. Thus, the experiments were conducted inside the build chamber and
under argon gas atmosphere at a gas flow velocity of approximately 21.5 m/s (measuring sensor in the
gas circulation pipes), with a gas flow flushing the chamber from the right to the left. A one-point
nonuniformity correction (NUC) was always conducted before the beginning of any new capturing of
the MWIR camera. This was done by placing a shutter in the optical path outside of the build chamber
and using the NUC function of the camera. The optical shutter was at room temperature. A manual
refocusing of the objective lens was conducted whenever a blackbody calibration range of the camera
was changed. This was necessary, since the additional camera internal filters A and B in the calibration
ranges 200–400 and 300–600 changed the optical path length.

The following experimental variations were investigated using different camera calibration ranges:

• 316L L-PBF surface at temperatures between 100 ◦C and 700 ◦C,
• 316L powder layer at temperatures between 100 ◦C and 650 ◦C,
• IN718 powder layer at temperatures between 100 ◦C and 650 ◦C, and
• 316L oxidized L-PBF surface at three different positions.

The individual experiments are explained in detail in the respective sections.

2.4.1. Temperature Variations at a Non-Oxidized L-PBF Surface (316L)

During the temperature variation experiments, the virgin 316L L-PBF specimen was heated up to
a temperature of 750 ◦C in several stages in the L-PBF build chamber. Data couples of TC temperatures
and apparent temperatures were acquired. The heat up was paused at different temperature stages to
reach temperature plateaus. Different camera calibration ranges were used during the data acquisition
(see Section 2.1). The sheet metal enclosure of the heating device reached a maximum temperature
of approximately 350 ◦C and the substrate of the fixture a maximum temperature of approximately
375 ◦C during the heating experiments. All temperatures measured by the temperature sensors of
the L-PBF system stayed within the narrow rage of the specifications of the manufacturer during the
experiments, e.g., the build chamber temperature was between 31 ◦C and 36 ◦C.

2.4.2. Temperature Variations at Powder Surface (316L and IN718)

Two different powder materials were spread on top of the specimen in two separate experiments
before the heating up. The powder was manually placed using a spatula in the middle of the top
surface of the specimen and then spread manually over its entire surface by using a razor blade.
Thereby, a powder bed of approximately 500 μm thickness was generated according to the dimensions
of the rim. Table 1 contains information of the powder properties according to supplier’s information
(SLM Solutions Group AG, Lübeck, Germany). The heating device with the powder bed on top was
heated up to 650 ◦C in several stages.

Table 1. Powder properties according to supplier’s information.

Powder Properties
Powder 1

AISI 316L (1.4404)
Powder 2

Inconel 718

D10 in μm 18.22 25.50

D50 in μm 30.50 37.60

D90 in μm 55.87 57.07

Mean diameter in μm 34.69 39.49

Apparent density in g/cm3 4.58 4.56
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2.4.3. Positioning

To evaluate a potential influence of the x-y position of the target object within the build chamber,
measurements were conducted at three different positions as illustrated in Figure 7. The heating
device was placed manually. The measurements were carried out at a specimen surface temperature of
around 400 ◦C. The center of the specimen was approximately located at the following coordinates
(reference 0 as in Figure 7, coordinates in mm): x140, y66 (Position 1); x113, y81 (Position 2); x143,
y140 (Position 3). Position 1 and position 2 are approximately at the positions where two of the in situ
monitored specimens of [13,17] were located. Position 3 was representative of a specimen in the center
of the L-PBF substrate plate. The tilt of the gold mirrors as well as the focus of the camera had to be
adjusted to capture position 3. Position 1 and position 2 were located within the same chosen field
of view. These measurements were conducted using an oxidized specimen, which was oxidized in
pre-tests of the heating device up to a temperature of 600 ◦C outside of the L-PBF machine at ambient
atmosphere beforehand. Apart from the position shifts described here, all other experiments were
conducted at approximately position 1.

Figure 7. Positioning of the heated specimen on top of the (lowered) build plate.

2.5. Determination of Emissivity Values

Two different ways of determining emissivity values were implemented, resulting in non-corrected,
so-called apparent emissivity values and corrected, closer-to-real emissivity values. The values were
calculated for the distinct measurement points, which comprised the temperature of the thermocouples
TTC, the apparent temperature of the MWIR camera Tapp, and the temperature in the build chamber T0.

2.5.1. Determination of Apparent Emissivity Values

The computation of emissivity values without consideration of transmission losses and thermal
stray radiation leads to the so-called apparent emissivity εapp. The apparent emissivity εapp can be
computed using Equation (3) (neglecting the wavelength dependency, grey body approximation).
Thereby, an integration of Equation (1) (Planck’s law) in the spectral range of the MWIR camera
(λ1 = 2 μm to λ2 = 5.7 μm) for the reference TC temperature (Wλb) and for the apparent temperature of
the camera of the respective calibration range (Wλr) must be conducted:

ελ(T = TTC) =

∫ λ1
λ2

Wλr
(
λ, Tapp

)
dλ∫ λ1

λ2
Wλb(λ, TTC)dλ

(4)

This simplified analysis was performed, since it is a widely used way to estimate emissivity values.

2.5.2. Determination of Corrected Emissivity Values

The calculation of the apparent emissivity by Equation (4) is a rough estimate. This analysis
neglects the radiation that was reflected from the surroundings at the surface as well as all the spectral
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characteristics of all optical elements and the camera detector. Assuming a homogeneous thermal
background radiation of a black body at temperature T0, the emitted spectral radiosity of a grey body is:

Wλr(λ, T, ε, T0) = ε(T)·Wλb(λ, T) + (1− ε(T))·Wλb(λ, T0) (5)

Here, the spectral and angular dependence of ε are still neglected; thus, the determined values
are still effective values for the spectral range of the camera. To better estimate the surface emissivity,
first, the total irradiance measured by the camera during calibration at a black body was calculated,
considering the spectral transmissivity of the optics present during the calibration τopt,cal(λ) and the
spectral responsivity of the detector S(λ):

Ecal(T) =
∫ ∞
−∞

Wλb(λ, T)·τopt,cal(λ)·S(λ)·dλ (6)

Please note that the influence of the atmosphere (absorption and emission) is neglected here as
well. Knowing the needed optical properties (at least typical values), Ecal(Tapp) can be calculated for all
measured apparent temperatures Tapp, using Equation (6). Then, in a next step, the radiance of the
surface that was measured during the experiment by the camera can be calculated as follows:

Emeas(T, ε, T0) =

∫ ∞
−∞

Wλr(λ, T, ε, T0)·τopt,meas(λ)·S(λ)·dλ (7)

For each measurement point above, the temperature of the inner ceiling of the build chamber was
monitored by the L-PBF system’s sensors. This temperature was used as surroundings temperature
T0 here. Please note that the experimental transmissivity τopt,meas(λ) was dependent on the selected
calibration range of the camera, since the camera internal absorptive filters differed.

As the camera outputs the same values at the same irradiance rather than at the same temperature
of the object observed by the camera, the emissivity can be reconstructed by setting:

Ecal
(
Tapp
)
= Emeas(TTC, ε, T0) (8)

for each measurement point (TTC, Tapp, T0), where εwas the only unknown variable. Thus, εcorr was
determined by:

εcorr = arg min
0<ε<1

∣∣∣∣Emeas(TTC, ε, T0) − Ecal
(
Tapp
)∣∣∣∣ (9)

3. Results and Discussion

3.1. Selection of Thermocouples

The TCs showed temperature deviations depending on their position with respect to the sample
surface and the gas flow, as shown in Figure 4. Figure 8 shows exemplarily a sequence of TC
measurements during a cooling down phase of the specimen. While deviations of the measured
temperature were small between TC1, TC3 and TC4, the temperature measured at TC2 was remarkably
lower than at the other TCs. TC2 was directly placed in the gas flow. This deviation could be associated
with the gas flow, as the difference decreased when reducing the gas flow velocity at the times of
103.5 s (21.5 m/s before 103.5 s), 217 s (reduction to 14.9 m/s until 217 s), 330 s (reduction to 8.9 m/s
until 330 s) and 344 s (reduction to 0 m/s until 344 s, no gas flow after 344 s) in the presented example.
Thus, TC2 values were excluded from further examinations. The mean of TC1, TC3 and TC4 was taken
as surface reference temperature in all subsequent considerations. A constant surface temperature was
assumed. A consideration of measurement uncertainty is given in Section 3.5.
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Figure 8. Effect of gas flow on TC temperature. The gas flow velocity decreases at the highlighted times.

3.2. Apparent Emissivity

The apparent emissivity values are presented in the following subsections for the 316L L-PBF
surface, the 316L powder layer and the IN718 powder layer.

3.2.1. Apparent Emissivity of the 316L L-PBF Surface

The comparison of the reference temperature values of the 316L L-PBF surface, the mean value of
three TCs (see Section 3.1), and the respective apparent temperature values, calculated as the mean
apparent temperature of the four ROIs (see Section 2.3) of the MWIR camera data, clearly indicated
that the apparent temperature values of the black body calibrated MWIR camera underestimated the
reference temperatures. The difference between reference temperature and apparent temperature
increased from approximately 64 ◦C to 181 ◦C at reference temperatures of approximately 134 ◦C and
579 ◦C, respectively. This underestimation was not surprising, as the emissivity of the real L-PBF
surface was expected to be much smaller than unity, which was assumed by the apparent temperature
computation of the camera. Figure 9 displays data couples of TC reference temperatures and apparent
temperatures of the MWIR camera (black hollow symbols). Three different calibration ranges of
the camera were used to measure the large variance of surface temperatures during the experiment
(see Section 2.1). The measured data for each calibration range are distinguished by the distinct
symbols (circle, square, triangle) in the plot. The connected data points of the calibration ranges 60–200
and 200–400 follow a linear trend, whereas a non-linear trend is revealed for the calibration range
300–600. In addition, steps between the curves of the distinct calibration ranges are noticeable. Both are
discussed in the course of the emissivity determination, below.
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Figure 9. Apparent temperature (black hollow symbols) and apparent emissivity (blue full symbols)
of 316L L-PBF bulk surface over measured TC temperature. In the camera calibration range 300–600,
measurements were conducted before the onset of increased oxidation (star symbols) and after oxidation
(circle symbols).

The apparent emissivity εapp of the 316L L-PBF surface was computed using Equation (4) (neglecting
the wavelength dependency, grey body approximation) for all data couples presented in Figure 9 (reference
temperatures between 134 ◦C and 700 ◦C). In addition to the temperature data couples (black hollow
symbols), Figure 9 displays the respective apparent emissivity εapp (blue full symbols).

The apparent emissivity εapp of the surface of the L-PBF specimen in the particular setup showed a
decrease in the camera calibration range 60–200 with increasing temperature, starting at εapp = 0.25 at a
temperature of 134 ◦C, leveling off to εapp = 0.18 at temperatures above 300 ◦C. However, the radiation
of the ambient temperature was not considered for this calculation of the apparent emissivity. Especially
for lower temperatures, which were of a similar magnitude as the ambient temperature, the radiation
of ambient temperature is expected to lead to significant falsifications if not considered. A correction
analysis including data of measured ambient temperatures of the build chamber of around 33 ◦C is
presented in Section 3.3.

When switching the calibration range from 60–200 to 200–400 at constant TC temperature,
there was a jump in the apparent temperature of more than 25 K. This led to an increased apparent
emissivity of the surface of the L-PBF specimen of approximately εapp = 0.28 at temperatures between
350 ◦C and 580 ◦C. To examine this peculiar effect, additional experiments were conducted outside
of the L-PBF setup: Firstly, experiments were performed using a black body radiator (Fluke 4181,
Fluke Corporation, Norwich, UK) set to a temperature of 200 ◦C. Changes of the camera calibration
range between 60–200 and 200–400 showed only a small deviation of the measured temperature by
the camera of below 1 K, indicating a correct black body calibration. Secondly, further investigations
using 316L samples produced in the described L-PBF machine, heated on a hot plate to 200 ◦C were
conducted. Here, the jump in the apparent temperature observed in the calibration experiment at
the L-PBF setup was reproduced. Thus, this effect was in fact caused by the non-unity emissivity of
the material. A consultation of the camera manufacturer revealed that the absorptive filter elements
that were introduced to the optical path within the camera in the calibration ranges at elevated
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temperatures (200–400, 300–600) have a transmissivity that strongly depends on the wavelength.
Therefore, their spectral transmissivity had to be considered for a correct emissivity determination
and correction. A further analysis is presented in Section 3.3. The big step between the apparent
emissivity values of distinct calibration ranges obtained by the simple analysis approach can be seen
as an imposing example of the risk of data misinterpretation when using commercial thermography
cameras with various calibration ranges. Unless clearly stated by the vendor, one has to be very careful
when transferring experimentally determined values to slightly other conditions of the setup, in this
case to another camera calibration range.

3.2.2. Oxidation Effects on the Apparent Emissivity of the 316L L-PBF Surface

At TC temperatures above approximately 500 ◦C, tempering colors could be recognized by the
human eye, beginning with a slightly brownish appearance, which darkened until approximately
580 ◦C and then turned into a bluish appearance, inspected through the green UV protection window
of the process chamber door. Thus, despite the low oxygen content in the build chamber during the
experiments, oxidation of the heated surface was still occurring. Oxidation layers can drastically
change emissivity values. This effect is well known in the literature [20], and an excursus into this
matter is therefore given in the introduction Section 1.4.

Such an oxidation-driven change of emissivity values was clearly revealed at temperatures above
580 ◦C (compare Figure 9). Additionally, a slight increase in apparent emissivity could be seen for
temperatures above 500 ◦C (increase from 0.28 to 0.29), which might be attributed to the onset of
oxidation as visually noticed during the heat up. While the apparent emissivity change between 500 ◦C
and 580 ◦C was very small, the emissivity values changed drastically above 580 ◦C. The oxidation
of the surface got too strong to present reliable emissivity values of an unoxidized or only slightly
oxidized 316L L-PBF surface above 580 ◦C. The measurement data which are displayed transparent in
Figure 9 and their respective computations of emissivity values were heavily influenced by a change
of emissivity due to oxidation. This was in good agreement with the visually noticeable tempering
colors and the literature review. For example, apparent emissivity values of 0.58 were determined
using the same camera in the laser metal deposition of AISI 316L, where stronger oxidation is expected
to occur due to a less efficient shielding of oxygen by a local shielding gas flow in surrounding air
conditions [34].

Remarkably, there are measurement points between 500 ◦C and 580 ◦C TC temperature, which
were obtained at different times and different camera calibration ranges, i.e., calibration ranges
200–400 and 300–600, showing huge differences in apparent emissivity for the same temperatures.
The measurement of the data points symbolized by full circles (calibration range 300–600) was
conducted approximately 70 min after the measurement series symbolized by triangles (calibration
range 200–400). The temperature of the specimen in between these two measurement series was
constantly higher than 530 ◦C, most of the time around 600 ◦C. Apparently, the oxidation layer
thickness was still very small during the measurements in the calibration range 200–400, but had
enough time and temperature to grow before the measurements at a calibration range of 300–600
were conducted. This would explain the discrepancy between apparent emissivity for the same TC
temperatures. Interestingly, the apparent emissivity step in Figure 9 between the calibration ranges
200–400 and 300–600 can be explained by oxidation without further correction for the change of the
internal filter of the camera: The measurement of the extra dot (star symbol) was taken using the
calibration range 300–600 during the measurement series represented by triangles (200–400), and thus
before the strong oxidation started. It shows a very similar apparent emissivity to the results obtained
in the 200–400 calibration range. This observation might be explained by a similar spectral dependence
of the transmissivity of filter A and B (at lower amplitudes for filter B). This is important to know,
for any later use of these calibration ranges, which were identified as most relevant for in situ L-PBF
monitoring means (cf. [13]).
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3.2.3. Apparent Emissivity of the 316L Powder Layer

The determination of the apparent emissivity and the comparison of TC reference temperatures
and thermographically acquired apparent temperatures of the 316L powder layer followed the same
procedure as for the solid 316L L-PBF surface, described and discussed in the previous section. Figure 10
displays the respective temperature data couples and computed apparent emissivity values of the 316L
powder for the three different camera calibration ranges. For comparison reasons, it also contains the
respective values of the L-PBF 316L surface at similar conditions in transparent colors.

The non-corrected emissivity values of the powder layer leveled to approximately εapp = 0.33 in
the camera calibration range 60–200. Before the onset of increased oxidation above 580 ◦C, apparent
emissivity was calculated to approximately εapp = 0.43 for the camera calibration ranges 200–400 and
300–600. In comparison to the solid L-PBF surface of the same material, the 316L powder layer showed
significantly increased emissivity values. This was already mentioned in the literature, e.g., in [14],
and originates from the strongly increased surface roughness of a powder layer compared to a solid
L-PBF surface. It also explains the potential occurrence of apparent temperatures of new recoated
powder layers which could be higher than the apparent temperatures at the same position prior to
recoating in L-PBF real manufacturing, monitored by in situ thermography, as in [17].

Figure 10. Apparent temperature (black hollow symbols) and apparent emissivity (green full symbols)
of the 316L powder layer over measured TC temperature. For comparison, apparent temperature (gray
hollow symbols) and apparent emissivity (blue full symbols) of the 316L L-PBF bulk surface over TC
temperature are also depicted.

3.2.4. Apparent Emissivity of the IN718 Powder Layer

The determination of the apparent emissivity and the comparison of TC reference temperatures
and thermographically acquired apparent temperatures of the IN718 powder layer followed the
same procedure as for the 316L L-PBF surface, described and discussed in Section 3.2.1. The results
are plotted in Figure 11. The non-corrected emissivity values of the IN718 powder layer leveled
to approximately εapp = 0.34 in the camera calibration range 60–200. The apparent emissivity was
calculated to approximately εapp = 0.41 to 0.42 for the camera calibration ranges 200–400 and 300–600.
The determined apparent emissivity values of the IN718 powder layer were at a similar level as the
values of the 316L powder layer, depicted in Figure 12. In contrast to the 316L powder, the rise of
apparent emissivity values above 580 ◦C is significantly smaller, which is assumed to be attributed to
other oxidation kinetics for the nickel-based IN718 as compared to the stainless steel 316L. This is in
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good agreement with experiments by del Campo et al. [35], who showed a rather small influence of
short-term oxidation at 700 ◦C of IN718 on emissivity.

Figure 11. Apparent temperature (black hollow symbols) and apparent emissivity (brown full symbols)
of IN718 powder layer over measured TC temperature.

Figure 12. Comparison of apparent emissivity results of IN718 powder layer (brown full symbols) and
316L powder layer (green symbols) over measured TC temperature.

3.3. Determination of Corrected Emissivity

The corrected emissivity values εcorr are presented in the following subsections for the 316L L-PBF
surface, the 316L powder layer and the IN718 powder layer. The correction analysis is described in
Section 2.5.2.

160



Metals 2020, 10, 1546

3.3.1. Corrected Emissivity of 316L L-PBF Surface

When considering the radiation that was reflected from the surroundings at the surface as well as
all the spectral characteristics of the optical elements including the different internal filters as described
above, some fundamental changes of the corrected emissivity curves compared to the apparent
emissivity curves (discussed in Section 3.2.1) can be observed. Figure 13 compares the corrected
emissivity values with the non-corrected apparent emissivity values. The following discussion focuses
on the emissivity values of the non-oxidized surface, i.e., below 580 ◦C.

Figure 13. Comparison of corrected (blue symbols) and non-corrected apparent (black hollow symbols)
emissivity values of 316L L-PBF bulk surface over measured TC temperatures.

First of all, the significant effect of apparently increasing emissivity values in the lower temperature
region decreased drastically. The radiation of the surroundings (build chamber temperature around
33 ◦C) had a strong influence at relatively low temperatures of the target object, which resulted in the
apparent increase of the non-corrected emissivity values with decreasing TC temperatures. Therefore,
the corrective analysis flattened the curve in this region. However, there is still a slight increase below
a TC temperature of 250 ◦C. This was assumed to be a result of the position of the TC of the L-PBF
system within the build chamber, which was located toward the front of the chamber ceiling, rather
than close to the optical path of the IR camera. As a result of the TC position, a slight underestimation
of the radiation of the surroundings T0 could be assumed to be responsible for this, as, e.g., a value of
T0 = 38 ◦C leads to a complete flattening of the curve.

Secondly, the huge jump of the apparent emissivity values connected to the change of the
calibration range of the camera from 60–200 to 200–400 almost disappeared by the correction analysis
as a result of the consideration of the distinct spectral transmissivities of the respective internal
filters, which changed with the changing calibration ranges. The small remaining jump between
the real emissivity values of the different calibration ranges is assumed to be attributed to possible
slightly differing optical parameters of the actual optical elements from the typical values used for the
calculations (see Section 3.5).
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It was revealed that the emissivity of the L-PBF bulk surface used in this experimental setup
increased with increasing temperatures. The computed emissivity of 316L L-PBF bulk surface varied
between εcorr = 0.2 and εcorr = 0.23 in the temperature region from 200 ◦C to 500 ◦C and between εcorr

= 0.23 and εcorr = 0.25 in the temperature region between 500 ◦C and 580 ◦C, where slight oxidation
effects could not be excluded, as discussed in Section 3.2.1. These values are in good agreement with
literature values of stainless steel [36], as presented in Figure 14.

Figure 14. Corrected emissivity of 316L L-PBF bulk surface (blue symbols) over measured TC
temperature. For comparison, temperature depend literature values of emissivity of stainless steel in
different conditions (black hollow symbols) are added from [36].

3.3.2. Corrected Emissivity of Powder Layers

The same general changes between corrected emissivity values and apparent emissivity values,
as discussed in the previous section for a 316L L-PBF bulk surface, also applied to the corrective
analysis of the emissivity values of the two different powders. Figure 15 contains a comparison of the
corrected emissivity values of 316L powder layer, IN718 powder layer and 316L L-PBF bulk surface.
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Figure 15. Corrected emissivity of 316L powder layer (green symbols) and of IN718 powder layer
(brown symbols) and of 316L L-PBF bulk (blue symbols) over measured TC temperature.

The computed corrected emissivity of the 316L powder layer varied between εcorr = 0.37 and
εcorr = 0.4 in the temperature region from 200 ◦C to 500 ◦C and between εcorr = 0.4 and εcorr = 0.45 in
the temperature region between 500 ◦C and 600 ◦C. The increase at higher temperatures was attributed
to oxidation effects.

The computed corrected emissivity of the IN718 powder layer varied between εcorr = 0.37 and
εcorr = 0.38 in the temperature region from 200 ◦C to 500 ◦C and between εcorr = 0.38 and εcorr = 0.4 in
the temperature region between 500 ◦C and 600 ◦C.

3.4. Influence of Measurement Position

No significant differences between the three positions of the heated sample could be found, as can
be seen in Figure 16, which shows single temperature couples and the respective apparent emissivity
values at a similar temperature, determined for the same calibration range. A comparison of the
different positions was conducted using the camera calibration 200–400 measuring around a reference
temperature of about 400 ◦C. Please note that the calculated emissivity values did not contain any
corrections, as discussed in Section 3.3, since a correction was not necessary for this relative comparison.
It is also interesting to note that these measurements were conducted at a specimen which was heated
up to 604 ◦C in air outside of the build chamber prior to these measurements. The surface temperature
was above 570 ◦C for about 480 s. Therefore, the presented measurements stem from a slightly oxidized
surface condition. The apparent emissivities under these conditions were: at position 1 εapp = 0.28;
at position 2 εapp = 0.28; at position 3 εapp = 0.29. The deviations of the emissivity values with regard to
the different positions were within the measurement accuracy of the camera (see Section 3.5). According
to published results on the angular dependence of emissivity [20,35], this result was not surprising,
as the angular tilt between the particular measurement sceneries for the different positions was small.
However, the confirmation of comparable results irrespective of the position of the target object was
important for further monitoring tasks.
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Figure 16. Apparent temperature and apparent emissivity of a 316L L-PBF bulk surface at three different
positions within the build chamber according to the positions shown in Figure 7.

3.5. Measurement Uncertainty

As discussed above, unnoticed changes of the surface condition of the target object, e.g., an onset
of oxidation layer growth, could lead to inaccuracies or misinterpretation. In addition, potential
systematic measurement errors of the applied setup contributed to the measurement uncertainty.
A rough quantification of the main contributing factors is given hereafter. The main factors contributing
to the measurement uncertainty were identified as follows: accuracy of thermocouples, accuracy of
MWIR camera, temperature heterogeneities over the target surface (with respect to TC and to IR
camera values).

Accuracy of thermocouples: The standard limit of error of the used thermocouples was specified
according to DIN EN 60594-1: +/−2.5 ◦C or +/−0.75% [37].

Accuracy of the camera: The manufacturers’ specifications of the MWIR camera allow for a
deviation of up to 1% in the determination of apparent temperature in ◦C or 1 ◦C, whichever is larger.

Temperature heterogeneities over the target surface: Figure 8 shows a temperature plot of the
single thermocouples over a short period of time at temperatures between 520 ◦C and 560 ◦C. It was
proposed to define the mean of TC1, TC3 and TC4 as the surface temperature. This mean was taken in
the discussion section without consideration of its standard deviation. The standard deviation of the
temperatures of the three thermocouples was either smaller than 2.5 ◦C or smaller than 0.75% of the
measured temperature over the entire region of examined temperatures (130 ◦C–700 ◦C). Only in the
temperature region between 300 ◦C and 470 ◦C were the standard deviations slightly higher, resulting in
standard deviations of up to 1.1%. To compare the temperature of the top surface and the temperature
at the described positions TC1-TC4, one test specimen was heated up outside of the build chamber,
which had two TCs on top of the upper surface, replacing TC2 and TC4. The temperature differences
between these two TCs on top and TC1 and TC2 at the side surface were below the measuring errors
mentioned above.

For a conservative estimation of the measuring error of the apparent temperature, the standard
deviations of the max. and min. apparent temperature values of the four ROIs (see Figure 6) were
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calculated for the L-PBF bulk surface. They were up to 7.9% of the respective mean value in the
calibration range 60–200; up to 4.2% in the calibration range 200–400; and up to 6.5% in the calibration
range 300-600. It was interesting to note that the standard deviation decreased drastically above
an apparent temperature of approximately 500 ◦C to 2% in the measuring data of the calibration
range 300–600. This corresponds well with the onset of oxidation and thus an increase of the
emissivity above this value. Table 2 summarizes the resulting deviations per temperature regime.
This results in a potential uncertainty of the emissivity determination of approximately 0.05. Apart from
these mentioned potential measuring errors, the separate measurements at three different positions
(Sections 2.4.3 and 3.4) without significant deviations in apparent emissivity results demonstrate the
good repeatability of the conducted measurements.

Table 2. Measurement uncertainties of temperature determination.

Target Object Temperature
in ◦C Deviations of TC Values

Standard Deviation of the
Apparent Temperature Over

the Target Surface

130–300 +/−2.5 ◦C calibration 60–200: +/−7.9%

300–470
+/−1.1% calibration 60–200: +/−7.9%

calibration 200–400: +/−4.2%

470–700
+/−0.75% calibration 200–400: +/−4.2%

calibration 300–600: +/−6.5%

Soldan [38] (p. 26) pointed out that potential measurement errors of thermographic measurements
can occur due to incorrect focusing of the camera with regard to the target object. This is problematic
in the context of unknown target objects, as there is no absolute measure for image sharpness [38].
In the frame of the thermographic setup of this study, the focusing of the IR camera was conducted by
manual adjustment of the objective lens until the operator had the subjective impression of a sharp
image in the live view mode of the software. This procedure had to be repeated when a calibration
range of the camera was changed. Although the camera had a nearly perpendicular view of the target
object and, therefore, a large lateral area at the same focus position, deviations from the ideal focus
plane could not be completely precluded. However, the effect of defocused measurements is negligible
when the region of interest does not contain edges, i.e., large temperature gradients. Here, only a plane
surface area was taken into account for the measurements (compare Figure 6). A step-wise change of
the z-position of the heating device of up to 10 mm difference in z-height revealed no differences in
the mean apparent temperature. Thus, the manual focusing seemed to be reliable for the measuring
procedure of this study.

4. Conclusions

An experimental temperature adjustment of an off-axis MWIR thermography setup, which was
installed at a L-PBF machine, was conducted using the usual L-PBF working conditions. The apparent
emissivity values for the specific setup were determined for two materials at two different conditions
using the contact method: 316L L-PBF bulk material, 316L powder layer and IN718 powder layer.
For this purpose, a heated reference device was placed inside a L-PBF build chamber. A corrective
analysis considering transmission losses due to optical elements within the optical path as well as the
affecting radiation of the surroundings revealed corrected emissivity values for the spectral range of
2 μm to 5.7 μm. In the temperature region from approximately 150 ◦C to 580 ◦C, where oxidation
did not strongly effect the measurements, the corrected emissivity is in a range from 0.2 to 0.25 for
a 316L L-PBF bulk surface, in a range from 0.37 to 0.45 for 316L powder layer, and in a range from
0.37 to 0.4 for IN718 powder layer. With the knowledge of these emissivity values, a real temperature
determination for in situ thermographic measurements can be conducted. The findings will also
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be very useful for numerical simulations. Additionally, the heated reference device can be used for
temperature adjustments of other thermographic setups that show differences, e.g., in the spectral
sensitivity of the camera.
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Abstract: Laser Melting Deposition (LMD) is a metal printing technique that allows for the
manufacturing of large objects by Directed Energy Deposition. Due to its versatility in variation
of parameters, the possibility to use two or more materials, to create alloys in situ or produce
multi-layer structures, LMD is still being scientifically researched and is still far from industrial
maturity. The structural testing of obtained samples can be time consuming and solutions that
can decrease the samples analysis time are constantly proposed in the scientific literature. In this
manuscript we present a quality improvement study for obtaining defect-free bulk samples of Ti6Al4V
under X-Ray Computed Tomography (XCT) by varying the hatch spacing and distance between
planes. Based on information provided by XCT, the experimental conditions were changed until
complete elimination of porosity. Information on the defects in the bulk of the samples by XCT was
used for feedback during parameters tuning in view of complete removal of pores. The research time
was reduced to days instead of weeks or months of samples preparation and analysis by destructive
metallographic techniques.

Keywords: laser melting deposition; 3D printing; X-ray computed tomography; porosity;
non-destructive analysis

1. Introduction

Additive manufacturing (AM) with titanium alloys revealed several possible breakthroughs
in producing complex metal parts that would have been impossible to achieve via traditional
manufacturing methods (e.g., casting, milling, forging) [1–3]. One of them is the possibility to create
lattices instead of bulk allowing for mass reduction of parts [4] and increasing the cost efficiency [5].
Another is production of trabecular structures for components of metallic prostheses. For the success
of AM a comprehensive understating of the relationship between manufacturing parameters (e.g.,
laser power, scanning speed, powder feed rate, scanning strategy), powder quality and overall built
integrity of the final part (e.g., defects, voids, inclusions) is essential.

One of the common AM techniques for 3D printing of metallic parts is Laser Melting Deposition
(LMD) [1,6]. In this technique, the laser irradiates a substrate and locally melts it, while powder
is injected into the molten pool. The path of the laser beam also represents the contour of the part
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to be printed. Layer by layer, a 3D part can be constructed in this manner. Another common 3D
printing technique for metallic materials is Selective Laser Melting (SLM). In this method, a bed
of powder is irradiated by a laser beam. The powder is melted in the areas scanned by the laser
beam and is rapidly solidified after the action of the laser beam stops. A new layer of powder
is applied on the top via a leveling set-up, followed by a new laser irradiation step. Thus, layer
by layer a 3D shape is produced [7,8]. LMD allows for fabrication of large size near-net-shape
components and high versatility in composition (as it can feed various types of metallic powders
by using powder distributors with two or more hopers), while SLM is usually dedicated to smaller
parts which require high resolution. Consequently, this method is suitable for building complex parts
with topological optimization design [9] made of composite materials [10] or compositionally graded
materials [11,12]. Furthermore, LMD technique is ideal for repairing high-valued metallic parts [13]
due to its capability to add material on top of worn or damaged regions with minimum waste [14–16]
and preserving or even improving the mechanical properties of the initial components [17]. LMD
manufacturing has been applied for personalized metallic parts with major applications in medical
field (implants or medical instruments) [18], automotive [19], aerospace [20] and aeronautics (turbine
blades, gas turbine-blisks) [21].

Ti6Al4V is widely used in industrial applications for the manufacturing of high value components,
due to its high corrosion resistance [20], high strength [22], low weight ratio [23] and high-temperature
performance [24,25]. Aerospace and aircraft [26], electronics [6], automotive [27] and medical
devices [22,28,29] are only a few examples of the industries where Ti6Al4V is used. This Ti alloy is
suitable for aerospace parts production such as flaps, engine subassemblies or air-frames [30] because
of its weight saving, high level of fatigue resistance, significant volume reduction and high-temperature
mechanical properties [31]. There are a few reports which demonstrate the superior properties of
the Ti6Al4V parts produced by LMD compared to traditional manufacturing procedures [32–34].
Even though it is well-known that mechanical properties are strongly influenced by thermal load cycles,
Ti6Al4V parts produced by LMD show a great balance between mechanical strength and ductility.

In theory, LMD can produce fully dense structures, but the powder quality, optimized processing
parameters and scanning strategies can influence the fabrication resolution and integrity of the final
part. It was reported in several papers that the size, shape, and defects of the starting powder are
affecting deposited track thickness, interlayer porosity [35], surface roughness, hardness and mechanical
properties of the final LMD components [36,37]. The process parameters that can influence the overall
quality of the LMD Ti6Al4V parts are laser power, scanning speed, powder feed rate, laser spot size,
nozzle type and correct alignment of the focus spot with the powder stream [38]. Besides these
parameters, the scanning strategy that includes hatch interspace and scan pattern, can drastically affect
the width, height, and surface quality of the final LMD product. A properly determined scanning
strategy might decrease the amount of residual stress and thermal distortions [38].

Internal defects in LMD parts have substantial negative effect on their mechanical reliability.
These defects are inaccessible to surface investigation methods based on tactile, light-optical sensors,
and even destructive methods; thus, a non-destructive tool is highly recommended in order to obtain
an in-depth structural overview. The X-ray computed tomography (XCT) is one of the most suitable
non-destructive methods for sample analysis with tolerance in the range of a few microns [39]. In case
of long time exposure to X-Rays materials can suffer surface or internal modifications in terms of
texturing or plastic deformations [40,41]. In our case such modifications are not envisageable due to
the short irradiation times (minutes to tens of minutes). This method is widely applied in various
industrial applications due to its major advantages in metrological inspection independent to surface,
shape, or material [42–44]. The XCT is becoming a reliable non-destructive inspection tool of metallic
AM parts, due to its possibility to provide in-depth volumetric and structural analysis with high
resolution scanning, versatility, and post-processing algorithms for statistical interpretation. Recent
studies have confirmed the time to cost efficiency of the XCT applied in large volume investigation,
in comparison with destructive methods such as metallographic examination [45]. While XCT has
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been tested for characterization of small samples produced by SLM, no optimization study on XCT
monitoring was found in the scientific literature for LMD, which usually produces large samples.

In this paper, we report LMD scanning strategy improvement using XCT as an analysis tool. Its
feedback can offer valuable information in a relatively short amount of time on the defects’ formation
in various deposition conditions. The aim of this study is to obtain final products fabricated by LMD
without internal defects, such as pores, cracks, or non-melted inner regions. We will show that the
scanning strategy for producing a part can be optimized in a matter of hours instead of days, as would
be the case when using destructive analyses techniques.

2. Materials and Methods

The starting material used in this study was commercially available Ti6Al4V metallic powders
(Carpenter Additive, UK) with spherical shape and size diameter of 45–106 μm. The powder was
obtained using gas atomization technique. In order for the particles to have the desired diameters
range, the powders were sieved after the production process. The alloy contains Al (min 5.5% and max
6.5%), V (min 3.5% and max 4.5%), and the rest up to 100%Ti. The density of this alloy is the range of
4.43–4.5 g/cm3 [46].

2.1. LMD Set-Up

The LMD experiments were performed using an Yb:YAG laser source (TruDisk 3001, Trumpf,
Ditzingen, Germany) with wavelength λ = 1030 nm emitting in continuous wave, which was connected
to a 6-axis robotic arm (Kuka, Augsburg, Germany) equipped with a three beam nozzle for powder
flow and a metallic powder distributor (Figure 1). The focused spot of the laser beam was 800 μm with
a top-hat energy distribution. The metallic powder was transported from the feeder to the substrate
via a mix of He and Ar gases.

Figure 1. Schematic representation of the LMD system used in our experiments.

The processing parameters, such as laser power, scanning speed and powder feed rate were
previously optimized in order to obtain high density depositions free of defects such as pores, cracks or
non-fusion powder particles [47]. They are provided in Table 1 and were preserved for all experiments.
However, if depositions are conducted on larger areas or when using different scanning strategies,
these conditions no longer ensure defects free depositions and a new study is necessary, this time
taking into account hatch spacing and the distance between layers. The defects can be due to the higher
temperature of the substrate caused by prolonged irradiation, which can cause higher rate evaporation,
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larger heat affected zones, deposition with non-uniform thickness, change of metallographic structure
or repeated dilatation-contraction cycles.

Table 1. Optimized process parameters for tracing a clearly defined, parallel borders, single line of
Ti6Al4V with the least residual material.

Process Parameter Value

Laser power 700 W
Scanning speed 15 mm/s

Powder flow rate 3 gr/min
Laser spot size 800 μm
Layer thickness 2.5 mm
Nozzle stand off 16 mm

Ar shielding gas flow rate 10 L/min
He shielding gas flow rate 3 L/min

During the fabrication process, the distance between the nozzle and the deposited surface was
kept constant at 16 mm. A pure titanium plate with a thickness of 10 mm and a diameter of 100 mm
was used as a substrate material.

Bulk structures in shape of parallelepipeds with size of 30 mm × 15 mm × ΔZ mm (ΔZ varying
function of the scanning strategy) were performed using eight different scanning patterns (Table 2).
Three parameters were considered essential during scanning: laser beam path trajectory, hatch spacing
and offset between meander planes (ΔZ). Laser beam path trajectory presented in Figure 2a was defined
as a meander in a Computer-Aided Manufacturing (CAM) software, TruTops Cell® (Trumpf, Ditzingen,
Germany). The hatch spacing and offset between planes were varied with a 0.25 mm incremental step
starting from 0.5 mm up to 2 mm for the two parameters. The hatch spacing establishes the overlapping
(Ov) percentage on XY-plane, while the layer height of a meander establishes the overlapping on
XZ-plane, which in this case is equal with the overlapping value on YZ-plane. For all the experiments,
the meander was multiplied 10 times on YZ-plane (Figure 2b). To improve the roughness of the final
part, a supplemental contour trajectory was traced after each meander. The contour is enhancing the
final roughness of the parts fabricated by LMD [47]. Each samples was produced in triplicate in order
to provide statistical relevant results.

Table 2. Scanning strategy parameters.

Sample
Offset between Meander

Planes ΔZ [mm]
Hatch Spacing

[mm]
Overlap

[%]

S1 0.5 1 33
S2 0.5 1.25 20
S3 0.5 1.5 0
S4 0.75 0.5 66
S5 0.75 0.75 50
S6 1 1 33
S7 1 1.25 20
S8 1 1.5 0

The Computer-Aided Design (CAD) models of the samples were designed in SolidWorks software
(Dassault Systemes, Vélizy-Villacoublay, France) and subsequently imported in the CAM program,
where the surfaces were vectored and the robot paths established.
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Figure 2. Laser beam path trajectory in form of a meander (a), Superposed meanders with offset
between meander planes ΔZ (b).

2.2. Quantitative Analysis of High Resolution Computed Tomography Scans

The XCT method was applied for characterization of Ti6Al4V powder size distribution and 3D
printed samples fabricated by LMD method. The XCT equipment is a custom-made system [48] and
the experimental configurations were optimized in order to achieve certain requirements such as high
spatial resolution for metallic powders and bulk sample analysis.

The microtomography configuration (μXCT) integrates a transmission nano focus X-ray source,
a large flat panel detector with a detection matrix of 2 K by 2 K pixels and a motorized stage that
allows sample manipulation on four coordinate axes (XYZθ) [49]. Several optimization protocols were
imposed in order to achieve a steady resolution of ~2 μm, validated with a micro resolution calibration
grid (JIMA-Japan Inspection Instruments Manufacturers Association).

The high-power XCT configuration integrates a reflection target energetic source (up to 320 kV),
a high load motorized axis, using a similar flat panel detector as presented for the μXCT configuration.

The 3D reconstructed model of the samples was obtained within the cone-beam configuration
using a modified Feldkamp (FDK) algorithm. Appropriate beam hardening corrections and adaptive
Gauss filtration were applied to the reconstructions. All data processing applied on the obtained 3D
reconstructions were performed with Volume Graphics software (VGStudio Max version 3.4 Volume
Graphics GmbH, Heidelberg, Germany).
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In this paper, for in-depth powder analysis and sample validation, we applied the Porosity/Foam
Analysis modules using VGDefX/Only threshold algorithm. Advanced function for surface
determination that separates the material from the air with healing parameter set as “remove all
particles and voids” was applied before pore analysis [50]. The program automatically assesses the gray
value variation to identify pores using threshold mode that was set manually based on the maximum
gray value assigned for pores. The threshold value was determined by looking in the top view section
for the preview analyzed area, assuring that all pores with a size higher than eight voxels are detected.
The maximum size for pore detection was set at 15 mm, in order to ensure that all voids inside the
sample were identified.

The Ti6Al4V metallic powder was inserted into a carbon fiber tube and scanned at a voltage of
90 kV and a current of 110 μA. For a well-balanced reconstruction the number of acquired projections
were 2400 with an equidistant rotation step of 0.15◦. At a magnification of ~130 the X-ray effective
beam width of 1.5 μm is well matched with the source focus size of ~2 μm.

The detection of the closed pore in the Ti6Al4V particles using the Porosity/Inclusions Analysis
module and the volume classification of the Ti6Al4V particles by Foam Analysis module was performed
following the same procedure described in the literature [50].

The LMD produced samples were measured at 110 kV in order to obtain optimal penetrating
X-ray beam. The current intensity was set at 250 μA, thus providing the best signal to noise ratio for
the implemented scanning configuration. The scanning parameters for a well-balanced reconstruction
were: 1800 projections (0.2◦ increment) and a magnification of X40 resulting in a ~13.8 μm effective
beam width. For an easier identification of XCT parameters in case of powder and bulk they are
gathered in Table 3.

Table 3. X-ray measurement parameters.

Parameter Powder Bulk

Voltage [kV] 90 110
Current [μA] 110 250

Acquired projections 2400 1800
Rotation step [◦] 0.15 0.2

Beam width [μm] 1.5 13.8
Magnification 130 40

In both types of measurements, the Ti6Al4V metallic powder and the LMD produced samples,
the X-ray beam was filtered by a 0.5 mm thickness Cu foil. In all XCT scanning experiments the total
measuring time was kept around one hour by collecting images of two averaged frames of maximum
one second integration time.

3. Results

3.1. Micro-Scale Characterization of Ti6Al4V Metallic Powder

After conducting the XCT reconstruction, the metallic powder was analyzed using the pore
module analysis of the Volume Graphics software. The pore processing module is only suitable for
particle embedded pores. The gas including pores are easily trackable due to their high sphericity.

A preliminary analysis of the closed pores inside of the Ti6Al4V particles from the commercial
powder was performed. One could observe in the front view slice (Figure 3a) the shape variation
and the presence of fully embedded pores with diameters of up to 50 μm. In the partially transparent
3D reconstructed image (Figure 3b) one highlights the presence of particles with closed pores in the
Ti6Al4V metallic powder.
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Figure 3. Embedded pores identification in Ti6Al4V powder by means of porosity module: front view
slice (a) and 3D reconstruction of Ti6Al4V powder showing the identified embedded pores in the
particles (b).

We mention that besides the fully embedded pores, there are also partially embedded ones and all
of them can induce gases when molten, with significant probability of causing visible defects in the
structure of the final product [50].

However, our analysis revealed that porosity in the powder material was negligible. From a total
of 5104 analyzed particles only 91 displayed internal pores (counting for less than 2% of the particles).

3.2. Scanning Strategy for Porosity Removal

Figure 4 shows an optical microscopy image of a single line deposited by LMD using the optimized
conditions specified in Table 1. The deposition is uniform, the borders of the line are parallel and the
residual material deposited around the line is low. More details on the process of scanning and laser
parameters can be found in Reference [47].

 

Figure 4. Single line traced by LMD using the optimized conditions from Table 1.
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Two different quality samples obtained with the conditions given in Table 2 and with a changed
meander trajectory between them, are shown in Figure 5. It can be observed from the picture that the
area around the corners is higher for one of the samples. This excess of material is due to the decreased
scanning speed around the sharp corners, which leads to increased heat input per unit time. The slower
deposition speed due to deceleration around the sharp edges was investigated and explained by
D. Thakkar et al. [51]. They found that by adding a small rounding on the corners, the scanning speed
remains constant, which leads to uniform energy distribution and homogenous microstructure.

Figure 5. Bulk samples manufactured by LMD using different scanning parameters.

After experiments, the height of the bulk structures was measured in three different points,
then the mean of these values was calculated and compared with the theoretical height (Table 4)
obtained from the offset between meander planes (set in TruTops Cell) multiplied by the number of
planes. In addition, we calculated the overlapping on XY-plane and error percentage (Equation (1)) to
evaluate how the scanning strategy affects the height of the final samples.

δ =

∣∣∣∣∣ vE − vT

vT

∣∣∣∣∣ × 100% (1)

where δ = percent error, vE = experimental value measured, vT = theoretical value.

Table 4. Experimental height variation as compared to the theoretical value in case of LMD
deposited samples.

Sample
Experimental Height

[mm]
Theoretical Height

[mm]
Error
[%]

S1 8.69 ± 0.3 5 74
S2 6.42 ± 0.1 5 28
S3 5.96 ± 0.05 5 19
S4 12.32 ± 0.15 7.5 64
S5 11.39 ± 0.05 7.5 52
S6 8.98 ± 0.01 10 10
S7 5.89 ± 0.05 10 41
S8 5.48 ± 0.02 10 45

The minimum error was obtained using 1 mm hatch space and 1 mm offset between meander
planes. In this case, the theoretical value was 10 mm and the experimental value was 9.02 mm. It is
important to keep the standing off distance constant, otherwise the laser beam and the powder spot
will be defocused, thus directly affecting the quality and dimensions of the final part.
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3.3. XCT Examination of The Bulk Samples Manufactured by LMD

Samples produced with the scanning strategies described in Table 2 were XCT scanned in order to
identify defects that occurred during deposition. We added a paragraph on page line. The samples
were aligned with respect to the X-ray tomography system by placing the substrate interface parallel
to the detector and the long side along direction of rotation. In other words, the Z axis from the sample
coordinates is perpendicular to the X-ray detector.

The appearance of pore clusters is more probable among first several deposited layers that are
nearest to the substrate (low ΔZ value). The thermo-dynamic stability is improving as the layer grows
on the Z axis. Figure 6 shows the preferential pores positioning in a LMD deposited sample, scanned
by XCT.

 

Figure 6. 3D rendering on sample 4 highlighting the appearance of pore clusters, were the most
predominant are near the substrate region.

For a better overview regarding the present defects, we extracted a XCT slice from each sample
reconstruction in the XY-plane, where the isolated or cluster pores are the most visible (Figure 7).

 

Figure 7. Cont.
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Figure 7. XCT slices in the areas with the most pronounced porosity of samples (a) S1, (b) S2, (c) S3,
(d) S4, (e) S5, (f) S6, (g) S7, (h) S8.

The voids were the only defects identified in the bulk of the deposited samples. No inclusions
of higher density were detected as expected since they are absent in the powder as well. Therefore,
the porosity was calculated based on Equation (2) and the determined values are presented in Table 5.

Porosity =
Total detected de f ect volume

Total scanned volume
(2)

Table 5. Determined porosity for samples produced by LMD.

Sample No. S1 S2 S3 S4 S5 S6 S7 S8

Volume analyzed [mm3] 1500 1500 1400 2400 2200 1200 1800 1700
Defect volume [mm3] 0.0037 0.66 0.073 13 2.5 0.87 1.3 0.21

Porosity percentage [%] 0.00024 0.044 0.0052 0.54 0.12 0.0725 0.072 0.012
Slice Position relative to
substrate interface [mm] 1.64 2.04 2.51 1.66 2.24 1.64 2.04 2.77

Because the samples were uneven in terms of thickness the porosity values were normalized and
expressed in percentages in order to be able to compare them.

Besides samples S4 and S5 which displayed 0.54% and 0.12% porosity, all other scanning strategies
with optimized deposition parameters proved efficient for deposition of structures with low number
of defects. The porosity in case of samples S1–S8 (except S4 and S5) was less than 0.1%. We note that
specifically for the analyzed planes in which the defects are concentrated, the porosity has higher values
that are specified in the last line of Table 4. Thus, for the most porous samples (S4 and S5) even though
the porosity of the whole samples is ∼0.5%, locally, in the areas where the pores are concentrated, it
reaches ∼50%. 3D rendering for the most defective sample (S4) provides us the distribution of pore
clusters that are parallel with the XY-plane (Figure 6). Analyzing the μXCT of sample S4 (Figure 7d) it
becomes clear that the defects align along the scanning direction. The pores interconnect and form
elongated voids of ∼10 μm to 1 mm. By comparing the μXCT of samples S4 and S5, one can see
that sample S5 (Figure 7e) displays significantly lower number of defects as compared to sample S4
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(Figure 7d). The defects maintain the same tendency to align along the scanning direction, but they are
generally spherical and their number is lower. The only difference between the scanning strategy of
samples S4 and S5 is the hatch spacing. In case of S4 it is 0.5 mm and for S5 it is 0.75 mm. Indeed,
when increasing even more the hatch spacing to 1 up to 1.5 mm the defects are reduced even more.
A suggestive example is sample S7 (Figure 7g) that was produced with a hatch space of 1.25 mm
between lines and the distance between planes of 1 mm. The sample displays defects that are aligned
to the scanning direction in form of parallel lines made of interconnected pores. The defects volume is
significantly reduced as compared to sample S5 (Figure 7e) for a small increase of hatch spacing of 0.5
mm and offset between meander planes of 0.25 mm. The next step was to increase the hatch space to
1.5 mm (Figure 7h). Again the sample’s quality improved. Only two remaining areas of interconnected
pores were visible, with much diminished length of ∼300 μm. Besides these lines, only a few isolated
pores of spherical shape and ∼30 μm diameters were identified in the bulk of the deposited sample. If
the hatch spacing is maintained to 1.5 mm and the offset between planes is set to 0.5 mm (Figure 7c) the
pores disappear almost completely from the bulk of the sample. There are a few isolated polyhedral
pores with length of ∼20 μm at the borders of the sample in the area were the supplemental lines for
contour were traced. In Figure 8a we present a sketch that explains the most probable cause of porosity
at the borders. Basically, the “U” turns of the meander at the borders of the sample leaves some small
voids, as shown in Figure 8a. If the contour is traced according to the technical drawing, these voids
will remain unfilled or will be partially filled. The solution in this case is to translate the contour line
by 0.5 mm in order to completely cover the voids (Figure 8b). μXCT was extremely useful in assessing
non-destructively the pores location and in indicating the necessary offset of the contour line toward
the sample bulk. Figure 8c,d present in detail the area close to the border of the sample without and
with offset of the contour line. One can clearly see that when offsetting the contour line, the porosity is
completely eliminated.

Table 4 shows the variations of the deposited the sample’s height function of the hatch spacing.
The closer the lines of the meander in respect with each other the thicker is the deposited layer. Thus,
for a sample produced of 10 layers with a hatch spacing of 0.5 mm the sample’s height was of ∼12 mm,
while a similar sample produced with a hatch spacing of 1.5 mm had a height of ∼6 mm. The orange
line corresponds to the theoretical height of the samples. It does not vary with the hatch spacing, as the
offset between meander planes was selected to be in all cases of 1 mm. However, in practice the sample’s
height drastically varies with the hatch spacing. One can deduce that no sample’s height matches the
theoretical height value of 10 mm. Therefore, knowing that hatch spacing of 1.5 mm produces samples
without internal defects, we kept this parameter intact and started to vary the distance between planes
in order to match the experimental height with the theoretical one. We produced samples with plane
distances of 1, 0.75 and 0.5 mm. It became obvious that the distance between planes in the range of
0.5 mm does not affect the quality of the produced samples. In all cases, the samples were free of
pores or other internal defects. However, the offset between meander planes affected the height of the
manufactured samples. A very close match was obtained for a hatch spacing of 1.5 mm and an offset
between meander planes of 0.5 mm (Figure 7c).
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Figure 8. Schematic representation of scanning strategy with offset between contour and meander
(a) and the corresponding XCT micrograph (b), schematic representation of scanning strategy with
overlap between contour and meander (c) and the corresponding XCT micrograph (d).

4. Discussion

Ti6Al4V was selected for this study due to its applications in medicine and aerospace industry.
Implants and prostheses are presently produced in several fixed sizes that are adopted for various
types of patients and wounds. 3D printing can revolutionize implantology by manufacturing of
personalized medical devices specifically designed for treating a patient’s particular wound. Both for
implants and aerospace industry the reduced weight and adequate mechanical properties are of high
importance. Even if titanium has a reduced weight compared to other industrial metals and alloys,
this can be further improved by replacing parts of the bulk via a lattice structure that can be easily
obtained by 3D printing.

3D printing of metals can be the most commonly achieved by SLM and LMD. The technique are
complementary as SLM produces finer parts with larger resolution, but reduced size as compared
to LMD. Moreover, LMD is a more versatile technique, allowing for manufacturing of multilayer
structures or parts with gradient composition.
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As shown in the results section, the scanning strategy plays a determinant role on the quality of
the LMD deposited sample.

In all cases, using a mix of experimental conditions that we optimized in time and changing the
scanning strategy, allowed for a small degree of porosity, of maximum 0.5%. In all cases, porosity was
concentrated close to the interface between deposition and substrate.

This preferential positioning of the pores has been also observed by other research groups and was
attributed to the incomplete stacking of the layers, caused by non-molten powders. After deposition
of a few superposed layers, the substrate temperature is of the order of hundreds of degrees and the
scanning laser beam adds more heat that will completely melt the powder [34,52,53]. After the critical
area is surpassed, the growth of material is smooth and free of defects.

Two types of pores have been identified:

(a) The pores in the bulk of the material, which are due to the use of a high energy density and
slow scanning speed that create local vaporization. During rapid solidification of the material,
the gases are trapped into the bulk in form of circular pores. The reason for the pores to be
oriented along the laser scanning direction is that the liquid tends to flow oppositely to the laser
movement and the gases will be trapped along this direction when the liquid solidifies. The pores
can be isolated or they can form a necklace of adjacent voids. In case of high overlaps, the necklace
of pores can be remelted and the gases gather in large polyhedral voids. During LMD deposition
with high overlaps, real interconnected networks of cavities can be created by successive melting
and solidification of material. A relevant example is Figure 7d. Overlaps of 70% or more between
the meander lines are therefore not suitable for depositing quality samples by LMD. Apparently,
a hatching superposition of 60% or less influence only the built height, but not the quality of the
deposition. In our case, overlaps less than 60% between the hatching lines produced samples
with very low porosity (0.0002–0.005%). However, the possibility of pores with size less than
13.8 μm should not be ruled out as the XCT cannot identify them.

(b) Pores caused by incomplete seam between the bulk layers and the contour layer. The fact that
we use a meander trajectory to deposit our layers leaves at the borders some non-uniformities.
The contour layer aims to fix them; however, if it is not superposed over the initial border, some
voids can remain after contour solidification. The solution to remove them is to fill them with
material by superposing part of the contour line with the border of the meander (Figure 8c).

Pores trapped in the volume of material can create stress concentration centers that in time
might generate fractures in case of highly solicited parts. Therefore, the elimination of pores or their
drastically reduction is e prerequisite in numerous quality control procedures.

XCT is an excellent non-destructive tool for assessment of pores, geometry and location. The custom
proprietary built XCT set-up integrates a high penetration power X-Ray source and is applicable as
metrological analysis tool for large and thick bulk samples from elements with high atomic number.
The drawback as compared with metallographic techniques is that it is limited by the voxel size in
identification of pores and it cannot provide quantitative data on their size. In our case, the minimum
voxel was a cube with the side’s length of 13.8 μm. Therefore, pores with smaller diameters than
13.8 μm will be hardly visible by XCT. For our study, the technique was however extremely useful, as
it drastically reduced the analysis time to hours instead of days or even weeks of samples’ preparation
and analysis by metallographic techniques. It has to be mentioned that by reducing the analyzed area
the voxel size is decreased and thus the resolution of the method increases. A compromised has to be
reached between the analysis time and the resolution to be achieved.

The best conditions to obtain defect-free bulk samples are not necessarily the best conditions
for printing a 3D part. It is highly possible that with the best conditions for defect-free samples to
obtain a mismatch in dimensions (especially height) between the CAD model and the actual printed
part. Our solution was to keep constant the optimal process parameters for a single line and the hatch
superposition, in order to obtain defect-free samples. Next, we varied the offset between deposited
planes in order to achieve the match with the CAD file.
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Alternative solution to non-destructive monitoring and parameters tuning would be to accept
samples with certain degree of porosity and to apply a post-processing heat treatment with hot
isostatic pressing (HIP). Using HIP post-treatment, the porosity percentage decreased from 0.08% to
0.01% [54,55]. However, with our solution, the percentage of porosity was an order of magnitude lower.

The parts quality monitoring technique by XCT is not limited to the LMD method or to the
material used in this manuscript. It can be useful for assessing defects in metallic samples with sizes
of tens of centimeters obtained by casting, powder metallurgy or 3D printing by laser or electron
beam [56]. The technique is also compatible with the most common metals used in metallurgy, so it
can cover a wide range of applications.

5. Conclusions

A quality improvement study for Laser Melting Deposition of Ti6Al4V parts was undertaken
in order to completely eliminate internal defects. X-Ray Computed Tomography proved to be an
invaluable tool for non-destructive characterization of the bulk for defects assessment. We started
from a set of laser and scanning parameters that were considered the best for tracing single lines
(good definition, uniform deposition, minimal unmolten powder around deposition) and conducted a
study on the influence of hatch spacing and distance between deposition planes on internal defects in
the obtained samples. All obtained samples were scanned by XCT and the porosity was evaluated.
The main results can be summarized as follows:

a. Two types of pores were identified by XCT: some spherical caused by gases produced by local
evaporation and some polyhedral ones caused by lack of superposition between the lines that
produced the samples and a supplemental contour line traced or correction of the sample borders.

b. The circular pores were affected mainly by the hatch spacing, while the distance between planes
had no major effect on the samples’ quality.

c. The distance between planes affected the build height in corroboration with the hatch spacing.
Distance between planes of 0.5 mm produced samples with height very close to the theoretical
one, while increasing the offset between meander planes to 1 mm caused lower heights as
compared to the theoretical ones.

d. The circular pores were concentrated close to the interface with the substrate. They were aligned
along scanning direction forming parallel rows of voids. The larger the hatch spacing the lower
the number of pores. By increasing the hatch spacing to 1.5 mm the pores disappeared completely.
For a hatch spacing of 0.5 mm we recorded the highest level of porosity of 0.0002%.

e. For complete elimination of polyhedral pores from the borders of the samples, the contour line
was superposed in various ratio of its thickness. XCT revealed that an overlap of 50% between
the contour line and the meander was sufficient to eliminate the pores.

f. XCT was an excellent assisting tool during the tuning of the scanning parameters, as it succeeded
to provide valuable information on the pores’ arrangement, location, and size for every varied
parameter. The alternative analysis would have been cutting of each sample in various locations,
polishing and microscopic analysis that could slow the manufacturing process by days or even
weeks. The alternative with non-destructive control with ultrasounds is also unreliable due to
the lack of visual information.
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Abstract: Rapid cooling rates and steep temperature gradients are characteristic of additively
manufactured parts and important factors for the residual stress formation. This study examined the
influence of heat accumulation on the distribution of residual stress in two prisms produced by Laser
Powder Bed Fusion (LPBF) of austenitic stainless steel 316L. The layers of the prisms were exposed
using two different border fill scan strategies: one scanned from the centre to the perimeter and the
other from the perimeter to the centre. The goal was to reveal the effect of different heat inputs on
samples featuring the same solidification shrinkage. Residual stress was characterised in one plane
perpendicular to the building direction at the mid height using Neutron and Lab X-ray diffraction.
Thermography data obtained during the build process were analysed in order to correlate the cooling
rates and apparent surface temperatures with the residual stress results. Optical microscopy and
micro computed tomography were used to correlate defect populations with the residual stress
distribution. The two scanning strategies led to residual stress distributions that were typical for
additively manufactured components: compressive stresses in the bulk and tensile stresses at the
surface. However, due to the different heat accumulation, the maximum residual stress levels differed.
We concluded that solidification shrinkage plays a major role in determining the shape of the residual
stress distribution, while the temperature gradient mechanism appears to determine the magnitude
of peak residual stresses.

Keywords: additive manufacturing; Laser Powder Bed Fusion; LPBF; AISI 316L; online process
monitoring; thermography; residual stress; neutron diffraction; X-ray diffraction; computed
tomography

1. Introduction

In recent years, Additive Manufacturing (AM) has evolved from a method for rapid prototyping
to a mature production process for certain parts in industries, such as the aerospace industry [1].
Among the different AM manufacturing techniques, Laser Powder Bed Fusion (LPBF) is an important
technique for the production of net shaped metallic parts [2]. Early research conducted by Mercelis and
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Kruth [3] showed that metallic parts made by LPBF inherently contain residual stresses (RS). They had
described two driving mechanisms for the formation of RS: the Temperature Gradient Mechanism
(TGM) and the Solidification Shrinkage Mechanism (SSM). The two mechanisms are interlinked and
their combined effect on RS in AM 316L is a topic of current research [4–7]. Wang et al. [6] showed
within long bars of LPBF 316L that scan strategies using shorter scan tracks reduced RS and attributed
this to lower solidification shrinkage. Roehling et al. [7] observed a decrease of RS in samples with a
bridge geometry manufactured by LPBF of 316L due to post-solidification heating of each layer during
the build job using selective large-area diode surface heating. This method aimed to decrease the
cooling rate. Each of the two publications had mainly utilized one of the two mechanisms to reduce RS:
Wang et al. [6] mainly utilized the SSM, whereas Roehling et al. [7] mainly utilized the TGM. In both
cases, a reduction of RS was observed. However, there is still a level of uncertainty on the magnitude
of the influence of each mechanism onto the shape of the resulting RS field.

Diffraction is a well-known non-destructive method to evaluate RS [8–10]. Determining elastic
strains by measuring the variation of lattice spacing provides a powerful method to identify RS. This is
achieved at the surface by Lab X-ray Diffraction (XRD), up to a depth of about 5 μm in metals, as well
as in the bulk by Neutron Diffraction (ND) up to a depth of about a few mm to a few cm [11–13].
In this work, the bulk triaxial RS state was determined using ND and was combined with the Lab
XRD biaxial RS state at the surface. This methodology allows for the mapping of the RS distribution
across the complete cross-sectional plane. Such residual stress tends to be compressive in the bulk and
tensile near the surface [14]. ND enables the non-destructive determination of the triaxial RS state over
a complete two-dimensional (2D) plane or three-dimensional (3D) volume. Destructive methods, such
as incremental or deep hole drilling, slitting, or contour method, would also yield stress depth profiles,
but it would be extremely difficult to determine triaxial stress states over a complete cross-section.

To exploit the benefits of lightweight, load driven structural designs for LPBF metallic parts,
it is necessary to understand RS in those parts, since their effect on fatigue life can be significant [15].
In order to understand RS, it is necessary to decouple the contributing mechanisms, especially if we
aim at modelling the manufacturing process.

Therefore, this study aims at unravelling the contributions of the two mechanisms, to provide a
basis for discussion on the length scale of RS introduced into parts by the TGM and the SSM. Therefore,
the specimen design was chosen to provide similar solidification shrinkage, but at the same time
different cooling rates without changing the volumetric energy density (VED) of specimens. Based on
this design, similar RS results should be assigned to equal solidification shrinkage, whereas differences
should be caused by the different cooling rates. Online monitoring by thermography during the build
process was used in order to assess these cooling rates and their effect on RS formation.

The TGM is mainly related to process parameters (e.g., VED) and the SSM is mainly related to
the length of shrinking scan tracks. Therefore, the results of this study might help to decide which
approach is more suitable to reduce RS for a specific part design and its expected load profile.

Additionally, the results from Micro Computed Tomography (μCT) and Optical Microscopy (OM)
were evaluated to link RS fields and defect distributions, with the aim to produce a holistic approach
towards the analysis of the interconnection of TGM and SSM.

2. Materials and Methods

2.1. Material and LPBF Processing Conditions

Austenitic stainless steel 316L powder was processed by the commercial LPBF system SLM280 HL
(SLM Solutions Group AG, Lübeck, Germany). The powder was characterised by its supplier: it has
an apparent density of 4.58 g cm−3 and a mean diameter of 34.69 μm. The cumulative mass values of
the particle size distribution are: D10 = 18.22 μm, D50 = 30.50 μm, D90 = 55.87 μm. The LPBF system
uses a single 400 W continuous wave ytterbium fibre laser with a spot size of approx. 80 μm in a focal
position. The processes were conducted in an argon gas atmosphere with an oxygen content of less

188



Metals 2020, 10,

than 0.1%. The parts were manufactured on a stainless steel substrate plate, which was heated up to
100 ◦C as a preheating temperature before the start of the build process. Two prismatic specimens of
the dimension 24 mm× 36 mm× 24.5 mm were manufactured in two separate built processes. In order
to remove specimens from the base plate a band saw was used. This reduced the height to a final value
of 21 mm. A specimen design of low aspect ratio was chosen for this experiment in order to prevent
significant RS relaxation due to distortion after the removal from the substrate plate. Such a distortion
had been reported in literature for LPBF 316L [16,17]. Although the removal from the substrate plate
may have caused a degree of RS relaxation, the overall relative trend between the specimens was
considered to be mainly unaffected. The specimens were placed close to the border of the base plate
to fit within the field of view of the thermography camera setup. The specimens were manufactured
using the following process parameters: layer thickness t = 50 μm, scanning velocity v = 700 mm s−1,
laser power P = 275 W, and hatch distance h = 0.12 mm. Two different so-called border fill scanning
strategies were applied, which scan along the edges of the rectangular cross sections of the parts:
for one the scanning sequence starts in the centre of the part with growing rectangles towards the
perimeter and the other has a converse scanning sequence (see Figure 1). The interlayer time (according
to Mohr et al. [18]) was approximately 27.6 ± 1.0 s due to time variations between re-coating forwards
and backwards. Therefore, the total time for each build process of 490 layers added up to 3.76 h.

(a) ��� Centre to Perimeter (CtP) (b) ��� Perimeter to Centre (PtC)

Figure 1. Schematics of both border fill scan strategies. (a) Describes the Centre to Parameter (CtP)
strategy indicated by the green arrow, while (b) shows the Parameter to Centre (PtC) scan strategy
indicated by the blue arrow. The black arrows show the direction of scan of the laser around each
border fill scan.

2.2. Thermography

An ImageIR 8300 hp camera (Infratec GmbH, Dresden, Germany) working in the spectral range
of 2–5.7 μm was used for thermographic measurements. It was mounted on top of the SLM280 HL
machine’s build chamber, observing the build plate through a sapphire window. The chosen subframe
image had a size of 160 px × 114 px featuring a geometric resolution on the build plate of 360 μm px−1.
The acquisition frame rate was set to 1000 Hz. The camera was calibrated for black body radiation.
Due to the fact that the emissivity of the used material is well below unity [19] and the process was
observed through optical elements, the calibration is not valid for quantitative evaluation of the
obtained thermography data. Nonetheless, assuming that the emissivity remains (approximately)
constant during the build process, the obtained apparent temperatures enable comparisons within a
single build process and between the two different build processes. The thermography data for the two
specimens were obtained during the build process while using two different calibration ranges: 673 K
to 1073 K for the CtP specimen (���) and 623 K to 973 K for PtC specimen (���). Several overlapping
ranges were being tested during this experiment to find the optimum for these specimens. Values
within the overlapping apparent temperature range of 673 K to 973 K can be compared between the two
build processes. For quantitative evaluation of the process, it would also be necessary to address the
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additional error in temperature estimation introduced by the limited spatial resolution of 360 μm px−1.
This error diminishes once the spatial temperature gradients have decreased due to lateral heat
flow. These limitations are discussed in more detail by Mohr et al. [20]. Despite these limitations,
qualitative analysis of the thermography data revealed results that contribute to the understanding of
the presented RS results.

2.3. Lab X-ray Diffraction

A StressTech Xstress G3 X-ray diffraction instrument (Stresstech GmbH, Rennerod, Germany)
was used in order to determine the RS distribution at the surface of the specimens according to the
sin2 ψ-method. Based on the assumption that that principal stresses are aligned with the geometrical
axes of the specimens and the normal stress component can be neglected at the surface, the RS could
be calculated from the slope of the linear fit of the lattice spacings over sin2 ψ-plot [9,21]. The ψ-tilt
was carried out in the angular range of ψ = −45° to ψ = 45° in 19 steps. The specimens were
tilted around two perpendicular axes, to yield two perpendicular stress components. On the 36 mm
surface, this corresponds to seven measurement positions of the prisms’ normal and longitudinal
stress component (see blue circles in Figure 2b). On the 24 mm surface, five measurement positions
correspond to the normal and transversal component of the RS distribution of the prisms. The exposure
time for each acquisition was 5 s. The 311 diffraction line at a corresponding 2ϑ angle of 152.26° was
acquired using a Mn Kα radiation source and a 2 mm diameter collimator. Further details of the setup
were described by Thiede et al. [13]. The software Xtronic (Stresstech GmbH, Rennerod, Germany)
was used for data processing. The peak fitting process was performed using the Pearson VII function
and the background was fitted with a parabolic function. The diffraction elastic constants (DEC)
were calculated for austenitic steel 316L based on the Eshelby–Kroener model [22]. The calculated
Young’s modulus of E311 = 184 GPa and Poisson’s ratio ν311 = 0.294 agree with values reported by
Rangaswamy et al. [23], as well as with results from measurements and simulations of the DEC values
of LPBF 316L reported by Chen et al. [24].

2.4. Neutron Diffraction

Stress determination by neutron diffraction (ND) was carried out at the STRESS-SPEC diffraction
instrument [25] at the neutron facility FRM II in Munich, Germany (Figure 2a).

gauge
volume
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beam
stop 

monochromator

neutron beam

detector

2

beam 
defining 
slits

(a) principle sketch of the
STRESS-SPEC beamline at
FRM II, Munich

(b) map of measurement positions: blue
circles (surface), grey cubes (bulk)

Figure 2. Beamline setup and measurement positions.

A bent Si400 single crystal monochromator was used to select the wavelength of 1.550 Å.
The Fe311-peak was selected in order to characterise the RS distribution due to the low accumulation
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of inter-granular stresses reported for this reflection in conventional face-cubic-centred (fcc) iron
materials [10].

To map the RS in the cross sectional plane at the mid build height of the specimen, a gauge volume
of 2 mm × 2 mm × 2 mm was used in a grid of 7 × 5 measurement points. (see grey cubes in Figure 2b).
The coordinate system is depicted in Figure 2b. σL represents the RS along the y-direction, σT along
the x-direction and σN along the z-direction, which was also the build direction.

A stress-free reference was needed to calculate strains from the measured d311 lattice-spacing.
A small cube with the size of 3 mm× 3 mm× 3 mm was sectioned from the bottom corner of a separate
test build job of the PtC specimen (���). This cube was regarded as free of Type I macro-stresses [9],
due to the mechanical relaxation during sectioning. The strain can subsequently be derived from the
measured ϑ angles using Bragg’s law [9].

ε =
d311 − d0

d0
=

sin ϑ311

sin ϑ0
− 1 (1)

Assuming that the principal geometric directions correspond with the principal stress directions
Hooke’s law reads as the following, as described by Holden et al. [26]:

σL,T,N =
E311

(1 + ν311) (1 − 2ν311)

[(
1 − ν311

)
εL,T,N + ν311 (εT,N,L + εN,L,T)

]
(2)

The d0 value was derived from the average of the ϑ311 measurements of the cube in
longitudinal (L), transversal (T) and normal (N) direction, where the normal direction corresponds
to the build direction (as depicted in Figure 2b). The same DECs that were derived from the
Eshelby–Kroener model were applied to both Lab XRD and ND results (see Section 2.3).

2.5. Micro Computed Tomography

The small reference cube for ND was studied using Micro Computed Tomography (μCT) to obtain
a detailed dataset of the internal defect structure. The μCT measurements were performed at a GE
v|tome| × 180/300 CT scanner (GE Sensing & Inspection Technologies GmbH, Wunstorf, Germany)
using the 180 kV source at a voltage of 150 kV and a current of 40 μA without any metal pre-filter.
A voxel size of (3 μm)3 was achieved. The analysis of the data was performed using the commercial
software VG Studio MAX version 3.2.1 (Volume Graphics GmbH, Heidelberg, Germany). A lower
threshold limit of 8 voxels was used for pore detection.

2.6. Optical Microscopy

For Optical Microscopy (OM) investigations of the microstructure, the bottom faces of the samples
were ground, polished, and etched. Emery papers with 180, 320, 600 and 1200 grits followed by clothes
with 3 μm and 1 μm were used. For etching the Bloech & Wedl II method [27] (a solution of 50 mL H2O,
50 mL HCl, 0.6 g K2S2O5) was applied. The microstructure was captured using a Olympus BX53M
microscope with a DP74 camera module (Olympus Corporation, Tokyo, Japan). The analysis was
performed using the software Olympus Stream Essentials (Olympus Corporation, Tokyo, Japan).

3. Results

3.1. In-Situ Thermography

The build jobs of both samples were supervised in-situ by thermography in order to receive more
detailed information on the local variation of the temperature gradient and cooling rates. Figure 3a,b
display the maximum apparent temperatures at the mid-height layer.

The thermography data were averaged over 40 layers at the mid build-height to reduce noise
and the influence of smoulder and spatter. In relation to the height of the specimens of 21 mm,
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these 40 layers represent an average of the height range from 9.35 mm to 11.35 mm. The number of
40 layers (=2 mm) was chosen, since this corresponds to the size of the used gauge volume for ND
(2 mm × 2 mm × 2 mm).

The scan strategy of the PtC specimen (���) resulted in an increased heat accumulation in the
center, compared to the CtP specimen (���). This could be observed as an increase in the maximum
temperature at the centre, when comparing Figure 3d,c.

Figure 3d shows the different apparent temperature values for the four sections of the plane.
These differences were caused by a combination of the different surface roughness of each section and
of the shadowing effects from the smoulder.

(a) ��� CtP specimen’s mid-height layer (b) ��� PtC specimen’s mid-height layer

(c) ��� CtP specimen: 40 layers at
mid-height averaged

(d) ��� PtC specimen: 40 layers at
mid-height averaged

Figure 3. Apparent (uncalibrated) maximum temperature of the two specimens obtained from
thermography data acquired during the build process at the sample’s mid build height. Each border
fill scan started and ended at the bottom right hand laser turn position of the images. (a,b) display the
mid-height layer, (c,d) display an average of 40 layers at the mid-height.

Figure 4 shows the cooling rate of both specimens. The cooling rate—dT/dt was obtained by
comparing two images at t = 1 ms and t = 2 ms after an apparent temperature of 700 K was reached
for the last time at the surface. Typical times for cooling from the maximum temperature to 700 K
were between 2 ms and up to 15 ms. The cooling time of 15 ms was observed at the centre of the PtC
specimen (���).

As displayed in Figure 4d, the PtC specimen (���) also featured a lower cooling rate in the centre
of the plane in addition to the higher maximum temperature depicted in Figure 3d. The CtP specimen
(���) shows a low cooling rate at the edges of the specimen indicating that the surrounding metal
powder served as an heat insulator for conduction, as assumed in modelling [28].
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(a) ��� CtP specimen’s mid-height layer (b) ��� PtC specimen’s mid-height layer

(c) ��� CtP specimen: 40 layers at
mid-height averaged

(d) ��� PtC specimen: 40 layers at
mid-height averaged

Figure 4. Cooling rates measured by the different between images taken at t = 1 ms and t = 2 ms
after an apparent temperature of 700 K was observed for the last time. Thermography data for both
samples was obtained during the build process at the middle of the total build height. (a,b) display the
mid-height layer, (c,d) display an average of 40 layers around the middle of the total build height.

3.2. Combined Neutron and Lab X-ray Diffraction

The ND results (bulk RS) were combined with Lab XRD results (surface RS) to show the complete
stress distribution across the full cross section of the specimens’ middle plane. The contour plot
function of the commercial software Origin 2018 (OriginLab Corporation, Northampton, USA),
which is based on the Delaunay triangulation, was used to visualise the combined results. Figure 5
shows the combination of ND and XRD results. The RS distribution is visualised in longitudinal,
transversal, and normal direction, where the normal direction corresponds to the build direction
(Figure 2b). The XRD technique used only allows for the determination of stress components which
are parallel to the surface (i.e., in-plane). Therefore, to visualise the third orthogonal stress component
(perpendicular to the surface) in Figure 5 the following boundary condition was used: at the surfaces
of the specimens corresponding to positions at y = 0 mm and y = 36 mm, the value of the longitudinal
stress component was assumed to σL = 0 MPa. For the value of the transversal stress component
at x = 0 mm and x = 24 mm it was assumed σT = 0 MPa, since these are free surfaces in these
corresponding stress directions. In general, for the two scan strategies, a similar RS distribution was
observed in the longitudinal, transversal and normal direction. This distribution is characterised by
compressive RS within the bulk, balanced by tensile RS at the surface. Instead, the RS distribution in
the longitudinal and transversal direction of each specimen is similar in terms of shape and magnitude,
the RS distribution in the normal (i.e., building) direction differed from the other directions in terms of
shape and magnitude.
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σ

(a) ��� Longitudinal residual stresses
(RS) component for CtP border fill
strategy

σ

(b) ��� Longitudinal RS component for
PtC border fill strategy

σ

(c) ��� Transversal RS component for
CtP border fill strategy

σ

(d) ��� Transversal RS component for
PtC border fill strategy

σ

(e) ��� Normal RS component for CtP
border fill strategy

σ

(f) ��� Normal RS component for PtC
border fill strategy

Figure 5. Comparison of RS maps of the tw scan strategies including results from lab X-ray diffraction
at the surface (The big semi-translucent squares in the bulk represent the almost cubic ND gauge
volume (orientated differently for different stress components), whereas the small semi-translucent
squares at the edges represent the lab X-ray measurement positions).

The highest magnitude of RS of each specimen (maximum tensile or maximum compressive)
were observed in the normal direction. However, the PtC specimen (���) displayed higher bulk
compressive stresses in all three orthogonal directions. The different stress values in the normal
direction, as compared to the longitudinal and transversal direction, are also reflected in the lattice
spacing of the the d0 cube. Whereas, the d-spacing in the longitudinal and transversal direction are
relatively similar to each other, in the normal direction a larger lattice spacing was measured (see
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Table 1). The d0 value was obtained from averaging the three measured directions. This averaged
value was used as a stress-free lattice parameter to calculate the RS.

Table 1. Distribution of orthogonal d-spacing values of the reference cube.

Orientation d-Spacing Error

Longitudinal 1.074 49 Å 2.36 × 10−5 Å
Transversal 1.074 48 Å 2.71 × 10−5 Å

Normal 1.074 93 Å 2.41 × 10−5 Å

3.3. Micro Computed Tomography

The reference cube was analysed by μCT to provide an example of local defect distribution in the
specimen. Because it was cut from the corner where the laser path started and ended, it represented
the area where the highest amount of defects was expected. The μCT results presented in Figure 6
reveal a network of defects at the location where the laser started and ended, as well as between the
hatches. Because the same scan vector was used on each hatch and layer, the projection of defects
onto one plane (Figure 6c) reveals the lack of fusion between neighbouring hatches. As reported in
literature [29,30] alternating the orientation of scan vectors between layers prevents the formation of
lack of fusion defects. Because the effect of shrinkage on RS was the subject of this study, scan vectors
were not altered between layers to magnify such effect.

The largest defects were situated close to the edge of the sample (Figure 6b,c). A total porosity of
0.28% was observed.

(a) slice of the cube
perpendicular to the
build direction

(b) 2D projection of the 3D
rendered of the segmented
defects within the cube
perpendicular the build
direction

(c) 3D rendering of the
segmented defects

Figure 6. μCT reconstructions of the ND reference cube sectioned from a twin PtC specimen (���).

3.4. Optical Microscopy

Optical microscopy images of the polished and etched specimen’s bottom surface are shown in
Figure 7. Defects at the turn location of the laser are visible (Figure 7d,e). The bottom surface of both
specimens are expected to be less effected by heat accumulation due to the smaller build height at the
time the microstructure froze, and a better heat conduction into the build plate as compared to the top
layers of the specimens. Nonetheless, defects (pores and voids) were observed in both specimens at
the positions, where the laser turns by 90°.
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(a) ��� full sized image of CtP specimen (b) ��� full sized image of PtC specimen

(c) ��� magnified upper right section of
CtP specimen

(d) ��� magnified upper right section
section of PtC specimen

(e) ��� magnified section of the centre
of CtP specimen

(f) ��� magnified section of the centre
of PtC specimen

Figure 7. Optical microscopy images of the samples’ bottom surface after polishing and etching.

4. Discussion

As mentioned in the introduction, Mercelis and Kruth [3] described two major driving
mechanisms for the formation of RS in AM metallic parts made by LPBF: the temperature gradient
mechanism (TGM) and the solidification shrinkage mechanism (SSM). Both of the mechanisms induced
compressive stresses into the bulk material. The combined data of ND and Lab XRD showed the
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typical stress distribution pattern for metallic AM parts: compressive stresses in the bulk and tensile
stresses close to the surface.

Because of the same geometric dimensions, it can be assumed that the solidification shrinkage
effects in the two samples were equal. This implies that any differences in the RS distributions of the
two samples should be attributed to the TGM.

According to the SSM, the induced RS distribution by solidification shrinkage depends on the
length of the scanned laser tracks. The shrinkage of longer laser tracks introduces higher RS than
shorter laser tracks [31]. Therefore, the longer laser tracks parallel to the y-axes of the specimens
presented in Figure 5a–d) appear to be the main reason for the higher compressive stresses in the
longitudinal stress distributions of the two specimens, as compared to the shorter laser tracks parallel
to the x-axes, which seemed to result in lower compressive stresses for the transversal RS distributions
of the two specimens.

The distribution of the normal component of the RS was assumed to be mostly independent of
the SSM, since there were almost no restrictions to solidification shrinkage due to the free top surface
during the layer-wise production. Therefore, the TGM was assumed to be the main mechanism to
shape the RS distribution of the normal component. The RS distribution has the shape of a butterfly
(see Figure 5e,f). The spikes of this butterfly pattern match the location where the laser turned by 90°
(see Figure 8).

(a) ��� Normal stress component
(Figure 5e) over thermography results
(Figure 3c)

(b) ��� Normal stress component
(Figure 5f) over thermography results
(Figure 3d)

Figure 8. Normal (i.e., build direction) stress component (contour lines) in MPa (Figure 5e,f)
overlayed with thermography results (Figure 3c,d) to highlight the compressive stresses at the laser’s
turn locations.

It is also observed that the normal component exhibits the highest tensile stresses (see Figure 5
and Table 2). The determined RS values are below the tensile yield strength ranges for LPBF 316L
(450 MPa to 590 MPa) as reported by Wang et al. [32].

Table 2. Max. and min. values of the orthogonal stress components in the plane.

Stress Component
Centre to Perimeter ��� Perimeter to Centre ���

Max. [MPa] Min. [MPa] Max. [MPa] Min. [MPa]

σL 100.8 ± 16.9 −253.4 ± 15.8 086.4 ± 10.2 −304.2 ± 15.6
σT 140.6 ± 10.4 −103.6 ± 15.4 122.6 ± 11.0 −134.0 ± 15.8
σN 295.6 ± 10.5 −202.1 ± 14.2 290.5 ± 10.6 −245.8 ± 19.5

Figure 8b shows that higher compressive stresses in the PtC specimen (���) are localised close to
the zone of the highest heat accumulation. This is in contrast to the CtP specimen (���), which shows
lower and more evenly distributed compressive stresses in the plane (see Figure 5). The higher
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maximum temperatures at the centre of the PtC specimen (���) in combination with the slower
cooling rate seem to result in larger RS in the centre of the plane as compared to the CtP specimen
(���). Lower contributions from the TGM to the compressive stress profile of the CtP specimen (���)
might be a result of the lack of heat accumulation in the centre of its plane (see Figures 3c and 8a) and
a faster cooling rate (see Figure 4c).

Line stress profiles (Figure 9) that were derived from the in-plane data presented in Figure 5 at a
middle line of the plane at x = 12 mm emphasise the conclusion of SSM being the major mechanism to
define the shape of the RS distribution. However, the TGM appears to influence the magnitude of the
peak compressive stresses (see Figure 9).

It should be noted that, in Figure 9, only measured values are displayed. Therefore, the boundary
condition values of 0 MPa were excluded from the longitudinal stress profile at y = 0 and y = 36 (see
Figure 9a). The measured bulk values close to these surfaces support the assumption of zero stress at
these surfaces.

σ

(a) Longitudinal RS component at x = 12 mm

σ

(b) Transversal RS component at x = 12 mm

σ

(c) Normal RS component (=build direction) at x = 12 mm

Figure 9. Line scans in both samples for all three orthogonal directions using the combined data from
ND and lab XRD.

Since the TGM does not require melting [33], it can be assumed that the compressive stress
components induced by the TGM were formed in subjacent layers within the heat affected zone of the
melt pool but below the layers that were remolten. It should be noted that a linear interpolation was
applied to combine the surface measurement positions and the neutron data in Figure 9. Therefore,
any possible sub-surface tensile peaks that had been reported by Mishurova et al. [11,34] in LPBF
Ti-6Al-4V were not be taken into account in this study.

The μCT results (Figure 6) reveal a network of defects at the laser’s start and stop position.
OM results (Figure 7d,e) show defects at the turn locations of the scan track. These regions have
been measured to be under higher tensile RS (in particular, σT), which is assumed to arise from the
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longitudinal and transversal solidification shrinkage, as depicted in Figure 5. Therefore, any defects
in these regions might have served as micro-crack initiators. The combination of pores and tensile
stress at corners could also explain why the defects observed by μCT (Figure 6b) seem to be larger
towards the outer edge: the tensile stress due to solidification shrinkage increases towards the edges
of the specimens due to an increase length of the laser tracks. The analysis of the optical microscopy
and μCT data indicates that an unknown amount of RS might had been relaxed by micro-cracks at the
laser’s start and stop location.

5. Conclusions

Two prismatic AISI316L specimens using a border fill scan strategy were produced in order
to differentiate the effect of the temperature gradient mechanism from the solidification shrinkage
mechanism in AM metallic parts produced by LPBF. The following conclusions could be made:

1. A combination of surface and bulk residual stress results was needed to fully cover the (surface)
tensile and (bulk) compressive regions of the in-plane stress distribution.

2. By comparing the two samples, a similar stress distribution was revealed for each of the
three orthogonal directions (see Figures 5 and 9), indicating that the solidification shrinkage
mechanism is the main mechanism controlling the shape of the RS distribution in these samples.
The temperature gradient mechanism seems to influence the magnitude of the compressive
stresses without changing the overall pattern of the stress distribution.

3. In-situ thermography results of the sample exposed from the perimeter to the centre revealed
a heat accumulation, which corresponds to highly localised compressive stresses due to the
temperature gradient mechanism.

6. Outlook

In-situ Thermography recorded a detailed data set of apparent surface temperatures and enables
an analysis of cooling rates. These data can be used in future simulations in order to model the RS
field at the specimens’ mid height. In future studies, the RS distribution in the subsurface region might
be resolved using additional techniques, such as hole drilling, slitting, X-ray with layer removal, deep
hole drilling, or contour method.

Additionally, twin specimens of the two prisms will allow further experiments to study the
effect on maximum values of the RS distribution, if the reference cube is cut from different positions
within these twin specimens. In addition, these twins will allow a systematic μCT analysis of different
positions within the two specimens, in particular to relate RS and defect distributions.
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Abbreviations

The following abbreviations are used in this manuscript:

AM Additive Manufacturing
FRM II Forschungs-Neutronenquelle Heinz Maier-Leibnitz (Research Reactor Munich II)
μCT Micro Computed Tomography
ND Neutron Diffraction
LPBF Laser Powder Bed Fusion
OM Optical Microscopy
RS Residual Stress
SSM Solidification Shrinkage Mechanism
TGM Temperature Gradient Mechanism
VED Volumetric Energy Density
XRD (Lab) X-Ray Diffraction
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Abstract: Wire Arc Additive Manufacturing (WAAM) features high deposition rates and, thus,
allows production of large components that are relevant for aerospace applications. However, a lot
of aerospace parts are currently produced by forging or machining alone to ensure fast production
and to obtain good mechanical properties; the use of these conventional process routes causes high
tooling and material costs. A hybrid approach (a combination of forging and WAAM) allows making
production more efficient. In this fashion, further structural or functional features can be built in
any direction without using additional tools for every part. By using a combination of forging basic
geometries with one tool set and adding the functional features by means of WAAM, the tool costs
and material waste can be reduced compared to either completely forged or machined parts. One of
the factors influencing the structural integrity of additively manufactured parts are (high) residual
stresses, generated during the build process. In this study, the triaxial residual stress profiles in a
hybrid WAAM part are reported, as determined by neutron diffraction. The analysis is complemented
by microstructural investigations, showing a gradient of microstructure (shape and size of grains)
along the part height. The highest residual stresses were found in the transition zone (between WAAM
and forged part). The total stress range showed to be lower than expected for WAAM components.
This could be explained by the thermal history of the component.

Keywords: residual stress; WAAM; Ti-6Al-4V; additive manufacturing; neutron diffraction;
hybrid manufacturing

1. Introduction

The titanium alloy Ti-6Al-4V is intensively used in lightweight applications for the aviation and
space industry because of its high specific strength [1]. Hot forging is the usual manufacturing route;
this allows better material formation and control of the microstructure. Subsequent machining is used
to attain the desired tolerances regarding dimensions, shape, and surface condition [2]. One positive
effect of hot forging is that the microstructure and the fiber flow can be optimized, which results in
excellent mechanical properties. However, forging is limited as far as the achievable geometries is
concerned: as an example, due to friction and heat transfer, the material cannot flow into cavities of the
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forging die with a large depth-to-diameter ratio. Moreover, multistage hot forging operations require
expensive heated die sets and lead to parts with large tolerances; this requires further machining to
create the final shape. In fact, the “buy-to-fly” ratio (the mass ratio between the originally purchased
stock material used to produce a part and the mass of the final finished part) ranges from 12:1 to 25:1
for aircraft titanium components made by traditional manufacturing techniques [3]. This means that
12–25 kg of raw material are required to produce just 1 kg of parts. In this way, more than 90% of the
material is machined away. Such a high buy-to-fly ratio is unacceptable from many points of view.
For a typical titanium component produced by additive manufacturing (AM) techniques the buy-to-fly
ratio drops to 3–12:1 [4] and can even be close to 1:1 [5]. By using AM for production of aerospace
components not only costs for expensive titanium alloys can be reduced, but also the machining time
can be drastically cut.

AM is an innovative manufacturing technology that allows manufacturing almost arbitrarily
complex shapes. In powder-bed metal AM processes, the powder is distributed layer-wise on a
substrate or already deposited material and fused by melting the material using an electron (electron
beam melting–EB-PBF) or laser beam (laser powder bed fusion–L-PBF). Because of the small (focused)
beam, the deposition rates are quite low. PBF AM processes have in general a small layer thickness
of a few tens of μm up to 2 mm [6]. This is necessary due to the local bonding of adjacent powder
particles and the limited beam penetration depth. Although beam scanning systems can achieve high
laser or electron beam scanning speeds, large parts require a high number of layers, which causes high
production times. The part size is limited due to the small process chamber (typically 200–300 mm edge
size). Also, as the powder-bed has to be established before the AM process begins, no existing parts can
be extended by means of PBF. This makes this technology only attractive for small parts. An increasingly
popular AM technology that may allow overcoming this issue is Wire Arc Additive Manufacturing
(WAAM). WAAM utilizes common and well-known welding technologies. A wire is fed to the desired
position and molten by an electric arc. The melt pool solidifies and forms a weld bead. One advantage
of WAAM compared to other AM technologies is the high deposition rate. This is especially important
for large scale products such as landing gear parts or wing ribs, which are difficult to forge due to
their size or have a large material waste when machined. WAAM achieves deposition rates as high as
several kg/h [7] Also, a wide range of materials is available as wires, which offers multiple possible
applications. The microstructure and mechanical performance of WAAM manufactured Ti-6Al-4V
parts will not reach the level of forged material without additional (often expensive) post-processing
techniques such as hot isostatic pressing (HIP) or thermomechanical processing [8]. One strategy is to
combine the benefits of the two technologies (forging and WAAM) to produce so-called hybrid parts
with the desired mechanical properties (even at local scale). This approach is of particular interest for
the production of the components, where the forged sections are heavily loaded during service and
the added AM features should be capable to withstand only moderate loads. Moreover, in aerospace
industry many parts possess a symmetry axis. To produce such components by means of conventional
processing a number of different forging die sets should be used. Instead, the hybrid approach can
be more efficient, since the required structural or functional features can be added to the forged part
without using additional tools for every part design. In so doing, both the cost of forging tools and
material waste can be reduced. Figure 1 represents a possible hybrid manufacturing route, where
the basic structure can be produced by hot forming and the missed structural features can be added
using AM.

Basically, two process routes are possible: (i) AM and subsequent forming or (ii) forming and
subsequent AM. The first hybrid processing route was extensively studied by authors of the present
work in regard to Ti-6Al-4V [9–11]. It was observed that Ti-6Al-4V pre-forms for forging made either
by L-PBF or by WAAM show a good hot workability. Moreover, voids could be closed applying
compressive stresses at elevated temperature, so that the final microstructure and mechanical properties
could be improved. Extensive work on the second hybrid processing route can also be found in
the literature.
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Figure 1. Illustration of the possible hybrid manufacturing route combining metal hot forming
and WAAM.

Bambach et al. [11] examined the same demonstrator shape and process route (forging with
subsequent WAAM) used in this study and proved that its mechanical properties exceeded the
minimum requirements for forged parts regarding yield strength (YS = 837 MPa > 830 MPa) and
ultimate tensile strength (UTS = 934 MPa > 900 MPa). Also, only minor anisotropic behavior was
observed. In another work, Bambach et al. [12] showed that laser cladding technology could be
used to produce flexibly applicable local patches to locally increase the stiffness or the thickness of
sheet metal components. Papke et al. [13] analyzed tensile bonding strength of hybrid parts made
of Ti-6Al-4V produced by combination of laser beam melting and warm bending. It was reported,
that sheet material and AM material possess different hardness values, and the sheet thickness strongly
influences the bonding strength. Moreover, it was confirmed, that the contact zone between sheet and
AM is the most significant for the strength of hybrid components [14]. Hirtler et al. [15] investigated
the production of modifying stiffening ribs made of AlSi12 on conventionally produced pre-forms
(EN-AW 6082). The authors proved the feasibility of the process combination between WAAM and hot
forming. In general, most of the existing work on hybrid manufactured of Ti-6Al-4V concentrates on
the increase of the strength of the sheet metal components using AM.

To produce a sound Ti-6Al-4V hybrid part the microstructure should be thoroughly controlled.
During WAAM of Ti-6Al-4V β-grains (BCC) grow epitaxially, similar to PBF AM techniques [16].
Such microstructures are hard to avoid because at the low concentration Al and V have a high
solubility in the alloy and, thus, do not partition ahead of the solidification front [17]. The length
of prior β grains along the solidification direction can reach a few cm or even cover the whole
height of the sample, possessing a strong <001> fiber texture [18]. After cooling below the β-transus
temperature (approximately 995 ± 25 ◦C) β grains typically transform to fine α laths (HCP) retaining
β lamellar structure (Widmanstätten structure). Here the thickness of α-platelets and the sizes of
β-grains are the fundamental parameters that affect the mechanical performance of Ti-6Al-4V alloy.
Very high cooling rates (>410 ◦C/s) promote martensitic transformation. Slower cooling rates (<20 ◦C/s)
promote formation of Widmanstätten microstructures [19]. Furthermore, the cooling rate determines
the thickness and the presence of α-phase on prior β grain boundaries, which strongly affect the
mechanical performance, because they induce anisotropy [20]; such anisotropy is unwanted in many
applications. In general, the Widmanstätten-type microstructure is characterized by relatively low
tensile ductility, good creep resistance, moderate fatigue properties and crack growth resistance [21].

Together with the microstructure, residual stress (RS) is one of the major obstacles in the
development of the AM techniques [22]. It may lead to cracking and geometrical distortion of the
parts, thereby limiting the design freedom of the component [23,24]. In the case of WAAM, RS is also
an important factor influencing the structural integrity [20]. Colegrove et al. have reported that in
as-deposited state the RS values in steel WAAM part can reach the yield stress of the material [25]. Also,
the presence of RS highly affects the mechanical behavior of the part. Zhang et al. have reported [26]
that RS facilitates crack propagation from a WAAM Ti-6Al-4V part to its substrate. One of the strategies
for the reduction of RS and the refinement of the microstructure in WAAM is high pressure rolling after
every deposited layer (or a few of them) [25,27]. This approach, however, imposes some limitations
on the part design and degrades the main advantage of the WAAM technique: the high deposition
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rates. In general, according to ASTM F2924 [28], stress-relief heat treatment is mandatory for Ti-6Al-4V
AM parts. The connection between microstructure and RS for welded and AM materials has been
reported in several studies [29–32]. Due to high cooling rate needed for martensitic transformation
(β→α’) in Ti-6Al-4V, the martensitic microstructure is often linked with high tensile RS [30]. It has
been shown that the presence of β phase in PBF Ti-6Al-4V, introduced by intrinsic heat treatment, leads
to the RS relaxation [31]. Thus, for the general application of WAAM, it is important to understand
the microstructure and the RS in as-manufactured WAAM components. Such properties depend also
on the location in the hybrid part. An investigation of the microstructure and the RS at the interface
between forged and AM features is here of particular importance. In AM parts, high tensile RS is
usually reached at the interface between the substrate and the deposited material [33]. This could be
critical for the utilization of hybrid parts.

The main aim of the current study is to investigate the microstructure and the RS distribution
in a hybrid part produced by the combination of conventional hot forming and WAAM. A T-section
geometry manufactured by means of WAAM on a hot forging pre-form is investigated. The paper is
structured as follows: Section 2 presents the manufacturing of hybrid Ti-6Al-4V parts using WAAM
and hot forging. Also, the procedures of microstructural analysis and of determination of RS by
means of neutron diffraction are presented. Section 3 gives an overview of results of metallographic
examinations and RS. Finally, the results are discussed, and conclusions are presented.

2. Materials and Methods

2.1. Sample Manufacturing

The considered hybrid process route encompassed forging and subsequent WAAM of Ti-6Al-4V.
A T-shaped pre-form was forged, as shown in Figure 2. It contained a 10 mm wide and ~90 mm long
rib, which was milled flat at a total height of 42 mm. The WAAM process was used to increase the
height of the rib by 66 mm.

Hot forging was performed in the α + β-temperature range using a 2500 t crank press at OTTO
FUCHS KG (Meinerzhagen, Germany). The forged part was machined on the top side to obtain a flat
surface to ensure a stable WAAM process.

Figure 2. Drawing of the final pre-form with dimensions. Front view (a), side view (b), final appearance
of the hybrid near-net shape demonstrator (c).

WAAM was performed using a Fanuc six-axis robot (FANUC Europe Corporation S. A., Echternach,
Luxembourg) and a TPS 500i welding power source (Fronius®, Wels, Austria) utilizing the Cold Metal
Transfer (CMT) variant of the Gas Metal Arc Welding (GMAW) process. The welding was carried
out in an argon filled, sealed chamber to avoid oxidation. The chamber was equipped with an O2

sensor. Pre-heating of the sample was not applied. The used WAAM set-up is displayed in Figure 3a.
A Ti-6Al-4V wire with a diameter of 1.0 mm was used. One hybrid demonstrator was produced for
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investigations. The shielding gas flow rate at the torch was 15 L/min, also the build chamber was
flooded with 50 L/min before the deposition process. During deposition the chamber gas flow rate
was reduced to 20 L/min to compensate the small gas leakage. The argon gas purity was ≥99.99%.
The chemical composition for as-built Ti-6Al-4V WAAM is shown in Table 1.

Figure 3. For the WAAM process (a) used WAAM machine, (b) applied sinus wave movement and
(c) swapping of the starting point each layer.

Table 1. Chemical composition of Ti-6Al-4V as-built by WAAM (max. weight %).

Ti Al V Fe C Other

Bal. 6.45 3.87 0.19 0.07 0.17

The deposition pattern is shown in Figure 3b,c. The starting point (A/B) changed for every layer
using a bidirectional tool path on a single bead. A sinus wave was superposed onto the translational
motion of the torch to obtain the desired wall thickness. The layer thickness was approximately 4.4 mm.
The number of deposited layers was 15.

The welding parameters are shown in Table 2. The first three layers were welded with a higher
electrical current to achieve a good fusion with the forged substrate and to increase the average
temperature (this ensures a stable WAAM process). The current was than reduced to 100 A for the
following layers.

Table 2. WAAM manufacturing parameters.

Parameter Value

Wire diameter 1.0 mm

Amplitude 5.5 mm

Frequency 2 Hz

Welding speed 15 cm/min

Cooling time between deposition of each layer 130 s

Average electrical voltage 13.5 V

Average electrical current

1st layer: 135 A
2nd layer: 115 A
3rd layer: 105 A
≥4th layers: 100 A
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2.2. Microstructural Characterization

In order to investigate the microstructure, the manufactured hybrid part (including the forged
region) was cut along the build direction. The sample was mounted with the cut cross-sections on top
and ground flat with successively finer grades (from 320 to 1200 μm) of silicon carbide (SiC) papers.
The specimen was then polished with 0.05 μm silica solution (OP-S Suspension, Struers GmbH, Willich,
Germany) with the addition of H2O2, HNO3, and HF. Sample was etched with Kroll’s agent solution to
reveal the microstructure. The sections were analyzed using an optical microscope Carl Zeiss Axiotech
by Carl Zeiss Microscopy (Jena, Germany).

2.3. Residual Stress Analysis

The neutron diffraction experiment was conducted on the instrument E3 at BER II reactor
(Helmholtz Zentrum Berlin, Germany) [34]. A monochromatic neutron beam of wavelength λ = 1.476 Å
was used. The three orthogonal strain components, assumed to be principal directions based on the
sample geometry, were measured (longitudinal, transversal, normal, see Figure 4). The longitudinal
and normal directions coincided with the deposition and the build direction of WAAM, respectively.
The acquisition time was set to 75 min for each stress component. Additionally, to improve the
diffraction signal, a constant ω oscillation of ±10◦ around the scattering vector (this is the bisectrix
between the incident and the diffracted beam directions and corresponds to the direction in which the
strain is measured) was performed. For the longitudinal stress component, a primary slit with opening
of 4 mm × 4 mm was used. For the normal and transversal component, a primary slit with vertical
opening of 18 mm and horizontal opening of 2 mm was used. This allowed at the same time increasing
the signal and keeping high spatial resolution along the build direction of the sample. A secondary
collimator with a focus of 2 mm was used for all measurements. The strain was measured along two
lines: along the deposition direction at the middle height of the WAAM part (L-line) and along the
build direction (N-line). The measured points and coordinate system are schematically presented in
Figure 4a.

 

Figure 4. Photo of sample during neutron diffraction experiment on E3 with the schematics of (a) the
measured points and the coordinate system, (b) the set-up. (Note that the sample is aligned for the
measurement on the normal strain component).

The measurements were performed at the diffraction angle 2θ = 76◦, which allowed the
simultaneous detections of three diffraction peaks for α-Ti: 1122, 2021 and 0004. However, only
the 1122-α reflection appeared at every measured point and sample direction, therefore the RS was
calculated for this crystallographic family. The lattice spacing d was calculated according to Bragg’s law:

d1122 =
λ

2· sinθ1122
(1)
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The lattice spacing (averaged within the gauge volume) was determined by fitting the diffraction
peak with a Gaussian function using the software StressTexCalculator 1.53 (TU-Clausthal, Germany).
In order to calculate lattice strains ε a strain-free reference d0 has to be used, since:

ε =
d1122 − d0

d0
=

sinθ0

sinθ1122
− 1 (2)

One of the main problems in diffraction-based RS analysis is the estimation of such a reference [35,36].
There are different approaches for the determination of d0: measurements using a reference powder or
stress-relieved coupons; or calculations using a global average or stress balance/boundary conditions.
In the case of AM materials the variation of the microstructure inside the part and the different thermal
history of the part from the raw material (power, wire) makes the determination of d0 even more
challenging [35]. In our case, a global d0 (or θ0) was taken as the average of all measured points,
as proposed in [37]. This value was 2θ0 = 72.856◦ with an average error of ±0.007◦ (coming from the
fit of all diffraction peaks). As an alternative, the stress balance condition was applied to the L-line
scan for the normal component (Figure 4):

∫
σNormdL = 0. For this estimation the stress profile was

extrapolated to the surface and interpolated between the points with a B-spline function. Symmetry of
the stress profile was assumed, i.e., σN(+L) = σN(−L). Using this approach, we obtained 2θ0 = 72.859◦.
This value lies within the error range of the 2θ0 obtained using the global average approach and shifts
the resulting stress values only by +10 MPa. Therefore, only stress profiles calculated satisfying the
above-mentioned stress balance conditions will be reported.

RS were calculated according to the tensorial Hooke’s Law: σ = Cε, with C as the stiffness tensor.
With the assumption that the principal geometric directions are also principal stress directions, Hooke’s
Law in the case of a quasi-isotropic solid reads:

σL,T,N =
E1122(

1 + ν1122
)(

1− 2ν1122
) [(1− ν1122

)
εL,T,N + ν1122(εT,N,L + εN,L,T)

]
(3)

where σL,T,N and εL,T,N are stresses and strains along the longitudinal, transversal and normal direction,
and E1122 = 112.7 GPa and ν1122= 0.321 are the diffraction elastic constants for α-Ti 1122 reflection
calculated by the Kröner’s model [38].

Hydrostatic stress σH and von Mises stresses σvM were calculated according to:

σH =
σT + σL + σN

3
(4)

σvM =

√
1
2

[
(σL − σT)

2 + (σT − σN)
2 + (σN − σL)

2
]

(5)

3. Results and Discussion

Figures 5 and 6 show the macro- and microstructure of the hybrid part, respectively. To interpret
the microstructural features, we must recall that the first layers were produced with higher current
(see Table 2) to compensate the heat sink effect of the substrate. Then, the heat input (i.e., current) was
gradually decreased, and after the fourth layer it was set to a constant value. The macrostructure of the
WAAM Ti-6Al-4V is characterized by the epitaxial growth of large columnar prior β-grains, which
stretch through several deposited layers (Figure 5). The average dimensions of such grains are about
1.3 mm perpendicular and 8 mm parallel to the build direction.
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Figure 5. (a) Micrograph showing prior β-Ti grains in the middle section of the sample with enlarged
view for (b) top of WAAM part, (c,d) middle height of WAAM part, (e) transition region between
WAAM and forged parts.

 

Figure 6. Typical micrographs obtained (a) in the substrate, (b) in the transition zone close to the
substrate, (c) in the center of the WAAM part.

The forged Ti-6Al-4V T-section shows, instead, a bi-modal α+β microstructure (Figure 6a),
typically obtained in Ti-6Al-4V after conventional thermomechanical processing [21]. The first layers
of the WAAM material are characterized by a higher cooling rate compared to the following layers,
due to heat conduction to the substrate. Therefore, in the transition zone (e.g., in the first layers, up to
approximately 7 mm distance from the seam line), a fine martensitic α’ microstructure is found within
small globular prior β-grains with average dimensions of approximately 50 μm (Figure 6b).

At sample mid-height, the micrographs show an αw-Widmanstätten microstructure with a
thickness of the α-platelets of approximately 2 μm within the columnar prior β-grains (Figure 6c).
Such microstructures are often reported in the literature [3]. Moreover, the α-phase also appears
as a thin layer on the prior β-grain boundaries with a thickness comparable to the thickness of the
α-platelets. This microstructure was generated by the repeated rapid heating and cooling that occur
during the WAAM process. It is important to stress that the coarse prior β grains may critically affect
the mechanical properties (since β is more ductile than α).
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A flat panel detector was used in the neutron diffraction experiment. The 2D distributions of
the diffraction signal give valuable information about the microstructure (Figure 7): especially in the
longitudinal direction, diffraction spots (instead of the typical Debye rings observed for polycrystalline
materials) were observed. This is called the “coarse grain effect” (Figure 7a). The grain size of α-Ti
laths is quite small, with an average thickness of about 2 μm and an average length of about 25 μm
(see Figure 6). However, the origin of α-Ti laths create a distinct crystallographic texture. All the grains
of α-Ti inside the prior β-grain are only variants of the same crystallographic orientation, according to
Burgers orientation relation [39]. Thus, from the crystallographic point of view, such laths form coarse
grains, which scatter similarly to single crystals in the longitudinal direction. In spite of this effect,
the projections of the few spots inside a 2D detector image could be analyzed as a Bragg peak, and the
lattice parameter could be reliably determined.

 

Figure 7. Image of 2D detector obtained during neutron diffraction experiment on the WAAM part
(at 46 mm) for (a) longitudinal direction, (b) normal direction, (c) transversal direction. Note: the
images are normalized to the maximum intensity, the pixel size is 1.17 mm × 1.17 mm.

The neutron diffraction patterns (i.e., integrated along the Debye ring) collected along the L-line
for three orthogonal directions are presented in Figure 8. The patterns look similar at every position,
thereby showing no microstructural variations along the deposition direction. The peak intensities
(of both 1122 and 2021 reflections) do not vary for different orientations, highlighting the absence of a
strong crystallographic texture.

Figure 8. Diffraction patterns along the L-line for (a) transversal component, (b) normal component,
(c) longitudinal component.
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The intensity ratios follow the theoretical predictions for the neutron diffraction pattern of HCP-Ti
powder (i.e., assuming random crystallographic texture, calculated by PowderCell [40]): the intensity
of the 1122 reflection is the highest out of the three reflections observed, followed by 2021 and
0004 reflection.

In contrast to the diffraction patterns acquired along the deposition direction (L-line, Figure 8),
a decrease of the intensity towards the substrate for all reflections of the transversal strain component
can be observed along the build direction (Figure 9a). As shown in Figure 2, the thickness of the
sample is the same as the thickness of the substrate (in the analyzed region up to 15 mm of substrate),
so this cannot be caused by higher neutron absorption. In other words, the path of the neutron beam
stays the same for the WAAM and the forged part. Therefore, this intensity variation is an evidence
of the microstructural changes reported in Figure 6 and, in particular, of the crystallographic texture.
The ratio between the 1122 and 2021 peak intensities changes with the height for the longitudinal
component (Figure 9c). The 0004 peak increases its intensity for the points in the transition zone and
inside the substrate for the normal component (Figure 9b). Thus, an increase in intensity from the
prismatic crystallographic plane (1000) for the transversal component could be expected. Since we
mostly observed mixed reflections (1122 and 2021), it is hard (and anyway out of the scope of this
study) to quantify the effect of crystallographic texture from the current experiments.

Figure 9. Diffractograms along the N-line for (a) transversal component, (b) normal component,
(c) longitudinal component.

The normalized integrated intensity and the full width at half maximum (FWHM) of diffraction
peaks along the N-line are presented in Figure 10. Although the coarse grain effect was observed for the
longitudinal component (Figure 7a), the FWHM and the integrated intensity of the peak did not vary
within the sample (Figure 10b). As for the transition zone and for the substrate, the intensity drops for
each measured strain component. In the substrate (Figure 6a), the intensity increases for the normal
component. This can be caused by microstructural and crystallographic texture changes (see Figures 5
and 6). It should be noticed that most changes happen in the transition region (from +10 mm to
−10 mm) and stabilize inside the WAAM section and the substrate. An increase of the FWHM is often
connected to plastic deformation of the material, however, in the present case the FWHM remains
constant for the whole height of the sample. Only the transversal component of some points in the
substrate shows an increase of the FWHM; this is an artifact due to the low intensity of the peaks (i.e.,
higher fitting error), see Figure 9a.
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Figure 10. (a) FWHM and (b) normalized integrated intensity of the 1122 -Ti diffraction peak along the
build direction.

The hydrostatic σH and von Mises stress σvM profiles along L- and N-lines are presented in
Figure 11. The stress range for both is around 100 MPa. The hydrostatic stresses cannot be released by
post-processing heat treatment and, hence, could be critical for structural integrity of the part under
load. In the present case, σH reaches its maximum value of around 75 MPa, this is only 10% of the
yield stress of WAAM Ti-6Al-4V (around 750 MPa according to [41]). While this value is not critical for
the part integrity, it should be taken into account when assessing the life of the component (e.g., under
fatigue).

Figure 11. Hydrostatic and von Mises stress along (a) L-line, (b) N-line. Error bars are contained in
the markers.

The longitudinal RS profile along the sample L-line shows a maximum (about 100 MPa) in
the middle of the sample (Figure 12a). The profile is symmetric and is similar to that simulated by
Ding et al. [42] for steel WAAM parts. The stress profiles along N-line are more complicated (Figure 12b).
In the literature the longitudinal component of the RS (coinciding with the deposition direction) usually
shows the highest values and the highest gradients. Several experimental RS determination methods
(such as the contour method [43] and neutron diffraction [44]) and modeling [42] have revealed the
typical longitudinal RS profile generated along the height of WAAM parts. There is some consensus
that high tensile stress appears in the region near the substrate and constantly decreases to compressive
towards the top of the sample (see schematic in Figure 12c). This is also typical for stress profiles
across heterogeneous junctions (see e.g., [45]). The RS rapidly decreases from the transition zone
(WAAM/substrate) to the bottom of the substrate. In fact, the whole part should satisfy the stress
balance conditions. In our case, the RS decreases to around −50 MPa at 20 mm and then increases to
slightly tensile values and decreases again at the very top of the sample (Figure 12b). This follows
typical RS profiles (see Figure 12c), with the exception of the point at 20 mm. As mentioned above,
during production the energy input was decreased for the first four layers (around 18 mm, see Table 2);
therefore, this region of the sample had different thermal input compared to the rest of the WAAM part.
This may also be the reason why in this region low RS is found. The sensitivity of RS to variations of
the production parameters has been reported for many AM materials [31,36].

Along the build direction all components of the RS lie in the range between −100 MPa and 100 MPa
(Figure 12b). This stress range is lower than that reported for WAAM Ti-6Al-4V (reaching around
600–700 MPa [33,37,43,44], with a maximum tensile stress value of around 500 MPa). High RS could be

213



Metals 2020, 10, 701

induced by large cooling rates, which are favored by large contact areas (WAAM fabrication, Figure 1)
and small substrate thickness, as they were used in the cited works. In the present study, the part
of the pre-form used as substrate (a thin upright wall, as in hybrid fabrication, Figure 1), allowed a
larger heat accumulation. In this case the geometry of the hybrid part played an important role in
RS formation. Furthermore, the used deposition strategy with a sinusoidal path induced a higher
energy per unit length (Figure 3b). Thus, the average temperature level was higher during production.
This caused a lower temperature gradient, lower flow stresses, and, therefore, smaller RS. Furthermore,
the repeated sinusoidal passes induced a so-called intrinsic heat treatment (IHT), analogous to certain
scan strategies for L-PBF (see e.g., [31,36]), thereby offering a mechanism for RS relaxation.

Figure 12. RS profile (a) along the L-line and (b) along the N-line, (c) schematic of the typical stress
profile along the WAAM sample height.

4. Summary

We investigated a so-called hybrid Ti-6Al-4V part, made of a WAAM wall and a forged T-shape
substrate. Such a component showed the following microstructure along its height: bi-modal (α+β)
in the forged part, martensitic in the transition zone, and Widmanstätten laths inside the WAAM
part (as observed by optical microscopy). Neutron diffraction patterns revealed the presence of
preferential crystallographic orientation, changing along the sample height (build direction) but
not within deposited layers. Residual stress analysis in the bulk of such hybrid part (by means of
neutron diffraction) showed a strong stress gradient in the transition region for every stress component.
The hybrid forging+WAAM production induced lower residual stress (maximum values around
100 MPa) compared to purely WAAM components reported in the literature (with maximum stress
around 500 MPa). We explained such a low stress by the higher heat accumulation and lower cooling
rate during hybrid production (the thin substrate hinders heat accumulation), as well as by the
sinusoidal shape of the torch movement. An intrinsic heat treatment (successive sinusoidal passes)
also assists stress relaxation. The residual stress profiles along the build direction are also expected to
be affected by the heat input variation within the part during production. Simulation work is ongoing
to understand the formation of residual stress and microstructure in such hybrid WAAM parts.
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Abstract: A study was undertaken on the compressive high strain rate properties and deformation
behaviour of Direct Metal Laser-Sintered (DMLS) Ti6Al4V (ELI) parts in two separate forms: as-built
(AB) and stress relieved (SR). The high strain rate compression tests were carried out using a Split
Hopkinson Pressure Bar test system at ambient temperature. The average plastic strain rates attained
by the system were 400 s−1 and 700 s−1. Comparative analyses of the performance (flow stresses and
fracture strains) of AB and SR specimens were carried out based on the results obtained at these two
plastic strain rates. Microstructural analyses were performed to study the failure mechanisms of the
deformed specimens and fracture surfaces. Vickers microhardness test values were obtained before
and after high strain rate compression testing. The results obtained in both cases showed the strain
rate sensitivity of the stress-relieved samples to be higher in comparison to those of as-built ones,
at the same value of true strain.

Keywords: direct metal laser sintering; Ti6Al4V (ELI); dynamic properties; Split Hopkinson Pressure
Bar; flow stress; fracture strain

1. Introduction

Direct metal laser sintering (DMLS) is a technology that has been available commercially since
1995. This technology was developed by EOS GmbH of Münich, Germany [1]. In DMLS, material
is added one cross-sectional layer at a time to create a three-dimensional object [1]. The process,
therefore, makes solid 3D objects of almost any shape from a computer-aided design (CAD) model.
The CAD model, which constitutes the part geometry, is created, and, once optimised, is then “sliced
numerically” into the layers of thickness at which the additive manufacturing (AM) machine will build
it. Next, the file is transferred to the DMLS machine’s software, allowing file-based building to begin.
Layers of powder are laid down successively and fused selectively by a laser, with each fused layer
corresponding to a particular two-dimensional slice of the CAD file. Through repetition of this process,
and by fusing layers onto each other, these successive layers form a shape conforming to the 3D CAD
model [2].

Varieties of metal and alloy powders can be used, as long as they conform to the DMLS process
in terms of atomised particle size and shape. Some potential materials that have been developed for
DMLS include, but are not limited to, aluminium alloys, steels and titanium alloys [3]. However,
Ti6Al4V has been the main alloy used in DMLS processes. This is mainly due to its application in
the medical and aerospace industries [1–4]. The alloy offers good characteristics, such as specific
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strength and ductility, low thermal conductivity and corrosion resistance, making it a preferred alloy
for use in the aerospace industry. In airframes, it is used for general structural components such as
undercarriages, fuselages, wings and fasteners [3]. Due to its relatively moderate maximum allowable
temperature being between 347 ◦C and 417 ◦C [5], it is used for the manufacturing of fan blades,
fan cases and compressor blades in the intake sections of aircraft turbo-engines [4]. Other applications
include biomedical devices and implants, and high-performance automotive engine parts for racing
cars [4]. The opportunities for use of AM technologies such as DMLS in the aerospace sector has led
to a reduction of the required quantities of raw materials used to produce in-service components,
known as the “buy-to-fly” ratio [6].

The use of DMLS-produced Ti6Al4V parts in the aforementioned applications is expected to
increase in the near future [7]. Therefore, it will be imperative to determine how such manufactured
parts respond under dynamic conditions of loading. Residual stresses and high surface roughness
developed during the building process are the major challenges facing the DMLS process [8]. While the
residual stresses result from the rapid cooling of the process, the surface roughness of the manufactured
parts is due to partially melted or un-melted powder from the surrounding powder bed sticking to the
surface. Porosity and generation of microstructures that are different from those of wrought or cast
materials are other challenges associated with AM processes. The production of parts that are free
of from pores requires precise control of a number of process parameters [9]. Therefore, the material
properties of the DMLS parts are often very different from those of cast or wrought material with
the same composition. For instance, the yield strengths of cast and wrought Ti6Al4V are 885 MPa
and 945 MPa, respectively, whereas a value of 1075 MPa has been reported for DMLS-produced
parts [10–12]. The higher yield strength value in the DMLS process is attributed to the resulting
α’-martensitic microstructure as a result of the rapid cooling rate associated with the process.

The behaviour of conventionally manufactured Ti6Al4V under dynamic loading has been the
subject of various studies [13–15]. Generally, these studies demonstrated the positive strain rate
sensitivity of the Ti6Al4V parts made by conventional manufacturing processes. In the recent past,
some studies have attempted to demonstrate the dynamic deformation behaviour of AM Ti6Al4V [16,17].
In their research, Peng et al. [16] paid special attention to both the effects of strain rate as well as
temperature on the tensile and compressive plastic flow and fracture characteristics of Ti6Al4V alloy
produced via 3D laser deposition technology. The study observed that the flow stress under compressive
and tensile loading increased with strain rate. However, the flow characteristics of the material
decreased with an increase in temperature under both loading conditions. The authors concluded that
compressive fracture occurred as a result of adiabatic shear bands (ASBs) that formed and expanded
during deformation for all the test high strain rates. Elsewhere, Mohammadhosseini et al. [17]
investigated the dynamic compressive properties of Ti6Al4V alloy produced by electron beam melting
(EBM). The study concluded that the strain at fracture was lower in dynamic compared to static
compression deformation. Microstructure investigation revealed the presence of ASBs in high strain
rate samples. ASBs are narrow zones in which considerable local increases of temperature can be
experienced due to the degeneration of part of the mechanical work of high strain rate deformation.
The ASBs are usually a precursor to the final ductile or brittle fracture as a result of voids and small
cracks growing and coalescing within them [18,19].

In a manner similar to convectional manufacturing processes, parts produced by various AM
processes may not necessarily show similar mechanical properties and behaviour, due to the differences
of processing parameters, as well the variability in individual processes. A comparative study indicated
that the tensile strength of DMLS Ti6Al4V is approximately 30% higher than that of EBM [9]. This is due
to the fact that the EBM process results in an α + β microstructure, whereas the DMLS process results
in an α′ phase, which has a comparatively higher yield strength [11]. The layer-by-layer building
process of metal powder in the DMLS process with non-optimal parameters influences the porosity,
whereas rapid cooling influences the formation of the resulting microstructure. Together, these two
factors determine the mechanical properties of the part produced.

220



Metals 2020, 10, 653

The DMLS-produced parts are functional and can be used for different applications experiencing
wide ranges of strain rate loadings, such as biomedical implants (low strain rate loading), and in
high-performance parts, such as in automotive engine, aircraft engine and structural components
(high strain rate loading). Table 1 shows the reported values of strain rate reached under various
environmental conditions.

Table 1. Actual levels of strain rate in the human body, and structural parts under various conditions.

Strain Rates (s−1) Conditions Strained Parts Ref.

0.004 Walking Tibia and cortical bones [20]

0.05 Sprinting and downhill running Human bones [21]

1–50 Traumatic fracture events (accidents) Human bones [22]

1–500 Automotive crash Automobile body parts [23]

10–1000 Aircraft undercarriage Landing gears [24]

Aircraft turbo-engine frontal components are prone to impact by foreign objects, such as what is
commonly known as a “bird strike” [25]. Bird strikes may occur during take-off, climb, approach and
landing. A typical case that recently occurred in South Africa is that of Mango Airlines Flight JE 147,
which had to turn around after one of the aircraft’s turbo-engines was damaged by a bird strike a
few minutes after take-off from O.R. Tambo International Airport, Johannesburg [26]. Therefore, it is
critical to design structures and components to withstand such eventuality. Data on the response of
materials to high strain rates is necessary to analyse problems related to foreign object damage (FOD),
and also in modelling and numerical simulation. Fan casings, compressor casings and turbine casings
are designed for containment of debris as a result of blade release. In such an event, a loose/broken
blade has to be contained within the casing to avoid further damages to other components, such as
controls, which may lead to a loss of control of the aircraft, in turn leading to tragic losses or even an
unsafe landing.

The aim of the work reported on in this paper was to develop an understanding of the mechanical
behaviour of DMLS-fabricated Ti6Al4V (ELI) parts under high strain rate compressive loading using a
Split Hopkinson Pressure Bar (SHPB). The two forms of as-built (AB) and stress-relieved (SR) DMLS
specimens were used in this testing. Stress relieving was done to reduce the residual stresses developed
during fabrication through the DMLS process. The variations of microhardness, stress–strain behaviour
and microstructural characteristics of the two forms of alloy under high strain rate compressive loading
were studied in this work, and are reported here.

2. Materials and Methods

2.1. Materials

Table 2 shows the chemical composition of the Ti6Al4V (ELI) powder used for the production of
specimens for high strain rate tests. The powder complied with the ASTM F3001-14 standard and was
supplied by TLS Technik GmbH & Co. Spezialpulver KG (Bitterfeld–Wolfen, Germany).

Table 2. Chemical composition of TLS Technik GmbH Ti6Al4V (ELI) alloy powder (wt. %).

Materials Al V Fe C O N H Ti

Wt. % 6.34 3.944 0.25 0.006 0.082 0.006 0.001 Bal.

The Ti6Al4V (ELI) experimental high strain rate compression specimens were built in a DMLS
EOSINT M280 system (EOS GmbH, Munich, Germany) with a 200 W ytterbium fibre laser that has a
laser diameter of 80 μm. The samples were fabricated with a laser power setting of 175 W, a hatch
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distance (the distance between two adjacent scan vectors) of 100 μm and a layer thickness of 30 μm.
The Ti6Al4V (ELI) powder particle size was an average of ≤40 μm diameter. A back-and-forth raster
scanning pattern with shift angle of 67◦ for each pass was used in the production of the specimens.
Argon gas was used as a protective inert atmosphere in the manufacturing process. Thirty-two
cylindrical specimens, with a diameter of 6 mm, were fabricated, and half of them were stress relieved
in an argon gas atmosphere at 650 ◦C, with a soaking period of three hours, and then cooled down in
this protective atmosphere. These specimens are herein referred to as “stress-relieved (SR) specimens”.
The rest of the specimens are herein referred to as “as-built (AB) specimens”. The AB and SR specimens
were cut off the base plate by electrical discharge machining (EDM) wire cutting. The cylindrical
compression test specimens were made in two sets: one with a height of 10 mm and diameter of
6 mm, and the other with a height of 6 mm and diameter of 6 mm. Sixteen specimens (8 AB and 8 SR
specimens) were built for each of the two heights. Two specimens in each category (AB and SR) were
used for the calibration of the test equipment. Two different heights of specimens were used during
SHPB compression testing in order to attain two different strain rates using the same equipment setting
(striker velocity). The specifications of the SHPB test require a height-to-diameter ratio of at most 2,
in order to facilitate equilibrium of the dynamic forces during testing [27]. The ends of the specimens
were faced off on a lathe machine to ensure that they were flat and parallel within a tolerance of
0.02 mm. The parallel ends of specimens are normally required to ensure best possible contact between
the specimen and the pressure bars of the SHPB apparatus during impact loading.

2.2. Dynamic Compression Test

The classical SHPB is used to characterise high strain rate behaviour of materials in compression,
tension and shear. The device is capable of attaining strain rates ranging from 102 s−1 to 104 s−1 [28].
Such range of strain rates is sufficient to simulate high-speed crashes and high strain rate impacts.
The typical compression SHPB test set-up is as shown in Figure 1. The incident and the transmitter
bars were made of high-strength 4340 steel. The incident and transmitter bars were 3000 mm long,
with a diameter of 20 mm. The striker bar was 710 mm long, and was fired into the incident bar at
velocity of approximately 11 m/s.

Figure 1. The SHPB compression test setup, reproduced from [29], with permission from Elsevier, 2019.

Strains in the incident and the transmitter bars were measured with strain gauges in a full
Wheatstone bridge configuration. The bridge was constructed from four Micro-Measurement (Raleigh,
North Carolina, USA), ED-DY-125AC10C 1000 strain gauges placed at the centre of both the incident
and transmitter bars. An excitation voltage of 1.50 V was provided through two Agilent E 2630A
power supplies. To reduce the friction and maintain uniaxial compression in the sample, molybdenum
disulphide grease was used to lubricate the interface between the bars and the specimen. The changes
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in resistance on the strain gauge as the striker bar struck the incident bar were converted to proportional
changes in voltage, and then amplified, digitally sampled and stored as numerical data. The strain
gauge readings in volt were then converted into strain using the Equation (1), where the strain gauge
data (resistance, gauge factor and voltage) were known [28].

Strain =
Voltage reading x Gauge resistance

Calibrated voltagexGauge f actor (Gauge resistance + Calibrated resistance)
(1)

Figure 2 shows a typical output signal from the strain gauges on the bars of the SHPB test rig in a
typical high strain rate compression test, obtained for DMLS Ti6Al4V (ELI).

Figure 2. The voltage output from the strain gauges after filtering out noise in a typical compression test.

It is clear that the time at which the waves start picking up in magnitude is not the same for
the transmitted and the reflected wave. The estimated picking up times in Figure 2 for the reflected
and the transmitted wave are 0.0001214 s and 0.0001229 s, respectively. The reason for this difference
in time between these two waves is that the incident wave is immediately reflected at the incident
bar/specimen interface, while the transmitted wave occurs upon the wave travelling through the
specimen. The reflected signal εr(t) was captured from the strain wave of the incident bar, whereas the
transmitted strain signal εt(t) was captured from the strain wave of the transmitter bar for the same
time range as the reflected strain wave. These signals were converted into strain using Equation (1),
before input into an existing MatLab programme that converts such signal in stress (σs), strain (εs)

and strain rate
( .
εs
)

using Equations (2)–(4):

σs = EA0εt/As (2)

εs = 2C0/ls

∫ t

0
εrdt (3)

.
εs = 2εrC0/ls= vs1 − vs2/ls (4)

where E is the Young’s modulus of the incident and transmitter bars; A0 and As are the cross-sectional
areas of the bars and the specimen, respectively; ls is the length of the specimen; and C0 is the
longitudinal wave velocity in the incident and transmitter bars.
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Therefore, during the experiment, testing at each strain rate range was repeated seven times,
and in all instances the stress and strain data captured were averaged using MatLab codes in order to
enhance the credibility of data used. This was to reduce uncertainties that could affect the recorded
pulse, leading to spurious results.

2.3. Preparation of Fractured and Cut Surfaces (in the Unfractured Specimens)

In order to study and characterise the deformed surfaces of those specimens that did not fracture
after compressive high strain rate testing, they were first sectioned along their respective longitudinal
loading axes. The cut was done using EDM wire cutting. Before grinding and polishing of the
cut surfaces, the specimens were mounted in conductive Bakelite/Epoxy using a Struers Citopress-1
mounting machine (Cleveland, Ohio, USA). Grinding and polishing of the specimens then followed,
and were performed in accordance with the suggested protocol by Struers for titanium alloys.
The polished parts were then cleaned individually under tap water, and thereafter dried using a
strong stream of compressed air. Metallographic samples were then etched using a solution of Kroll’s
reagent, a dilute aqueous solution containing HF and HNO3 that is commonly used for commercial
titanium alloys.

The surfaces of those specimens that fractured upon testing were first cleaned with an ultrasonic
cleaner for a period of three minutes, using ethanol as the cleaning solvent. The surfaces were then
rinsed under running water, before being dried using a strong stream of compressed air. An optical
microscope (OM) and a scanning electron microscope (SEM) were used to examine the fracture surfaces
and the cut surfaces of the aforementioned loaded DMLS Ti6Al4V (ELI) specimens.

Microhardness testing of the DMLS Ti6Al4V (ELI) wire cut specimens that were exposed to
compression high strain rates without fracturing was performed using a Future Tech Vickers hardness
tester. A 200 g load, with a dwell time of 10 s, was used, and a minimum of 30 indentations were
made on the polished cut surfaces of each sample. The indentations were made approximately 0.5 mm
from the edges of the cut surfaces, in both the transverse and longitudinal directions, and a set of
indentations were made along the middle in the loading direction, as illustrated in Figure 3. To study
the hardness in the regions of critical deformation (adiabatic shear zones), a smaller load of 10 g, with a
dwelling time of 10 s, was used. A smaller load was used because the regions were too narrow to
accommodate a load of 200 g.

Figure 3. Illustration of typical indentations made on the cut surfaces of the specimens. The blue and red
arrows show the direction of indentation and inclination of adiabatic shear bands (ASB), respectively.
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3. Results and Discussion

3.1. Microstructure

The optical microstructural observations of the longitudinal sections of the two forms of the alloy
shown in Figure 4, revealed prior β-grains elongated approximately parallel to the build direction,
before and after stress-relieving heat treatment. An almost equiaxed grain morphology of β-grains
on the transverse sections were observed for both the AB- and SR-sectioned samples. The diameters
of these grains were approximately 100 μm, which corresponds with the hatch spacing, a DMLS
process parameter mentioned in Section 2.1. The interior of the elongated and equiaxed prior β-grains
shown in Figure 4 consist of fine acicular-type structures referred to as “α′-martensite”. Previous X-ray
diffraction (XRD) and transmission electron microscopy (TEM) analyses of AB and SR specimens by
Yadroitsev et al. [30] confirmed them to consist of fine acicular-type structures with no traces of β-grain
precipitation, even upon stress-relieving heat treatment for the latter.

Figure 4. Typical optical micrographs of the as-built (AB) (a,c) and stress-relieved (SR) (b,d) transverse
and longitudinal sections of the specimens in relation to the build direction, respectively.

3.2. Flow Stress and Strain Rate Dependency

The 6 mm and 10 mm long compression specimens for the two forms of alloy, AB and SR,
yielded two different high strain rates. Figure 5 shows the strain rate against time history for the two
dimensions of the specimen used.
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Figure 5. Typical imposed strain rate vs. time history for the 6 mm and 10 mm AB specimens.

This figure shows that the length of the compression specimen has an effect on the strain rate
for the same striker velocity, which further confirms Equation (4) in Section 2.2. From the figure,
it is seen that the strain rate varied significantly with time, particularly during elastic deformation of
the specimens, and remained relatively constant during plastic deformation. The 6 mm and 10 mm
specimen for the two forms of alloy yielded average plastic strain rates of approximately 700 s−1 and
400 s−1, respectively, for the same applied impact velocity of approximately 11 m/s.

Based on the strain signal obtained, the typical computed strain, strain rate and stress graphs for
Ti6Al4V (ELI) as a function of time are shown in Figure 6. Over most of the test period, the specimens
experienced linearly increasing strains as the period of testing increased, as is clear from Figure 6.
It is also evident from the figure that the compressive stresses induced in the specimens increased
more or less linearly with time, up to a certain value (elastic limit). Beyond this point, the change in
compressive stress is seen in Figure 6 to become nonlinear (plastic deformation). The compressive
strain rate is seen in Figure 6 to rise rapidly, and then drop sharply, before levelling off in the zone
of plastic deformation, as previously shown in Figure 5. Like most stress–time curves of metals and
alloys during deformation, the curves in this figure exhibit three distinct regions: the initial region of
elastic deformation; the second region of uniform plastic deformation, which terminates in the ultimate
strength of the material; and the third region of unloading, referred to as a region of non-uniform
plastic deformation.
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Figure 6. Typical stress, strain rate and the strain against time graph for a 6 mm long SR Direct Metal
Laser-Sintered (DMLS) Ti6Al4V specimen.

The curves shown in Figure 7 also exhibit the three regions of elastic and plastic deformation
discussed above. After dissipation of the effect of the applied impact, the stresses induced in the
specimens dropped. Most reported cases of fracture occurred in this region, after which the stress
dropped to zero, as shown in Figure 7.

Figure 7. Stress–strain curves for the six SR specimens of 6 mm length, tested at a strain rate of
approximately 400 s−1.

At least seven specimens were tested in each category (AB and SR) and at each strain rate (400
and 700 s−1). However, due to instability of the SHPB equipment data acquisition system, some tests
failed to record results, even though the specimens were loaded. For instance, in Figure 7, although all
seven specimens were loaded, only six of them recorded results. All specimens tested experienced
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plastic deformation, as shown in Figure 7. Moreover, as shown in Table 3, 14% and 29% of the AB and
SR specimens, respectively, fractured during testing conducted at a plastic strain rate of approximately
400 s−1. It was noted that 42% and 71% of AB and SR specimens, respectively, failed during testing
conducted at a plastic strain rate of approximately 700 s−1. It is apparent, therefore, that more
specimens fractured during testing that was conducted at the higher strain rate. The compressive
fracture strength of as-built (AB) Ti6Al4V (ELI) is expected to decrease upon stress-relieving heat
treatment, while ductility is expected to improve resulting in the higher numbers of fractured SR
specimens, as seen in Table 3. Generally, this is due to the reduction of residual stress of the AB
microstructure as a result of heat treatment.

Table 3. Conditions of the specimens after dynamic compression testing.

Specimens As-built (AB) Stress Relieved (SR)

Plastic strain rates (s−1) 400 700 400 700
No. of fractured specimens 1 3 2 5

No. of unfractured specimens 6 4 5 2
Total 7 7 7 7

The average values of compressive stresses and strains for the seven specimens, less outliers,
tested at each strain rate were computed using MatLab codes, up to the point where the first incidence
of fracture was reported in each case, at average plastic strain rates of 400 s−1 and 700 s−1 for both the
AB and SR specimens. The curves for engineering stress (σeng) and strain (εeng) were converted into
curves for true stress–strain using the following relationships.

σtrue(t) = σeng(t)
(
1− εeng(t)

)
(5)

εtrue(t) = −In
(
1− εeng(t)

)
(6)

The high strain rate average compression stress–strain curves for the AB and SR samples, such as
the set of curves shown in Figure 7, are presented in Figure 8.

Figure 8. The resultant average compressive true stress–strain curves for the AB and SR samples at
two different strain rates.

228



Metals 2020, 10, 653

The sudden impact on the specimens during the SHPB test loaded the material out of the elastic
limit, thus leading to instantaneous strain hardening (pile up of dislocations). The result of this was
higher values of stress than the normal yield stress of 1080 MPa for the alloy required to initiate plastic
deformation, as seen in Figure 8. The yield point varied for the two forms of the alloy tested at the two
strain rates. At the higher strain rate of 700 s−1, the yield stresses of the AB and SR specimens are seen
in the two figures to be 1384 MPa and 1402 MPa, respectively. Both forms of alloy yielded at lower
values of stresses of 1304 MPa and 1225 MPa for the AB and SR specimens, respectively, at a strain rate
of 400 s−1.

Further increase of the applied strain initiated plastic deformation for both forms of the alloy.
For all the specimens that were tested, the true flow stresses are seen in Figure 8 to have increased
after yielding up to a maximum flow stress, which is known to be due to strain hardening, and then
decreased thereafter. Most of the plastic work done during this period is dissipated as heat. However,
as materials are rarely pure and without flaws, inhomogeneities in the material form areas of stress
concentration, and therefore centres of concentration for plastic deformation [31]. The heat generated in
such areas is likely to be more than the heat dissipated for high strain rates, even more so for materials
with a low thermal conductivity, such as Ti6Al4V. This would then give rise to higher temperatures in
the alloy at such areas, which in turn may lead to thermal softening. Thermal softening stops further
strain hardening by enhancing the motion of dislocations, leading to flow localisation. The decrease in
flow stresses with increasing strain is due to the effect of unstable deformation caused by such flow
localisation, which then leads to the development of voids and microcracks. This unstable deformation
occurs at the maximum true stress (σmax), and the strain at this stress is defined as the strain of unstable
deformation. As is evident from Figure 8, the value of maximum true stress obtained in the present
work was higher for the AB samples, at 1596 MPa, compared to a value of 1550 MPa for the SR samples
at the same strain rate of 700 s−1. At the lower strain rate of 400 s−1, the values of maximum true stress
for the AB and SR still show the same trend, although with smaller differences, namely, 1539 MPa and
1525 MPa, respectively.

The curves in Figure 8 were plotted up to the points at which fracture occurred. The strain at such
points is therefore a fracture strain. The fracture strains were higher at the lower strain rate of 400 s−1.
At the lower strain rate, the AB specimens fractured at an average strain of 0.126, compared to that of
the SR specimens at 0.174. At the higher strain rate of 700 s−1, the strains at fracture were 0.124 and
0.135 for the AB and SR specimens, respectively.

At fixed strain and temperature, the effect of strain rate on the flow stress (σ) can be described by
the power-law expression [32]:

σ = C
.
ε

m (7)

where C is the material constant exponent, m is the strain rate sensitivity and
.
ε the strain rate.

For material deforming at two levels of strain rate, Equation (7) can further be expressed as [32]

σ2/σ1 = (
.
ε2/

.
ε1)

m (8)

The computed values of the relative strain rate sensitivity m for the AB and SR samples from the
average true stress–strain curves at the same strain are as shown in Table 4.

Table 4. Experimental values of relative strain rate sensitivity.

Strain 0.02 0.04 0.08 0.12

Form of samples Strain rate sensitivity (m)

AB 0.074 0.064 0.001 −0.04

SR 0.183 0.182 0.15 0.09
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The relative strain rate sensitivity is seen from Table 4 to be higher for the stress-relieved samples
in comparison to the as-built ones. This could suggest that the stress-relieved DMLS Ti6Al4V (ELI)
material becomes more work hardened under high strain rate loading conditions in comparison to the
as-built parts under the same loading.

It is common practice to expose the DMLS parts to stress relieving heat treatment in order to
relieve the residual stresses that develop during the build process. Therefore, a comparison of the
results obtained in the present study for the SR samples and those of Ti6Al4V (ELI) commonly used in
industry and manufactured via the conventional methods is presented in Table 5.

Table 5. A comparison of the flow properties of SR DMLS Ti6Al4V (ELI) samples in the present work
with those reported in the literature for wrought Ti6Al4V (ELI).

Ti6Al4V Microstructure Strain Rate (s−1) YS (MPa) UCS (MPa) εf Ref.

DMLS-SR Martensitic 400 1225 1525 0.174 Present study

DMLS-SR Martensitic 700 1402 1550 0.135 Present study

Wrought A + β lamellar 1100 1130 1180 0.180 [33]

Wrought α + β lamellar 4100 1376 1400 0.300 [33]

Wrought α + β Equaxied 2630 1210 1346 0.320 [34]

Wrought A + β Equaxied 6400 1385 1410 0.270 [34]

YS: Yield Strength, UCS: Ultimate Compressive Strength: ε f -fracture strain.

The materials in the table are of different microstructures: martensitic, lamellar and equiaxed.
The yielding stresses and ultimate compressive strength for stress-relieved DMLS Ti6Al4V (ELI) parts
are seen in this table to be higher than those of the wrought material, even though the latter were
tested at higher strain rates than in the SR specimens in the present study. The fracture strains on
the other hand are lower for the DMLS parts compared with those of the wrought materials tested at
higher strain rates. An increase in the strain rate of materials generally causes an increase in flow stress
and a decrease in fracture strain due to greater multiplication of dislocations. The observation made
with reference to these two parameters in this table, in comparing their values for SR and wrought
specimens, suggests that the microstructure plays a significant role in the mechanical properties of
the materials at high strain rate. Thus, the higher flow stresses and lower fracture strains for SR,
DMLS Ti6Al4V (ELI) samples with fine martensitic microstructure, compared to lamellar and equaxied
structures of wrought Ti6Al4V. This suggests a need for further heat treatment of DMLS Ti6Al4V (ELI)
parts to optimize the strength and ductility for industrial applications.

3.3. Hardness Test Result

The obtained values of the Vickers microhardness test for the unloaded samples and the two sets of
specimens (AB and SR) that were exposed to compressive high strain rate testing at the average plastic
strain rates of 400 s−1 and 700 s−1 showed variations over the range of indentations done. The average
values (bars) and standard deviation (error bars) of Vickers microhardness for the unloaded and loaded
AB and SR samples are presented in Figure 9.
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Figure 9. The values of mean Vickers microhardness for DMLS Ti6Al4V (ELI) for different load
conditions in HV200g.

The stress-relieving heat treatment resulted in a decrease in micro-hardness of the as-built parts as
seen in this figure. A hypothesis of the reduction in a large amount of tensile residual stress created in
DMLS process due to rapid solidification can be proposed to have resulted in the observed higher
values of micro hardness of the AB specimens. The values of Vickers microhardness for both the AB
and SR specimens were higher on the average for the higher compressive strain rate. It is evident
from Figure 10 that the change in compressive high strain rate from 400 s−1 to 700 s−1 does not lead to
significant changes in the mean values of microhardness for both the AB (6.63 HV200g) and SR (8.50
HV200g) specimens. However, the change is greater for the cases of the unloaded and loaded samples
at the higher strain rate, giving a mean difference of 12.87 HV200g and 16.47 HV200g for AB and SR
specimens, respectively. It is noteworthy that, in view of preceding statements on the relative hardness
of AB and SR specimens and the possible causes of the difference of values for the two forms of alloy,
the change is higher for the SR than for the AB specimens.

The increase in the values of microhardness with increasing strain rate seen here can be attributed
to barriers to the movement of dislocations created by strain rate deformation that increases with
the increasing strain rate. This phenomenon can further be investigated for specimens loaded under
a wider range of strain rates. As the hardness of material is known to be proportional to the yield
strength, determination of the Johnson and Cook (JC) model parameters is useful in studying this
phenomenon [33].

Careful consideration of the values of microhardness using a small load (HV10g) for the area
near, within and far from the ASBs for the specimens loaded at a strain rate of 700 s−1 indicated
some significant variations. The microhardness was greater near the ASBs, and gradually faded away
towards the regions far from them, as shown in Figure 10.
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Figure 10. Variation in the microhardness of a typical section of the ASB at a small load of 10 g.

Two key aspects are proposed here to explain this phenomenon: First, the strain hardening
of the microstructure within and in the regions neighbouring the ASBs, which are conjectured as
being more plastically deformed sections of the shear-strained samples due to shear–strain failure.
This increases the dislocation density in such regions, resulting in interaction of dislocation strain
fields, which hinders motion of dislocations. The second proposal is related to the higher temperature
gradient occurring between the regions of ASBs and the rest of the material. Corresponding higher
cooling rates upon removal of load, and therefore strain in such regions, cause the ASBs to develop
hard and brittle structures, which result in lower resistance to fracture, but higher values of hardness.

3.4. Observation and Analysis of Sectioned and Fractured Surfaces

The fractured features of the specimens that were impacted at strain rates of 400 s−1 and 700 s−1

were studied using both optical and scanning electron microscopy. The analysis showed that localised
shear dominates the fracture behaviour of the two forms of the Ti6Al4V (ELI) alloy. Narrow transformed
ASBs running across the specimens, were observed using optical microscopy in all cases of the sectioned
specimens. A typical optical micrograph of a fractured specimen and a schematic description of its
features are shown in Figure 11.

In a secondary electron image (SEI) mode of a SEM, deformed and transformed ASBs zones
were observed on the longitudinal surfaces of the two forms of specimen that did not fracture.
The micrographs, for the specimens that were deformed under either one of the two strain rate regimes
of 400 s−1 and 700 s−1 are shown in Figures 12 and 13. The deformed ASBs are considered as zones of
intense concentration of shear strain with no definite boundaries, whereas dynamic recrystallisation
or phase transformation does occur in transformed ASBs, and they also have clear boundaries [31].
In Figure 12a, the martensitic structures are seen to be under shear strain, with no definite boundaries
observed between the matrix and ASBs. Shear zones, as well as the transformed ASBs, with definite
boundaries forming at the centre of the deformed zones, are observable in Figure 12b. Figure 12c
shows the transformed ASB under high magnification. The narrow zones pointed to as transformed
ASBs are known to be areas of dynamic recrystallisation [18].
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Figure 11. Typical optical micrograph and schematic description of the failure surfaces of a
loaded specimen.

Figure 12. SEM-SEI of deformed (shearing martensite) (a,b) and transformed adiabatic shear bands
(b,c) in DMLS Ti6Al4V (ELI).

In Figure 13, voids and cracks are apparent, with clear signs of coalescence within the formed
ASBs. It is evident from the micrographs in Figure 13 that the locations of ASBs can be considered as
sites for further damage and future failure when the voids and cracks coalesce along them. Figure 13a,b
shows a typical array of coalesced voids in well-developed ASBs. Initially, the voids can typically be
considered spherical or elliptical, as shown in Figure 13b. However, upon their growth, and therefore
their diameters reaching the thickness of the shear bands, the voids merged, and extended along the
shear bands, forming into elongated cavities. The width of these resulting cavities may therefore be
considered to be the same as the width of the transformed shear band. The widths of these transformed
shear bands are seen to be narrower in the case of AB specimens (Figure 13a,c) in comparison to those
of SR specimens (Figure 13b,d) at the same test strain rate. The measured average width along the
transformed shear bands for the AB and SR specimens at the strain rate of approximately 400 s−1,
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are seen in the figure to be 2 μm and 5 μm, respectively. Those at a strain rate of approximately 700 s−1

are slightly higher, at 3 μm and 7 μm for AB and SR specimens, respectively.

Figure 13. SEM-SEI of deformed adiabatic shear bands for AB samples (a,b), while panels (c,d) show
the SR samples (a,c) tested at a strain rate of 400 s−1 and (b,d) at 700 s−1.

The work of Wang [35] demonstrated that, at higher strain rates, the peak stress and the relative
average plastic shear strain are higher, transformation occurs earlier and the shear stress relative
to this transformation is higher. Therefore, a wider transformed ASB may be expected. Moreover,
at high strain rates, high peak temperatures in the ASBs, and steeper profiles of temperature in ASBs,
are expected. The variation of the width of the transformed ASBs at the same strain rate for the AB and
SR specimens may be considered a result of the difference in hardness of the two forms of the alloy.
The research of Dodd and Bai [18] showed that the width of the shear bands is primarily determined
by the material hardness, and it diminishes with increasing hardness of the material. This ties in with
the observations made in Section 3.2 that stress relieving at a temperature of 650 ◦C and a soaking
period of 3 h led to a decrease in the values of Vickers microhardness, from an average value of 384 ±
8.49 HV200 for AB specimens, to 371 ± 6.23 HV200 for SR specimens.

Studies of fractographs of DMLS AB and SR Ti6Al4V (ELI) that were loaded at compressive
high strain rates highlighted the fact that the fracture surfaces consisted of both shiny and fibrous
zones, as shown in Figure 14. It is evident in the images shown in Figure 14 that the tension and
the shear deformation regions coexist, and form an x-shape on the fracture surface, defining the
shear bands. Deformation under compressive loading is initially homogenous, with no induced
radial or circumferential stresses. As seen in Figures 11–13, plastic instability, which occurs at given
magnitudes of load, leads to deformation that is localised in narrow zones: the ASBs. A further
increase in compressive strain causes a transverse bulging of the specimens and circumferential/hoop
stresses appear at the equatorial plane of a cylindrical specimen. This creates a tensile loading
state, characterised by fibrous tearing zones with elongated dimples on the sides of the loaded
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specimens. The shiny, smooth zone is a result of shearing action between the two opposing halves of
the loaded specimen.

(a) (b) 

(c) (d) 

Figure 14. Typical photograph (a), optical micrograph (b) and secondary electron images (c,d) of the
fracture surfaces of DMLS Ti6Al4V (ELI), showing fibrous and shiny zones.

4. Conclusions

The experimental high strain rate behaviour of as-built (AB) and stress-relieved (SR) DMLS
Ti6Al4V (ELI) presented here lead to the following conclusions.

(a) The compressive fracture strength of the AB DMLS Ti6Al4V (ELI) decreased as a result of
stress-relieving heat treatment, while ductility increased for both forms of the alloy.

(b) The flow stress under the compressive loading increased, while the fracture strain decreased with
a higher strain rate for both forms of the alloy.

(c) The strain rate sensitivity of the SR specimens was higher in comparison to that of AB specimens
at the same true strain, implying that SR DMLS Ti6Al4V (ELI) specimens are strengthened much
faster under dynamic loading conditions than AB specimens under the same loading.

(d) Stress-relieving heat treatment resulted in the reduction of the microhardness of the specimens.
This is thought to be due to the reduction in tensile residual stresses created in the DMLS process.

(e) The values of microhardness for both the AB and SR specimens were higher for the higher
compressive strain rates. However, microhardness was greater near the ASBs, and declined
gradually towards the regions far from the ASBs.

(f) SEM image analysis indicated that the compressive fracturing of both forms of the alloy was a
result of the development of ASBs for the two test strain rates.

(g) At the same strain rate, the transformed ASBs for AB samples were narrower than those for the
SR specimens.
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Future work will be aimed at developing an ideal microstructure of DMLS-produced Ti6Al4V
(ELI), with optimal strength and ductility, thereby enhancing high strain rate properties, for application
in the aerospace sector, where such mechanical properties are vital for the reliability of parts.
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Abstract: Among additive manufacturing (AM) technologies, the laser powder bed fusion (L-PBF) is
one of the most important technologies to produce metallic components. The layer-wise build-up
of components and the complex process conditions increase the probability of the occurrence
of defects. However, due to the iterative nature of its manufacturing process and in contrast to
conventional manufacturing technologies such as casting, L-PBF offers unique opportunities for
in-situ monitoring. In this study, two cameras were successfully tested simultaneously as a machine
manufacturer independent process monitoring setup: a high-frequency infrared camera and a camera
for long time exposure, working in the visible and infrared spectrum and equipped with a near
infrared filter. An AISI 316L stainless steel specimen with integrated artificial defects has been
monitored during the build. The acquired camera data was compared to data obtained by computed
tomography. A promising and easy to use examination method for data analysis was developed and
correlations between measured signals and defects were identified. Moreover, sources of possible
data misinterpretation were specified. Lastly, attempts for automatic data analysis by data integration
are presented.

Keywords: laser powder bed fusion (L-PBF); selective laser melting (SLM); additive manufacturing
(AM); process monitoring; infrared thermography; optical tomography; computed tomography (CT);
data fusion; lack-of-fusion

1. Introduction

Additive manufacturing (AM) technologies started as manufacturing instruments for prototyping
applications in the late 1980s [1,2]. The further development eventually has enhanced its capability
for real part production of metallic components using several applicable alloys, such as different
titanium, aluminum, steel and nickel base alloys [3–5]. Among AM technologies, the laser powder
bed fusion (L-PBF) is one of the most important technologies to produce metallic components [2,6].
The increasing interest of several industries, particularly aerospace and medical, and also governmental
investments boosted the efforts of academia as well as research and development departments to
improve the capability of these technologies [2]. The process inherent freedom of design and tool-free
production are the key advantages of the layer-based process, but it comes at the expense of time
and costs, when considering mass production. However, for small and medium lot sizes, L-PBF is
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able to demonstrate its advantages in lightweight structures, complex designs and the integration of
functions [7–9]. In addition to manufacturing costs, part quality is of utmost importance for many
critical applications and quality assurance is one of the big challenges in AM. The layer-wise nature of
L-PBF allows on the one hand to monitor the process but on the other hand it is a potential source of
defect initiation. Tapia and Elwany [10] denoted quality and repeatability as the “Achilles Heel of AM”
and asserted that monitoring and control of AM is one of the key topics in numerous publications.
Grasso and Colosimo [11] emphasized the relevance of process monitoring by its high priority in recent
roadmaps and keynote studies that are cited in their extensive review paper on that topic.

The manufacturing process of L-PBF comprises essentially three steps, which are repeated
iteratively until the part is finished: powder recoating; laser melting or exposing; lowering of the base
plate. A fine metallic powder is homogeneously spread over a metallic base plate with a defined layer
thickness, which typically ranges between 25 μm and 50 μm. During the exposing phase, the powder
is selectively melted by laser radiation according to the 2D geometrical information, that is gained
by so-called slicing of a 3D volumetric model. Due to small melt pools, the molten powder solidifies
rapidly, and material cohesion is created. Thereafter, the base plate is lowered by the layer thickness
and the next iterative loop starts. The process runs in inert gas atmosphere in a closed build chamber.
The physics behind the L-PBF process can be compared to a micro-welding process. The produced parts
can consist of several kilometers of welding lines. Therefore, process deviations and resulting defects
can be expected. Some typical defects for L-PBF are shown in Figure 1. Grasso and Colosimo [11]
compiled L-PBF defect categories: porosity; cracking and delamination; balling; geometric defects;
surface defects; microstructural inhomogeneities and impurities.

 
Figure 1. Photographs of characteristic defects in L-PBF (laser powder bed fusion): (a) and (b)
delamination and cracks [9] (c) voids; (d) surface defects.

L-PBF is known as a process with diverse influencing factors, which might cause defects and
affect part quality [12–15]. Whether they are related to the process itself, to the particular machine
concept, to the part geometry or to the feedstock material [11,16] cannot be differentiated with high
certainty in every case. Therefore, several different in-situ monitoring approaches have been developed
to observe distinct process parameters and objects such as laser power [17,18], powder recoating and
powder bed surface [19], powder bed compaction [20], plume and spatter behavior [21,22], particle
gas emissions [23] or part distortion [24]. In addition, and mostly applied [2], monitoring the spatial
and temporal temperature conditions within or close to the laser-material interaction zone has been
studied by many authors; most of these studies focusing on temperature measurements in L-PBF are
based on contactless measurement techniques such as diodes or cameras [1,25–28].

Diode- or camera-based measurement techniques for thermal radiation can be categorized into
on-axis and off-axis methods [29]: On-axis systems use the optical path of the processing laser; these
systems allow emission detection following the path of the scanner mirrors. In contrast, off-axis
systems observe the processing plane or parts of it from another position, often slightly tilted to the
build plane.

Zenzinger et al. [26] were able to capture the thermal emissions of the melting process by using a
CMOS camera equipped with a suitable band pass filter. Deviations in the signals derived from optical
tomography (OT) were attributed to welding disturbances, which were correlated to micro computed
tomography (μCT) data in [30] and data from digital radiography [31]. They achieved a pixel size of
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approximately 0.1 mm × 0.1 mm. However, a detailed high-resolution signal to defect correlation is
not yet possible [31]. Due to their longtime exposure concept, their system differs from infrared camera
systems with high temporal dynamics.

Bartlett et al. [27] used a long-wave infrared (LWIR) camera to monitor the L-PBF production of
aluminum specimens, inspecting the process from outside the build chamber through a germanium
window. They used a very low frame rate of 7 Hz. No information about spatial resolution was given
but could be roughly estimated from information of the displayed camera captures as between 150 μm
to 200 μm per pixel. The angle of observation remained unclear. With their approach they were able to
detect 82% of lack-of-fusion pores by signal deviations and 50% of defects smaller than 50 μm.

Mitchell et al. [32] installed an off-axis two-color pyrometer containing two CMOS cameras directly
within the build chamber of a L-PBF machine. They achieved a resolution of 21 μm per pixel on a
very small field of view of 1.4 mm × 1.7 mm during the manufacturing of an AISI 316L specimen.
The effective sensitive spectral range was around 750 nm and 900 nm, measuring at 6 kHz to 7 kHz.
Due to the two-color approach, they were able to calculate absolute temperatures. They focused on the
melt pool and its temperatures and derived process irregularities from deviations in melt pool peak
temperatures and melt pool shapes. They were able to refer pyrometric data deviations to cavities
of a cross section length of 120 μm. The detection of smaller features was hindered by the sampling
frequency, which was still too low for the interruption-free data acquisition at scanning velocities of
1400 mm/s. In addition, some diode- or camera-based monitoring techniques for thermal radiation
are already integrated into commercial L-PBF systems and can be purchased as machine add-on with
different trade names and different working principles, e.g., Melt-Pool-Monitoring MPM (SLM Solutions
Group AG, Lübeck, Germany), EOSTATE MeltPool (EOS GmbH, Krailling, Germany) and QM MeltPool
3D (Concept Laser GmbH, Lichtenfels, Germany) [11]. A lack of access to the measured data or missing
details about the equipment and measurement principle often limits their use for in-depth research.

Plenty of academic research on thermal detection monitoring systems for L-PBF has been published
in the last decade [11]. Different approaches were introduced above. No available system combines all
single advantages of appropriate inspection wavelengths, resolutions and frame rates at once. In fact,
the question is still open: what is necessary and what is sufficient for in-situ monitoring. Still further
development is required also to enhance process understanding and quality assurance.

Hence, this study introduces a new contactless off-axis thermal detection monitoring setup, which
is independent of a particular machine concept. The synchronous use of an infrared camera and a
VIS NIR camera combines the advantages of high framerate and high spatial resolution, respectively.
The capability of the system was tested in a process by building a specimen with forced changes of
energy inputs and artificially designed defects. The measured responses in thermal radiation were
analyzed and compared to defect mappings from volumetric non-destructive inspection by micro
X-ray computed tomography (μCT).

2. Materials and Methods

2.1. L-PBF Processsing Conditions

2.1.1. Machine and Material

AISI 316L austenitic stainless steel powder was used on a commercial L-PBF system SLM280
HL (SLM Solutions Group AG, Lübeck, Germany), equipped with a single 400 W continuous wave
(cw) ytterbium fiber laser emitting at a wavelength of 1070 nm with a spot size of approximately
80 μm in focal position. The gas atomized powder was specified by its supplier having an apparent
density of 4.58 g/cm−3 and a mean diameter of 34.69 μm. The particle size distribution was specified
by the supplier by means of laser diffraction: D10 = 18.22 μm, D50 = 30.50 μm and D90 = 55.87 μm.
The laser melting process was performed in an argon gas atmosphere with an oxygen content below
0.1%. The observed specimen was manufactured on a 100 mm × 100 mm stainless steel baseplate
mounted on a 280 mm × 280 mm plate, which was not heated prior to or during the build process by the
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machine’s preheating system. A layer thickness of 50 μm was chosen for the process. The machine was
equipped with the commercial Melt Pool Monitoring (MPM) system, using two diodes for data sensing.
The working principle and the technical data of this on-axis system can be read in [18]. MPM data was
acquired during the process.

2.1.2. Description of the Specimen and Processing Parameters

Figure 2 illustrates the geometry of the specimen. It can be described by two cubes (B and C) of
5 mm edge length on top of a base cuboid (A) of the dimensions 10 mm × 10 mm × 5 mm, as cubes of
this edge length are often used for L-PBF parameter studies. It also kept the field of view small for the
optical monitoring equipment. Next to the cubes B and C inclined ramps (D) with an inclination angle
of 40◦ and 45◦, respectively, were placed. However, these ramps D were not subject of investigation
in the course of this study. The specimen was removed from the build base plate by saw-cutting,
the approximate position of the cutting line is depicted by the white dotted line. The base cuboid A
contained artificial defects: In layers 61–73, an area of 0.6 mm × 3 mm was not exposed to the laser scan,
followed by a non-exposed area of 0.37 mm × 3 mm in layer 74 at the same x-y-position. This region
was called cavity in the course of this study. In layer 88, an area of 1 mm × 2.04 mm was not exposed at
one corner. Both defects were open defects in the meaning that they were not enclosed within the part
but are located at the edges.

  
(a) (b) 

Figure 2. (a) Schematic of the specimen; volumes A, B and C were processed using different volume
energy densities; volume D consisted of two ramps inclined by 40◦ and 45◦. The white dotted line
displays the cutting plane for part removal. The yellow circles enclose artificial defects. (b) Macroscopic
photography of the specimen after cutting from the build base plate. The chapter 3, “Results and
discussion”, focuses on volumes A, B and C.

A stripe scanning pattern with a maximum stripe length of 10 mm was used as scanning strategy
for the entire part with scanning vectors parallel to the specimen’s edges. A rotation of the scanning
vectors by 90◦ from layer to layer was applied. The hatch distance was set to 0.12 mm. No separate
contour scanning was conducted, but a border offset of 0.08 mm was used, resulting in a separation of
the single volume sections in x-y-direction on top of the base cuboid A. Three distinct scan parameters
were used to produce the different volume sections to enforce the development of typical L-PBF defects
during the process. While volume A was exposed by a parameter set which is normally used for high
quality parts, volumes B and C were exposed by parameters resulting in a much lower or a much higher
volumetric energy density (VED), as defined in [9]. The specific parameter sets are listed in Table 1.
From previous investigations, the applied parameter sets were known for creating lack-of-fusion
defects (in case of low VED, volume B) or keyhole porosity (in case of high VED, volume C).
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Table 1. L-PBF (laser powder bed fusion) parameters used for the different sections of the specimen.

Parameters of Sections A B C

Parameter Set Standard volumetric energy density (VED) Low VED High VED
VED in J/mm3 65.5 35.7 152.7

Laser Power PL in W 275 150 275
Scanning Velocity vs in mm/s 700 700 300

2.2. In-Situ Monitoring by Thermograpy and Optical Tomography

2.2.1. Optical Setup

For the in-situ monitoring of the L-PBF process, two different cameras were used simultaneously:
A mid-wave infrared (MWIR) camera of the type ImageIR8300 (InfraTec GmbH Infrarotsensorik und
Messtechnik, Dresden, Germany) sensitive in the spectral range from 2 μm to 5.7 μm was chosen for
thermographic measurements. For optical tomography (bulb exposure of each layer exposition [30]),
a CMOS camera of type M4020 (Teledyne Digital Imaging Inc., Billerica, MA, USA), which works in
the visible and near infrared spectral range (VIS NIR), was used. It was equipped with a bandpass
filter having a central wavelength of 880 nm and a spectral width of 50 nm. The cameras met the
requirements of having a high enough spatial resolution to monitor on a melt track range of size (hatch
distance was 120 μm) at different wavelengths. The second requirement of enough temporal dynamics
to acquire information of cooling behavior is met by the MWIR camera at the displayed configuration.
Figure 3 schematically depicts the optical setup. Both cameras were placed outside of the build camber
on top of the machine and observe the same region of the build plate via a beam splitter through a
sapphire window in the ceiling of the build chamber. Additionally, two gold mirrors were mounted at
the ceiling inside the chamber using standard mounting plates which were screwed at the chamber
ceiling. They offset the optical path to allow for a less inclined (close to parallel to the build plane)
observation plane of the field of view (FOV). In addition, they enabled a comfortable selection of the
FOV by manual adjustment of the mirrors. More technical data of the cameras are listed in Table 2.
The maximum size of the FOV of the set-up in its presented configuration was limited by approx.
64 mm × 51.2 mm for the MWIR camera.

Figure 3. Schematic of the off-axis camera setup.
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Table 2. Technical data of the used cameras.

Camera System Thermography Optical Tomography

Camera Infratec ImageIR8300 DALSA Genie Nano-M4020
Detector cooled InSb-focal-plane array CMOS

Detector Size 640 × 512 pixels 4112 × 3012 pixels
Used Detector Elements 192 × 176 pixels 4112 × 3012 pixels

Lens Focal Length 100 mm 50 mm
Resulting Optical Resolution 100 μm/pixel 50 μm/pixel
Framerate and Exposure Time 900 Hz, 90 μs bulb exposure of layer expositions

Effective Sensitive Spectral Range 2 μm–5.7 μm 855 nm–905 nm
Black Body Calibration Range 623 K–973 K no calibration

2.2.2. Data Acquisition

For MWIR thermography, a thermal video of each layer exposition was recorded using a framerate
of 900 Hz and an optical resolution of approximately 100 μm per detector element on the build surface.
The acquisition of each layer was started by using a software trigger, which launched the recording
when the signal of a single pixel in the image was above a certain threshold value, with pretrigger
function. For the OT, the VIS NIR camera was operated in bulb mode, i.e., it was integrating intensity
during a high level at the trigger input. Thus, an uninterrupted high-level signal during each layer
exposition was needed. To this end, an analog output of the L-PBF machine that is proportional to the
laser output power was processed by low pass filtering to remove short low-level phases during the
time of jump vectors in between hatch vectors. A subsequent use of a Schmitt-Trigger ensured a high
level of well-defined voltage. This signal processing, especially the lowpass filtering, led to a short
delay between the first laser activation of a layer exposition and the start of the camera acquisition.
Thus, a small dummy part was built outside the FOV of the cameras, that was always exposed first in
each layer to counteract this delay. As a result, the camera chip was exposed from shortly before the
start of the exposition of the part in the FOV until shortly after exposition for each layer.

The thermographic videos of the build process presented a very large amount of data containing
a lot of information, e.g., the size of this study’s thermographic data was 12 GB for a sample cube of
10 mm edge length, despite data compression. Extracting the most useful information for a certain
monitoring objective is a very challenging task. In this study, only first qualitative and manually
obtained results regarding the detection of defects are presented.

2.3. Ex-Situ Inspection by Computed Tomography, Metallography and Data Integration

The specimen was inspected by a custom-made industrial 3D micro CT scanner. This scanner was
equipped with a 225 kV micro focus X-ray source (X-ray WorX GmbH, Garbsen, Germany) and a flat
panel detector with 2048 × 2048 pixels. More details about this micro CT scanner can be found in [33].
The achieved voxel size of 7.12 μm enabled the detection of defects with a diameter larger than 14 μm.
The commercial software VG Studio Max 3.1 (Volume Graphics GmbH, Heidelberg, Germany) was
used to analyze the μCT data. The whole specimen was scanned. The volume of the volumes A, B
and C was determined within VG Studio 3.1. The volumetric porosity in each 3D dataset of the three
volumes was calculated using VG studio’s porosity analysis module.

In addition to non-destructive inspection by μCT, destructive metallography was used to analyze
the specimen. Therefore, polished cross sections of the specimen were etched using Beraha II etching
detergent for 10 s to 30 s. Measurements of melt pool depth were conducted at light-microscopy
micrographs for the three distinct parameter sets used in volumes A, B, and C. Light-microscopy was
conducted using a Polyvar Met (C. Reichert Optische Werke AG, Wien Austria) which was equipped
with a camera DFC290 (Leica Microsystems GmbH, Wetzlar, Germany).

The image registration software elastix 4.9 (University Medical Center Utrecht, Utrecht and
contributors, The Netherlands) by Klein et al. [34] was utilized to overlay the extracted datasets of
thermography and optical tomography onto the μCT data. Even though it is most frequently used in
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medical applications, it was well suited for the purpose of this study. It utilized affine transformation
with the results getting visualized in Amira ZIB Edition 2019 (Thermo Fisher Scientific, FEI SAS,
Illkirch-Graffenstaden, France).

3. Results and Discussion

3.1. Influence of Processing Parameters Analysed by μCT and Metallography

The ex-situ inspection of the specimen confirmed the expected presence of distinctive internal
defects due to the variation of the VED in the volumes A, B and C. In addition to defect development,
the melt pool depth and shape was influenced by the differences in VED, which is exemplified by
the white lines in Figure 4 right depicting the melt pool boundaries of the top layer. Grain size
determination was not in the focus of this study. Quantitative measurements from metallography
(mean of ten melt pool depths of the topmost layers) and μCT (porosities with diameter larger than
14 μm) are summarized in Table 3.

Figure 4. Light-microscopy of etched cross sections. Magnifications of the particular volumes A, B and
C; the white line indicates the melt pool borders of the topmost layer.

Table 3. Quantitative measurements of melt pool depth and porosity percentage.

Melt Pool Depth and Porosity in Different Sections A B C

Parameter Set Standard VED Low VED High VED
Melt Pool Depth in μm 213 ± 19 117 ± 14 471 ± 54

Pore Volume in % of Part Volume Measured by μCT <0.1 2.7 * 7.4

* Underestimation of the real value due to partly entrapped powder in the voids.

Qualitatively, the three parts could be described as: free of major defects (A), containing
lack-of-fusion voids (B), containing keyhole porosity (C), as depicted in Figures 4 and 5. Due to
the huge penetration depth of the laser in volume C and the resulting melt pool depth, which is
considerably deeper than the layer thickness (factor 9), some keyhole pores could also be found in
cuboid A underneath the cube C. The pores and voids of the cubes B and C, lack-of-fusion voids and
keyhole pores, respectively, showed typical morphological differences: Keyhole pores, as entrapped
vapor pores, are characteristic for deep penetration welding when having unstable welding conditions.
They are predominately of spherical shape. Lack-of-fusion voids develop due to insufficient fusing of
the molten powder material between the adjacent melt tracks and layers. They have predominately
irregular and sharp shapes. More information about these well-known defects in L-PBF can be found
in the literature, e.g., [11,16,35].

The scanning strategy determined the distribution of the pores. Keyhole pores were found
predominately in-line with the scanning vector, whereas the lack-of-fusion voids were mainly located
between adjacent scanning lines. Due to the chosen scanning pattern with stripes rotated by 90◦ after
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every layer, a clear pore or void pattern was observed in μCT data. In addition to these repeated defect
patterns, bigger defect clusters were also observed within the cube B. Both are visualized in Figure 5.
Missing distinctive reference points due to solidification shrinkage of the part complicated a precise
layer-wise comparison of the data sets from process monitoring and μCT.

  
(a) (b) 

Figure 5. μCT images with achieved voxel size of 7.12 μm. (a) μCT cross section of the specimen.
(b) Visualization of porosity according to their volume.

3.2. In-Situ Monitoring

3.2.1. Data analysis Concepts

Thermography–Apparent Temperatures

Since the MWIR camera was calibrated for black body radiation by its manufacturer,
the temperatures that were acquired in this work were only apparent temperatures and well below the
actual temperatures in the process. There were a number of reasons for this: Firstly, the emissivity
of the melt pool, the built part surface and the powder are well below unity, the case for which
the camera calibration is valid. For example, the emissivity value depends on surface roughness,
wavelength, oxidation state and state of matter. For the used material AISI 316L in the unoxidized solid
state, values of the total hemispherical emissivity between roughly 0.25 and 0.35 were expected [36].
In addition, to the material dependent emissivity, differences in heat conduction and heat capacity as
well as differences in the processability could lead to different results for other materials. Secondly, the
optical elements in the optical path, i.e., the beam splitter, the gold mirrors and the sapphire window
attenuated the emitted thermal radiation, which was not taken into account by the vendor calibration.
Additional thermal radiation emitted from the optical elements themselves in the optical path may,
however, be neglected in the current setup, since their temperature was close to room temperature and
well below the lower calibration limit of the camera of 623 K. Thirdly, the limited spatial resolution
of 100 μm/pixel of the setup led to an additional error in the temperature calibration. The extremely
high spatial temperature gradients on the surface caused each detector element to measure an average
intensity of the corresponding area of the build surface. Since the relationship between intensity and
temperature is strongly non-linear, the acquired temperature close to and within the melt pool was not
an average temperature of this area but it was rather overestimated. Contrarily, if one is interested in
the maximum temperature in the melt pool, this value will be underestimated since the spot size of the
maximum temperature was expected to be much smaller than 200 μm × 200 μm, which would be the
needed minimum size to avoid spatial undersampling. However, these resolution-dependent effects
diminished with cooling down after solidification, since the spatial thermal gradients diminished
as well.
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As the temperature values given by the camera calibration were not valid, the analysis of the
raw data intensity values of the camera would have been an opportunity instead. However, in that
case, the strong nonlinearity of the intensity-temperature dependence would have complicated the
data analysis and other methods to reduce the signal dynamics would have been required, such as
analyzing the logarithm of the signal. Instead, in the course of this study, the apparent temperatures
as given by the camera were analyzed. Therefore, the measured temperature values and measured
temperature differences were only apparent.

Figure 6 gives an overview of typical thermographic data. Figure 6a shows a single thermogram of
the process, illustrating that there was a certain amount of spatter ejected from the melt pool traveling
through the image, which might complicate certain image processing steps. Figure 6b shows the
time development of the apparent temperature at two different single pixel positions in the sample,
as depicted in Figure 6a,c. As expected for the chosen build parameters, the apparent temperature rose
multiple times, thus each volume element was reheated several times during each layer exposition.

 
Figure 6. Thermographic data. (a) Thermogram of layer 45. In this layer, the exposition was performed
in horizontal stripes from top to bottom in the image. In the shown frame, the laser moves from right
to left; (b) time evolution of the apparent temperature in the positions (single pixels) marked in a.
For better comparison, the time axes were shifted for each position to match the maximum apparent
temperature at 0 s; (c) map of the time over threshold (TOT) for a threshold value of 700 K for layer 45
(see text).

Thermography–Time over Threshold (TOT)

Here, as a feature extracted from the thermographic data, the focus was set on the time a surface
element of the specimen had an apparent temperature above a certain threshold value during the build
of the respective layer, called time over threshold (TOT). This value could easily be extracted from
the data. TOT showed increased (reduced) values if the cooling rate was decreased (increased) in
the relevant temperature regime, depending on the chosen threshold value. Such deviations would
have been expected if significant process deviations from the ideal case leading to defect formation
were present. However, different kinds of defects or their formation mechanisms as well as the part
geometry itself might influence the TOT in different ways. For example, the ejection of loosely bounded
material that cools down relatively slowly leads to a locally strongly increased TOT directly in the layer
of occurrence. In the subsequent layer, however, a small increase in TOT at this location gets possibly
registered, due to heat accumulation above the defect. In contrast, the incomplete melting of powder
leads to lack-of-fusion pores which might only lead to an increase of TOT in the subsequent layer and
not in the layer of origin. Thus, for a thorough understanding of the process and its influence on the
TOT, thorough studies are needed. The first results are presented here.

In Figure 6c, a map of the TOT of an apparent temperature of 700 K is shown for the layer formation
of Figure 6, which did not contain any defects, as found by reference measurements. The increased
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TOT at the lower side of the image was caused by a reduced cooling rate in this area, probably due to a
heat accumulation due to the absence of solid material on the further lower hand side (only powder
with reduced thermal conductivity is present here). Contrarily, as observable in Figure 6b, the final
cooldown at the end of the exposition (blue curve) was faster, since the laser stopped the continuous
heating of the part after the last scan track was exposed.

In fact, Lough et al. [37] also performed this kind of time over threshold analysis in the L-PBF
process. However, they did not show a correlation between actual defects in the samples and this
quantity. They chose the intensity of the solidification temperature plateau as a threshold value and
analyzed the intensity values directly. In the present study, the framerate of the thermographic video
was insufficient for the use of such a high temperature as threshold value. The maximum apparent
temperature of the melt pool moved several pixels between subsequent frames and a strong stroboscope
effect became visible in the TOT map due to temporal undersampling. Thus, a threshold value of 700 K
was chosen for the analysis, since it was close to the highest possible value without being affected
by stroboscopic effects. The presented correlation between extracted features and real defects in the
final part was rather phenomenological and the spatial overlap between lack-of-fusion pores and TOT
values was best for higher values, which were not affected by stroboscopic effects.

Optical Tomography

Contrary to thermography, the optical tomography camera recorded only a single image per
layer exposition. Optical tomography recorded a signal which was proportional to the radiation
intensity, emitted from the area on the specimen that was imaged onto the respective detector element
(pixel), integrated over the duration of the entire layer exposition. Under normal process conditions,
the highest temperatures within the melt pool would have contributed predominantly to the signal due
to the nonlinearity of the temperature-intensity dependence despite the very rapid cooling. Therefore,
the hatching pattern of the layer exposition can be seen in the optical tomography images, as depicted
in Figure 7. However, since the measured signal was only proportional to the time integral of the
intensity, it could not be distinguished between areas on the build surface that had an unusually high
temperature and those that had an unusually low cooling rate at moderate temperatures. Nevertheless,
both occurrences might have been indications for process deviations that might have induced the
formation of defects. Thus, for defect detection, threshold analysis operating on the raw signal data
were applied.

 

Figure 7. Typical optical tomography (OT) image of the base volume A (layer 99), built with standard
parameters. The intensity distribution is quite homogeneous, and the hatching pattern can be observed.
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3.2.2. Influence of Processing Parameters on In-Situ Monitoring Signatures

Standard Process Parameters

In the base volume A built with standard parameters, only small spatial deviations were observed
in the TOT maps and OT images. Figure 8 shows TOT maps of two different layers in volume A, i.e.,
the first exposed layer (layer 1, Figure 8a) and the last horizontally exposed layer (layer 99, Figure 8b).
Three regions of interest (ROIs) are marked for further analysis: A region at the upper hand side of the
part, which was exposed at first (red), the center region (gray) and a region at the lower hand side,
which was exposed at last (blue). The mean TOT values developed in these regions with increasing
layer numbers as depicted in Figure 6c. Two main observations could be made: Firstly, the average
value of the TOT was lowest in layer 1, which could be explained by the decreasing cooling rate for
increasing built height. In layer 1, the heat could be conducted directly into the substrate plate, while
in layer 99 it had to be conducted through a reduced cross section, i.e., the geometry of the already
built part, which was thermally insulated laterally by the surrounding unmolten powder. In addition,
with repeated heating of the growing part by melting of further layers, the temperature of the part rose
initially. This effect could be seen for all three ROIs in Figure 8c. Secondly, in layer 99, the TOT in the
lower ROI (blue) was considerably increased compared to the other ROIs, which was not observable
in layer 1. As explained in Section 3.2.1 this feature was caused by the lowered heat conduction
into the built part, due to the lack of solid material at the further lower hand side. This hypothesis
was supported by the absence of this TOT increase in the first layers and the increasing difference
between the TOT values of the upper ROI (red) and the middle ROI (grey) in subfigure c. Here it could
also be seen that the TOT in the upper region was always lower than in the other ROIs, which was
consistent with higher expected cooling rates at the beginning of a layer exposition due to missing heat
accumulation during the layer exposition in the built part and substrate plate.

 
Figure 8. Time over threshold (TOT) for an apparent temperature value of 700 K for the volume A,
built with standard parameters. The exposure was performed horizontally from top to bottom in both
depicted layers (a) Layer 1, (b): Layer 99, (c) mean values of the TOT in the areas depicted in a and b in
dependence on the layer number. Due to the 90◦ alternating scan strategy, only every second layer
(horizontal scanning) was evaluated here. Red: start region of the layer exposition, grey: middle region,
blue: end region.

It should be noted that all the observations mentioned so far were explainable and not surprising,
however, they were also inherent to any build and did not cause any defect formation in the magnitude
of intensity as observed here. Nevertheless, overheating due to geometry effects might lead to defect
formation in more extreme cases of complex structures.

The OT image of layer 99 (same layer as shown in Figure 8b) is shown in Figure 7. There were
no indications of differences observable in the signal between the different ROIs defined in Figure 6.
This was consistent with the observation that the increase in the TOT for a threshold value of 700 K
at the lower region of the part (blue ROI) were caused by a moderately decreased cooling rate at
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intermediate apparent temperatures close to 700 K (compare Figure 6b), while the OT signal was
dominated by the intensity of the highest temperatures of the melt pool.

Comparison between Standard, High and Low VED Settings

In the volumes B and C, the mean values of the OT intensity and the TOT (700 K) deviated
considerably from the values of the volume A. The mean values are given in Table 4.

Table 4. Mean values of the in-situ measurement results for the volumes with different energy density
settings. The mean values were calculated for areas well within the respective volumes in order to
avoid the influence of edge effects.

Volume A B C

Parameter Set
Standard

VED Low VED High VED

Mean TOT(700 K) in ms 28.1 14.5 280
Mean OT Signal in Digital Values (DV) 816 483 2860 *

* Underestimation of the real value due to partially oversaturated signal.

The detector intensity was occasionally saturated in the high VED volume C so its values of
OT intensity were rather a lower limit. Since the defects that were created in volume C were quite
uniformly distributed and no significant clustering occurred that might have been observable in the
in-situ monitoring for correlation (see Section 3.1), the data from volume C was not further analyzed.
Additional studies to investigate the onset energy density for keyhole pores and the corresponding
in-situ monitoring signatures are currently being performed.

In the low VED density volume B, there were certain spatial signatures in the in-situ monitoring
data that correlated with particularly large defects, as observable in the μCT data. They are discussed
in the following section.

3.2.3. In-Situ Monitoring for Defect Detection

Processing Parameters Related Defects

In volume A (standard processing parameters), μCT data showed no defects, except for single,
individual pores and the region directly below Volume C (see Figure 5). Thus, a comparison to the
in-situ monitoring data showed that any signatures as they occurred during the manufacturing of
this volume were indicative of a stable process. In particular, TOT (700 K) values of up to 60 ms,
as occurring at the lower rim of volume A (see Figure 6c), were not a sufficient single indicator for the
formation of part density related defects.

As described in Section 3.1, in volumes B and C, the development of pores and voids was directly
provoked by the purposely chosen processing parameters and the applied scanning strategy, which
led to partially unstable process conditions. As explained above, the porosity distribution in volume C
(high VED) did not show any clearly localized signatures in μCT that would allow for a comparison of
the in-situ results spatially resolved to the μCT data. Strongly increased values of OT intensity and
TOT (700 K) were found, but further studies are needed for reliable local defect detection.

Contrary, in volume B, despite the low average VED, there were larger volumes without or with
only minor porosity, as shown by μCT. However, there was also a number of small lack-of-fusion
defects and large clusters of lack-of-fusion defects. Thus, a comparison of specific signatures in the
in-situ data with the defect structure in the μCT data was promising. So far, this was conducted
qualitatively and manually and is exemplified for two layers, which showed some nesting of porosity
in particular areas, see Figure 9. In addition to the OT intensities and the TOT (700 K), intensity maps
extracted from the commercial MPM system are also depicted. All three measurement systems showed
an increase of the respective signature with respect to the average signature value of the layer at
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similar x-y-positions. A qualitative comparison to the respective μCT cross sections revealed increased
occurrence of porosity at these positions. As a guide to the eye, a contour plot for a threshold value
of 30 ms in the TOT (700 K) map is overlaid in the maps of the other signatures and shows a high
correlation to the defective region in the μCT map. Interestingly, the value of 30 ms was significantly
higher than the mean TOT (700 K) value of 14.5 ms in volume B, but close to the mean value of the TOT
(700 K) value in the defect free volume A, which was manufactured using standard parameters. Thus,
for a definitive defect detection, the TOT (700 K) alone was no clear indication for defect formation
and at least a second criterion would be needed, possibly also extracted from the thermographic data
or from another technique, e.g., indicating the operation in lack-of-fusion mode. Similarly, for OT,
the intensities at the locations of the defects were well above the mean value for volume B (483 DV),
but well in the range of volume A (mean value of 816 DV). Additionally, the correlation with the
defect geometry from μCT appeared to be worse compared to the TOT (700 K). For the MPM system,
the correlation to the defects from μCT appeared to be even better than the TOT (700 K), but the lack of
knowledge about the nature of the displayed signal and the impossibility to export the data for further
analysis hindered a more thorough analysis. Lack of fusion voids as unfused material underneath the
layer of exposition seemed to reduce the heat conduction which results in heat accumulation in the
current layer that can be measured as thermal signal deviation. This effect is discussed in the following
paragraphs in more detail.

 
Figure 9. Comparison of data from in-situ monitoring with micro computed tomography (μCT) data
for selected layers ((a–d): layer 119; (e–h): layer 145), showing the low VED volume B. Contour lines of
the TOT (700 K) signal at a threshold value of 30 ms are overlayed in all datasets to guide the eye.

Artificial Defects with Standard Process Parameters

In addition to deviations of process parameters as source of defect development, defects can
also arise from overheating caused by geometrical effects. The cavity in layers 61–74 (described in
Section 2.1), which was not exposed, was clearly visible in the acquired data, as depicted in Figure 10.
An increase of the TOT (700 K) was registered on top of this cavity in the first subsequent layer, which
was exposed completely again, i.e., layer 75. This showed the heat accumulation at this position,
caused by reduced heat conduction due to unfused material underneath. A slight increase of the TOT
signal was still observable in layer 77. Thus, additional information, which is in this case information
about part’s geometry, is needed to guide the analysis of the TOT data.

The strong signals caused by the artificial cavity illustrated the reduction of heat conduction
caused by large defects which might have had an influence on a number of subsequent layers. The μCT
images of the respective layers 75 and 77 did not show any defects. However, the exact determination
of the layers in μCT was hindered due to shrinkage and missing reference points. Thus, a clear
determination of the actual z-position of a detected defect in the part might have an uncertainty of one
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or two layers at the current state of research. The mentioned uncertainty of layer determination in the
μCT dataset hindered a more detailed analysis of the defect position for this specimen. Follow-up
experiments, allowing more accuracy in position correlation are planned. A detection of defects only
during the exposure of layers above the defect containing layer would impede the possibility of real
time control or repair as a desired action once monitoring works reliably, since a direct remelting of the
damaged layer might not be possible at this late time of detection without adjustment of the scanning
parameters. However, owing to the penetration depth of the laser as well as time for recoating, which
can be used as calculation time, the potential of remelting for in-process rehabilitation of detected
defects should not be neglected.

 
Figure 10. Comparison of data from in-situ monitoring with μCT data for an artificial defect (cavity):
(a–c) show layer 61 where the cavity is not exposed; (d–f) show layer 75, which is the first fully exposed
layer on top of the cavity; (g–i) show layer 77 as third layer above the cavity.

Furthermore, a corner in layer 88 of volume A was not exposed. Whereas the missing laser-material
interaction was detected by the monitoring equipment in layer 88, no signal deviations was found at this
region in the subsequent layer. This perfectly matched the μCT data and metallographic examinations
of this region, which did not detect any defects related to the missing exposition in or in close proximity
of this region in layer 88. In this case, a kind of self-healing occurred. During the build process, the
laser remelted several subjacent solidified layers. Therefore, the unmolten powder particles in that
corner were melted by the laser exposition of the subsequent layer. Surprisingly, no signal deviations
were registered at this corner in layer 89, where the layer thickness had been twice the standard value
of 50 μm resulting in a reduction of the local VED by half. This example showed potential sources
of misinterpretation: On the one hand the exposition defect was healed by the laser exposition of
subsequent layers but appeared in the layer of its origin. On the other hand, the sensitivity for low
energy inputs has to be improved for the applied data examination strategy, as no deviations in layer
89 were detected by using the described threshold values. Both examples of artificial defects clearly
indicated the necessity of knowledge about the geometry and slice pattern of a part during the analysis
of monitoring data.

3.3. Automation of Data Handling

Image registration was used to reduce the spatial uncertainty and to allow data comparison,
which is important to identify signal thresholds for defect detection. The upcoming section presents
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first results of this process with a focus on volume B. Further work in the field of data integration will
be conducted and reported in a subsequent study.

Image registration was utilized to overlay data from different imaging modalities which differed
in recording conditions and spatial resolutions, especially in the build direction. It was also important
to indicate, that the camera-based data were captured during the manufacturing process in contrast
to the μCT data, which were acquired after the process. Therefore, the in-situ data were not able to
account for possible shrinkages, warpages and other deformations. Hence, registration was needed.

The choice of transformation represented an important aspect of the registration process. The type
of transformation determines how a dataset, e.g., a specific TOT, is deformed to match the shape of
another dataset, in this case, μCT data. Two transformations were considered for this paper: rigid (Euler)
transformation and affine transformation. Rigid transformation allows rotation and translation of a
dataset, only. Therefore, it was not able to describe uncertainties in the exact pixel size of thermography
and optical tomography data, which might have led to mistakes in the transformation, and spatial
deviations due to solidification shrinkage. Affine transformation added the possibility of scaling and
shearing. Thus, it could be applied to compensate uncertainties in pixel size but failed to describe
irregular solidification shrinkage or other geometrical discrepancies.

Thermography and OT data were registered onto the μCT data to compare the two methods.
The advanced Mattes mutual information metric [38] was used, utilizing a Gaussian pyramid scheme.
Figure 11 shows the results of 18,500 iteration steps. Affine transformation was able to match the
edges of the specimen more precise than rigid transformation since it could adjust to measurement
uncertainties of the optical system’s pixel size. Therefore, it was used for visualization.

Figure 11. Results of image registration with Euler (a) and affine (b) transformation.

A virtual envelope of the specimen was utilized to guide a user during the analysis of the datasets.
The μCT scan was selected to shape the envelope because it represented the geometry of the produced
specimen. The watershed segmentation method in the Amira software was applied to determine the
specimen’s surface based on the edge image of the μCT dataset. Amira’s Auto Threshold module was
used to visualize the pores in μCT data: The implemented method of Otsu et. al. [39] automatically
computed a threshold for binary segmentation based on the histogram of the 256 grey values of the 8-bit
μCT data. Otsu’s method is a simple but effective method to compute a single threshold separating a
set of values into two classes. The threshold computed by Otsu’s method minimizes the intraclass
variance and, hence, maximizes the interclass variance. Taking the defects as defects of the same kind
building a continuum rather than separate classes, two classes in the data needed separation. Under
the assumption that only two classes were present in the data, the computed threshold was the best
achievable value for a single threshold. Segmented lack-of-fusion pores were visualized as a binary
image containing all voxels below the calculated threshold of 80. In contrast, defects in the optical
tomography and thermography data were extracted by manually choosing a suitable threshold for
Volume B.

Lastly, Amira’s surface rendering module was used to display a transparent version of the
specimen’s surface, pores segmented from μCT data and occurring optical tomography signal of over
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700 DV and TOT (700 K) greater than 30 ms. This is illustrated in Figure 12. A first analysis of the
images in Figure 12 revealed that there was only a small volumetric overlap between porosity and
the anomalies detected in thermography and OT. This was not surprising since the thermal signals as
pseudo-3D-volume elements were not to be expected to overlay directly to 3D volumes of pores as
real volumetric defects and even less to overlay completely. Defects below the actual monitored layer
affected the thermal signals due to influence on thermal conduction. However, due to the complex
morphologies of the defects, this influence was not expected to be homogeneous over the entire
cross-section of a defect. Nonetheless, a quick analysis of the overlap of thermal signal anomalies and
pores was conducted as a basis for further in-depth analysis. Table 5 presents the binary volumetric
overlap, which classifies pores and anomalies as either found or not found by partial overlapping
of each other, using two distinct ways of analysis: at first, the overlap of detected pores by thermal
signal anomalies, as a measure of the likelihood of lack of fusion voids to be detected; secondly,
the overlap of thermal signal anomalies by the detected pores, as a measure of the likelihood of signal
anomalies to detect lack of fusion voids and not fully consolidated material. Besides, the same binary
volumetric overlaps were analyzed for all pores larger than 0.001 mm3 and after shifting the datasets
of thermal signals and μCT by one layer to account for the layer discrepancy between the occurrence
of a defect and its detection. This analysis was conducted for the lower left quadrant of Volume B to
avoid the influence of Volume C on the thermography data. Note that the cumulative volume of the
anomalies detected with TOT (700 K) over 30 ms and OT over 700 DV comprised only 90% and 8% of
the cumulative pore volume, respectively.

Figure 12. Rendering of the transparent surface with overlap of defects detected in μCT, thermography
and optical tomography in Volume B. (a) Blue–μCT defects, yellow—thermography irregularities of
TOT (700 K) greater than 30 ms; (b) red—optical tomography with more than 700 DV.

A rather low percentage of binary volumetric overlap could be observed between the volume
of the lack of fusion voids segmented in the μCT data and the detected anomalies in TOT and OT.
The percentage increased when neglecting small pores. The low percentage of binary volumetric
overlap was particularly striking for OT and could be partially explained by the much smaller volume
of the OT anomalies compared to pores segmented from μCT data. Furthermore, it seemed like
the anomalies in OT occurred in the surrounding of the pores, rather than on top of them. The low
numbers of binary volumetric overlap contained in Table 5 were only presented to inform about the
informative value of rough estimations for defect detections of thermal monitoring equipment based on
single signals only. A sophisticated threshold determination and sophisticated data fusion of different
signals was not conducted yet (e.g., OT and TOT at different threshold values and different shifts
in the z-direction). In addition, the surrounding of the thermal signals or measured defects was not
enlarged by different radii during the overlapping analysis, which could have improved the detection
rate at the expense of potential falsifications due to potential double counting of defects. However,
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the binary overlap of thermography signal anomalies by the detected pores of up to 71% appeared
already very promising for further in-depth correlation approaches. When deeper analysis will be
applied a detailed analysis of the uncertainty of the measurements will also be conducted. Questions
regarding the position of the inspected specimen on the build plate, robustness of the measurements
against spatter and possible falsifications due to process plume between the camera and the object will
be analyzed. A more detailed look at specimens with larger built heights will also be applied, as this
can lead to heat accumulation effects, which directly influences the thermal signals. The existing data
will be used for further analysis of those topics in another study.

Table 5. Binary volumetric overlap of segmented pores from μCT data and anomalies detected by
thermography (TOT (700K) > 30 ms) and OT (OT signal > 700 DV), where the relative cumulative
volumes compared with respect to cumulative pore volume are 90% for thermography and 8% for OT.

Overlap of Signals and Defects
All Pores,

0 Layers Shifted
All Pores,

1 Layer Shifted
Pores > 0.001 mm3,

0 Layers Shifted
Pores > 0.001 mm3,

1 Layer Shifted

Micro-CT pores overlapped by
thermography anomalies 3.1% 3.1% 35.1% 29.9%

Micro-CT pores overlapped by
OT anomalies 0.7% 0.5% 14.3% 11.7%

Thermography anomalies
overlapped by micro-CT pores 71.4% 55.5% 33.3% 30.2%

OT anomalies overlapped by
micro-CT pores 17.1% 15.1% 11.0% 8.8%

4. Conclusions

A new setup for in-situ off-axis monitoring by synchronous observation of a L-PBF process via
optical tomography and infrared thermography using the same optical path through the ceiling of
the build chamber was successfully tested. The built up of a specimen containing artificial defects
as well as purposely chosen process parameter variations was monitored. The feasibility of the
set-up to detect defects has been verified by a comparison with data obtained by micro computed
tomography. Despite non-calibrated thermography temperatures, the concept of time over threshold
(TOT), i.e., time over a defined apparent temperature, was able to detect process deviations, which
could be correlated to lack-of-fusion void clusters in qualitatively good agreement to μCT data for
particular layers. In addition, a comparison to commercial monitoring equipment described the high
potential of the presented setup as an independent monitoring solution with total data access. Due to
the synchronous use of the distinct cameras, the advantages of a high spatial resolution (OT, here
50 μm/pixel), and relatively high temporal dynamics (thermography, here 900 Hz) were combined.

The manually and phenomenological data analysis approach constituted a basis for automated
in-depth evaluation by data fusion. Although a first attempt of automated data integration showed
a promising binary overlap of thermography signal anomalies and detected pores of up to 71%,
the conducted data integration attempt revealed the need for data fusion concepts as single signal
values seemed to have only comparably low spatial overlapping between signal and detected defects
for the entire of a sub-volume of the monitored specimen.
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Abstract: Subsurface residual stresses (RS) were investigated in Ti-6Al-4V cuboid samples by means
of X-ray synchrotron diffraction. The samples were manufactured by laser powder bed fusion (LPBF)
applying different processing parameters, not commonly considered in open literature, in order to
assess their influence on RS state. While investigating the effect of process parameters used for the
calculation of volumetric energy density (such as laser velocity, laser power and hatch distance), we
observed that an increase of energy density led to a decrease of RS, although not to the same extent
for every parameter variation. Additionally, the effect of support structure, sample roughness and
LPBF machine effects potentially coming from Ar flow were studied. We observed no influence of
support structure on subsurface RS while the orientation with respect to Ar flow showed to have an
impact on RS. We conclude recommending monitoring such parameters to improve part reliability
and reproducibility.

Keywords: residual stress; synchrotron X-ray diffraction; additive manufacturing; Ti-6Al-4V

1. Introduction

The production of near net-shape metallic components with complex geometries, not achievable
with conventional production method, is one of the main advantages of laser powder bed fusion
(LPBF) additive manufacturing (AM) technique [1]. One of the well-studied materials for LPBF is
Ti-6Al-4V alloy. This alloy is the most used titanium alloy and it is widely spread in aerospace [2].
LPBF allows building design-optimized structures, saving raw material, and reducing the weight of
the component. Therefore, the aerospace industry aims at the development and certification of the
AM process for this very alloy. Additionally, this alloy is widely used in the medical field, where AM
techniques allow creating customized medical implants [3]. The presence of large residual stresses
(RS) is a relevant issue in LPBF process since it may lead to detachment of support structure, cracking
of the part or to geometrical distortion during manufacturing [4,5]. As reported in [6,7], the RS in
LPBF have two dominating origins: the temperature gradient, and the cool-down phase of the molten
top layer. As the result, high tensile RS are normally present in the surface and subsurface regions
of LPBF materials [8,9] and they are balanced by compressive stress in the bulk [10]. Thus, every
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parameter influencing the thermal history of the part must influence the RS fields. The analysis of the
influence of all manufacturing parameter sets and of the additional influence from the build chamber
atmosphere on the RS state of AM parts is a formidable task. A design of experiment that encompasses
all effects has never been attempted, and the present level of knowledge would not even benefit from
a Taguchi approach [11]. Therefore, normally a multitude of parameters such as laser power (P),
scanning velocity (v), hatch distance (h), or powder layer thickness (x) are bundled together in the
volumetric energy density (Ev):

Ev =
P

v·h·x , (1)

This parameter is normally used for porosity optimization (i.e., screening) in LPBF process.
However, Ev represents a convolution of parameters and therefore simplifies the effect of each
parameter. The same Ev, obtained as a combination of different parameters, can lead to different
microstructures and properties of materials, as demonstrated in recent works [12,13].

Numerical simulations help to understand the RS distribution in parts built with different laser
parameters and scanning strategies [14,15]. However, experimental data on RS in LPBF materials are still
incomplete or even show contradictory trends depending on material and measurement method. For
instance, in [16] the change of Ev of a fully dense AISI316L steel (density around 99.9%) has shown no
impact on RS, measured by laboratory X-ray diffraction. In contrast, in our previous study, highly dense
Ti-6Al-4V with different Ev has shown significant difference in RS along the building direction, obtained
by synchrotron X-ray diffraction (SXRD) [13]. Additionally, it has been shown in [8] that SXRD allows
building an RS profile along the depth (to around 100 μm for Ti-6Al-4V). The higher depth-resolved RS
profiles (micrometer range) could be obtained by semi-destructive micro-hole drilling method [17].

As a further example, the rotating scanning strategy has been considered in many studies as
the one giving the most homogeneous temperature distribution, hence, low RS [7,14]. However, in
some studies the alternating 90◦ scanning strategy with stripe pattern has been recommended for
minimization of RS [18]. The same disagreement can be found in case of support structures and their
influence on RS. RS analysis of Ti-6Al-4V parts by X-ray diffraction in [19] has shown a reduction of
stresses for a sample on support structure (with respect to sample built directly on the base plate).
In contrast, in [20] a LPBF Al10SiMg sample built directly on the base plate (without support structures)
has shown the lower RS, measured by hole drilling.

Not only laser parameters and scanning strategy [7,21] must be taken into account, but also other
factors basically poorly explored in the open literature such as the position on the base plate, the laser
path, or the Argon flow [13]. Those factors cannot always be captured by simulations and sometimes
are not experimentally measurable. Therefore, RS studies should consider controllable manufacturing
parameters as well as factors that do not appear, at first hand, to impact the manufacturing process.
Moreover, all studies are material dependent. Therefore, they can be considered as unique cases.
In such sparse knowledge matrix, any study focusing on explored or hidden parameters will bring a
contribution to the general understanding of the process.

In this study, we explore the influence of parameters that have been (in the best case) partially
neglected in previous studies. We show that this additional analysis complements the existing literature,
bringing some missing bricks to the solution of the problem of RS assessment in AM parts, and allows
corroborating (or contradicting) existing scenarios describing the origin of RS in AM parts. The work
is therefore also targeted at generating further discussion on this highly complex topic.

2. Materials and Methods

2.1. Materials

18 cuboids, with a size of 5 × 5 × 15 mm3, were produced in a SLM Solutions 280HL machine
(SLM Solution Group AG, Lübeck, Germany) using plasma atomized Ti-6Al-4V ELI grade 23 powder
from AP&C. The size distribution of the powder’s spherical particles was measured by laser diffraction
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(Beckman Coulter LS 13320 PIDS, Beckman Coulter GmbH, Krefeld, Germany), resulting in D-values
D10 = 22 μm, D50 = 34 μm and D90 = 46 μm. Table 1 shows the manufacturing parameters. Each sample
was produced on a small round-shaped baseplate (Ø = 3 cm), which was screwed to a large baseplate
280 × 280 mm2 preheated to 200 ◦C (see Figure 1). Since in our previous study [13] the position on the
baseplate showed to be an important factor for RS, the location of each sample is uniquely defined (see
Figure 1). Two samples were built on a 2 mm support structure (SS). The same powder layer thickness
of 30 μm and a chessboard scan strategy with a minimum field size of 5 mm were chosen for all of
them, while other processing parameters were varied. Also, for all samples, a set of two contours
and one intermediate line (i.e., so called fill-contour line) were applied before the sample bulk was
processed. In the contour scan, the same parameters, with 100 W laser power and 525 mm/s scan
velocity, were used for all specimens. The microstructure and the RS for some cuboids from the same
build job were partially discussed in [13]. The names of the parameter sets were kept the same as used
in our previous studies [8,13,22,23] for consistency, and are indicated in Table 1. The A4 parameter set
presents porosity-optimized conditions [23], and is always used as a reference.

Table 1. Processing parameters.

Sample Groups Name
Power, p Hatch

Distance, h Velocity, v
Volumetric

Energy
Density

Line Energy,
p/v

W mm mm/s J/mm3 J/mm

Surface roughness A4 * 175 0.1 500 116.7 0.35
A4 without contour 175 0.1 500 116.7 0.35

Different surfaces A4 * 175 0.1 500 116.7 0.35

Support structure

A4 * 175 0.1 500 116.7 0.35
A4 SS 175 0.1 500 116.7 0.35
A10 175 0.1 1100 53 0.16

A10 SS 175 0.1 1100 53 0.16

Velocity variation

A1 * 175 0.1 200 291.7 0.88
A3 175 0.1 400 145.8 0.44

A4 * 175 0.1 500 116.7 0.35
A10 175 0.1 1100 53.0 0.35

Power variation
P100 100 0.1 500 66.7 0.2
A4 * 175 0.1 500 116.7 0.35
P200 200 0.1 500 133.3 0.4

Hatch distance
variation

A1H40 * 175 0.04 500 291.7 0.35
H70 175 0.07 500 166.7 0.35
A4 * 175 0.1 500 116.7 0.35

* Results for these samples were partially reported in [11].

 
Figure 1. Schematic position of the samples in the build chamber.
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2.2. Synchrotron X-ray Diffraction

The RS analysis was performed by SXRD at the synchrotron source BESSY II (Helmholtz Zentrum
Berlin, Germany) at the EDDI beamline [24]. The energy dispersive diffraction technique allows
obtaining the lattice spacing dhkl for different crystallographic planes {hkl} in dependence of the
energy Ehkl :

dhkl
(

Å
)
=

6.199
sin θ

1
Ehkl(keV)

(2)

The EDDI beamline provided a white beam with an energy range of about 10 to 150 keV. The white
beam allows probing different depths [25]. In fact, the penetration depth τ for the energy dispersive
diffraction is determined by [24]:

τ =
sin θ

2μ(Ehkl)
cos ψ, (3)

where μ(Ehkl) is the linear absorption coefficient at the energy Ehkl . Therefore, different energies
correspond to different τ.

The experiment was performed in a reflection set-up with a fixed diffraction angle of 2θ = 8◦.
The prismatic gauge volume was defined by the intersection of the incoming (slits 500 × 500 μm2)
and the diffracted beams towards the detector (vertical slits of 30 μm). Therefore, a gauge volume
length of 3.8 mm was defined (Figure 2), although one has to bear in mind that more that 75% of
the signal comes from central 50% of the length [26]. All samples were systematically measured on
the surface opposite to the red line in Figure 1. During measurements all samples were attached to
the baseplate, also support structures were not removed. All samples, except A4 without contour,
were measured at the surface height identified by laser system (0 μm). Seven points along sample
height were mapped to obtain the stress component along the building direction (BD, σz, Figure 2).
The sin2ψ method was used assuming the normal stress component (σX) negligible at the surface.
Diffraction peaks of six crystallographic planes of (α + α’) hexagonal Ti lattices were acquired. For the
calculation of strains and stresses, diffraction elastic constants (DEC, reported in [8]) of α-Ti were used.
The detailed description of experiment has been reported elsewhere [8,13].

 
Figure 2. Schematic set-up of residual stress (RS) mapping and coordinate system of the sample. Note:
gauge volume shape is simplified, a detailed description can be found in [9].
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2.3. Roughness Measurements

The roughness of selected specimen surfaces was measured using a confocal ZEISS LSM 700
laser scanning microscope from Zeiss AG, Oberkochen, Germany. For all specimens the same
measurement parameters were used. The measurement position was at about 8 mm from the sample’s
top. Images with a 100× magnification (objective EC Epiplan-Apochromat 10×/0.3 HD DIC M27) and
a pixel size of 2.5 × 2.5 μm2 were taken each 2.46 μm in height. The roughness values Sa (arithmetic
mean height), Sq (root-mean-square height), Sz (maximum height) and Sp (maximum peak height) of
an area of 2 × 2 mm2 were calculated in the software ConfoMap (Version 7.4, ZEISS AG, Oberkochen,
Germany) according to ISO25718.

3. Results and Discussion

LPBF materials are generally highly textured owing to the directional temperature gradient
across the deposited layers that induce epitaxial growth along the building direction [27]. However,
depending on the part usage, texture can be modified and reduced to some extent by changing scanning
strategy [28] or modifying the alloy composition [29]. For the material investigated in the current study
a difference in texture between contour region and bulk was observed. The diffractograms obtained
by synchrotron X-ray diffraction of the porosity-optimized A4 sample in the subsurface region (in
reflection mode) and in the bulk (transmission measurement) are shown in Figure 3a,b, respectively.
The subsurface region presents similar intensities of the diffraction peaks for different ψ tilts, while in
the bulk the peaks change intensity and even disappear for some orientations. This kind of behavior is
well known for LPBF Ti-6Al-4V [30]. Texture is known to have an influence on strain measurements [4],
which complicates RS analysis of such materials. Additionally, crystallographic plane-specific elastic
constants can vary due to texture [31]. In the present study, only subsurface stresses (corresponding to
contour regions) were considered. Also, only the 103 reflection is reported in the rest of the work, due
to the presence of low intergranular stresses [32,33].

Figure 3. Diffractograms for sin2ψ tilts of A4 sample in (a) reflection (at subsurface), (b) transmission
(in bulk). Note: the ψ-tilt angles are indicated in the insets.

3.1. Effect of Surface Roughness

The contour scans are usually applied to reduce roughness of the sample, which is often dominated
by the attached/partially unmolten powder particles [34]. However, in order to understand the effect
of roughness on RS measurements one A4 sample without contour was investigated in this study.
The A4 sample without contour scans was manufactured in a different build job but using the same
bulk A4 parameters (Table 1). The surface roughness, obtained by confocal laser scanning microscopy,
shows more than double Sq in case of the sample without contour scan compared to the one with
contour (Sq = 33.3 μm vs. Sq = 13.2 μm, Figure 4a,b). Also, a higher maximum height Sz for the
sample without contour scan (270 μm) compared to one with contour (102 μm) can be observed in the
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roughness maps. The surface alignment for RS measurements at the EDDI beamline is usually obtained
by a laser system for each measurement point of the sample surface. In this way the surface waviness
is taken into account. This surface alignment allowed obtaining a sufficient signal. The unmolten
powder particles at the surface contribute to the diffraction signal but since they only are partially
attached to the surface they do not contribute to macrostress formation, i.e., the RS value should be
around zero. Therefore, for the sample without contour scan different depths from the surface, defined
by the laser system, were measured (0 μm, 150 μm and 250 μm, see schematic sketch Figure 5a) to
assess the influence of roughness on measurements. The 150 μm and 250 μm (Figure 1) correspond
to the physical shift of the gauge volume inside the sample from the 0 μm position defined by the
laser system. An increase of RS was observed (Figure 5b) by shifting the gauge volume deeper, as well
as a decrease of experimental error which is related to the increase of the diffraction peaks intensity.
Therefore, the surface RS of the sample without contour scan become close to those in the sample with
contour scan at a shift of 250 μm. The stress profile along the sample height still fluctuates, possibly
due to the inhomogeneous roughness/waviness. Additionally, the gradient of RS as a function of
penetration depth shows that closer to the surface the partially attached powder particles contribute
to the signal and reduce RS (Figure 5c) [8,9]. Therefore, the choice of the α-103 reflection minimized
the influence of intergranular stresses, while it had the highest penetration, helping to overcome the
problem of high roughness. The penetration depths of high energy X-ray into the material count from
the center of the gauge volume (i.e., from 0, 150, 250 μm positions). Interestingly enough, for the
sample without contour a RS value with gauge volume at 150 μm and the penetration depth of τ =
100 μm is approximately the same as the first RS value of gauge volume at 250 μm (τ ≈ 20 μm). Indeed,
the combination of the RS profiles from Figure 5c, considering the physical shift from the surface
and penetration depth of the X-ray beam, shows an increase of RS as function of depth (Figure 5d).
This proves the concept of continuous RS gradient.

Figure 4. Roughness map of the cuboid (field of view is 2.5 mm × 2.5 mm) for (a) A4 with contour
scan Sq = 13.2 μm; (b) A4 without contour scan Sq = 33.3 μm.
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Figure 5. (a) RS along building direction for samples A4 with and without contour scan; (b) sketch of
gauge volume and sample surface during measurements at different depths; (c) RS for different
penetration depths (at height Z = 8.5 mm, see Figure 2); (d) RS profiles for the sample A4
without contour.

3.2. Effect of Sample Orientation with Respect to Ar Flow

For the comparability of results, the lateral surface opposite to the red line in Figures 1 and 6
(named surface 1) was measured for all samples presented in this study. However, to check the
distribution of RS at different sides of samples, all four lateral surfaces of cuboid A4 were measured
(Figure 6). To avoid the effect of laser path and location of the sample on the baseplate (discussed
in [13]) the sample was taken from the center of the baseplate, where we can assume negligible changes
in laser orientation as it reaches the sample. The evolution of RS on the different surfaces shows the
same tendency from the top of the sample to the mid-height (up to Z = 7 mm, see coordinate system
in Figure 2), although with a scatter of about 100 MPa. However, in the lower part of the sample
(Z > 7 mm) the curves split in two groups: Surfaces 1 and 3 show lower stresses (around 550 MPa)
while surfaces 2 and 4 show higher values (up to 775 MPa). Thus, surfaces opposite to each other have
similar RS, hence experience similar temperature distribution during production. Indeed, the surfaces
2 and 4 oriented perpendicular to Ar flow while 1 and 3 are parallel to it. After the contour scan,
surfaces 2 and 4 may cool faster due to the larger surface cross section in contact with Ar flow, which
results in a higher temperature gradient and hence higher RS (Figure 6b). Additionally, as observed by
X-ray computed tomography, porosity distribution has not shown any pattern that can be related to
stress relaxation (see Figure 5c in [13]). As shown in [35] for LPBF AlSi10Mg, the two surfaces facing
Ar flow output (surface 2) and opposite to it (surface 4) have the highest difference in the roughness.
In our case, roughness measurements were performed at each lateral surface and summarized in
Table 2. The surface roughness values were similar for all surfaces of cuboid A4. This fact eliminates
the effect of roughness on RS measurement in this case. Also, while the bulk scanning strategy was not
the same for every side (since the chess pattern with rotation was used), it is difficult to assess any effect
of the scanning strategy, since the rotation homogenizes the final temperature distribution. We can
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conclude that other factors influencing RS at different lateral faces of a sample, such as roughness and
scanning strategy, seem to have a minor role with respect to Ar flow. Yet deeper investigations are
needed together with a systematic analysis of the Ar flow paths.

Figure 6. (a) RS along the building direction on different faces for A4 cuboid, (b) schematic top view
on the sample in build chamber.

Table 2. Roughness at different faces of cuboid A4.

Parameter Surface 1 Surface 2 Surface 3 Surface 4

Sa, μm 11.2 9.68 9.87 9.08
Sq, μm 16.3 16.5 14.1 13.7
Sp, μm 64.7 54.8 64.6 70.2
Sz, μm 156 176 133 158

3.3. Effect of Velocity Variation and of Support Structure

Support structures are an important part of the building process in LPBF since they help to build
overhanging features [5]. They also facilitate heat dissipation, because loose powder has a poor thermal
conductivity. Also, they can be used during design of the part to optimize RS and minimize distortion.
For instance in [36], the use of support structure with more contact area near places with high RS has
been recommended. While it has been shown for flat samples that support structures release some
subsurface RS for IN718, by giving more flexibility to the sample free deformation, they cannot replace
stress relieving heat treatment [9]. In the present study, we investigated samples with and without
support structure, manufactured with the same parameters. Figure 7 shows that the use of the support
structures does not affect RS: the RS profiles for Z > 6 mm is basically identical for samples produced
with the same parameters set.
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Figure 7. RS along the building direction for samples (a) with and without support structure (SS);
(b) velocity variation.

The effect of laser scan velocity was also investigated (c.f. [8,13], Figure 7b). The laser scan velocity
is one of the most influential parameters affecting porosity [23]. For the sample A1 (v = 200 mm/s) the
formation of an α + β microstructure, low RS and high volume fraction of pores (around 1%) have
been reported in [13]. Although contour scan parameters were the same for all samples and only
contour regions were probed by diffraction (up to 100 μm), the influence of bulk scanning parameters
can be observed clearly: A decrease of subsurface RS occurs by decreasing laser velocity (Figure 7b).
This confirms that that laser velocity has a larger impact on RS than the presence of support structures.
The present results confirm previous studies: The same velocity variation has also been discussed
in the case of more complicated sample geometry (bridge-shaped), where a similar tendency was
found [8].

3.4. Effect of Power and Hatch Distance Variation

In our previous work [13], we have shown that the formation of the β-phase can be induced by
intensified intrinsic heat treatment at 40 μm hatch distance (A1H40) conditions [37–39]. In this work a
hatch distance of 70 μm (H70) was also evaluated to estimate the sensitivity of RS to hatch distance
change. Figure 8a,b show the effect of laser power and hatch variations on RS, respectively. Increasing
Ev by a factor of 2 (by increasing laser power) leads to a decrease of RS by about 100 MPa (sample P200
in Figure 8a). Increasing Ev by a factor of 2.5 by decreasing the hatch distance leads to a decrease of RS
by more than 400 MPa (sample A1H40 in Figure 8b). This is due to the increased intrinsic laser energy
input that also results in the formation of the β-phase [40]. This fact is also proved by diffractograms
for P200 (133 J/mm3, Figure 8c) and H70 samples (167 J/mm3, Figure 8d): An increase of intensity of
β-{110} peak can be observed for some ψ tilts in the case of H70 sample, indicating some texture in the
β-phase (discussed in [40]). In [16], no dependence of RS on Ev was observed for fully dense AISI316L
samples. This conclusion is only partially contradictory to ours: the authors of [16] have investigated
only a small range of Ev (70 J/mm3–140 J/mm3). Indeed, in our study samples produced with Ev in
the same range as [16] display similar RS. By significantly increasing Ev by hatch distance reduction,
the RS decreases (Figure 7b) while keeping bulk porosity at a reasonable level [13].
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Figure 8. RS along the building direction for (a) laser power variation study, (b) hatch distance variation
study; diffractograms for (c) P200 sample; (d) H70 sample (the ψ-tilt angles are indicated in the insets).

4. Summary

Subsurface residual stresses (RS) were investigated in several LPBF Ti-6Al-4V cuboids by means
of X-ray synchrotron diffraction. Since a texture difference between the bulk of the samples and the
subsurface region was observed, we investigated the subsurface region (contour region), where the
nearly random texture allowed us to use a conventional sin2ψ RS analysis. We also investigated
the influences of roughness on subsurface RS measurements of AM parts, since the partially molten
attached powder particles at the surface may lead to erroneous results and underestimation of RS.
We conclude that additional sample preparation (e.g., sample polishing) or usage of non-destructive
high energy X-ray or neutron diffraction is recommended to overcome this effect.

The volumetric energy density Ev, tracked in several process optimization studies, obviously
influences the RS state, since it affects the thermal history of the part. We confirmed that an increase of
Ev decreases RS, due to an increased intrinsic laser energy input into underlying layers. However, this
RS decrease is only visible from a certain threshold value of Ev. This threshold Ev value can lie outside
the process window for one of the parameters (such us laser power) and could be reached by varying
other parameters (e.g., hatch distance). We showed that other factors (not contained in Ev) may also
influence the RS state. For instance, we studied the influence of support structures and orientation
of the sample with respect to Ar flow. The use of support structures did not show significant impact
on RS for our simple sample geometry. In contrast, the orientation of the sample with respect to Ar
flow had a larger impact. The discrepancy between RS at different faces of cuboid can be related
to their orientation with respect to the Ar flow direction. Although all these factors cannot be fully
tracked/measured in comprehensive design of experiment, it is recommended to consider them when
implementing models or creating complex parts.
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